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Preface

This Springer Handbook is an overview of the ex-
panding and exciting field of medical technology in
which the reader will find a modern presentation of
the relevant aspects of research, design, manufactur-
ing, and application of different medical devices. The
following components: Basics, Functional Diagnostics
Devices, Monitoring, Medical Imaging, Therapeutic
Devices, Rehabilitation, Medical Information Process-
ing, Telemedicine, Equipment and Tools cover the
major aspects of this field.

The handbook was compiled to be an indispensable
resource for professionals working directly or indirectly
with medical systems and appliances. Just as impor-
tantly, it was organized for graduate and postgraduate
students in hospital management, medical engineering,
and medical physics.

Medical technology has a long and productive tra-
dition of developing medical devices, and innovative
approaches to solve critical problems in medicine, bi-
ology, and environmental sciences. Hence, biomedical
engineering is a rapidly developing field, which exem-
plifies multidisciplinary approaches such as biotechnol-
ogy, microsystems technology and telematics. Biomed-
ical engineers develop devices and systems which
ultimately contribute to the identification, treatment,
abatement and monitoring of diseases and to the com-
pensation of disabilities. The use of modern diagnostic
methods enables the early and safe identification of nu-
merous diseases and improving therapeutic outcomes.
Using engineering methods to address medical prob-
lems will foster additional breakthroughs in clinical
treatment and management.

The transfer of ideas from basic research and pro-
totyping to the final medical product, including the

methodological questions of application requires con-
tinued cooperation between teams. The result of the
interaction of basic and clinical medical sciences, in-
formation technology, engineering, materials science,
and cell biology will open up undreamed-of possibili-
ties in diagnostics and therapy. Challenges include 4-D
imaging, e.g. for beating heart diagnostics, coupling of
microsystems to neurons, e.g. neural prostheses, the ap-
plication of new biomaterials with surface modifications
at the nanoscale, e.g. for the fabrication of a lifelong
stable joining of hip prostheses, and the computer mod-
eling of a virtual patient for the verification of diagnosis
and direction of therapy.

Protection of patients, cost reduction and the con-
sideration of progress in medicine as well as the
technological state-of-the-art are significant challenges
for the development of medical products. Hopefully this
Springer Handbook will assist in the continued develop-
ment of new medical products that will enhance the well
being of patients.

The editors would like to thank the authors for their
fruitful, successful and collegial cooperation. It was
a pleasure for us to collect views from the different
fields of medical technology and bring them together
in the handbook. Special thanks to Dr. Werner Skolaut,
Senior Manager Springer Handbooks, and Dr. Thomas
Ditzinger, Senior Editor Engineering/Applied Sciences,
from Springer publishing for their time, help and kind
support.

May 2011
Rüdiger Kramme Titisee
Klaus-Peter Hoffmann St. Ingbert
Robert S. Pozos San Diego
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NN nearest neighbor
NOTES natural orifice translumenal endoscopic

surgery
NP neural pathway
NRZ no return to zero
NSF nephrogenic systemic fibrosis
NTC negative-temperature coefficient
NTP normal transmission period
NTSC National Television System Committee
NYHA New York Heart Association

O

O2Hb oxyhemoglobin
O2C oxygen to see
OAE otoacoustic emission
OAR organ at risk
OCT optical coherence tomography
ODI oxygen desaturation index
OEG open ear gain
OHC outer hair cell
OID object identifier
OKN optokinetic nystagmus
OL-HDF online hemodiafiltration
OME otitis media with effusion
ONH optic nerve head
OP operative field
OPCAB off-pump coronary artery bypass
OPS classification of operational procedures

(Germany)
OQ operational qualification
OR operating room
ORC oxygen ratio controller
ORM order message

ORU observation results unsolicited
OSA obstructive sleep apnoea
OSCE objective structured clinical examination
OSI open system interconnection
OT operating theater
OXI oximetry

P

PA polyamide
PAAM polyacrylamide
PACC patient contact control
PACS picture archiving and communication

system
PAD peripheral arterial disease
PAL pharmaceutical affairs law
PAN polyacrylonitrile
PAP pulmonary artery pressure
PAPm mean pulmonary artery pressure
PAT parallel acquisition technique
PAV proportional assist ventilation
PAW airway pressure
PBL problem-based learning
PC peak clipping
PC personal computer
PC pressure controlled
PC-AC pressure control–assist control
PC-APRV pressure control airway pressure release

ventilation
PC-BIPAP pressure control, biphasic positive airway

pressure
PC-CMV pressure control-continuous mandatory

ventilation
PC-SIMV+ pressure control-synchronized

intermittent mandatory ventilation plus
PCB printed circuit board
PCR principal component regression
PCS patient control system
PCV pressure-controlled ventilation
PCWP pulmonary capillary wedge pressure
PDA patent ductus arteriosus
PDA personal digital assistant
PDCA plan–do–check–act
PDD percentage depth dose
PDF portable document format
PDM permanent dynamic monitoring
PDMA Pharmaceuticals and Medical Devices

Agency
PDR pulsed-dose rate
PDT photodynamic therapy
PDw proton density weighting
PE parallel element
PE protective earth
PEEP positive end-expiratory pressure
PEF peak expiratory flow
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PEG polyethylene glycol
PELV protective extra low voltage
PEMS programmable electrical medical system
PENG photoelectronystagmography
PERG pattern ERG
PET positron emission tomography
PF pulmonary function
PFO patent foramen ovale
PFT pulmonary function test
PHS personal health system
PI perfusion index
PID proportional–integral–derivative
PII pulse intensity integral
PIN personal identification number
PLS partial least-squares
PLV pressure-limited ventilation
PMMA polymethylmethacrylate
PMS periodic leg movement
PMV pump minute volume
PNS peripheral nerve stimulation
PNS peripheral nervous system
PPG photoplethysmogram
ppm parts per million
PPS proportional pressure support
PQ performance qualification
PRF proton resonance frequency
PRF pulse repetition frequency
PRVC pressure regulated volume controlled
PS power supply
PS pressure support
PSN pelvic splanchnic nerve
PSu polysulfone
PT perception threshold
PT programmed teaching
PTA percutaneous transluminal angioplasty
PTCA percutaneous transluminal coronary

angioplasty
PTS permanent threshold shift
PTT pulse transit time
PTV planned target volume
pTX parallel transmit
PUK personal unblocking key
PUR polyurethane
PUVA psoralen and ultraviolet A
PVAD paracorporeal ventricular assist device
PVARP postventricular atrial refractory period
PVC polyvinyl chloride
PVDF polyvinyl difluoride
PVDF polyvinylidene fluoride
PVI pleth variability index
PVP polyvinylpyrrolidone
PVR pulmonary vascular resistance
PW pulsed wave
PW pulse width
PWC pulse working capacity
PWV pulse wave velocity

Q

QBE query by example
QM quality management
QMS quality management system
QSRL Q-switched ruby laser
QT quasi-tripole
QWIP quantum-well infrared photodetector
QoS quality of service

R

RAID redundant array of independent discs
RARE rapid acquisition with relaxation

enhancement
RBC red blood cell
RCD residual current protective device
RCTX radiochemotherapy
RDI respiratory disturbance index
RECD real ear to coupler difference
REFET reference FET
REM rapid eye movement
RF radiofrequency
RFID radiofrequency identification
RGB red–green–blue
RGRT respiratory guided radiotherapy
RIM reference information model
RIS radiology information system
RKI Robert Koch Institute
RLN recurrent laryngeal nerve
RMS root mean square
ROI region of interest
ROM range of motion
RPE retinal pigment epithelium
RR respiration rate
RSNA Radiological Society of North America
RST rotation, scale, and translation
RT radiation therapy
RV residual volume
R&TTE radio and telecommunications terminal

equipment

S

S-MAC sensor MAC
SA sinoatrial
SAN storage area network
SAP systemic arterial pressure
SAR specific absorption rate
SARS severe acute respiratory syndrome
SB spontaneous breathing
SBRT stereotactic body radiation therapy
SCI steered compound imaging
SCI spinal cord injury
SCORM sharable courseware object reference

model
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SCP slow cortical potential
SD standard deviation
SE spin echo
SE series element
SEM scanning electron microscopy
sEMG spontaneous electromyography
SENSE sensitivity encoding
SEP somatosensory evoked potential
SET signal extraction technology
SF standard flash
SFOAE stimulus frequency otoacoustic emission
SIDS sudden infant death syndrome
SIMV synchronized intermittent mandatory

ventilation
SISI short increment sensitivity index
SLARSI sacro-lumbar anterior root stimulator

implant
SMD surface mount device
SME small and medium-sized enterprises
SMR sensorimotor rhythmic
SMS short message service
SNOMED Systematized Nomenclature of Medicine
SNR signal-to-noise ratio
SOA service oriented architecture
SOAE spontaneous otoacoustic emission
SOC system-on-a-chip
SPECT single photon emission computed

tomography
SPGR spoiled gradient recalled
SPIN speech in noise
SPIO superparamagnetic iron oxide
SPL sound pressure level
SPN-CPAP spontaneous-continuous positive airway

pressure
SPN-CPAP/PS spontaneous continuous positive airway

pressure/pressure support
SPN-PPS spontaneous proportional pressure

support
SQUID superconductive quantum interference

device
SRS stereotactic radiosurgery
SRT stereotactic radiotherapy
SRT speech perception threshold
SSEP somatosensory evoked potential
SSVEP steady-state visually evoked potential
STAN ST waveform analysis
STIR short-tau inversion recovery
STPD standard temperature and pressure, dry
STR scotopic threshold response
SV stroke volume
SVC superior vena cava
SVES ventricular super-extrasystole
SVR systemic vascular resistance
SWI susceptibility-weighted imaging
SWIR short-wavelength infrared
SkBF skin blood flow

T

TA technical assistant
TAH total artificial heart
TASP téléassistance en soins de plaies
TBI total body irradiation
TC tube compensation
TCI target-controlled infusion
TCP/IP transmission control protocol/Internet

protocol
TDI tissue Doppler imaging
TDMA time-division multiple access
TE time of echo
TEB thoracic electrical bioimpedance
TEC thermoelectric cooler
TEE transesophageal echocardiography
tEMG triggered electromyography
TENS transcutaneous electrical nerve

stimulation
TEOAE transient evoked otoacoustic emission
tf-LIFE thin-film longitudinal intrafascicular

electrode
TFT thin-film technology
TFT thin-film transistor
THC tissue hemoglobin measurement
THI tissue hemoglobin index
TIFF tagged image file format
TIVA total intravenous anesthesia
TLC total lung capacity
TLD thermoluminescent dosimeter
TMP transmembrane pressure
TMS transcranial magnetic stimulation
TN-S terre neutre séparé
TOI tissue oxygenation index
TPR total peripheral resistance
TPS treatment planning system
TPU thermoplastic polyurethane
TR time of repetition
TRICKS time-resolved imaging of contrast

kinetics
TSE turbo spin echo
TSEBT total skin electron beam therapy
TT true-tripole
TTDT threshold tone decay test
TTP time to peak
TTS temporary threshold shift
TTS transdermal therapeutical system
TUR transurethral resection
TUR-B transurethral resection, bladder
TUR-P transurethral resection, prostate
TV television
TWIST time-resolved imaging with interleaved

stochastic trajectory
TimCT total imaging matrix with continuous

table movement
ToF-MRA time-of-flight MR angiography
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U

UCUM Unified Code for Units of Measure
UDP user datagram protocol
UEA Utah electrode array
UITDD ultrasound-induced targeted drug

delivery
ULF ultralow frequency
UPG ultrasound pneumography
UPS uninterruptible power supply
URR urea reduction rate
US ultrasound
USB universal serial bus
USRDS United States Renal Data System
UV ultraviolet

V

VAD ventricular assist device
VAH Verbund für angewandte Hygiene
VAP ventilator-associated pneumonia
VC vital capacity
VC volume controlled
VC-AC volume control-assist control
VC-MMV volume control-mandatory minute

volume
VC-SIMV volume control-synchronized intermittent

mandatory ventilation
vCJD variant Creutzfeldt–Jakob disease
VCT volume computer tomography
VDE Verband der Elektrotechnik, Elektronik

und Informationstechnik
VEP visual evoked potential
VES ventricular extrasystole
VG volume guarantee
VLAN virtual local area network
VLF very low frequency

VLWIR very longwave infrared
VNA vendor-neutral archive
VOG videooculography
VOR vestibulo-ocular reflex
VOT vascular occlusion test
VR ventricular rate
VR virtual reality
VRE vancomycin-resistant enterococcus

faecium
VRT volume rendering technique
VSV vacuum–steam–vacuum
VT tidal volume
VTC videoteleconference

W

W3C World Wide Web Consortium
WBT web-based training
WD washer-disinfector
WDRC wide dynamic range compression
WHMS wireless health monitoring system
WIM wireless interface module
WLAN wireless local area network
WM white matter
WOB work of breathing
WPW Wolff–Parkinson–White-syndrome
WSN wireless sensor network

X

XDS cross-enterprise document sharing
XML extensible markup language

Z

ZVEI Zentralverband der Elektrotechnischen
Industrie
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Technology i1. Technology in Medicine:
Its Role and Significance in Terms of Health Policy

Rüdiger Kramme, Heike Kramme

New avenues in diagnosis and therapy are to-

day increasingly being opened up as a result

of sophisticated and advanced technology, and

at the forefront of this are evolutionary devel-

opments in existing technology. Many medical

devices and pieces of equipment are devel-

oping at lightning speed as a result of digital

technologies, which enable new medical con-

cepts, strategies, and visions to be implemented

faster than ever before. This means that de-

velopments which previously took a decade to

implement are now being introduced at a rate of

one a year. Technology thus not only has a dynamic

interrelationship with medicine; it influences

and shapes modern medical science on the

1.1 A Short History ..................................... 3

1.2 Early Breakthroughs
of Medical Technology .......................... 3

1.3 Analog to Digital .................................. 4

1.4 Health Policy ........................................ 5

1.5 New Key Areas ...................................... 5

1.6 Innovation Versus Financial Resources.... 6

basis of new technical possibilities. First-class

health care would be inconceivable without

progress and innovation in the field of medical

technology.

1.1 A Short History

Medicine (from the Latin ars medicı̄na, the art of heal-
ing) and technology (from the Greek, meaning skill,
craft) have inspired and fascinated mankind since its
early beginnings. Technical instruments and devices
have always had their place in medicine. Acupuncture
needles are known to have been used in Far Eastern
medicine since approximately 2500 BC. Hippocrates
(460–370 BC), the founder of scientific medicine in
the Western world and a prominent doctor of his time,
was already using a proctoscope to inspect his pa-
tients’ intestines. He also gave descriptions of a variety
of instruments and apparatuses for the treatment of

wounds. These included, for example, apparatuses with
weights and straps which, in the case of an arm frac-
ture, positioned the broken bones in relation to one
another, straightened them, and simultaneously immo-
bilized them. As striking evidence from archeological
digs in the buried town of Pompeii has shown, sophisti-
cated instruments and devices for surgical interventions
were already being used in the Roman Empire (from
63 BC onwards). The vision aids known as glasses, on
which many of us rely, are not an achievement of the
20th century but had already been invented by a crafts-
man at the end of the 13th century.

1.2 Early Breakthroughs of Medical Technology

The first major breakthrough in medical technology
and boom in modern medicine took place around the
turn of the 20th century with Röntgen’s discovery of

x-rays in 1895. Although the nomenclature of the elec-
trocardiograph (ECG) – which is still in use today –
had already been decided by Einthoven in 1895, use
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of the first clinically viable ECG was not possible un-
til 1903. In 1896, Riva-Rocci introduced the method
of noninvasive palpatory measurement for determin-
ing blood pressure. The electroencephalogram (EEG)
was first recorded in 1924 by Berger using a string
galvanometer. Other milestones in medical technology
were the invention and introduction of the artificial kid-
ney (1942), the heart–lung machine (1953), hip-joint
prostheses (1960), artificial cardiac valves (1961), and
the first clinical patient monitoring devices (around
1965). Criteria which had already been used for classifi-
cation in the USA were developed for measurement and
standardization of the ECG according to the Minnesota

Code around 1960. In the early 1940s, the construction
of the first electronic computer ushered in a new era, and
a new technology was born which was to revolution-
ize medical technology once more: data processing and
information technology. This new technology overshad-
owed all the technological developments which went
before it. If a modern calculator were equipped with
electronic components (e.g., transistors) from 40 years
ago, that calculator would require a power of 6000 W,
provided by an electricity supply and emitted to the sur-
roundings as heat. A weight of 50 kg and cube edges
approximately 1 m in length would more likely suggest
an oven than a calculator.

1.3 Analog to Digital

The radical change in technology from analogue to
digital opened up new dimensions in medical technol-
ogy: the computer tomograph (CT), which generates
cross-sectional images of the body, was developed by
Hounsfield and Cormack, and a prototype was installed
and tested in a hospital in 1971. In 1977, Mansfield
found success with a breakthrough for medical appli-
cations of magnetic resonance tomography using the
magnetic resonance method, and the human thorax was
imaged for the first time without the use of x-rays.
Unique and sophisticated possibilities in diagnosis were
introduced by a large-scale medical technology system
which is used in nuclear medicine: the positron emis-
sion tomograph (PET). As an imaging system, the PET
enhances the diagnostic range because it enables repre-
sentations of physiological and metabolic processes in
the human body to be determined both quantitatively
and on a location-dependent basis. Molecular imaging
with hybrid PET/CT scanners offers a view of things
which had previously not been visible. However, other
hybrids such as ultrasound and magnetic resonance
imaging also not only have the advantage that they offer
an image quality which is much more precise and accu-
rate in every detail when compared with other imaging
methods, but they can also be used without any expo-
sure to radiation. It has so far been possible to reduce
the radiation dose for a full body scan to as little as 40%
compared with older systems.

As a result of the increasing integration of
computer-based systems in x-ray technology, imaging
methods are being redeveloped in ever shorter time
cycles. The rapid growth of the spectrum of clinical

applications and the continuous further development
and implementation of new technologies have not only
led to an altered and extended range of indications for
these methods. Furthermore, imaging technologies are
increasingly being developed as a complete solution,
such as hybrid systems for interventional radiology or
integrated IT solutions (picture archiving and commu-
nication system (PACS), radiology information system
(RIS), etc.) which aim to optimize processes and thus
increase efficiency in hospitals. The increasing inter-
connectedness of technology will change the health
system.

To outline the progress and development of all the
devices and achievements in medical technology would
be to go beyond the scope of this book. Although med-
ical technology is in most cases not original but rather
adopts technological developments from fields such as
electronics, optics, precision engineering, and plastics
technology among others, and these developments are
only thought of as being part of medical technology
when applied to living creatures, medical technology
has nevertheless established itself as a field, and med-
ical care today would be unthinkable without it. This
fact reveals the real significance of medical technology:

Medical technology devices and equipment (includ-
ing in the laboratory and research field) are individual
or interlinked instruments, apparatuses, machines, ap-
pliances, and auxiliary devices, and any necessary
equipment which is used because of its function for
the identification (diagnosis), treatment (therapy), ob-
servation (monitoring), and prevention (prophylaxis) of
illness in humans.
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1.4 Health Policy

The aim of health policy must be to provide hu-
man, modern, high-performance, efficient, and people-
orientated medical care both in hospitals and on an
ambulatory basis, with the focus on the patient. In
the future, diagnosis and therapy will be adjusted ac-
cording to the genetics of the patient, and technical
solutions will be orientated towards the interaction be-
tween diagnosis and therapy. Another trend is that
of orientation towards disease patterns. This aspect
is even more important, because the risks of acute
illnesses will increase as a result of ageing society. In-
vestment in health care should provide benefits, not
only in terms of administration at the level of individ-
ual hospitals and clinics but also in terms of national
economics.

The development of medical technology as an
essential part of health care is in permanent in-
teraction with the changes in social lifestyles. The
significance of medical technology in terms of health
policy is therefore essentially based on the following
points.

• The quality and security of medical care as a re-
sult of continuous modifications and improvements
to diagnostic and therapeutic options and promotion
of medical and technological research, and further-
more with broad application and extension to large
population and patient groups using equipment-
based mass screening (e.g., within the scope of
illness prevention).• Shortening the duration of illness or the length of
hospital stay, which will reduce costs and therefore
bring about associated benefits in terms of national
economics.• Relieving staff from time-consuming routine jobs.• Meeting the expectations and demand level of the
population in terms of the quality of the processes
and of the results in health care.

Future developments in technical medicine must be
geared towards the additional demands of health care as
a result of limited resources.

• Medical technological diagnosis and therapy with
high cost-savings potential, using environmentally
friendly equipment and systems.• Further development of minimally invasive proce-
dures with the aim of reducing morbidity rates and
convalescence times.• Miniaturized compact systems, which are less time
and cost intensive in terms of installation and ser-
vicing.• User-friendly and operationally reliable design,
which substantially avoids faulty operation. Inva-
sive techniques will increasingly be replaced by
less invasive and/or noninvasive techniques, such
as disintegration of kidney and gall stones using
a lithotripter instead of surgical intervention, en-
doscopic minimally invasive interventions instead
of conventional surgery, three-dimensional (3-D)
echocardiography to show complex malformations
of the heart, pathomorphological changes in the mi-
tral or tricuspid valve, and atrial or ventricular septal
defects instead of the complex and high-risk pro-
cedure of cardiac catheterization, and imaging the
coronary vessels using magnetic resonance imag-
ing instead of contrast angiography or diagnosis by
cardiac catheterization.

It is becoming apparent that the boundaries be-
tween diagnosis and therapy are becoming increasingly
blurred by the use of current technological solutions
such as interventional radiological or endoscopic pro-
cedures, for example.

Where operative interventions in traditional surgery
were performed using a scalpel and surgical instru-
ments, in the foreseeable future these will to a large
extent be replaced by the light and sound of noninvasive
surgery. Successful high-energy ultrasound operations
on the brain have already been achieved in the field of
neurosurgery, meaning not only that there are new meth-
ods of treatment opening up but that there is even talk
of a paradigm shift in neurosurgical therapy. Neurosur-
gical treatment by means of ultrasound in the case of
psychiatric disorders, such as affective psychoses, for
example, should also be possible in the future.

1.5 New Key Areas

A key area of technology in health care of the 21st
century is telematics, which has the potential to bring

enormous advantages to all those involved in health
care but will also mean that health care organizations
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are faced with many new organizational, technologi-
cal, and legal requirements. In the future, hospitals will
be centers of telemedicine applications. Telemedical
communication and systems – that is to say all IT ap-
plications in the health care system which are provided
via public or long-distance communications networks –
enable large amounts of data to be transferred quickly,

meaning that physical distance is no longer an obsta-
cle. This is also a reason for the fact that increasingly
great importance is placed on telemedicine internation-
ally. These endeavors are aimed at developing a uniform
platform for telematics, so that use of modern telecom-
munications and information technology will improve
the quality of care and economic efficiency in the future.

1.6 Innovation Versus Financial Resources

Today, limited financial resources in hospitals mean
that it is only rarely possible to introduce and exploit
every technical innovation and possibility. It is there-
fore imperative for the user to evaluate any investment
decisions on a commercial and performance-related ba-
sis (e.g., by process-orientated technology assessment,
which takes account primarily of criteria such as perfor-
mance, effectiveness, and efficiency). Particularly with
respect to the advantages of a real investment, it is im-
portant that it is not emotional but rather rational criteria
which are at the fore in the decision-making process.
One of the key questions is whether there are limits to
technical progress, and where these limits might lie. As-
sessment of technological possibilities with respect to
their benefits for patients requires an understanding of
modern technology and its limits. Frequently, the aim
of medical technological manufacturers and suppliers
is to provide medical technological products and medi-
cal data-processing systems which are better and more
technically perfect every time. The result is that, these
days, the functions of many medical technological prod-
ucts go far beyond the needs and possible uses for them.
Users – who are usually not technophiles – will pay for
something extra that they cannot use. Numerous sophis-
ticated products are perhaps technically perfect but are
rarely tailored to suit a need. There is a lot which is fea-

sible technologically, but equally it is obvious that hu-
mans can barely control this technology, as in the case
of the complexity of various software interfaces, which
are no longer completely understood even by highly
qualified technicians. This means that the technical pos-
sibilities are frequently beyond the ability of many users
to use them. Uncritical enthusiasm for technology can
therefore very quickly turn into technophobia.

However, to do nothing or to make do without in-
novations and to cling to outdated technical products is
not a solution either. In the future, the service provided
to customers in hospitals or in a doctor’s practice will
itself become a product with greater potential for dif-
ferentiation than the quality and technical performance
of medical technological products. The innovations in
medical technology which will also be indispensable in
the future must have a human dimension and be tai-
lored to suit a need. This will inevitably be embedded
in the area of tension between technical and scientific
knowhow, market orientation, and orientation towards
individual customers. From the point of view of the
user, virtually all products are becoming increasingly
similar. Good customer service will be another factor
in the success of medical products: the focus must in-
creasingly be on the demand for products and not just
supplying them on offer.
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Medicine Is M2. Medicine Is More Than Applied Technology
for Human Beings

Giovanni Maio

Medicine owes many of its undeniable achieve-

ments to technological developments; without the

elaboration of technologies, medicine would have

been unable to devise or apply many methods of

treatment which are, indisputably, a blessing for

mankind. And yet, curative science has sometimes

been dazzled by the alliance between medicine

and technology. Medicine has been taken in by

technology to such an extent that it has lost sight

of what characterizes it as curative science and

what constitutes its actual essence. Technology is

not just a method to be chosen, but also a pro-

gramme. Ethical reflections on the relationship

2.1 Technology Suggests Feasibility
and Controllability ................................ 7

2.2 Technology Knows No Bounds................ 8

2.3 Technology Is Unable to Answer
the Question of Meaning ....................... 9

2.4 Technology Alone Does Not Make Medicine
Humane .............................................. 9

References .................................................. 10

between medicine and technology are presented

in this chapter.

From the very moment when medicine presents
a purely technical solution to the crisis of falling
ill, medicine has not only chosen a method, but
has devoted itself to a certain view of the world

and humankind. If the relationship between medicine
and technology is to be understood adequately, these
basic preconceptions about humanity must be contem-
plated.

2.1 Technology Suggests Feasibility and Controllability

Despite the uncertainty that still remains, a system that
backs technology alone assumes a high degree of con-
trollability of the system. In this case, that which is
incalculable merely represents a challenge to the de-
veloper to perfect technology to make it controllable.
If technology is now used to heal the ill, and as a central
instrument at that, this engineer’s way of thinking also
infiltrates how physicians think. In other words, physi-
cians who rely fully on technology are under the tacit
assumption that the problems faced by medicine are
generally problems that can be solved using technology.
If a problem remains, however, technology is to blame
for not being sophisticated enough, according to this
credo. This way, it is assumed that basically everything
is feasible and that all problems faced by mankind can
be solved using technology. The reproductive-medicine

complex is one example of coupling treatment with
technology. Reproductive medicine, in particular, which
increasingly regards itself as a market-oriented ser-
vice industry, equates remedy with the application of
technical instruments; it responds to many persons’ cri-
sis of meaning by offering technical solutions. What
is more, reproductive medicine implicitly declares the
technical solution to be the only possible response
to the challenge arising from involuntary childless-
ness. Medicine that regards itself in this way does not
only create an offer, but also establishes standards that
those who are confronted with involuntary childless-
ness are virtually unable to avoid [2.1]. In particular,
however, reproductive medicine comprehended in this
way fails to make use of the opportunity of mak-
ing couples aware of the potential of alternative life
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concepts at a sufficiently early stage. Such an absolu-
tization of the technical solution leads to a continuation
of infertile couples being dependent on the techni-
cal solutions offered by medicine, rather than making
them aware that a crisis of meaning can also be over-
come by giving life a new meaning, a meaning that
may arise by opening up new prospects of life [2.2].
It is the example of reproductive medicine, in par-
ticular, that highlights the fact that humane medicine
is more than about just being technically adept. It
is equally important to invest in good consultation,
in a good conversation which should, in particular
cases, also include touching upon the potential fail-
ure of technology. Technology suggests feasibility –

as can be clearly seen using reproductive medicine
as an example – and puts the victims of technology
in a situation where they are unable to escape from
the resulting technical imperative. Thanks to technol-
ogy, every woman has the opportunity to fall pregnant,
and if they still remain infertile, they just have not in-
vested enough or have not had a sufficient number of
attempts. It hardly occurs to the majority of physicians,
nor, secondarily, to many couples, that the technical
solution may not be the adequate one. Thus, technol-
ogy creates a maelstrom, a feasibility maelstrom, which
can only be resisted with difficulty. This aspect must
always be taken into consideration with every new
technology.

2.2 Technology Knows No Bounds

Technology has no boundaries; it progresses into un-
chartered territory, it never shies away from the new,
nor does it spare the essence of being; technology is
always oriented towards change and dynamism. With
such a basic concept, however, technology ensures that
there is no longer such a thing as a reasonable bound-
ary within medicine, and that there is no state that might
not undergo technical optimization or change. Research
on embryos is one example of this. Here, in particu-
lar, it can be seen that technical methods are considered
almost blindly without thinking about morally tenable
boundaries. There are grounds here for criticizing the
basic approach of using an inherently problematic tech-
nical means for an undeniably good cause. The fact that
the destruction of embryos was at all taken into account
as an option is the actual core of the ethical problem,
which is that, in their basic approach, the natural sci-
ences and technology grasp blindly at methods simply
because they are technically feasible or simply because
they are required to make promises come true. Offer-
ing such options alone creates a problematic denial of
any boundaries whatsoever. It is like asking a counter-
part a certain question that simply should not be asked,
no matter what the situation is, because it is, for exam-
ple, an unreasonable demand. In the same way, there
should be certain methods in technical research and de-
velopment that one simply does not select, because they
are bound to offend the feelings of far too many people,
and should therefore be regarded as unacceptable. Con-
sequently, the basic problem that research on embryos
has to face only arose because research methods were
chosen blindly from the start, and, from the very begin-

ning, no respect was shown for the fact that merely the
request of sacrificing embryos is an unreasonable de-
mand for many people – and this is just one example
representing many more. We need only think of cloning
techniques, the creation of chimera, and so on. In this
case, technicians cannot retract and deny any respon-
sibility. Moreover, simply by selecting their methods,
technicians assume responsibility, and this responsibil-
ity must become apparent prior to the development so
that no blind mechanization occurs, but a mechaniza-
tion on a humane scale. And this humane scale must
also take boundaries into consideration, and must bear
in mind that certain processes are inherently problem-
atic. If they are still selected, despite being aware of
these problems, presenting the whole of society with
a fait accompli, this could signify a heavy burden in
certain constellations.

And yet, it is not only the moral boundary that de-
velopers of technology defy without further reflection –
the denial of the boundary itself is the basic problem of
technical development. Technology knows no point at
which it could be said that it is perfect now as it is; tech-
nology, i. e., those who work on technical products, are
always anxious to surpass existing technology with one
that is even faster, even more sophisticated, even smaller
or even more comprehensive. This attitude towards end-
less development is based on the lack of a notion about
the ideal state and on a glorification of efficiency. The
credo is: the faster, the better; the more, the better, and
so on. Admittedly, this credo may be useful when deal-
ing with certain utensils. In the context of medicine,
however, the credo cannot be generalized in all cases.
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Medicine Is More Than Applied Technology for Human Beings 2.4 Technology Alone Does Not Make Medicine Humane 9

What about the discussion on enhancement? This is pre-
cisely where the esteem for more and more reaches its
limits and where less is more makes sense [2.3]. The
human being is not a machine that operates better the
faster it runs; humans need efficiency as much as they
crave leisure, they need to achieve their goals quickly,
but also need changes in their lives, and resistance to be

able to mature at all. Accelerating everything – human
beings included – does not automatically mean that hu-
man beings are doing themselves a favor. With regard to
humanity, offering less, decelerating or back-pedalling
is often more conducive to reaching the goal, provided,
of course, that humanity finds fulfilment is the desirable
goal rather than rapid production.

2.3 Technology Is Unable to Answer the Question of Meaning

Technology knows only purpose-rational thinking, and
if technology is proclaimed as the solution for mankind,
the human being will primarily be regarded as a body
machine within such thought. Technology does not ask
about meaning, about the superior sense; indeed, it can-
not ask what is meaningful, because it lacks the tools to
assess the answer to this question – since the question
of meaning cannot be expressed in figures and values.
With regard to technology in the context of medicine,
this aspect is particularly precarious. As a result of tech-
nology’s triumph, medicine has sometimes fallen victim
to an absolutization of the natural sciences and technol-
ogy, with the grave consequence that medicine is time
and again inclined to define not only what is proper
but also what is good via the natural sciences. That
which takes place as an applied natural science and
technology in the course of the self-image of medicine
is equating functionality with the good, equating natural
scientific properness with what is good for mankind. In

this context, organic functionality is occasionally seen
as a value in itself; in other words, functionality should
always be restored. Secondly, the loss of functionality
is per se interpreted as something negative or even as
a failure on the part of medicine under this natural scien-
tific dictum. Both conclusions, however, are inherently
problematic. First of all, trying to restore functional-
ity by all means may be problematic if sight of the
whole picture is lost. Concerning the superior sense,
restoring functionality cannot be equated with the cre-
ation of meaningfulness; for example, organs can be
restored but the treatment may be senseless regardless.
The more medicine becomes specialized and regards it-
self as a natural science, the more it sometimes treats
organs and x-ray photographs, blood gases, and labo-
ratory values, but by doing this does not automatically
treat the human being. Precisely this, then, becomes
a serious problem if medicine sees itself only as a tech-
nically oriented specialist medicine.

2.4 Technology Alone Does Not Make Medicine Humane

Bearing all this in mind, it should become apparent that
it is not a matter of demonizing technology. Technology
per se is not the problem of modern medicine. The prob-
lem starts when the importance of technology is overes-
timated, i. e., when it is assumed that existential ques-
tions arising from a patient falling ill can only be solved
by technological means. The central criticism is there-
fore not directed at technology itself, but at the thought
that technology is the one and only solution. Medicine
that categorically rejects technology is doomed to fail-
ure, because in this case, it often fails to exploit the
potential of being able to assist. Medicine, however,
that relies solely on technology and ignores everything
else will equally fail. For this reason, humane medicine
has to focus on implementing technology, whilst al-

ways bearing in mind that human beings need more
than effective technology to recover. The art of heal-
ing is to precisely recognize where technology would
be a good solution for human beings and where it is
merely an apparent solution. This art of healing requires
a pronounced practical power of judgement in a more
comprehensive sense, and not only technical expertise.

The technical credo in modern medicine overlooks
the fact that physicians often successfully bring about
a cure by a good relationship in which technology has
to be embedded. Technology without a relationship will
generally achieve little. Great importance is attached to
the technical aspect, whereas the human relationship is
often completely ignored. This change in priorities rep-
resents the greatest challenge mechanized medicine has
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10 Part A Medical Technology Basics

to face. The more technology is used as a substitute for
a relationship, the more this will lead to the loss of a cu-
rative culture. Consequently, as long as we do not expect
more from technology than it is actually able to solve,
and avoid using it as a substitute for everything, the
sick will rightly hope that they will regain their health if
possible or find comfort and meaning when there is no
further chance of a cure. As long as medicine wishes to
see itself as a curative science and not as a repair ser-
vice, it will have to invest the same amount of energy

in comforting the suffering and giving their life new
meaning as in technical development.

Further Reading• M. L. Eaton, D. Kennedy: Innovation in Medical
Technology: Ethical Issues and Challenges (Johns
Hopkins Univ. Press, Baltimore 2007)• R. Chadwick (Ed.): The Concise Encyclopedia of
the Ethics of New Technologies (Academic, New
York 2000)
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Hygiene in M3. Hygiene in Medical Technology

Heinz-Michael Just, Eckhard Roggenkamp, Annette Reinhardt

The application of new technologies in medicine

leads to therapeutic and diagnostic advance-

ments, yet also causes risks for patients to aquire

health-care associated infections. In this chapter

precautions to prevent the transmission of in-

fectious agents from inanimate medicotechnical

sources are shown.

Disinfection and sterilization processes are

described in detail aside with requirements for

cleaning equipement used for noninvasisve and

invasive technology on the patient (Sects. 3.4–3.7).

Targeted measures with focus on technical means

for preventing the four most important device-

related infections are pointed out in practical

examples (Sect. 3.8). Furthermore special atten-

tion is given to dialysis departments because of

high risk of infection both for patients and staff

and to the special processing of medical devices

that have been used on patients with proven or

strongly suspected Creutzfeld–Jacob disease (CJD)

respectively its new variant (vCJD).

Finally technical regulations and standards fo-

cused on german and european circumstances

give an overview of what must be observed

by manufacturers and users of medical devices

(Sect. 3.9).
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Technology is increasingly finding its way into
medicine. Many diagnostic and therapeutic advance-

ments have only become possible as a result of corre-
sponding technical processes and further developments.
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3.1 Background

The significance of hygiene becomes clear when we
realize that even many years ago almost half of all
infections contracted by patients in hospital were asso-
ciated with medicotechnical measures or were (partly)
caused by them [3.1]. Medical progress uses increas-
ingly complicated and sophisticated technical facilities
and equipment, the use and preparation of which also
endangers employees.

It is difficult to obtain reliable data which is more
or less representative from Germany, because to date
there is no central collection point for this purpose. An
indication can be gained by drawing on observations
which are based on data from the Trade Association
for Health and Welfare in Hamburg [3.2]. Accord-
ing to these observations, infectious diseases represent
the second largest group after dermatosis with a fre-
quency of 7.3%, but their numbers increase to one-third
in the case of those occupational diseases for which
compensation is awarded for the first time. The data
do not show what percentage of the cases of der-
matosis can also be attributed to technical use in
the widest sense, such as handling of detergents and
disinfectants.

Hygiene measures in the context of medical tech-
nology devices must therefore pursue the goals of

1. Protection of employees during handling,
2. Protection of patients during use of these devices

against the transmission of germs, which can lead
to
a) Contamination,
b) Colonization, or
c) Infection.

The measures that are necessary in individual cases
to achieve these goals depend on several factors.

3.1.1 Employee Protection

When using these devices on patients, the rule is to act
such that the risk of coming into contact with the pa-
tient’s germs is kept to a minimum. This is achieved
by providing appropriate briefing regarding correct han-
dling before a medical technology device is used for the
first time. Hygiene guidelines govern which protective
measures are necessary and when, but these protec-
tive measures are also dependent on the illness of the
patient, the suspected bacterial colonization, and the
possible transmission path. When dealing with medical

technology devices in the course of reprocessing, main-
tenance, and repair, the employee can himself monitor
whether the equipment is already visibly contaminated
on the outside or components are dirty, for example.
He/she must in particular have been instructed by the
operator regarding whether the device has been used
immediately beforehand for a patient with a contagious
disease or with certain germs.

In such cases, disinfectant preliminary cleaning
must be carried out before maintenance or repair is
begun. Disinfection as a first step is also always nec-
essary when handling of the device is linked with
an increased risk of injury. Where reprocessing work
is concerned, processes should be used in which the
devices are cleaned and disinfected by machine, and
this should be done with the application of heat and
in one process. Under some circumstances, certain
protective clothing (e.g., gloves) is sensible or even
compulsory.

3.1.2 Patient Protection

How the medical technology device is used on the
patient is crucial to the necessary measures. A pace-
maker implanted in the patient must be and remain
sterile and pyrogen-free during insertion. Disinfectant
pretreatment is sufficient for medical equipment with
only external (skin) contact, and in the case of equip-
ment which stands at the bedside next to the patient,
cleaning is generally sufficient. However, if parts of
a piece of equipment which is situated remotely from
the patient come into contact with sterile areas of the
patient (e.g., tube systems which convey blood in a dial-
ysis machine or in cardiac surgery equipment), then this
system component must of course satisfy the same crite-
ria as an implanted device. The same also applies when
equipment is used to introduce fluids or medication into
sensitive (e.g., lungs in the case of machine-assisted ar-
tificial respiration) or sterile regions of the body (e.g.,
infusion apparatus) [3.3–5].

The text which follows explains the principles of
targeted hygiene measures and demonstrates, with ref-
erence to examples, how the risks can be recognized and
which risk-based measures are necessary. Reference is
made to sets of regulations which must be observed, al-
though it is the duty of the person responsible for the
area in question to adapt the catalog of measures to new
scientific findings and recommendations in the course
of regular training. General guidelines which are not
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orientated towards practical use, the specific risk of in-
fection, and the path of infection are often expensive, as

they require a lot of personnel and time, but are rarely
effective.

3.2 Causes of Infection

Requirements for an infection to develop are an in-
fectious agent, a person susceptible to infection, and
contact which enables the germs to colonize the individ-
ual such that an infection can develop. This multitude
of requirements makes it clear that there is no rea-
son to live in general fear of microorganisms, be
they bacteria, viruses or fungi. Bacteria colonize our
skin and mucous membranes and are an important
part of our body’s defenses. Over 40 different species
can be isolated from our nasopharyngeal cavity, and
there are up to 1012 germs living in every gram of
feces.

The natural bacterial colonization present in the skin
of every human being can be divided into permanent
and temporary. Permanent germs are always present,
whereas temporary germs are acquired and therefore
change according to what the person has been handling
or what work he/she has been carrying out. Wash-
ing the hands eliminates the majority (> 90%) of this
acquired contamination but leaves the permanent bac-
terial colonization undisturbed. Disinfecting the hands
or skin should completely eliminate acquired germs,
but it also has an adverse effect on the permanent skin
colony.

The skin and mucous membranes are mechanical
barriers which, when they are not damaged, prevent
microorganisms from penetrating into our bodies. This
explains why damage to the skin and mucous mem-
branes is always accompanied by an increased risk of
infection, whether that be in the form of a local, super-
ficial infection (pustule, abscess) or whether it be in the

form of a widespread infection – usually occurring in
immunocompromised patients – of the soft tissue (ul-
ceration, gangrene), which can also result in sepsis with
high fever.

In many fields, our body has also developed fur-
ther defense mechanisms, such as the acid mantle of
the skin, microorganism-killing enzymes in secretions
and excretions (e.g., tear fluid), and special structures in
our blood whose primary role is to eliminate intruders.
These include the white blood cells which eat up and
digest bacteria (phagocytose), and so-called antibodies
which help blood cells identify structures in the body
which they should destroy. These specific antibodies are
formed in the lymphatic tissue of our body following
such stimulation. Stimulation of this kind may be due
to contact with the infectious agent itself (natural immu-
nization) or may be as a result of vaccination (artificial
immunization, see later).

If a germ nonetheless manages to attach to skin or
mucous membranes, then the first important step has
been successful. If this colonization persists, although
it does not result in illness, the patient or member of
staff would become an (undetected) source of further
transmission, in case the germ in question is a problem-
atic germ (infectious agent, multiresistant bacterium).
However, if in the second step the germ is able to de-
ploy its pathogenic properties and the person affected
is not immune, then this would lead to an infection
which, depending on the state of health of the affected
individual, can result in an illness which varies in its
severity.

3.3 Vaccinations

One of the most important measures for protect-
ing against infections is vaccination. The vaccinations
which are recommended and constantly updated by
the Standing Committee on Vaccination (Ständige
Impfkommission – STIKO) at the Robert Koch In-
stitute (RKI) [3.6] are of particular importance for
employees in the health care system. The vaccina-
tions in category S (standard vaccinations with general

application = standard vaccinations) are the vaccina-
tions for infants and children and should be given
to all employees in the health care system and, if
necessary, should be regularly boosted. These include
important vaccinations against such as tetanus, po-
liomyelitis, and diphtheria. Depending on the field of
activity, so-called indicated vaccinations (category I)
may also be added, such as vaccinations against hep-
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atitis A and B, influenza, and varicella. The point of
contact for questions regarding personal vaccine pro-

tection and work-related requirements is generally the
occupational health officer.

3.4 Disinfection Methods

3.4.1 Basics of Disinfection

Like sterilization (Sect. 3.5), disinfection also has the
aim of preventing transmission of pathogens. Complete
freedom from germs (sterility) is not guaranteed, how-
ever. Disinfection of equipment and materials is always
sufficient if, although the aim is to prevent transmission
of microorganisms which are capable of multiplying,
the body physiologically speaking has a certain level of
self-protection in these areas as well as in other areas of
the human body which have colonies of germs (e.g., the
gastrointestinal tract). Obligate pathogens (those which
always cause illness) must not be present on disinfected
items, however.

When using disinfectants and disinfection pro-
cesses, both the respective microbiological spectrum of
activity and the field of use must be taken into consid-
eration. Thermal disinfection processes, where they can
be used, must always be given precedence over chem-
ical disinfectants and disinfection processes. Provided
they do not contain any other special directions, chem-
ical disinfectants are usually only suitable for killing
vegetative bacteria and fungi.

Before they come onto the market, disinfectants are
tested for their antimicrobial action by means of micro-
biological analysis. There are standardized methods for
this, whose results also determine whether a substance
will be included in the list of substances permitted by

Table 3.1 Advantages and disadvantages and fields of use of the most common active substances in disinfectants

Active substance Advantages Disadvantages Field of use

Alcohols Fast-acting, no residues,
low toxicity, pleasant odor

Not sporocidal,
combustible/explosive, expensive

Hand disinfection,
skin disinfection, small surfaces

Iodine/iodophosphorus
compounds

Does not irritate mucous
membranes, fast-acting

Allergies possible,
naturally colored,
(side-effects on thyroid?)

Skin disinfection,
mucous membrane disinfection,
hand disinfection

Formaldehyde/aldehyde Broad spectrum of activity,
biodegradable

Irritant, allergenic,
moderately toxic, (carcinogenic?)

Surfaces, instruments,
disinfection of rooms

Quaternary ammonium
compounds

Good detergent action,
low odor, low toxicity

Gaps in effectiveness,
inactivated by soap and protein

Disinfection of surfaces
in special areas (kitchen)

Peracids/peroxides Broad spectrum of activity,
fast-acting

Inactivated by protein,
corrosive, irritant, unstable

Surfaces, instruments

Phenols Low impact
because of environment

Gaps in effectiveness,
barely biodegradable

Disinfection of excretions,
otherwise obsolete

the Robert Koch Institute in accordance with the Ger-
man Infection Protection Act [3.7].

3.4.2 Disinfection Processes

Thermal processes are only suitable for thermostable
objects, while chemical processes are also suitable for
thermolabile objects and surfaces.

A distinction is made between the fields of use for
chemical disinfection, as follows:

• Disinfection of hands, skin, and mucous membranes• Disinfection of surfaces• Disinfection of instruments.

Disinfection of Hands, Skin, and Mucous

Membranes and Disinfection of Surfaces

Disinfection of hands, skin, and mucous membranes and
disinfection of surfaces can only be carried out in the
form of chemical disinfection, with various germicidal
substance groups being used (Table 3.1). When select-
ing a substance, the purpose for which it will be used and
the required strength of its effect as well as the required
scope of its effect are crucial in this selection. Appro-
priate definitions should be regulated in area-specific
or process-specific hygiene plans based on the corre-
sponding KRINKO (Kommission für Krankenhaushy-
giene und Infektionsprävention) recommendation [3.8].
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Disinfection of Instruments

Instruments and equipment can be disinfected thermally,
thermochemically, or else purely chemically. The choice
of the process is dependent on the suitability of the
material for certain types of disinfection, on the local
conditions (infrastructure), and if applicable, on certain
requirements. The most reliable option is mechanical
thermal disinfection in special washer-disinfectors, be-
cause it is only when exposed to appropriate tempera-
tures that the desired reduction in germs is guaranteed
with sufficient certainty. The machines report faults in
the program sequence, which means that it is not possi-
ble to remove items inadvertently before the disinfection
process is complete, and errors are for the most part
ruled out. Purely chemical processes, such as immersion
in solutions, etc., are in contrast susceptible to errors in
processing and require a high degree of reliability on the
part of the staff performing the process.

3.4.3 Chemical Disinfecting Agents

The most common active substances in disinfectants,
their advantages and disadvantages, and their fields of
use are reproduced in Table 3.1. In the rarest cases,
commercial disinfectants contain only one active sub-
stance, but they frequently consist of mixtures of active
substances in order to achieve the most optimum an-
timicrobial action possible.

3.4.4 Carrying out Manual Disinfection

Selection of Disinfectants

Disinfectants are usually selected on the basis of the
Network for Applied Hygiene (Verbund für angewandte
Hygiene, VAH) list. However, in so doing it is neces-
sary to bear in mind that, in addition to the field of use,
the concentration, and the application time (which are
dependent on one another), the necessary scope of activ-
ity is also ensured. Where there is any doubt, reference
must be made to appropriate expert advice. A further
important source of information, in particular from the
point of view of occupational health, is the material
safety data sheets according to 91/155/EEC – amended
by 2001/58/EEC – for the disinfectants in question.
With regard to material compatibility and effectiveness,
particular care must be taken with materials which con-
tain rubber and plastic.

Exposure Time

The maximum period during which the substance has its
intended effect can be gathered from the relevant data

sheets. If the solution becomes visibly dirty, however,
then it should be replaced immediately. If a combina-
tion of detergents and disinfectants is used, the exposure
time is generally only 24 h.

Sequence: Disinfection and Cleaning

In the case of instruments where there is a risk of in-
jury, disinfection must be carried out prior to cleaning.
In other cases, disinfection is performed with or after
cleaning.

Procedures

Disinfectants for treating surfaces and instruments are
provided by manufacturers in the form of a concen-
trate in various packaging sizes, from sachets to large
packs, and must be made up to the appropriate us-
age concentration by the user by adding water. To
avoid foam formation when preparing a disinfectant so-
lution, water is added first and then the disinfectant.
The solution is prepared by hand by means of dosing
aids or using mixing equipment. The advantage of us-
ing mixing equipment is the automatic dosing of the
disinfectant.

Disinfectants must only be used for the stated pur-
pose and must not be mixed with detergents without
prior testing, because this can result in a loss of effec-
tiveness of the disinfectant (follow the information from
the manufacturer). It becomes necessary to change the
disinfectant solution when the exposure time stated by
the manufacturer has been reached or when the solution
becomes visibly dirty.

Effectiveness may be impaired in tubes and pipes
with narrow lumen, e.g., as a result of air bubbles or im-
purities. It is therefore necessary to ensure that the item
to be disinfected is completely submerged, that there
are no bubbles, and that all surfaces are completely and
thoroughly wetted.

All items should be disassembled as far as possible.
Instruments should be immersed in the solution with
care to prevent damage.

Cost-Saving Hints

The following options can be used for cost savings:

• It is often sufficient to carry out cleaning instead of
disinfection prior to subsequent sterilization. Excep-
tions: Only pointed, sharp items must be disinfected
prior to cleaning.• Where feasible from a time perspective, low con-
centrations should be selected with a longer appli-
cation time.
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• If possible, make do without additional detergents,
because a disinfectant solution with added detergent
must be changed daily.• Contaminate the solution as little as possible with
organic materials, so that it is not necessary to
change the solution before the end of the exposure
time.• Wipe down items instead of immersing them.

Pouring Away

To protect drainage systems against corrosion, care
must be taken to ensure that the solution is diluted
sufficiently before it is poured away. Disinfectants for
treating instruments are generally provided with cor-
rosion inhibitors. High concentrations can nevertheless
be problematic for drains. The municipal wastewater
bylaws must also be taken into account. Disinfectant
concentrates are considered hazardous substances, and
their disposal requires special supervision.

Personal Protection

When preparing the solution, immersing/removing
items, and emptying and cleaning the bowl, gloves (dis-
posable or household gloves) and protective clothing
(waterproof apron) must be worn. If there is a dan-
ger of splashing, protective goggles and a face mask
must be worn. Bowls filled with disinfectant must be
covered to minimize evaporation into the surround-
ing air. Disinfectant solutions must always be made
up with cold water (no warmer than lukewarm) for
the same reason. Disinfectant concentrates must not
be stored above eye level. The workplace-specific
regulations to protect staff should take into account
the relevant technical regulations (the German Tech-
nical Regulations for Biological Agents, TRBA, and
the Technical Regulations for Hazardous Substances,
TRGS) (Bundesanstalt für Arbeitsschutz und Arbeits-
medizin, BAuA).

Special Circumstances

There may be undesired effects on materials if unsuit-
able disinfectants are used. The chemical resistance of
the items must therefore always be taken into account.
Where there is any doubt, enquiries should be made to
the instrument manufacturer.

3.4.5 Physical Disinfection Processes

With physical disinfection processes, a distinction is
made between thermal and thermochemical disinfection
processes.

Thermal Disinfection Processes

In thermal disinfection processes, pathogens are ren-
dered harmless as a result of the influence of heat.
The higher the temperature and the longer the applica-
tion time, the more effective the process is. In practical
applications, a distinction is made between dry heat
and damp heat, depending on the presence or absence
of free water. Only damp heat is of significance for
combating hospital infections. When using a treatment
with damp heat, a distinction is made between two
processes:

1. Rinsing with hot water (washer-disinfectors) and
2. Treating with steam (steam disinfection process).

Washer-disinfectors

Washer-disinfectors are devices in which instruments,
anesthesia accessories, laboratory materials (glassware
and the like), and other thermostable items are pro-
cessed by machine.

The series of standards DIN EN ISO 15883 specifies
the performance and device requirements for washer-
disinfectors.

Depending on the design, a distinction is made be-
tween washer-disinfectors with one processing chamber
and devices with multiple processing chambers, so-
called batch washer systems.

Washer-disinfectors are available in a front-loading
design (loaded and unloaded in the same area) or in
a through-loading design with two doors (separated into
a clean and dirty side).

Batch washer systems (multichamber systems) con-
sist of multiple washing chambers and drying chambers
through which the items to be treated are passed on
loading trolleys. The loading trolleys differ according
to the items to be treated. Sensors on the loading trol-
leys allow the control unit in the system to identify what
items are on the trolley and to automatically select the
correct processing program, which means that operat-
ing errors as a result of incorrectly selected programs,
temperatures, and times are ruled out.

The disinfection process which runs in each case
is usually thermochemical or thermal. An ultrasonic
cleaning tank can be added to the system as an addi-
tional feature for precleaning of heavily soiled items.

Different processing steps are performed in each
chamber. Special tanks with the appropriate detergents
are assigned to each chamber. The detergent solution is
collected in the tanks and reused for the next process-
ing batch. Because not all of the detergent solution is
recaptured, some of the solution must be supplemented.
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The exact dosing of the detergent is done using dosing
pumps which are controlled via contact water meters.
The contents of the processing tank must be emptied
and refilled every working day.

Owing to their relatively high throughput rate, batch
washer systems are predominantly used in central sterile
supply departments.

Carrying out Machine Cleaning

and Disinfection

To achieve a good cleaning and disinfection result,
the way in which the machine is loaded is of cru-
cial importance. It is important to ensure that all items
are disassembled as far as is possible and that hollow
parts are inserted with the opening pointing downwards.
Fluid must also flow through the interior of instruments
with long or narrow cavities, such as metal catheters,
metal suction apparatus, special needles, etc. Special
loading trolleys must be used for this.

In the case of use of detergents or combined dis-
infectants and detergents, the information provided by
the manufacturer (application time, concentration, and
temperature) must be followed precisely.

Only the correct dosage will ensure a perfect disin-
fection and cleaning result while providing the greatest
possible protection of the material. Underdosing of al-
kaline detergents involves the risk that pitting may
occur, as this is avoided at pH values of above 10.5.
When using acidic detergents, corrosion may occur as
a result of chlorides in the water, and this can only be
precluded by using demineralized water.

In the case of machine cleaning, all residues from
the cleaning phase must be reliably removed in the rins-
ing phase, as otherwise stains and discolorations may
appear on the surgical instruments. Additional use of
a suitable neutralizing agent can support this process
and improve the result of rinsing.

Documentation

In the course of quality assurance, when processing
medical equipment it is necessary for the process-
relevant processing steps of the individual batches to be
documented with direct assignment to the relevant items
to be treated.

Inspections and Maintenance

Disinfection measures in cleaning equipment are only
effective if maintenance and inspection of these ma-
chines are not neglected. The necessary inspection and
maintenance are specified in the operating instruction,
which should be issued by the manufacturer. Mainte-

nance should be carried out at least once a year by
trained specialists.

Tests

The ordinance regarding the installation, opera-
tion, and use of medical devices (German Medi-
cal Devices Operator Ordinance – Medizinprodukte-
Betreiberverordnung, MPBetreibV) states the require-
ment that medical devices must be processed using
suitable, validated processes such that reproducible
success is ensured and the safety and health of pa-
tients, users, and third parties are not endangered. The
KRINKO recommendation [3.9] likewise requires vali-
dated processing of medical devices.

Specific information about carrying out the vali-
dation and the subsequent periodic tests is set out in
DIN EN ISO 15883-1 – Washer-disinfectors – General
Requirements, Definitions, and Tests, and in the guide-
line from the German Society for Hospital Hygiene, the
German Society for Sterile Supply, and the Working
Group Instrument Preparation for routine monitoring of
machine washer-disinfectors for thermolabile medical
devices.

Validation is a documented process for providing,
recording, and interpreting the results necessary to show
that a process constantly produces the desired qual-
ity which conforms with the given specifications. For
washer-disinfectors (WD), the validation consists of
installation qualification, operating qualification, and
performance qualification, performed for devices which
have documented proof from the manufacturer of com-
pliance with the requirements of DIN EN ISO 15883.

The installation qualification is performed to en-
sure that the WD and accessories have been properly
supplied and installed and that the supply of operating
media satisfies the special requirements. The tests and
inspections which are to be carried out for the installa-
tion qualification must be defined and performed, and
the results documented.

Tests and inspections which must be carried out are:

• Testing the scope of supply and delivery (in the case
of existing installations, testing the stock)• Loading trolleys/baskets, cartridges, and also plugs/
adapters• Installation plan, instructions for use• Testing the connections and supply of media, and
comparing them with the installation plan• Electricity• Water (cold/warm/demineralized)• Steam
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• Wastewater• Exhaust air/ventilation.

The operating qualification is carried out to en-
sure that the WD and the supply of media comply
with the manufacturer’s specifications and the require-
ments set out in DIN EN ISO 15883. The tests and
inspections which are to be carried out for the operat-
ing qualification must be defined and performed, and
the results documented. In the performance testing, the
specified washer-disinfector programs are tested for ref-
erence loading, and the results are documented. When
observing the regulations, it should be ensured that re-
sults are obtained which can be reproduced at any time.
Any reference loading must cover instruments with con-
tamination which is typical of operation as well as
critical design features. Reference loading is always
operator specific and must be documented. A require-
ment for the performance qualification is specification
and documentation of the necessary programs with the
corresponding process flows. The description of the pro-
cess must also include the preconditions for cleaning.
The process description must be documented in detail,
including precise information about the chemicals. The
following tests are performed as part of the performance
qualification.

Testing the Cleaning. The cleaning is tested using
two different methods. Test instruments (hemostats af-
ter Crile) with defined test soiling in accordance with
DIN EN ISO 15883 and instruments which are actu-
ally soiled following use are used. Every program used
must be tested. The test instruments are removed from
the WD using gloves following the cleaning phase and
prior to the disinfection phase.

The results of the cleaning process are first evalu-
ated visually, and these findings are documented. The
test instruments must be visibly clean. The test instru-
ments must then be tested for protein residues using
a protein detection method which is at least semiquan-
titative. In practice, detection of protein residues using
the Biuret method has proven successful. Testing of the
instruments which are actually soiled is carried out in
the same way.

Assessment. The limit value is that all test instruments
must neither reach nor exceed the protein content of
100 μg protein per ml eluate. If this limit is exceeded,
then the WD is immediately shut down. The guide value
is a maximum of 50 μg protein per ml eluate for a test
instrument, at which no measures are necessary.

Testing the Disinfection. The disinfection is tested
using thermoelements which are distributed in the dis-
infection chamber at critical locations and which record
the temperature profile during processing. The result-
ing temperature graphs show whether the temperature
necessary for killing microorganisms was present at all
locations in the chamber. The A0 value can be calcu-
lated from the temperature graph in accordance with
DIN EN ISO 15883. The A0 value of a disinfection pro-
cess with damp heat is a measure of the rate at which
microorganisms are killed, given as a time in seconds at
a temperature of 80 ◦C applied to the medical item by
the process.

The A0 value which must be achieved depends on
the nature and quantity of the microorganisms on the
contaminated medical device and on the subsequent
use. In the case of crucial medical devices and medical
devices which are or may be contaminated with heat-
resistant viruses such as hepatitis B, the A0 value must
reach 3000. This corresponds to an application time of
5 min at a temperature of 90 ◦C or an application time
of 50 min at a temperature of 80 ◦C.

An A0 value of 600 is used in the case of noncriti-
cal medical devices which can only come into contact
with undamaged skin. This corresponds to an appli-
cation time of 1 min at a temperature of 90 ◦C or an
application time of 10 min at a temperature of 80 ◦C.

In addition to the thermoelectric measurements (A0
concept), biological indicators can also be used to make
statements about the killing of microorganisms. Biolog-
ical indicators are germ carriers which are contaminated
with a blood/germ mixture which has a defined resis-
tance to the disinfection process in question. The Robert
Koch Institute stipulates the use of contaminated screws
and tubes for testing thermal disinfection processes in
washer-disinfector machines. Meanwhile, equally good
biological indicators are available which allow testing
which is easier for the user.

The performance qualification must be repeated an-
nually. When the programs or process chemicals are
changed or new medical devices are introduced which
have to be processed differently, the performance quali-
fication must be carried out once more.

Decontamination Systems

Decontamination systems have in the past been used
first and foremost for cleaning and disinfection (de-
contamination) of bed frames and accessories. Require-
ments regarding hygiene, economic considerations, and
occupational safety requirements (TRBA 401 hazard
due to skin contact) have led to decontamination sys-
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tems increasingly being used for other articles in the
field of medicine as well, such as transport trolleys, con-
tainers (e.g., for medications, medical devices, sterile
articles, and meals), operating theater shoes, transport-
ing containers for small conveyor systems, and similar
items.

A decontamination system consists of a decontami-
nation chamber, which receives the items to be treated,
and an apparatus compartment, which contains the units
and components necessary for operation. The systems
are generally constructed with a two-door design.

The items to be treated are pushed into the decon-
tamination chamber on the dirty side (in some cases
using special loading trolleys). Combined cleaning and
disinfection of the items to be treated is carried out
in the first phase using a separate nozzle system by
means of a recirculation pump. The temperature of
the decontamination agent solution and the decontam-
ination period can be set and changed on the control
panel, making it possible to optimally adapt the process
quickly and simply to the items being treated. The de-
contamination agent solution is supplied from a heated
storage tank.

Following the decontamination process, the items
being treated are sprayed with a rinsing agent solution to
remove residues of the decontamination agent solution
and ensure fast and spotless drying. During the dry-
ing time, a ventilator extracts the damp warm air from
the interior of the compartment, while at the same time
sucking in fresh air from the clean side. The decontam-
ination agent solution is pumped back into the storage
tank via a recirculation pump, so that only about 20 l of
water is required for each batch.

With regard to the requirements, operation, and test-
ing of the effectiveness of decontamination systems,
reference should also be made to DIN standards 58955
section 1–7.

Steam Disinfection Processes

Steam disinfection processes are preferably used to dis-
infect bedding (mattresses, laundry, and textiles) but
also for waste which needs to be disinfected. Simul-
taneous use of these systems for disinfecting waste as
well can be considered to be problematic because of the
offensive smell and risk of contamination of the appa-
ratus. With appropriate separation, however, joint use of
the apparatus to disinfect both bedding and waste is also
perfectly feasible.

The items to be disinfected are subjected to the
effect of saturated steam in the steam disinfection ap-
paratus. To ensure that all surfaces to be disinfected

are exposed to unobstructed steam, the air must be
removed from the disinfection chamber and from the
items.

A distinction of steam disinfection processes can be
made depending on the procedure:

1. Steam flow process, and
2. Fractionated vacuum process (vacuum–steam–va-

cuum (VSV) process).

Steam Flow Process (Range of Action, ABC:

Sect. 3.4.6). In the steam flow process the air is forced
out of the chamber and the items to be disinfected
using saturated steam. The disinfection temperature is
100–105 ◦C, with an application time of at least 15 min.
For porous items, the application time may be more than
1 h. The steam flow process is suitable for disinfecting
waste which contains sufficient water, e.g., microbio-
logical cultures.

Fractionated Vacuum Process. The process (Fig. 3.1)
is characterized by:

1. Removal of the air from the chamber and the items
to be disinfected by repeated evacuation alternated
with influx of saturated steam

2. Disinfection with saturated steam
3. Drying of the disinfected items by evacuation.

To perform this process, steam which is largely
free of air and foreign gases is necessary (cf. DIN EN
285). The disinfection chamber must be vacuumtight.
The fractionated vacuum process is mainly used to dis-
infect porous items such as mattresses, blankets, and
waste.

3.4.6 Application Times
and Ranges of Action

The application times and ranges of action are presented
in Table 3.2. In the list of disinfectants and disinfection
processes tested and approved by the Robert Koch Insti-
tute [3.7], the ranges of action are identified by letters;
these are:

• A – suitable for killing vegetative bacteria, includ-
ing mycobacteria, as well as fungi, including fungal
spores• B – suitable for inactivating viruses• C – suitable for killing spores of the anthrax
pathogen.
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Fig. 3.1 Diagram of the fractionated
vacuum process

Table 3.2 Application times and ranges of action of disinfection processes

Temperature (◦C) Duration (min) Range of action

75 20 A, B (except viral hepatitis)

105 1 A, B

105 5 A, B, C

Higher temperatures and longer application times
are sometimes used for disinfecting waste. Approved
processes can be found in the RKI list. The require-
ments, operation, and testing of the effectiveness of
steam disinfection apparatus are laid down in the DIN
standards 58949 section 1–7.

3.4.7 Comparison of Chemical
and Physical Disinfection Processes

Disadvantages of Chemical Disinfection• Gaps in effectiveness, contamination• (Primary) bacterial resistance• Adaptation (biofilm formation)• Possible distribution of germs in the hospital (cen-
tral units)• Dependence on concentration, temperature, and
pH• Decomposability, loss of effectiveness

• Inactivation by soap and protein• Limited ability to penetrate organic material• Risk of decontamination• Disinfectant residues in the material (e.g., rubber)• Material corrosion• Health effects for staff and patients• Pollution of the workplace and environmental dam-
age• High costs• Increase in the volume of refuse.

Advantages of Physical Disinfection Processes• Lower costs• Lower impact on the environment• Higher degree of reliability• Automated operation possible• Cleaning, disinfection, and drying in one process• No toxicity and no allergization• Testing for effectiveness.
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3.5 Sterilization Methods

3.5.1 Sterilization Processes

• Physical processes• Steam sterilization• Hot air sterilization• Physicochemical processes• Ethylene oxide gas sterilization• Formaldehyde gas sterilization• H2O2 low-temperature plasma sterilization.

Physical Processes

Steam Sterilization. Sterilization with the aid of sat-
urated and compressed steam, also sometimes referred
to as damp heat, is the most reliable sterilization pro-
cess and, because of its simple handling, is the most
important process for sterilizing medical devices.

The principle of steam sterilization is based on the
transfer of thermal energy to the contaminated surfaces
as a result of condensation of compressed steam. Energy
is released through condensation of the steam on the
items to be sterilized, which causes irreversible damage
to microorganisms.

The pressure and temperature of steam are depen-
dent on one another; for example, compressed, saturated
steam at a temperature of 121 ◦C has a pressure of 2 bar
(1 bar = 105 Pa), while at a temperature of 134 ◦C it has
a pressure of 3.2 bar. In practice, two standard condi-
tions are used:

• 121 ◦C with application time of 15 min• 134 ◦C with application time of 3 min (only for cor-
respondingly heat-resistant items).

Pathogen Resistance to Damp Heat. The resistance
of germs to damp heat is classified into four levels (Ta-
ble 3.3).

A complete effect of the steam on the items to be
sterilized is only possible if the air has been removed
from the chamber and from the items which are to be
sterilized. Processes for removing the air from the items
to be sterilized include:

Table 3.3 The four levels of resistance of germs to damp heat

Level of resistance Temperature (◦C) Application time Pathogens recorded

I 100 Seconds to minutes Vegetative bacteria, fungi including fungal spores, viruses, protozoa

II 105 5 min Bacterial spores with a lower level of resistance, e.g., anthrax spores

III 121 or 134 15 min or 3 min Bacterial spores with a higher level of resistance

IV 134 Up to 6 h Bacterial spores with a high level of resistance

1. Fore-vacuum process. In the fore-vacuum process
(Fig. 3.2), the air is removed from the sterilizer
chamber using a vacuum pump. The process fea-
tures the following operating phases:
– Single evacuation of the sterilizer chamber to

pressure of 20–70 mbar
– Admission of steam until the operating pressure

has been reached.
The fore-vacuum process is not suitable for ster-
ilizing porous items (e.g., laundry) in sterilization
containers with a filter or valve in the lid of the
sterilization container.

2. Fractionated vacuum process. The fractionated vac-
uum process (Fig. 3.3) features operating phases
such as:
– Evacuation to pressure < 130 mbar (1 mbar

= 100 Pa), repeated several times
– Alternated with influx of steam to a pressure

which is below or above atmospheric pressure
– Admission of steam until the operating pressure

has been reached.

The fractionated vacuum process is suitable for all
sterilization items in packaging approved for steam ster-
ilization.

According to the German Medical Devices Operator
Ordinance § 4, medical devices must be sterilized us-

p
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Fig. 3.2 Fore-vacuum process
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Fig. 3.3 Fractionated vacuum process

ing suitable, validated processes, such that reproducible
success of these processes is ensured and the safety and
health of patients, users, and third parties are not en-
dangered. Validation serves to prove the effectiveness of
the sterilization process under the operating conditions
present in the location where the equipment is installed,
with the items which are to be sterilized in routine
operation, in the appropriate packaging, and with the
loading model used. Validation consists of commis-
sioning and performance qualification. DIN EN 554
and DIN 58946-6 have been replaced by DIN EN ISO
17665-1. Validation according to DIN EN ISO 17665-1
consists of installation qualification (IQ), operational
qualification (OQ), and performance qualification (PQ).

In the installation qualification, evidence must be
found that the device equipment, documentation, oper-
ating media, and installation comply with the standard.
It must also be demonstrated that the device is in good
working order, and that there is no leakage of the oper-
ating media or in the equipment.

In the operational qualification, evidence must be
provided that the sterilizer is able to perform the speci-
fied sterilization programs.

In the performance qualification, all sterilization
items and the types of packaging used must be recorded
and commissioned. The sterilization parameters of the
resulting commissioned items are then measured and
assessed in the sterilizer using physical test methods.

In addition to the physical test methods, DIN
EN ISO 17665 also approves microbiological testing.
Thermoelectric tests cannot be performed on medi-
cal devices (e.g., instruments for minimally invasive
surgery). In this case, there is the option of contami-
nating the instrument directly with test germs or using
suitable medical device simulators as per DIN 58921.
The results must be documented in the validation report.

Documentation. As part of the quality assurance in
the central sterilization supply department (CSSD), the
sterilization batches must be documented. This is done
firstly by recording the process-relevant sterilization pa-
rameters (pressure, temperature, and time) and secondly
by testing each batch using a suitable chemical indicator
in a special test specimen. Using a label with the batch
number on ensures that the item to be sterilized is as-
signed to the batch. Once sterilization has taken place,
the parameters are checked, and the batch is released
and documented.

Hot Air Sterilization. Hot air sterilization is sterilization
by dry heat. Because dry air is a poor thermal conductor,
relatively high temperatures and long application times
(e.g., 180 ◦C for 30 min sterilization time) are neces-
sary to ensure reliable sterilization. Table 3.4 presents
the sterilization times for hot air sterilization.

Germs, spores, and viruses are killed as a result of
protein coagulation. The sterilization effect is strongly
dependent on the preparation of the items to be steril-
ized. The items to be sterilized must be clean and dry
(evaporatively cooled).

The following must be taken into consideration
when loading the sterilizer.

• It must be possible for air to flow unhindered around
all of the items.• The direction of the air flow must be taken into
account.• Larger items can create a slipstream.• The items to be sterilized must not be stacked in
blocks.

Larger sterilizers must be equipped with forced air
circulation equipment (ventilator). Because of their un-
reliable operation, hot air sterilizers should only be used
to a very limited degree. Their fields of use are:

• Glass (laboratory)• Metal• Porcelain.

Suitable packaging materials are:

• Metal cases• Glass bowls• Aluminium foil.

Note that textile and paper packaging are not suitable.

Physicochemical Processes

Ethylene Oxide Sterilization. Sterilization with ethy-
lene oxide must only be used if the item to be sterilized
cannot be sterilized using any other process [3.10].
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Table 3.4 Sterilization times for hot air sterilization

Sterilization temperature (◦C) Sterilization time (min)

160 120

170 60

180 30

According to the German Ordinance on Hazardous
Substances and the TRGS 513, since 1 January 1995,
ethylene oxide (EO) may only be used in validated, fully
automatic sterilizers, in which an automated degassing
program follows the sterilization program, with the ster-
ilizer remaining locked until the program is finished.

Substance Properties. Ethylene oxide is a colorless,
sweet-smelling, highly flammable gas, which can form
explosive mixtures with air. It is toxic and can cause
cancer and inheritable damage. A maximum allowable
concentration (MAC value), in the sense of harmless
concentration, can therefore not be given. The technical
reference concentration (TRC value) for the breathing
air in the workplace is 1 ppm-vol. EO irritates the eyes,
the respiratory organs, and the skin. It is classified as
hazardous to water (water hazard class WHC 2).

How It Works. Its good ability to penetrate cells makes
it possible for various vital biochemical components in
the metabolism of microorganisms, such as DNA, pro-
teins, vitamins, and enzymes, to be exposed to EO.
The alkylation reaction of proteins with EO kills the
microorganisms.

The effectiveness of EO is influenced by various pa-
rameters. The relative humidity of the gas mixture is
optimally 33% at a temperature of 55±3 ◦C. Because
the materials to be sterilized and their packaging absorb
water to different degrees depending on how the steril-
ization chamber is loaded, relative humidity of 100% is
in practice aimed for at the beginning of the sterilization
process. Water loss due to vacuum and absorption then
results in a reduction in the relative humidity. This ini-
tially high humidification should in practice prevent the
relative humidity from dropping below the limit value
of 33% which is necessary for reliable EO sterilization.

Adsorption and Desorption. Ethylene oxide binds
to surfaces of solids (is adsorbed) depending on the
material. With regard to EO sterilization this means
that residues adhere to the materials following EO
exposure. A relatively long degassing or desorption
time is therefore necessary for the treated items fol-
lowing sterilization. These may contain a maximum

residual concentration of 1 ppm EO before use on
patients [3.11]. As already mentioned above, in accor-
dance with TRGS 513, the desorption process must
be performed in the sterilization chamber, which is
automatically locked, after sterilization has ended.
Reloading of the sterile items directly after sterilization
into so-called ventilation cabinets is not permitted.

Exhaust Air from EO Sterilization Systems. A mass flow
of 2.5 ppm EO (according to the German Technical In-
structions on Air Quality Control, TALuft) must not be
exceeded in the exhaust air from the system. Methods
used for reducing the EO concentration are listed here.

• Combustion. This must be supported using aux-
iliary gas firing. The consumption of fuel gas is
≈ 0.5 m3/h. In the process, EO is fully converted
into carbon dioxide and water.• Catalytic reaction. The necessary temperature of the
catalyst is reached by supplying energy in the form
of steam or electrical energy. It is virtually impossi-
ble to achieve complete decomposition of the EO.• Gas wet scrubbing process (only for pure EO). The
firm VIG provides a process in which the EO is
bonded with a washing agent. Using diluted sulfuric
acid in water, the EO is converted to ethylene gly-
col. The EO is disposed of completely, and there is
no need to supply exhaust air.

Sterilization Processes

Vacuum Process. This process involves working with
100% EO in the vacuum range. After evacuation to be-
low absolute pressure of 55 hPa and humidification of
the sterilization chamber, the EO flows into the cham-
ber, and the items to be sterilized are treated at an
operating temperature of 50–60 ◦C for between 1 h and
6 h. The application time is essentially determined by
the process parameters of EO concentration, pressure,
humidity, and temperature. The pressure range is kept
below the lower explosive limit of EO. The sterilization
chamber is then purged and ventilated multiple times.

Overpressure Process. Following a pre-vacuum and
humidification, sterilization is performed in the over-
pressure range using a gas mixture of 6% EO and 94%
CO2. As in the vacuum pressure process, the application
time is essentially determined by the process parameters
of EO concentration, pressure, humidity, and temper-
ature. The inert gas (mostly carbon dioxide) helps to
avoid explosion. After the sterilization phase, multiple
vacuum and ventilation phases take place alternately to
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achieve desorption of the EO from the sterile items. The
desorption time is generally 8–10 h.

Requirements for Sterilizers. The requirements for re-
liable sterilization are described in detail in DIN 58948
and DIN EN 1422. According to the German ordinance
for minimizing hazardous substances, care should be
taken to ensure that sterilizers work with gas mixtures
of 6% EO and 94% CO2 and that the risks for staff,
patients, and the environment are therefore reduced.

Requirements for Operating Staff. According to
TRGS 513, operating staff must demonstrate knowl-
edge of the subject through an approved course.

Formaldehyde Gas Sterilization

Substance Properties. Formaldehyde (FO) is a color-
less, pungent-smelling gas with a broad spectrum of
biocidal activity. It is toxic, allergenic, suspected to
cause cancer, combustible, and can form explosive mix-
tures with air. With the exception of its allergenicity, the
potential for danger in the areas just mentioned is lower
than in the case of ethylene oxide, but it is also less ef-
fective. The maximum allowable concentration (MAC
value) is 0.5 ppm. Formaldehyde is commercially avail-
able as a 30–50 weight percent solution (formalin).

Adsorption and Desorption. Formaldehyde is adsorbed
by the surfaces of solids. With regard to FO sterilization,
this means that residues remain on materials follow-
ing FO exposure. After the sterilization phase, the FO
residues adsorbed on the sterile items are removed by
purging with air and steam (desorption). The extent of
adsorption and desorption is dependent, among other
things, on the type of material of the solids. Experi-
ments looking at its desorption behavior have shown
that the residues on sterilized products can often be
removed relatively easily, but that the residues in the
sterilization packaging are many times higher in com-
parison. FO-sterilized items stored in poorly ventilated
spaces can lead to the MAC value for formaldehyde be-
ing reached in the air of the room. Storage locations
in which sufficient dilution and aeration are guaranteed
must accordingly be selected.

Process Sequence

1. Ventilation and humidification, often using a frac-
tionated vacuum process. The FO sterilization
process is not able to penetrate to the same extent
as the EO sterilization process. To achieve sufficient
penetration in the process, the FO sterilization pro-

cess may only be performed using the fractionated
vacuum process.

2. Sterilization, at a constant, low vacuum and high
atmospheric humidity (at least 60%); i. e., formalde-
hyde and steam are used for sterilization in combi-
nation at temperature of 60–75 ◦C.

3. Desorption: purging and ventilation using steam/air
scrubbing; i. e., the chamber and the items being
sterilized are purged in 15–20 changes in pressure
with air or steam.

Requirements for Sterilizers. Sterilizers must comply
with the requirements of DIN 58948.

Requirements for Operating Staff. According to
TRGS 513, operating staff must demonstrate knowl-
edge of the subject through an approved course.

H2O2 Low-Temperature

Plasma Sterilization (LTP)

Field of Use. Because of their well-known problems in
respect of residues, there are considerable restrictions
on operation of conventional gas sterilizers (ethylene
oxide/formaldehyde) (German Ordinance on Hazardous
Substances, TRGS 525). No harmful residues of the
active substance are to be expected in the case of
H2O2 LTP sterilization, which is based on the active
substance H2O2, i. e., hydrogen peroxide plasma, and
whose chamber temperature is 45 ◦C.

Active Principle. The active substance used is hydro-
gen peroxide (H2O2). In a vacuum it is evaporated,
diffused through the sterilization packaging, and then
excited by radiofrequency to form hydrogen peroxide
plasma. Hydroxyl and hydroperoxy radicals form in the
plasma, which inactivate the microorganisms. After the
radiofrequency field is switched off, the radicals lose
their high levels of energy and recombine to form water
and oxygen [3.12, 13].

Process Sequence

First Phase: Vacuum. The sterilization chamber is
evacuated to residual pressure of ≈ 1 mbar (1 mbar =
100 Pa). The radiofrequency generator is then switched
on, and an air plasma is generated. The chamber is then
ventilated and evacuated once more to prepare for the
injection. The air plasma allows any residual moisture
to be dried for better preparation for loading.

Second Phase: Injection. At room temperature, 1.8 ml
H2O2 is injected into the chamber and evaporated at
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pressure of ≈ 11 mbar. A short period of ventilation
then follows. This ensures that the active substance pen-
etrates quickly into the lumina.

Third Phase: Diffusion. The H2O2 diffuses into the
items being sterilized. A vacuum is generated once
again before the plasma phase.

Fourth Phase: Plasma. The pressure in the chamber
is reduced to 0.7 mbar, and the plasma phase is be-
gun by means of radiofrequency in the MHz range.
The hydrogen peroxide vapor is thereby ionized, i. e.,
converted into gas plasma. This consists, among other
things, of highly reactive hydroxy and hydroxyl rad-
icals, which bond with functional building blocks of
microorganisms, thus causing them irreversible dam-
age. Phases 2–4 are carried out twice, the so-called first
and second halves of the cycle.

Fifth Phase: Ventilation/Pressure Equalizing. Follow-
ing completion of the 10 min plasma phase, the gas
residues in the chamber and in the sterile items are re-
moved harmlessly by fractionated air purging and active
carbon filtering. The vacuum is equalized. When atmo-
spheric pressure is reached, the cycle is ended and the
door can be opened.

Process Duration. When fully loaded, the process lasts
for 75 min. Smaller loads sometimes mean shorter pro-
cess times.

Information for Use. Because of the way in which
it works, this process can be used for sterilization of

thermolabile items, but with certain restrictions [3.14].
Users of this process should draw up a list of all the
thermolabile items which must be sterilized and then
decide which items this process can be used for. A so-
called positive list of articles which are approved for
sterilization is issued by the manufacturer.

Based on comprehensive tests, open plastic tubes
with internal lumen > 3 mm and up to 200 mm in length
can currently be sterilized. Tubes with internal lumen
< 3 mm must be provided with a diffusion amplifier be-
fore sterilization. Catheters which are closed at one end
cannot be reliably sterilized.

The disadvantages of this process should be dis-
cussed very specifically: hydrogen peroxide vapor is
strongly adsorbed by materials containing cellulose.
Plasma sterilization therefore cannot be used for items
to be sterilized which contain cellulose or for instru-
ments in packaging containing cellulose. All packaging
materials must be free from cellulose and are currently
only available from the operating company. Packaging
bags, for example, are also on average three times more
expensive than similar products for steam sterilization.
Containers for instruments, such as those which are
available for steam sterilization, are only in the devel-
opment stages. The instruments must be completely dry
before loading the plasma sterilizer. In the case of or-
ganic contamination of the surface, the effect of plasma
sterilization is restricted considerably, but this is also the
case with all surface sterilization processes.

Inspection and Testing for Effectiveness. Test sys-
tems with biological indicators in accordance with
ISO 14937 must be used to test effectiveness.

3.6 Hygiene of Noninvasive Technology Equipment

This category includes all equipment and technical
measures which are used for diagnosis and therapy
but which are not inserted into the patient. These
may be electrocardiogram (ECG) electrodes, ultrasonic
transducers or monitors by the patient’s bed or in
function-testing departments, and they may equally be
small conveyor systems, ventilation technology or pro-
cessing machines.

3.6.1 Equipment Used on the Patient

These must be included in regular cleaning. If the
equipment does not come into contact with the patient,

then cleaning – often only of the accessible surfaces
– is usually sufficient. Environmentally friendly de-
tergents should be given preference for this, and it
is also important to bear in mind material compat-
ibility and area-specific regulations (e.g., explosion
protection).

Where such equipment is in areas with increased re-
quirements in terms of sterility (e.g., operating theaters)
or in isolation rooms (infectious patients, patients with
multiresistant colonized bacteria, immunosuppressed
patients), disinfectant cleaning must be stipulated. The
disinfectant used must be suitable for the field of use
(disinfectants for treating surfaces or instruments) and
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must comply with requirements in the scope of its ef-
fect. When used in areas with increased requirements
in terms of sterility, all potential pathogens should be
covered, and when used in isolation areas, substances
are preferred which act very quickly against the known
pathogens with a long-lasting effect.

Equipment or equipment parts which come into con-
tact with the patient must be cleaned carefully prior to
use in accordance with the guidelines and must always
be disinfected if there are corresponding regulations
(e.g., after use on patients with multiresistant germs) or
if, despite proper cleaning, there is still a risk of infec-
tion, e.g., in the case of severely immunocompromised
patients for whom even harmless environmental germs
can become a threat.

3.6.2 Equipment Not Used on the Patient

Initially, the same requirements apply for this equip-
ment as for use outside a hospital. It must be maintained
according to its intended purpose and regularly cleaned.
Different requirements may be necessary when the
equipment is used in areas with increased requirements
in terms of sterility, and, when necessary, these in-
creased requirements should be governed by in-house
guidelines. If, as a result of use, the equipment/unit
is contaminated with material from the patient, then
disinfectant cleaning is recommended, and if the ma-
terial is from an infectious patient then disinfectant
cleaning is a requirement. For certain equipment (e.g.,
air-conditioning units, cleanroom benches), special reg-

ulations may need to be taken into account (see
below).

3.6.3 Repair and Maintenance

Equipment which is handed in for repair and mainte-
nance to relevant departments should have been given at
least basic cleaning beforehand. Equipment parts which
have been in contact with patients/patient material must
only be disinfected before being worked on if they are
visibly dirty, or if it can be assumed that it is con-
taminated with germs which should be prevented from
spreading in the hospital (multiresistant germs), which
can lead to infections in the maintenance staff, or which
are subject to special regulations by law (German Infec-
tion Protection Act). These also include germs such as
hepatitis and tuberculosis pathogens, and other similar
pathogens.

Whether this pretreatment is carried out by the user,
somebody in another position (processing unit) or the
maintenance department itself may depend on the struc-
ture of the organization and also on the size of the
hospital. It is therefore recommended that the procedure
and the respective responsibility are set down in writing
and that hygiene plans are used to regulate who has to
do what, when, and in particular precisely how, and in
what sequence. This should in any case be agreed upon
together with the person responsible for hygiene (hy-
giene officer/infection control nurse) and possibly also
with the member of staff responsible for occupational
health and safety.

3.7 Hygiene of Invasive Technology Equipment

This includes all equipment, equipment parts, and tech-
nical measures which are used for diagnosis or therapy
and which in the process are inserted into the patient.
These may either be instruments or equipment which
are used in the patient without penetrating the skin or
mucosa (e.g., bronchoscope, oesophageal arteriography,
suction aspirator), in which case there may be inten-
tional (biopsy) or unintentional damage to the mucosa,
or they may be instruments or equipment which are de-
signed for use with or after penetration of the barrier of

the skin/mucosa (e.g., biopsy forceps, arthroscope, and
vascular catheter).

Disinfectant measures are usually sufficient for the
first group, whereas a sterilization process is obligatory
for the second group (see above).

Here, too, the following general rule applies: Pri-
marily use thermal disinfection (washing) processes,
and only consider thermochemical or even purely chem-
ical processes when the materials are not compatible
with thermal disinfection processes.

3.8 Practical Examples

Targeted measures to prevent transmission of germs and
infections must be adapted to the pathogen, the group

of people, and the hazard potential. Vaccination alone
may be sufficient, or specific disinfection or steriliza-
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tion measures or even isolation of the patient may be
necessary. The route of transmission plays a crucial role
in this (Table 3.5).

The German Infection Protection Act, which has
been in force since 1 January 2001 and has replaced the

Table 3.5 Types of infection transmission and their features and protective measures (after [3.15])

Type of transmission Features Examples Protective measures

Airborne transmission Microorganisms at-
tached to particles
in the air with size
of <5 μm, move-
ment over a relatively
long period of time
therefore possible

1. Reasonable suspicion of or
confirmed tuberculosis
2. Measles
3. Varicella/disseminated her-
pes zoster
4. HIV patients with cough,
fever, and opaque pulmonary
infiltrates, provided TB cannot
be ruled out

1. Isolation in a single
room (door and windows
closed), cohort isolation
potentially possible
2. Respiratory protection
when entering the room if
open-lung TB is identified
or there is strong clinical
suspicion
3. In the case of certain
diseases (measles, vari-
cella) nonimmune people
should not enter the room;
if unavoidable, only with
respiratory protection

Droplet transmission Microorganisms at-
tached to particles
>5 μm (these droplets
are created when
speaking, coughing,
and sneezing)

1. Bacterial diseases: H.
influenzae (type B) infections,
meningococcal infections,
multiresistant pneumococcal
infections, diphtheria, pertus-
sis, mycoplasma pneumonia
infections
2. Viral diseases: influenza,
mumps, rubella, parvovirus
infections

1. Single room, cohort
isolation if necessary; if
not possible a distance of
at least 1 m should be kept
between the infectious pa-
tient and other patients or
visitors
2. Mouth and nose pro-
tection required when
working close to the
patient (<1 m distance)

Contact transmission Direct contact (touch-
ing) or indirect
contact (secondary,
e.g., via contami-
nated surfaces) with
epidemiologically im-
portant pathogens in
the case of infected or
colonized patients

1. Infectious diarrheal diseases
2. C. difficile enteritis
3. Respiratory infections in
children (bronchiolitis, croup)
4. Multiresistant pathogens
such as Methicillin-resistant
Staphylococcus aureus
(MRSA), Vancomycin-
resistant Enterococcus
faecium (VRE) (except mul-
tiresistant TB)
5. Abscess or secreting
wounds which cannot be
covered

1. If possible single room;
cohort isolation if neces-
sary
2. Gloves and gowns de-
pending on the pathogen
and site of the infection
(follow infection control
recommendations)
3. Disinfect hands on
leaving the room

old Federal Contagious Diseases Act, takes into con-
sideration these findings but also takes into account the
effects of technology in the changing world of medicine
by stipulating in § 23 that infections acquired in hospi-
tals must be continuously recorded, even those which

Part
A

3
.8



28 Part A Medical Technology Basics

are particularly influenced by technical factors (device
related):

• Postoperative wound infections• Ventilator associated pneumonias• Catheter-related septicemias• Catheter-related urinary tract infections.

Because these are also the four most common
health-care acquired infections in hospitals and the mea-
sures required by law make an important contribution
to sensible quality management, the following practical
examples are limited to these infections and demonstrate
the vital contribution that technology can make here.

3.8.1 Postoperative Wound Infections

The pathogens for postoperative wound infections ei-
ther originate from the patient himself (germs in the skin
or mucous membranes) or are introduced into the pa-
tient from outside during surgery as a result of a lack of
hygiene. Before many surgical procedures, hair removal
up to now is still carried out using a razor (medicotech-
nical measure). If this is done on the evening before the
procedure, then the bacteria from skin flora have time
overnight to migrate deep into the skin via the micro-
scopic cuts in the skin which are unavoidably caused
during shaving to cause inflammation there. The re-
sult is a significantly higher risk of developing surgical
site infection. It is therefore recommended either not to
shave at all and to simply cut the hair short using hair
trimmers, or to shave immediately before the surgery
and thus immediately before the skin is disinfected (see
also KRINKO recommendation for the prevention of
postoperative infections in the operating field [3.9]).

Further important measures for the avoidance of
postoperative wound infections which are proven in
their effectiveness and which relate to technical means
are: sterile instruments, sterile implants, reliably ster-
ilized equipment parts which are required for surgery
(suction apparatus, counter with connection cable, etc.),
correctly functioning air-conditioning units, sufficient
vacuum in the case of reprocessed reusable drainage
equipment, etc. [3.16].

3.8.2 Ventilator-Associated Pneumonias
(VAP)

Pneumonia is the second most common overall infec-
tion in hospitals and is the most important in the case
of intensive care patients. It is seen as the primary or
secondary cause in 30–50% of deaths. With respect

to diagnosis related groups (DRGs), it is also signif-
icant that health-care associated pneumonia increases
the length of hospital stay by an average of 11.5 days.
The main risk factor for developing health-care associ-
ated pneumonia is mechanical ventilation.

According to the KRINKO evidence criteria, ori-
entated towards the criteria of the Centers for Disease
Control and Prevention (CDC) [3.17], the following
technically relevant points are important for targeted
prevention [3.17–20].

1. Oral intubation is better than nasal (development of
maxillary sinusitis); in the case of long-term artifi-
cial respiration prefer tracheotomy.

2. Use sterile or disinfected tracheal tubes.
3. Clean all equipment and tools thoroughly before

disinfection and sterilization.
4. Do not carry out routine sterilization or disinfection

of the circulation system of ventilators and anes-
thetic apparatus.

5. Do not change ventilator breathing circuits more
frequently than every 48 h, including tubes and
expiratory valves and also nebulizers and steam hu-
midifiers, provided the equipment is only used for
one patient (according to recent studies an interval
of 7 days between changing is even possible).

6. Do not use atmospheric humidifiers, which form aer-
osols (= atomizer), if sterilization/disinfection and
sterile water are not used on at least a daily basis.

7. Use sterile (not distilled or nonsterile) water for
rinsing the processed equipment and tools which are
used on the respiratory tract after they have been
chemically disinfected.

8. Do not reprocess equipment and tools which have
been manufactured for single use, unless there is data
to show that reprocessing does not pose any threat to
the patient and is cost-effective and that the function-
ality of the equipment and tools is not altered.

9. Sterilize or disinfect ventilation breathing circuits
and humidifiers between use on different patients.

10. Do not use bacterial filters between the humidifier
reservoir and the inspiratory tube.

11. Do not change the respiratory tube routinely if the
system is connected to an heat and moisture ex-
change (HME) or heat and moisture exchange filter
(HMEF), provided it is only used on one patient.

12. Change tubes between patients, including nose
clamps or masks, which are used to supply oxygen
from a wall outlet.

13. Sterilize atmospheric humidifiers which are used in
inhalation therapy, e.g., for tracheostomy patients,
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or disinfect between patients and every 24 h when
used on the same patient.

14. Sterilize or disinfect portable spirometers, oxygen
probes, and other respiratory tools which are used
on various patients between uses.

15. Anesthetic equipment: clean and then sterilize or
thermally/chemically disinfect the reprocessable
parts of the respiratory circuit (such as the endo-
tracheal tube or mask, inspiratory and expiratory
tube, Y-piece, bag valve mask, humidifier, and tube)
between use on different patients and observe the
relevant manufacturer’s instructions.

16. Pulmonary function testing: sterilize or disinfect
reusable mouthpieces and tubes between different
patients or in accordance with the manufacturer’s
instructions.

3.8.3 Catheter-Related Septicemia

Most cases of septicemia acquired in hospitals are the
result of using a vascular catheter. The most impor-
tant points to avoid resulting infections are checking
of the indication for access, selection of the correct
catheter and the correct access site, aseptic placement
of the catheter, and aseptic dressing change. The tech-
nical component is comparatively low here and covers
the following points [3.21]:

1. Change IV tubes including the three-way valves
only every 72 h (every 24 h when blood/blood prod-
ucts or lipid solutions are administered), except
where there are signs of infection.

2. When choosing transducers (pressure sensors), pref-
erence should if possible be given to disposable
items (as opposed to reusable equipment).

3. The transducer, the tube system, and the rinse solu-
tion must be changed at least every 96 h.

4. All components of the blood pressure monitoring
system must be sterile (including the calibration ap-
paratus and the rinsing fluid). The entire pressure
system (tube lines, transducers, and rinse solution)
must be handled aseptically.

5. Reusable pressure systems must be processed and
sterilized taking into account the manufacturer’s in-
structions.

6. If preparation of mixed infusions in areas close to
patients is unavoidable, then it must be done under
controlled aseptic conditions.

In past years it has been increasingly common to re-
process certain expensive intravascular catheters within

the hospital or to have them reprocessed by external
providers (see later). This practice is currently the sub-
ject of controversial debate for very many different
reasons (German Medical Devices Act, costs, borine
spongiform enphalopaty (BSE)). In this context, refer-
ence should in particular be made to the recommenda-
tions of the German Commission for Hospital Hygiene
and Infection Prevention at the RKI [3.21] and [3.9]
with the explanations from the RKI and the final re-
port of the vCJD taskforce: variant Creutzfeldt–Jakob
disease (vCJD), epidemiology, identification, diagnosis,
and prevention, with particular consideration of mini-
mizing the risk of iatrogenic transmission via medical
devices, particularly surgical instruments [3.22]. Refer-
ence is further made to specific literature [3.23–26].

3.8.4 Catheter-Related Urinary Tract
Infection

Urinary tract infections make up more than 40% of all
infections acquired in hospital and, as the starting point
for urosepsis, are responsible for up to 15% of cases of
septicemia. Up to 80% of these urinary tract infections
are found in patients with urinary catheters, which em-
phasizes their significance. Technically relevant aspects
of targeted prevention are as follows:

• Urinary catheters should only be placed if medically
necessary and only for as long as is absolutely nec-
essary; an indication as part of nursing care must be
rejected.• Only sterile, permanently sealed urine drainage sys-
tems with an antireflux valve should be used (i. e.,
without disconnection to empty the bag) [3.27, 28].

3.8.5 Dialysis

Because of the high risk of infection both for patients
and also for staff, dialysis departments deserve special
attention. The risks of infection are:

1. For the patient:
a) Infections via the vascular access
b) Bloodborne infections
c) Contamination of the dialysate and dialyzer.

2. For the staff:
a) Through infected dialysis systems
b) Infections via blood and dialysate.

In comparison with peritoneal dialysis, hemodial-
ysis is more significant from a technical viewpoint
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and is the basis for the following explanations. How-
ever, some of the requirements also apply to peritoneal
dialysis.

If drinking water is used for dialysis, it must un-
dergo additional processing because it contains bacteria
and pyrogens, even if chlorinated. The processes used
for this are ion exchange (water softening), active
carbon filtering, distillation, and reverse osmosis. How-
ever, it must be borne in mind that particularly the
first process mentioned can provide waterborne bacte-
ria (mainly Pseudomonas spp. and other Gram-negative
bacteria such as acinetobacter and enterobacter) but also
mycobacteria, which are present in water and are de-
scribed as atypical, with good opportunities to multiply.
Subsequent ultrafiltration to remove bacteria and bacte-
rial toxins is therefore considered essential [3.29].

Although reverse osmosis is currently the most op-
timum processing method, it is still necessary to take
into account that, even with this method, there may be
microbial contamination of the membrane, and germs
may find their way in if there are leaks. Once the
dialysate is added, this forms a mixture which, be-
cause of its composition, is a good culture medium
for waterborne bacteria. Various countries have there-
fore suggested guidelines for the assessment of dialysis
water (Table 3.6).

To prevent contamination of hemodialysis equip-
ment and supply apparatus, the following technical
requirements are deemed necessary [3.30]:

• No open reservoirs for water and processed dialysis
fluid• No open reservoirs for concentrates• Small line cross-sections in supply lines• Route lines as a closed circular pipeline; avoid dead
spaces (only for clean water)• Complete disinfectability of the line system• Pipe disconnection when disposing of the dialysis
fluid to prevent retrograde microbial contamination.

In accordance with the hygiene guideline which is
an appendix to the 2006 Dialysis Standard [3.31], dial-
ysis equipment (hemo- and peritoneal dialysis) used

Table 3.6 Guidelines for assessment of dialysis water in various countries

Dialysis water (generally permeate) Dialysis fluid

(CFU/ml) Endotoxin (CFU/ml) Endotoxin

AAMI (USA 2004) ≤ 200 2 EU/ml ≤ 2000 2 EU/ml

European Pharmacopoeia (2008) ≤ 100 ≤ 0.25 IU/ml No information No information

Swedish Pharmacopoeia (1997) < 100 < 0.25 IU/ml < 100

Japanese Society for Dialysis Therapy (2008) < 100 < 0.05 EU/ml < 100 0.05 EU/ml

must comply with the regulations of the German Med-
ical Devices Act and must be maintained, operated,
cleaned, and disinfected in accordance with the man-
ufacturer’s instructions (instructions for use, technical
manual) [3.30]. Due to this required disinfection after
each patient, the formerly required separation into a so-
called yellow (for infectious patients) and white (for
noninfectious patients) region is now obsolete. The op-
erator is responsible for ensuring that all parts which
come into contact with the used dialysate or even with
the patient’s blood are treated as potentially infectious
and that the equipment is disinfected after each dialysis
treatment.

This can be done by [3.29]:

• Sterilization with steam at a temperature of 121 ◦C,
provided this is technically possible from a mater-
ials point of view (equipment with stainless-steel
tanks)• Disinfection using hot water (90–95 ◦C for 20 min);
citric acid is automatically added during the process
to prevent deposits in the equipment• Thermochemical disinfection (for ecological rea-
sons, preferably with peracetic acid, possibly
also with formaldehyde or glutaraldehyde or with
sodium hypochlorite).

Dialyzers have been regularly reprocessed in the
past. Figures for the USA show that the proportion of
dialysis centers reprocessing their equipment rose from
18% in 1976 to 82% in 1997 [3.32], and correspond-
ing processing guidelines issued by the Association for
the Advancement of Medical Instrumentation (AAMI)
were adopted by official authorities [3.33]. The per-
centage then dropped to 62% by 2002. The literature
describes infectious complications through to outbreaks
in the course of reprocessing dialyzers, without be-
ing able to prove causality beyond doubt [3.34]. For
quality assurance purposes it is therefore necessary
to ensure that effective processes are used, which are
currently based on thermochemical disinfection. The
hygiene guideline which is an appendix to the 2006
Dialysis Standard – written by the German Commit-
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tee for Clinical Nephrology in collaboration with the
Association of German Nephrology Centers run by
the German Society of Nephrologists in Private Prac-
tice and also with the German Society of Pediatric
Nephrology, in agreement with the German Commis-
sion for Hospital Hygiene and Infection Prevention
– likewise points to the requirements for a process-
ing method with appropriate validation and stresses
that the German Committee for Nephrology currently
does not favor reuse of dialyzers and tube systems,
despite the financial ramifications [3.30]. Tests to mon-
itor clean water and dialysis fluid must be performed
and documented at least twice a year [3.30, 35]. The
relevant water-conducting systems (e.g., closed circu-
lar pipelines) must be fitted with suitable sampling
points.

The following procedure is considered necessary to
test the microbiological quality of the water [3.35]:

• Disinfect hands before each sample is taken• Use sterile glass bottles with a screw closure for
collecting the sample; to test for endotoxins use
pyrogen-free containers made from polystyrene• Draw off ≈ 100 ml in each case• Demineralized water
– From the closed circular pipeline at the bedside
– Aseptic sampling (disinfected adapter, at least

twice a year)• Basic bicarbonate
– Only if it is taken as a concentrate from a closed

circular pipeline at the bedside (not from canis-
ters or cartridges)

– Aseptic sampling (disinfected adapter)
– Once a month• Dialysis fluid
– Sample taken from the dialyzer
– Before the start and after the end of dialysis
– Every 6 months

• The assessment is performed according to the fol-
lowing guidelines
– In the processed water and in the dialysis fluid

before the beginning of dialysis: 100 CFU/ml.

In an ISO standard [3.36] which appeared in 2009
and in which the quality of fluids for hemodialysis is
formulated as an international standard, requirements,
and limit values for the chemical constituents and impu-
rities in water, concentrate, and dialysis fluid are listed
in addition to microbiological quality standards. The
operator of specialist dialysis departments is responsi-
ble for monitoring of microbiological water quality and
also for chemical monitoring.

3.8.6 Creutzfeldt–Jakob Disease

After medical devices have been used on patients with
a proven or strongly suspected case of Creutzfeldt–
Jakob disease (CJD) or its new variant (vCJD), spe-
cial processing procedures are necessary [3.22, 25].
According to the currently favored prion theory, par-
ticular significance is attributed to the cleaning which
takes place during processing, because proteins must
primarily be removed. For disinfectant processing,
1–2 M sodium hydroxide (NaOH), 2.5–5% sodium
hypochlorite (NaOCl), or 4 M guanidinium thiocyanate
(GdnSCN) is currently recommended [3.22].

Instruments which cannot be steam-sterilized are
then subsequently processed with aldehyde disinfectant
and finally rinsed with 70% alcohol (e.g., endoscope)
and gas-sterilized.

Instruments which can be steam-sterilized undergo
chemical decontamination before then being subjected
to machine processing at 93 ◦C, and are finally auto-
claved at 134 ◦C for 1 h.

The relevant appendices to the RKI guideline must
be observed [3.22].

3.9 Regulations

3.9.1 Technical Regulations
for Hazardous Substances

• TRGS 513. Fumigations with ethylene oxide and
formaldehyde in sterilization and disinfection sys-
tems (edition June 2008).• TRGS 525. Handling of hazardous substances in fa-
cilities for human medical care (as of May 1998

BArbBl. no. 5/1998, p. 58, currently undergoing re-
vision).• TRGS 401. Hazards due to skin contact (as of June
2008).• TRBA/TRGS 406. Sensitizing substances for the
airways (as of June 2008).• TRBA 250. Technical regulations for biological
agents (as of February 2008).
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3.9.2 Standards

The importance of standards has been re-evaluated as
a result of Directive 93/42/EEC about medical devices
and the correspondingly harmonized German Medical

Table 3.7 Standards for the (minimum) standard for medi-
cal devices �

Table 3.8 Overview of major standards in the field of sterilization technology for the health care system

Standard Steam sterilization As of

DIN EN 285 Sterilization – steam sterilizers – large sterilizers 8/2009

DIN EN/ISO 17665-1 Requirements for the development, validation, and routine control of a sterilization process
for medical devices

11/2006

DIN 58948 Sterilization – low-temperature steam formaldehyde sterilizers

Section 17 Requirements for the installation and operation of low-temperature steam formaldehyde and
formaldehyde sterilizers and their supply sources

3/2009

DIN EN 14180 Sterilizers for medical purposes
Low-temperature steam and formaldehyde sterilizers – requirements and testing

1/2010

Standard Ethylene oxide sterilization As of

DIN EN 1422 Sterilizers for medical purposes – ethylene oxide sterilizers – requirements and test methods 8/2009

DIN 58948-7 Requirements on the installation and requirements on the service supply for ethylene oxide
sterilizers

1/2010

DIN 58949 Steam disinfection apparatus As of

Section 1 Terminology 1/2001

Section 2 Requirements 1/2001

Section 3 Efficiency testing 2/2004

Section 4 Biological indicators for efficacy tests 10/2006

Section 6 Operating of steam disinfection apparatus 2/2004

Section 7 Structural requirements and requirements on service supply 1/2001

DIN 58955 Decontamination equipment for medical use As of

Section 1 Terminology 1/2003

Section 2 Requirements 7/2005

Section 3 Efficiency testing 9/1998

Section 4 Biological indicators for efficacy tests 3/2006

Section 6 Operation 3/2001

Section 7 Structural requirements and requirements on service supply 3/2001

DIN EN/ISO 11138 Sterilization of health care products – biological indicators

Section 1 Requirements 8/2008

Section 2 Biological indicators for ethylene oxide sterilization processes 9/2009

Section 3 Biological indicators for moist heat sterilization processes 9/2009

Section 4 Biological indicators for dry heat sterilization processes 9/2006

Section 5 Biological indicators for low-temperature steam and formaldehyde sterilization processes 9/2007

DIN 58921 Draft standard: Test method to demonstrate the suitability of a medical device simulator
during steam sterilization – medical device simulator testing

12/2008

DIN EN/ISO 11140 Sterilization of health care products – chemical indicators

Section 1 General requirements 9/2009

Section 3 Class 2 indicator systems for use in the Bowie and Dick-type steam penetration test 9/2009

Section 4 Class 2 indicators as an alternative to the Bowie and Dick-type test for detection of steam
penetration

7/2007

Type of standard Source

DIN German standard

E DIN Published German draft standard

EN European standard

DIN EN Harmonized (European) standard

prEN, E Published European draft standard

DIN EN/ISO International standard
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Devices Act. They specify the (minimum) state of the
art which the manufacturer must observe during the
design, manufacture, operation, and use of medical de-

vices (Table 3.7). Table 3.8 gives an overview of major
standards in the field of sterilization technology for the
health care system.
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Technical Saf4. Technical Safety of Electrical Medical Technology
Equipment and Systems

Rüdiger Kramme, Hans-Peter Uhlig

Medical electrical (ME) equipment and systems

are used primarily in medical institutions such

as doctors’ surgeries, dental surgeries, medical

centers, outpatient clinics, rehabilitation clinics,

sanatoriums, health clinics, nursing homes for

the elderly, homes for the disabled and those

with learning difficulties, and hospitals and clin-

ics. According to the regulations and standards

for electrical systems, suitable rooms – areas

used for medical purposes – must be present

in these institutions in which mains-operated

ME equipment can be operated. Many questions

emerge concerning the use of this equipment,

on the one hand relating to the safety of pa-

tients and those operating the equipment, and

on the other hand relating to the smooth op-

eration of this apparatus. The main risks posed

by these pieces of ME equipment and ME sys-

tems may be of electrical, mechanical or thermal

nature. Other possible potential risks are ioniz-

ing radiation, explosion or fire as outlined in this

chapter.
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What is meant by risks and hazard? Risks in an opera-
tional process are components of the working system
which can damage the life or health of operating
staff or patients. These risks are energy sources or
are connected to them. When this energy is greater
than the electrical resistance of the human body or an
affected body part, the energy is of a damaging na-
ture. The damaging force is derived from the ratio of
energy to body resistance. A hazard is described as
the possibility of humans encountering risks in space
and time. To provide safe medical workplaces, it is
therefore necessary to clarify how and under what

operating conditions humans encounter risks and the
risk of injury occurs, and what successful safety mea-
sures (protection objectives) are or should be in use
to guard against this [4.1]. The largest proportion of
possible hazards result from ME equipment and ME
systems for diagnosis, therapy, and monitoring. The
commonest causes of an electrical accident can be at-
tributed to malfunctioning protective devices, defective
insulation on cables and wires, defective or missing
protective covers on equipment and plug connectors,
and missing, disconnected or interchanged protective
earths.
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4.1 General Information Regarding the Safety of Technical Systems

The current state of science and technology which has
been achieved in principle makes it possible to develop
and build technical products and systems which are very
safe. Absolute safety nevertheless does not exist, either
in life or in technology. The important thing is therefore
to ascertain the justifiable residual risk in each individ-
ual case, then to consciously live with this risk [4.2].

DIN 31000 general guidelines for the safety de-
sign of technical products (Allgemeine Leitsätze für
das sicherheitsgerechte Gestalten technischer Erzeug-
nisse), dated 03/1979, forms the basis for the content
of safety standards and VDE (Verband der Elektrotech-
nik, Elektronik und Informationstechnik, Association
for Electrical, Electronic and Information Technology)
specifications. In DIN 31000 part 2, dated 12/1987,
which was unfortunately withdrawn in 2005, borderline
risk is described as the greatest risk relating to a certain
technical process or condition that is still considered
justifiable. Safety is defined according to DIN VDE
31000 part 2 as a circumstance in which the residual
risk remains below a defined borderline risk. The level
of risk is formed as an abstract variable from the prod-
uct of the extent of damage and probability of damage
occurring [4.3]. The temporal and content-based limit
on safety resulting from this is achieved through the
description of appropriate requirements or measures.

The measures which ensure safety are divided into
three classes according to DIN 31000 part 1 (three-class
theory).

1. Direct safety engineering includes measures which
provide safety mainly through constructive, planning-
related engineering of products and systems and their
parts.

2. Indirect safety engineering is understood as mean-
ing the application of safety-related means, e.g.,
locking mechanisms.

3. Indicative safety engineering is produced by guide-
lines regarding the conditions for risk-free use –
e.g., in operating instructions and on signs – when
direct and indirect safety engineering do not, or do
not completely, achieve their goal.

In the case of all of the safety-engineering measures
mentioned, use of the products and systems accord-
ing to their intended purpose is a precondition. The
first-fault philosophy, described in DIN VDE 0752
supplementary sheet 1, dated 03/2003, forms an im-
portant foundation when assessing hazard situations.
The findings of the international standardization on
the subject of safety, such as the contents of IEC
300-3-9, dated 12/1995 (Dependability Management;
Part 3: Application Guide; Section 9: Risk Analysis
of Technological Systems), can also be used [4.2].
The possible consequences of first faults are virtually
ruled out by protective measures and by scheduled
testing and maintenance. Suitable monitoring devices
must immediately discover any first faults which might
occur.

4.2 Attaining Safety in Medical Institutions

In Germany there are very comprehensive regulations,
provisions, standards, and guidelines which apply to
the planning, installation, refurbishment, and testing of
electrical systems in medical institutions. The same ap-
plies to the development, manufacture, and operation
of ME equipment and ME systems. The crossovers
or points of intersection between these documents
are unfortunately not defined but are instead fluid.
So, for example, different provisions and standards
for ME equipment contain important requirements
regarding the planning and installation of electrical
systems.

Provisions and standards in principle contain only the
minimum requirements, and there is not always confor-
mity between them. In addition, they do not always reflect
the state of the art, because in many cases technologi-
cal developments move at a faster rate than revision of
these documents is carried out. Each individual project
must therefore be checked both with regard to observance
of the statutory and normative minimum requirements
and with regard to additional requirements. The required
safety can in principle only be achieved if the overall sys-
tem, consisting of the physical structure and technical
systems as well as the ME equipment, is safe.
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The safety of the system consisting of electrical
system/ME equipment is essentially described by the
protection objectives [4.2].

• Protection of patients and staff from shock currents
and from the risks of power failure or of poor-
quality voltage or frequency• Safety of the interface between the ME equipment
and the electrical system, in particular when using
equipment for vital purposes

• Safety of the escape and emergency routes• Protection from fires and their effect on the system
of electrical installations and ME equipment over
a required period of time• Safety as a result of using reliable technology• Safety as a result of using all of the sys-
tem components according to their intended pur-
pose• Safety as a result of operation in accordance with
regulations and regular maintenance.

4.3 Minimum Requirements for ME Equipment

DIN EN 60601-1 (classified as VDE 0750-1) Med-
ical electrical equipment: General requirements for
basic safety and essential performance (Medizini-
sche elektrische Geräte; Allgemeine Festlegungen für
die Sicherheit einschließlich der wesentlichen Leis-
tungsmerkmale), dated 2007 (which replaces the 1996
edition), is the basic standard in this series and describes
the general requirements for ME equipment. All ap-
proved ME equipment in Germany must be built and
tested according to the standards of the DIN EN 60601
series. The basic standard DIN EN 60601-1 is evalu-
ated here based mainly in connection to the electrical
system. The protection classes I and II are approved for
mains-operated ME equipment.

In protection class I, all nonactive parts of the ME
equipment are connected to the protective earth (PE).
The equipment housing is composed of metal and is
likewise connected to the PE. In the event of a fault to
frame or earth fault internally in the equipment (e.g., in-
sulation fault) between an active conductor and the PE,
a protective device is triggered in the equipment and/or
in the electrical system and the electrical circuit affected
is disconnected. During a fault situation, a contact volt-
age occurs between the housing of the equipment and
other earthed components.

The definition of ME equipment in protection class I
which is given in DIN 60601-1.

The equipment in protection class II is double in-
sulated (all-insulated). A fault can only occur between
active conductors or an active conductor and the neu-
tral conductor (N). No contact voltage to earth occurs
during a first fault to frame or earth fault.

The definition of ME equipment in protection
class II which is given in DIN EN 60601-1.

Another category is made up mostly by battery-
operated ME equipment which does not rely on mains
electricity. As in mains-operated ME equipment of pro-
tection class II, with regard to protection against shock
currents, this equipment is not dependent on the in-
stalled protective measures.

Equipment in class AP (anaesthetic proof (low risk))
must comply with the requirements regarding con-
struction, labeling, and accompanying documentation to
avoid ignition sources in explosive mixtures of inhala-
tional anesthetic agents with air.

Equipment in class APG (anaesthetic proof, Cat. G
(high risk)) must comply with the requirements regard-
ing construction, labeling, and accompanying documen-
tation to avoid ignition sources in explosive mixtures
of inhalational anesthetic agents with oxygen or nitrous
oxide.

A distinction is also made between ME equipment
according to the insulation classes of the applied parts.

• Insulation class B: The applied part is connected
to earth. External application to the patient. Pro-
vides protection against electric shock by taking into
account the fault current. Not suitable for direct ap-
plication to the heart.• Insulation class BF: The applied part is insulated
from the ME equipment (no connection to earth).
External application to the patient, higher-quality
protection against electric shock than in insulation
class B. Not suitable for direct application to the
heart.• Insulation class CF: The applied part is insulated to
a high level from the ME equipment (no connec-
tion to earth). External and intracardiac application
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Table 4.1 Requirements of
the electrical system for ME
equipment
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40 Part A Medical Technology Basics

to the patient, higher-quality protection against elec-
tric shock than in insulation class BF. Suitable for
direct application to the heart.

DIN EN 60601-1 applies accordingly to the safety of
ME equipment.

Prerequisites for this are performance of risk man-
agement processes, use of the equipment according
to its intended purpose, and compliance with the in-
structions from the manufacturer. The following are
considered to be first faults for ME equipment.

1. Break in the protective earth.
2. Break in a power supply cable.
3. Occurrence of an external voltage at applied parts

with code letter “F”.
4. Occurrence of an external voltage at signal input or

output parts.
5. Failure of an electrical component.

The rated voltage may be a maximum of 250 V for
handheld ME equipment. For ME equipment and ME
systems which are operated on direct current or single-
phase alternating current, the maximum value is 250 V
at a power limitation of 4 kV A. For ME equipment and
ME systems operated on polyphase current, the upper
limit of the rated voltage is 500 V.

The tolerance of the nominal voltage for ME equip-
ment is ±10% and that of the mains frequency is
≤ 1 Hz. According to the standards which apply to elec-
trical systems, other values may also occur in this case
(Sect. 4.7).

The protective earth of the equipment must be
checked regularly. A limit value of 0.1 Ω is permitted

between the PE of the plug and exposed metal parts
(housing) for equipment with a permanently connected
power supply cord, and of 0.2 Ω for equipment with
a removable power supply cord.

The collateral standard DIN EN 60601-1-1 stipu-
lates that, when using portable multiple sockets, it must
be possible to connect the ME equipment of an ME sys-
tem to a multiple socket only with the aid of a tool.
Multiple sockets of this kind are available factory-built
in accordance with DIN EN 60601-1-1. Alternatively,
the portable multiple socket must be electrically isolated
(e.g., isolating transformer).

It is worth noting that electrically wired toroidal
transformers are frequently used as isolating transform-
ers. There is no proof of safety from first faults for this
arrangement. The same applies to the supply of entire
ME systems from one power socket. Complete power
failure is possible at any time.

The conclusion is that the safest kind of power
supply is the supply of ME systems from fixed
single power sockets, especially for vital purposes,
being connected to an information technology (IT)
system.

Some of the requirements for ME equipment in DIN
EN 60601-1 which have been mentioned have a direct
or indirect bearing on the electrical system. Some ad-
ditional requirements for the electrical system can be
found there [4.2].

Table 4.1 summarizes the various applications of
ME equipment such that the most important require-
ments can be recognized at the interface with the
electrical system and additional requirements can be
defined.

4.4 Areas Used for Medical Purposes

Medical examinations and treatments must be carried
out in appropriate rooms, areas used for medical pur-
poses, regardless of where these rooms are. It may be
a hospital, medical center or health center, an outpa-
tient clinic or a private doctor’s practice. The use of
medical procedures requires the areas used for medical
purposes to be divided into the groups 0, 1 or 2 (DIN
VDE 0100-710).

There are specific hazards caused by the possi-
ble condition of patients, such as unconsciousness, or
the nature of the medical examination or treatment,
e.g., an operation. A patient’s skin resistance can be
compromised as a result of medical interventions, and
a patient’s cognitive ability or the body’s defenses can

be impaired or limited as a result of medical treat-
ment. It is mandatory that the required classification
and division of the areas used for medical purposes
into groups be carried out – generally by the repre-
sentative of the purchaser (= planner) together with
the medical and technical staff (= operators). An es-
sential basis for the decision regarding which group
a room is allocated to (Table 4.2) is the nature of the
contact between the applied parts of the ME equip-
ment and the body of the patient. In areas belonging
to group 1, invasive examinations and therapies can
even be performed, but no examinations or therapies
can be performed directly on the heart. A power fail-
ure with a maximum duration of 15 s can be dangerous
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Table 4.2 Normative criteria for the classification of rooms in groups

Group 0 Group 1 Group 2

Consulting rooms Medical and dental practice rooms Surgery preparation rooms

Surgery consulting rooms Surgical outpatient clinics Operating theaters

Dressing rooms Rooms for home dialysis Recovery rooms

Wards Wards Intensive care units

Massage rooms Rooms for hydrotherapy Special baby care units

Fitness rooms Endoscopy rooms Endoscopy rooms

OT adjoining rooms Rooms for minimally invasive surgery Rooms for minimally invasive surgery

Respiratory chambers Angiography rooms Angiography rooms

Cardiac catheterization laboratories Cardiac catheterization laboratories

(investigation) (investigation and treatment)

CT rooms

Magnetic resonance imaging (MRI) rooms

Electrocardiography (ECG) rooms

Electroencephalography (EEG) rooms

Delivery room

Treatments are
dangerous for the

patient. Investigations
cannot be repeated.

Area used for medical
purposes, belonging

to group 0

Area used for medical
purposes, belonging

to group 1

Area used for medical
purposes, belonging

to group 2

Application parts of ME
equipment are not

used.

The patient is not put at
risk as a result of a first
fault to frame or earth

fault when switching off
the electrical system.

The patient is not put at
risk in the event of

failure of the general
power supply.

Investigations and
treatments can be
interrupted and

repeated.

Application parts of ME
equipment are used
externally and/or

invasively on any part of
the body required,
except on the heart.

The patient is put at risk
in the event of failure of

the general power
supply.

The patient is put at
risk as a result of a first
fault to frame or earth

fault when switching off
the electrical system.

Application parts of ME
equipment are used for

applications such as
intracardiac procedures

and vital treatments.

Fig. 4.1 Examples of the allocation of rooms to groups
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42 Part A Medical Technology Basics

in this situation, however. Classification in group 2
and the use of a battery-supported power supply for
safety purposes (BPS, previously PS) should therefore
be considered.

In group 2, the criteria applied are intracardiac
or open-heart treatments or examinations (in addition,
consider DIN 57753-2) and essential examinations and

treatments. The additional description of the electrical
conditions in DIN VDE 0100-710 for classification into
groups should help in making the decision (Fig. 4.1).
All criteria which are important for the safety of the
patient must always be consulted when selecting the
group. Where there is any doubt, the decision should
be made to choose the higher level of safety [4.2].

4.5 Electrical Systems According to the Nature
of the Connection to Earth

Consistent application of the terre neutre séparé (TN-S)
system in accordance with DIN VDE 0100-100 and
DIN VDE 0100-710 within a building is of fundamental
importance for the effectiveness and the proper appli-
cation of protective measures in the electrical system,
in particular of measures to protect against shock cur-
rents and against electromagnetic interference (external
voltages). In this system, the neutral conductor and the
protective earth (PE) are conducted separately in the
entire building and are only connected to one another
at one point, e.g., in the low-voltage main distribution

board. As a result, only fault currents but no operat-
ing currents can continue to flow in the protective earth.
In normal operation, small, unavoidable fault currents
occur in the protective earth of the final circuits, in par-
ticular small inductively and capacitively induced fault
currents and those induced by insulation resistances.
These currents can be several amps in the protective
earth of the building’s main distributor. In the case of
fault to frame or earth faults, relatively high fault cur-
rents of up to several kA may briefly occur in final
circuits until the protective device is triggered [4.2].

4.6 Protection Against Shock Currents

In areas used for medical purposes belonging to
groups 1 and 2, according to DIN VDE 0100-710 an
agreed limit of the contact voltage (DIN VDE 0100-
200) of UL ≤ 25 V applies, which must be observed.
Examinations and treatments performed directly on the
heart are an exception. A maximum contact voltage of
10 mV is applicable in this case, in accordance with
DIN 57753 part 2 of 02/1983 (VDE guideline 0753-2
part 2/02.83). In the event of a fault, a low value of this
kind cannot be achieved purely by physical means via
the protective earth by means of measures in the electri-
cal system. For this reason, ME equipment in protection
class I can in this case only be operated at the medical IT
system (DIN VDE 0100-710). The flexible additional
potential equalization cables must be connected without
fail. With interventions of this kind, measures must also
be carried out on the medical side, such as the use of
ME equipment with applied parts of insulation class CF.
Under the conditions mentioned, risks caused by leak-
age currents are extremely unlikely. Leakage currents
(Fig. 4.2) and their effects are limited in terms of the
electrical system by the application of the medical IT
system and by the additional potential equalization.

Protection against the effect of leakage currents is
achieved in terms of equipment by using ME equipment
in protection class II and by limiting the patient leakage
current (Table 4.3).

The additional potential equalization in every area
used for medical purposes is the most important fun-
damental protective measure in the areas used for
medical purposes belonging to groups 1 and 2. In
the areas belonging to group 2, in accordance with
DIN VDE 0100-710, additional connector bolts for
the additional potential equalization according to DIN
42801 are installed in the patient environment (DIN
VDE 0100-710, DIN EN 60601-1-1). The flexible
potential equalization cables to be connected there,
which establish an additional direct connection between
the PE of the permanently installed system and the
housings of the ME equipment, serve the purposes
of

• equalizing potential differences between the ME
equipment in the patient environment,• preventing failure of the protective earth in equip-
ment in protection class I (first-fault safety), and
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Operator

Patient

Housing leakage current

Exposed metal parts

Mains part Applied part
L1 mains

A–a
B–a

B–d

C

CC

Patient leakage current

Fig. 4.2 Patient and op-
erator connected to ME
equipment (after [4.4]).
The various equipment
parts form capacitors C
with the safety-related in-
sulation which is situated
between them, and the pa-
tient leakage current and
housing leakage current
flow via these capacitors.
In equipment belonging
to protection class I, the
earth leakage current also
flows via the protective
earth. (A–a Insulation
mains part/exposed metal
parts, B–a Insulation
mains part/applied part,
B–d Insulation applied
part/mains part)

• ensuring that the required contact voltage at the
housing of equipment in protection class I is main-
tained.

These cables are of great importance for protect-
ing against shock currents and must always be
connected when equipment in protection class I is
used [4.2].

Further important protective measures against
shock currents include

1. Protection by automatic disconnection according to
DIN VDE 0100-410
The electrical circuits of power sockets must be dis-
connected by the associated protective device within
0.3 s in the event of a fault (zero-impedance short
circuit). In accordance with DIN VDE 0100-410 of

Table 4.3 Maximum permissible leakage currents from
ME equipment according to DIN EN 60601-1

Type Type B Type BF Type CF

Earth leakage 0.5 0.5 0.5

current (mA)

Housing leakage 0.1 0.1 0.1

current (mA)

Patient leakage 0.1 0.1 0.01

current (mA)

2007, this protective measure may only be used for
power sockets of up to 20 A when the power socket
is monitored (in this regard see the German govern-
ment safety organization regulation BGV A3). In all
other situations, 2 shall apply.

2. Protection by automatic disconnection of the power
supply using residual current protective devices
(RCD) release current IΔN = 30 mA
This protective measure is prescribed for power
sockets in areas in groups 1 and 2 if there is no risk
to the patient. ME equipment for vital purposes must
not be connected here.

3. Protection by notification of insulation faults in the
medical IT system
Where ME equipment is used for vital purposes
or for investigations which cannot be repeated, the
equipment must be supplied from a medical IT sys-
tem. In accordance with DIN VDE 0100-710, power
sockets of this type are only installed in areas be-
longing to group 2. Here, the medical IT system
constitutes the preferred protective measure. Owing
to the limitation of power in the IT isolating trans-
formers to a maximum of 8 kV A, however, it cannot
always be used universally.

The medical IT system forms an isolated and locally
restricted network. The conductive housing of the ME
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equipment in protection class I is connected to the pro-
tective earth. When only one first fault to frame or earth
fault occurs, only the housing leakage current emerges
as a fault current and there is no disconnection. This
ensures that a piece of ME equipment which is vital
for the examination or treatment will not fail and can
continue to be operated until the treatment is complete.
The medical staff are notified of this. Protection against
overload is not permissible. The overloading of the IT
isolating transformer is communicated to the medical
staff via a monitoring device. The causes of the overload

must be determined and remedied because otherwise the
isolating transformer can be destroyed.

The power sockets of the medical IT system must
be accordingly labeled or designed such that they are
unmistakable when several systems are present in one
room according to the type of earth connection. The in-
tention of this is to prevent ME equipment which must
be supplied from the medical IT system from being
inadvertently connected to power sockets of the TN-
S system. There are no normative guidelines for such
color coding.

4.7 Power Supply

A safe power supply is another important criterion for
safe operation. The following forms of power supply are
available for areas used for medical purposes.

• General supply (GS) via a house connection or
a high-voltage feed from a distribution system op-
erator (DSO);• Power supply for safety purposes (PS) via power
generation units with internal combustion recipro-
cating piston engines;• Battery-supported central power supply for safety
purposes (BPS).

When supplying safety-relevant consumers in areas be-
longing to group 2, it is necessary to switch between
these power supplies (power sources and mains net-
works). The requirements for this switching can be
found in DIN VDE 0100-710 under several sections.
Considering these normative sources, the following
switching devices are necessary in the subdistributors
for the supply to areas in group 2.

• Switching between a PS and GS feed.
In this case, the voltage of the outer conductor of the
first cable (PS) is monitored. If the first cable fails,

continued supply to the consumers mentioned un-
der 710.564.4 and 5 must be guaranteed within 15 s,
provided this supply is fed from a subdistributor.• Switching between a PS and BPS feed.
In this case, the voltage of the outer conductor of
the first cable (PS) is monitored. If the first cable
fails, continued supply to the ME equipment must
be guaranteed within 0.5 s. If the BPS is used in
continuous operation and the first cable is supplied
with power from the BPS, the voltage provided is
uninterruptible.

The stability and quality of the supply voltage is an
important criterion for a safe power supply. When the
standards for the power socket are observed, in individ-
ual cases the nominal voltage of the mains electricity
can deviate by 14% below the nominal voltage. When
supplying the mains from a power generation unit, in
the case of certain load changes deviations of ±1 Hz
from the permissible tolerance band for the ME equip-
ment are possible. On account of the lower impedance
of the generator compared with mains electricity, har-
monic currents can also affect the voltage and lead to
interference. The deviations mentioned can be compen-
sated by suitable planning measures [4.2].

4.8 Power Sources for Safety Purposes with Accumulators

In accordance with DIN VDE 0100-710, supply from
a BPS with a maximum permissible interruption time
of 0.5 s and a minimum supply period of 1 or 3 h is re-
quired for surgical lights. A minimum supply period of
3 h is required when only one power generation unit is
present.

Central BPS units for the supply of ME equipment
are unfortunately not covered by DIN VDE 0100-710.
DIN EN 60601-1 requires that ME equipment be de-
signed such that an interruption in the power supply
does not present a hazard before it is restored. On this
basis, the function of the BPS is in many cases adopted
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by what are known as internal power sources built into
the ME equipment. There is still demand for central
BPS units, however, as is evidenced by many examples.
Some reasons for this are

• a central BPS generates lower costs, in particular in
large medical institutions, when the high testing and
maintenance costs for the internal power sources
(small accumulators) are taken into consideration in
addition to the investment costs,• other indispensable lighting for the operating the-
ater lighting (e.g., OT microscopes, endoscopes) are
operated with a 230 V alternating current,• the internal power sources of ME equipment are not
sufficiently reliable,

• the internal power sources of ME equipment have
no standby system,• there is ME equipment without internal power
sources in circulation,• the central BPS units are required under building
law.

For battery-supported central power supply systems
(BPS) for safety purposes for supplying areas used
for medical purposes, the German national standard
DIN VDE 0558-507 has been applicable since October
2008.

A uninterruptible power supply (UPS) must not be
used to supply ME equipment because it does not meet
the necessary requirements.

4.9 Final Circuits and Plug Sockets

Important requirements for the circuits of plug sockets
are mentioned in DIN VDE 0100-710. The plug sock-
ets in the patient space must therefore be split between
at least two circuits. The note includes the requirement
that two medical IT systems must be set up where there
are more than two electrical circuits per patient space. It
is therefore virtually recommended by the standards to
set up two medical IT systems per patient space.

When using portable multiple sockets, individu-
ally protected electrical circuits are prescribed. For

safety reasons, multiple sockets must not be used,
with the exception of wheeled equipment trolleys
(Sect. 4.3).

DIN VDE 0100-710 furthermore stipulates that all
power sockets which supply ME equipment must be
equipped with an optical voltage indicator. As a result,
the medical personnel will immediately be able to rec-
ognize which power sockets are still carrying voltage
following a fault.

4.10 Static Electricity

Static charges are dependent on the conductivity and
separation speed of the materials involved. Conductive
substances are those solid or liquid substances whose
specific resistance is up to 104 Ω/m. Nonconductive
substances on the other hand have specific resistance of
more than 104 Ω/m. Particularly in the field of surgery,
where there is a large amount of medical technology
equipment, and anesthetic gases as well as combustible
liquids such as disinfectants are used, an electrostatic
discharge could ignite the explosive OT atmosphere,
with devastating consequences. The following protec-
tive measures are therefore necessary in rooms used
for medical purposes which have areas with potentially
explosive atmospheres [4.5].

• Work clothes and also sheets and blankets must be
made of a blended fabric consisting of at least 30%

natural cotton or viscose (without a resin finish).
Rubber blankets, mattresses, and pillows must be
made or covered with conductive rubber.• The leakage resistance of the flooring may be
107 –108 Ω. To achieve a certain standard insula-
tion, the flooring leakage resistance should not fall
below 5 × 104 Ω.• Equipment and furnishings which are exposed and
are conductive must be conductively connected
both to one another and to the floor. The floor-
ing should be electrostatically conductive and at
the same time connected to the potential equaliza-
tion. Because explosive, volatile anesthetics such
as halothane or enflurane are no longer available,
a controversial discussion has arisen about the
need to equip operating theaters with expensive
static-dissipative flooring. Nevertheless, according
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46 Part A Medical Technology Basics

to experts, the problem of static charge remains
and can negatively influence or even damage medi-
cal technology equipment (e.g., monitoring), which
means that it is still sensible to keep the floor
dissipative.• Operating table systems must be connected to the
potential equalization conductor or protective earth.
The tabletop pad must be electrically conductive
so that any electricity generated as a result of fric-

tion can be discharged via the earthed table without
sparking.• Conductive footwear (including overshoes) must
have a leakage resistance of at least 5 × 104 Ω.• Breathing bags of inhalational anesthetic equip-
ment and oxygen ventilation equipment must only
be manufactured from conductive material. Elec-
trically conductive latex mixtures or polypropylene
are particularly suitable for this purpose.

4.11 Electromagnetic Compatibility

A very high level of electromagnetic compatibility
(EMC) is required in ME equipment and ME systems to
ensure the proper functioning of other electrical devices.
IEC 50-161 gives the definition for EMC [4.7].

Magnetic and electrical interference fields can im-
pair or prevent the safe operation of medical technology
equipment and systems. Interference radiated or con-
ducted from the environment can on the one hand affect
medical technology electrical devices, but can also orig-
inate from such devices. One example of a radiated
interference variable is electrosurgery or radiofrequency
(RF) surgery. The construction of an RF generator
(frequency spectrum 0.4–5 MHz) is in principle com-
parable to a transmitter; all that is missing are electronic
components for the transmission of information and an
antenna. A high proportion of the radiofrequency en-
ergy of the RF generator is radiated wirelessly from
the cables into the environment, especially in the case
of relatively old equipment. Further interference occurs
when electrical cables are conducted parallel to the ca-
bles of the RF generator, because stray currents arise in
the electrical supply cables of neighboring equipment
as a result of capacitive and inductive coupling. To en-
sure the smooth operation of electromedical equipment
and systems it is also necessary for the required mains
voltage to be electromagnetically compatible, i. e., for
the effective value to be stable within prescribed lim-
its and the level of interference in the voltage to be less
than the level of compatibility of the equipment being
operated (EMC environment class 1 and/or 2). Major
conduction-related parasitic inductions are caused by
what are known as interference phenomena, such as

• fluctuations in the voltage and periodic voltage fluc-
tuations as a result of quick load changes in the
supply network (flicker),• harmonics and interharmonics,

• voltage drops and short interruptions,• transient overvoltages,• imbalances,• fluctuations in the mains frequency.

As the number and use of pieces of ME equipment
increase, there is also a proportional increase in the
problems with electromagnetic compatibility, which is
ultimately a synonym for concepts including overvolt-
age, RF noise, 50 Hz mains hum, earth loops, and circuit
feedback (Table 4.4).

The following EMC features are of particular inter-
est for electromedical equipment [4.8].

• In the case of life-sustaining and life-supporting
medical technology equipment and systems, correct
operation without any impairment must be ensured.• In the case of medical technology equipment and
systems which are not for life-sustaining purposes,
impairment may occur which is not relevant to
safety and can be recognized by the operator.

Table 4.4 Reference values for interference parameters
(after [4.6])

Interference variable Unit Reference value

Frequency range [Hz] 0–1010

Voltage [V] 10−6 –106

Voltage variation [V/s] up to 1011

Current [A] 10−9 –105

Current variation [A/s] up to 1011

Field strength, electrical [V/m] up to 105

Field strength, magnetic [A/m] 10−6 –108

Power [W] 10−9 –109

Pulse energy [J] 10−9 –107

Pulses Rise time [s] 10−10 –10−2

Duration [s] 10−8 –10
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• Equipment with various functions which are di-
rectly connected to the patient must operate reliably,
without any mutual interference.• Specific requirements apply for the operating the-
ater area.• There are special interference-suppression concepts
regarding leakage currents (e.g., housing leakage
current).

To guarantee electromagnetic compatibility in med-
ical technology, the following technical and organiza-
tional measures are available, among others [4.9].

1. For direct safety, grounding, potential equalization,
shielding, filtering, protection against overvoltage,
selection of cables, and circuit layouts suitable for
EMC are all possibilities.

2. Indirect safety is achieved by spatial measures,
signal conversion of the usage variables, use of
interference-free software, and installation of alert
technologies.

3. Administrative safety is achieved by measures
such as a code of conduct, EMC planning,
repair, maintenance, and servicing, among oth-
ers.

4.12 Conclusions

The primary requirements for ME equipment and the
electrical system in areas used for medical purposes
are based on a safe power supply, protection against
shock currents and magnetic or electrical interference,
and protection against the risk of explosion and fire.

When dealing with ME equipment in the clinical
environment, it is inevitable that each operator will

become familiar with the functioning and intended pur-
pose of the electromedical equipment and with the
possible combinations with ME systems. In addition,
monitoring of the condition of the equipment, the ac-
cessories, and the cable lines and function checking of
the ME equipment and ME systems are also crucial for
safe operation.
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This chapter aims to provide a basic under-

standing about the objectives, elements, and

structure of a quality management system in

the field of medical technology. It will show

the elements and the organization of a qual-

ity management system. Practical guidance is

given for setting up a quality management

system.
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5.1 Objectives of a Quality Management System

5.1.1 Concepts

What exactly is a quality management system, and what
does it achieve?

The standard EN ISO 9000:2008 gives the following
answers to this question:

• A quality management system is a management sys-
tem to direct and control an organization with regard
to quality.• Quality is the degree to which a set of inherent char-
acteristics fulfils requirements.

Expressed in rather more everyday language, this
means that, with the help of a quality management sys-
tem (QMS), the relevant processes in an organization
are designed and controlled such that the finished prod-
ucts or services rendered satisfy the requirements of the
customers to the highest possible degree.

According to this understanding, other management
activities such as finance management or environmental
management are not part of quality management (QM)
– unless the quality of the products and services would

be directly affected by these management systems. All
of a company’s customer-based and value-adding pro-
cesses are accordingly the subject of QM:

• Marketing and sales• Development, procurement, and production• Delivery, installation, and maintenance.

A particular feature of medical technology is the
comprehensive regulatory guidelines, that is to say the
legal requirements which are attached to the marketing
and operation of medical devices. Since these require-
ments have an impact on virtually all product realization
processes, it makes sense in the field of medical technol-
ogy to regard the systematic fulfilment of the regulatory
requirements (regulatory affairs) as part of QM.

Another feature is the critical nature of medical de-
vices: The consequent minimization of risks for the
patient, user, and third parties during development, pro-
duction, installation, and use of a medical device must
be pursued with a dedicated risk management process.

Because the requirement for safe medical devices is
part of the essential customer requirements, the techni-
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cal risk management must also be an integral part of
QM.

Quality Costs

Another concept which is important in understanding
QM is the idea of quality costs. Quality costs are under-
stood as being the sum of the following cost groups:

• Prevention costs
All endeavors which are undertaken to prevent
faults from emerging: implementation of a QMS,
internal audits, staff training, identifying cus-
tomer requirements, designing the infrastructure
and working environment, etc.• Appraisal costs
All endeavors which are undertaken to detect faults:
verification and validation of products and pro-
cesses.• Nonconformity costs
All endeavors which are undertaken to remedy
faults and their consequences: reworking, warranty
costs, etc.• External quality assurance costs
All endeavors which are undertaken to demonstrate
to third parties the existence of an effective QMS:
certifications and product approvals, demonstration
of the QMS to customers, etc.

5.1.2 Objectives and Clientele of a QMS

Why do businesses with high costs implement a QMS?
The increase in the competitiveness of the company is
the intrinsic motivation for implementing a QMS. This
means:

• Realizing the products and services such that they
fulfil the requirements of the customers as best pos-
sible• Introducing new products onto the desired markets
in as short a time as possible, while fulfilling all
applicable regulatory requirements• Minimizing the quality costs while maintaining
a given level of quality.

The numerous regulatory requirements and the re-
quirements of the market are the extrinsic motivation:

• An effective QMS is required by law as a prerequi-
site for marketing medical devices. The existence of
an effective QMS is checked by independent certifi-
cation authorities (notified bodies).

• The customers in the business-to-business sector
(B2B) and also large end customers will only accept
suppliers which have a certified QMS.• The liability risk of the manufacturer within the
scope of product liability can be reduced by an ap-
propriate design of the QMS. A checklist covering
these points can be found in a handbook provided
by the DIHK (Deutscher Industrie- und Handels-
kammertag, German Association of Chambers of
Industry and Commerce) [5.1].

As a result of these different objectives for a QMS,
a QMS must also serve different customer groups.

The diagram in Fig. 5.1 shows the most important
customer groups for a QMS in medical technology.

5.1.3 Regulatory Requirements

The numerous regulatory requirements in the field of
medical technology relate to:

• The product realization processes and the manufac-
turer itself• The products manufactured and the services ren-
dered, as well as• The marketing, installation, operation, and mainte-
nance of medical devices.

These regulatory requirements therefore have a di-
rect impact on the processes of the company which fall
within the domain of QM and must therefore be taken
into consideration when setting up a QMS. Table 5.1
gives an overview of the applicable requirements in the
most important medical technology markets.

In addition to the directives, numerous guidelines
have also been created for the European Union (EU) in
a consensus between authorities and manufacturers of
medical devices, so-called MEDDEVs, which represent
a general interpretation of legal requirements. These
guidelines deal with different issues, from definitions
of concepts, through general and specific production re-
quirements, to market observation. A complete list of
the MEDDEVs can be found on the Internet pages of
the European Commission [5.2].

In the case of the European Union, the national laws
must also be taken into account, which arise as a result
of the translation of European law into national law.

Those which are applicable for Germany are those
shown in Table 5.2.

In addition to the European directives and guide-
lines and the national laws, the approval of medical
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Fig. 5.1 Customer groups for a QMS in medical technology

devices in the European economic zone is predomi-
nantly based on harmonized standards:

• Harmonized standards are developed by the Eu-
ropean standardization bodies CEN (Comite Eu-
ropeen de Normalisation, Europeaan Committee for
Standardization), CENELEC (European Commit-
tee for Electrotechnical Standardization), and ETSI
(European Telecommunications Standards Institute)
with the aim of specifying the requirements of the
CE directives.• Harmonized standards adapt the requirements to the
EU member states. When a harmonized standard is
satisfied, it is assumed that the requirements of the
corresponding CE directive on which it is based will
be satisfied.• The implementation of (harmonized) standards is
not compulsory. However, the manufacturer must

then demonstrate in some other way that the under-
lying requirements are satisfied.• The harmonized standards include standards for
quality management models such as EN ISO 13485,
standards regarding general safety, and standards
regarding the safety and effectiveness of specific
product groups or products.

A complete list of the harmonized standards in the
field of medical devices is provided by the European
Commission on the Internet (http://www.newapproach.
org/Directives/DirectiveList.asp). The European Direc-
tives for medical devices distinguish between different
development stages of a quality management system:

• Complete quality management system.
The QMS includes the areas of design, manufacture,
and final checking of the products in question.
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Table 5.1 International regulatory requirements in medical technology

Economic zone Applicable requirements Authority/link

European Union directives 93/42/EEC Medical device directive (1993)
90/385/EEC Active implantable medical devices (1990)
98/79/EC In vitro diagnostic medical devices (1998)

National authorities in Germany
Bundesinstitut für Arzneimittel
und Medizinprodukte (BfArM):
http://www.bfarm.de/
Deutsches Institut für Medizinische
Dokumentation und Information
(DIMDI): http://www.dimdi.de/

USA 21 CFR Part 820 Quality system regulation
21 CFR Part 11 Electronic records
21 CFR Parts 800–1299 Medical devices

Federal Drug Administration (FDA)
http://www.fda.gov/

Canada Medical devices regulations Health Canada:
http://www.hc-sc.gc.ca/

Japan New Japanese pharmaceutical affairs law (PAL; 2005) Ministry of Health, Labor and
Welfare (MHLW), Pharmaceuticals
and Medical Devices Agency
(PDMA): http://www.mhlw.go.jp/

China China compulsory certificate (CCC) Certification and Accreditation
Administration of the Peoples
Republic of China (CNCA), China
Quality Certification Centre (CQC):
http://www.cnca.gov.cn/

Table 5.2 Further regulatory requirements in Germany in the field of medical technology

Law Applies to

MPG Medical Devices Act; 2002/2007/2009 (Medizinproduktegesetz) Manufacturer and product
MPV Ordinance on Medical Devices; 2001/2004 (Medizinprodukteverordnung) Manufacturer and product
MPSV Ordinance on Medical Devices Safety Planning; 2003

(Medizinprodukte-Sicherheitsplanverordnung)
Manufacturer, operator

MPBetreibV Medical Devices Operator Ordinance; 2003
(Medizinprodukte-Betreiberverordnung)

Manufacturer, operator

MPVertrV Ordinance on Medical Devices Marketing Channels; 1997/2001/2003
(Medizinprodukte-Vertriebswegeverordnung)

Manufacturer

MPVerschrV Ordinance on the Prescription Requirement for Medical Devices; 2002
(Verschreibungspflicht von Medizinprodukten)

Manufacturer, operator

DIMDIV Ordinance on Database-Assisted Information Systems Concerning Medical Devices
(Verordnung Datenbankgestütztes Informationssystem über Medizinprodukte)

Manufacturer, operator

• Quality management system production.
The QMS only includes the areas of manufacture
and final checking of the products in question.• Quality management system product.
The QMS only includes the final checking of the
products in question.

With the lower development stages of the QMS,
depending on the critical nature of the product, product-
related tests must be carried out by a notified body –
process steps which under certain circumstances can
lead to sensitive delays in market introduction. Because
the international requirements moreover do not make
these distinctions, it can only be recommended that
a complete QMS be implemented.

The requirements for a QMS in the field of medical
technology are specified in the following standards.

• EN ISO 13485:2009. Medical devices – Quality
management systems – Requirements for regulatory
purposes.• EN ISO 14971:2008. Medical devices – Application
of risk management to medical devices.

Whoever is certified according to ISO 13485:2009
satisfies the European legal requirements for a QMS. In
addition, compliance with ISO 13485 and ISO 14971
also for the most part means satisfaction of the inter-
national requirements (USA, Japan, Canada, etc.) for
a QMS.
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Table 5.3 The most important QM elements according to ISO 13485

Responsibility of the management
and quality management officer

Quality management is the responsibility of the company man-
agement.
It is the responsibility of the company management to ensure
the implementation and maintenance of a QMS and to regularly
check its effectiveness.
A member of the company management (management rep-
resentative) must be nominated who has responsibility and
authorization for the implementation and maintenance of the
QMS and who informs the management about quality matters
in the company.

Quality policy and quality goals The responsibilities of the company management also include
the obligation of the company to document quality in a quality
policy and to form concrete quality goals from this policy.

Document management Document management, which is to say the creation, release, dis-
tribution, and updating of specifications and quality certificates,
must be provided in written form. The standard also stipulates
what content must be documented.

Human resources The employees whose work can influence the product quality
must be adequately qualified for their jobs.

Infrastructure and working environment The company must design the infrastructure and the working en-
vironment such that the required product properties are achieved.
Examples of this include suitable premises, machines, and tools
or environmental conditions, such as the atmospheric humidity,
temperature, etc.

Product realization
Planning of all the necessary processes
within the scope of product realization
(including risk management)
Ascertainment of customer requirements
Define product development processes
Define procurement processes
Define production processes
Define processes for delivery, installation,
and maintenance

All product realization processes must be planned and docu-
mented.
The process chain under consideration ranges from marketing
and sales (ascertaining customer requirements) to service in the
field (maintenance and market observation).
The standard stipulates at what points in the process chain checks
must be performed.
The (technical) risk management must be integrated in this
process chain in the same way as the verifiable fulfilment of
all regulatory requirements (conformity to standards, product
approvals).

Measurement, analysis, and improvement Setting up meaningful and valid performance measurement sys-
tems which provide information about the conformity of the
product and the conformity and effectiveness of the QMS.
The spectrum of the performance figures covers both technical
process parameters and performance figures concerning cus-
tomer satisfaction.
Setting up effective improvement processes which make the nec-
essary corrective and preventive measures possible.
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Note: ISO 13485:2009 is based on ISO 9001:2008,
which is not industry specific. Allowance must be made
for the fact that ISO 13485 has not adopted all of the

requirements of ISO 9001. Organizations which are
certified according to ISO 13485 therefore do not au-
tomatically meet the requirements of ISO 9001.

5.2 Elements of a Quality Management System

The requirements for a QMS in the field of medical
technology are defined in detail in ISO 13845. In case
of any questions, the following standards can be used:

• DIN EN ISO 9000:2005 (Concepts)• DIN EN ISO 9004:2000• ISO/TR 14969 (Guidelines).

Table 5.3 aims to give a brief overview of the es-
sential elements of a QMS according to ISO 13485:
The last element “Measurement, analysis, and improve-
ment” in particular represents a principle which forms
the basis of all QM models, the plan–do–check–act
(PDCA) cycle by Deming [5.3], a cycle for continuous
improvements (Fig. 5.2):

Plan: Analysis of the current situation, determina-
tion of the new quality goals, specification of
the new processes

Do: Implementation of the new processes
Check: Checking to ascertain whether the planned

goals are being achieved

Act Do

Check

Plan

Fig. 5.2 The
PDCA cycle by
Deming [5.3],
a cycle for
continuous im-
provements

Act: Transfer the new processes into the routine and
implement countermeasures in the event of de-
viations.

This cycle is followed continuously for the purpose
of constant improvement and is a closed control loop.

The challenge when setting up a QMS is to integrate
the principle of the PDCA cycle into all elements of
the QMS and thus to create an active and self-adapting
QMS.

5.3 Organization of a Quality Management System

If the field of application and the elements of the QMS
have already been prescribed in detail by means of the
European directives and ISO 13485, then there is a great
deal of room for maneuver in the organization of the
QMS. The spectrum of the possible forms of organi-
zation ranges from a large, central QM department,
which is responsible for all QM duties, to delegation
of the QM duties to all management staff and employ-
ees and to complete abandonment of a separate QM
organization.

Three principles have proved to be of value in prac-
tice and are consistent with the applicable requirements:

1. Direct feeding or integration of QM into company
management

2. Preferably process-oriented responsibility for the
individual elements of the QMS

3. Guarantee the independence of all testing authori-
ties.

These principles can lead to the following organiza-
tional model:

• A separate organizational unit is formed which is re-
sponsible and authorized for all superior (company-
wide) QM issues.• This central QM position is a member of the corpo-
rate management or is directly below the corporate
management.• In all functional areas of the company which are the
subject of QM, one or more employees are assigned
QM tasks. Depending on the size of the functional
area, they take on the QM tasks either in addition to
other assignments or on a full-time basis. Within the
scope of their QM tasks, they report professionally
to the superior QM position.• All employees who perform checks do not belong to
the organizational unit whose processes or products
they check.
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Table 5.4 Organization of quality management

Superior QM QM representative of a functional area

Formulation of the company-wide quality goals in co-
ordination with the company management

Formulation of the area-specific quality goals in coor-
dination with the area management and the superior
QM position

Implementation and adjustment of a company-wide
performance measurement system

Determination of the performance figures for the func-
tional area

Preparation of the annual management appraisal Provision of the necessary information

Identification of the applicable legal and normative re-
quirements and communication of these requirements
in the company

Adaptation of the processes in the functional area to
the applicable requirements

Coordination/performance of QM training
programmes

Performance of QM training in the functional area

Implementation and maintenance of the company-
wide QM handbook

Implementation and maintenance of all sections of the
QM handbook which concern the functional area

Implementation and maintenance of a superior proce-
dure model for product realization

Implementation and maintenance of all steps of the
procedure model which concern the functional area

Coordination of external quality audits and certifica-
tions

Preparation and provision of the necessary documents
and points of contact

Coordination/performance of internal quality audits Preparation and provision of the necessary documents
and points of contact; if necessary, involvement in the
audit

Monitoring of superior corrective and preventive mea-
sures

Monitoring of area-specific corrective and preventive
measures

Performance of product approvals Provision of the necessary documents

Contact with authorities as part of the notification obli-
gation

Provision of the necessary information

In the model above, the tasks would be distributed
as shown in Table 5.4. The representation of Ta-
ble 5.4 does not show the processing of customer
complaints, investigation into customer satisfaction or
product observation in the field. These activities can
be sensibly integrated into the superior QM position
and into service or sales. Demonstration of conformity
of the products with technical standards is likewise
not included. According to the principle of process-
oriented responsibility, it is recommended that these

tasks be integrated into product development. The num-
ber of employees who are assigned QM tasks is of
course dependent on the size of the company and
the complexity of the products. In very small compa-
nies, all of the activities described above could also
be undertaken by one employee in simultaneously held
positions.

Last but not least, the principles of effective man-
agement should of course also be observed in the
structuring of a QMS [5.4].
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5.4 Implementation of a QMS

As in the organizational implementation, there is also
a large degree of freedom in the technical implementa-
tion of a QMS. When implementing a QMS, the various
customer groups of the QMS should be considered
again (Sect. 5.1.2).

5.4.1 The QMS and the (End) Customers

The (end) customer is the reason for the existence of
the company and the QMS. It is important that the cus-
tomer is actually also integrated into the processes of the
QMS as a real person. This should be done not merely
reactively as part of the processing of complaints but
also proactively, for example, through cooperation in
the development of new products and services.

5.4.2 The QMS and the Management

The management of the company is the key customer
group of the QMS. For the management, the QMS must
represent a reliable instrument for managing the com-
pany. As mentioned in Concept of a QMS (Sect. 5.1.1)
to the management the QMS is just one of many
management systems. To create an easily understand-
able and manageable basis for decision-making for
the company management, the most important perfor-
mance figures from the QMS should be integrated with
the most important performance figures from the other
management systems to form a common instrument.

One suitable approach to this is the balanced score-
card performance and management system [5.5].

A balanced scorecard combines at least the follow-
ing four perspectives of a company:

1. The financial perspective
2. The customer perspective
3. The internal processes perspective
4. The learning and development perspective.

With the help of these four perspectives, both retro-
spective and prospective performance figures are used
to manage the company. The performance figures for
the QMS fall under the customer perspective in partic-
ular, but also the internal processes perspective and the
learning and development perspective.

5.4.3 The QMS and the Employees

The employees are numerically the largest customer
group of a QMS. If their requirements are not met, the

guidelines of a QMS do not become a valued resource
but rather an unpopular burden. The regulations of the
QMS should not only satisfy the regulatory require-
ments but should also represent valuable tools for the
employee.

This results in the following requirements for the
QMS.

• The structure of the quality management manual
should be orientated towards the processes in the
company, and not towards the structure of a stan-
dard.• Specifications (process descriptions, work instruc-
tions, etc.) should be written for the respective target
group in an easily comprehensible form and should
contain implementable instructions. For each pro-
cess step, the required results should be defined in
content and structure.• All specifications should be integrated into the re-
spective working environment, and it should be
possible to find them quickly and intuitively.• It is recommended that a structured procedure
model be defined for product realization and that the
necessary results be reported for each process step.

This structured procedure model is ideally imple-
mented as an electronic workflow. This workflow is
used for implementation of the QMS as well as for
project management. Note: In the case of a paperless
workflow, the international regulatory requirements for
electronic signatures must be observed (see, for exam-
ple, [5.6]):

• All process steps of the QMS should regularly be
checked for their effectiveness, their efficiency, and
the reason for their existence.• Checking of the acceptance of the QMS by the
employees should be incorporated in the QMS as
a fixed component.

5.4.4 The QMS and Satisfaction
of the Regulatory Requirements

The implementation of a QMS should take into consid-
eration the regulatory requirements of all countries in
which the products will be marketed. A decision must
also be made regarding the language in which the doc-
uments of the QMS and the product-related documents,
such as specifications, design documents or test certifi-
cates, will be written. To be able to present the QMS

Part
A

5
.4



Quality Management in Medical Technology 5.6 Concluding Remarks 57

externally with little effort or cost, it is a good idea to
create associations between the QMS documents and
the product-related documents on the one hand and the
various national and international requirements on the
other hand.

Ideally, these associations are managed in a database
and are integrated directly into the electronic document
management system and into the electronic workflow

of product realization. All necessary regulatory per-
spectives can then be generated from the database on
demand, and the proof of conformity for the QMS and
for the products can thus be provided with little effort or
cost. Conversely, the electronic workflow can automati-
cally compile the respective process steps necessary and
product-related documents on the basis of the informa-
tion for the planned markets.

5.5 Product Quality

Table 5.5 Product requirements of various parties in different lifecycle phases

Lifecycle phase Distributor Buyer/ User Patient Technical Health Notified Legislating
operator service insurance body body/

authority

Product realization × × × ×

Marketing × × × ×

Commissioning × × × × ×

Operation × × × × × ×

Maintenance × × × ×

Reprocessing × × ×

Decommissioning ×

Scrapping × ×

Following the discussion of the objectives and the im-
plementation of quality management systems, the actual
subject of a QMS should still be taken into considera-
tion: the quality of the products manufactured. What is
important here is that consideration should not only be
given to the requirements of patient and user during op-
eration of the product, but also that the manufacturer
takes into account the requirements of all relevant par-
ties over the entire lifecycle of the product. Table 5.5
illustrates which parties place requirements on the prod-
uct in which phase of its lifecycle.

The scope of the requirements and the signifi-
cance of the individual lifecycle phases are dependent

on the nature and complexity of the medical de-
vice: nonactive or active medical device, instrument or
computer-assisted device, individual product or system
component, disposable product or reusable equipment,
etc.

The QMS of the manufacturer of the medical device
must therefore be designed such that the requirements
of all parties for a product in the various lifecycle phases
are determined at the beginning of the product realiza-
tion phase and are adequately satisfied. Only in this way
is it possible to guarantee that the customer receives
a product which complies with their requirements over
its entire lifecycle.

5.6 Concluding Remarks

The principle of QM – to systematically ensure that
the requirements of the customers are met – must al-
ways also be adapted to the QMS itself. In a continuous
process of reflection, or rather in a continuous plan–do–
check–act cycle, checks must continuously be carried
out to determine:

• Whether the QMS effectively establishes the rele-
vant requirements for the product and ensures these
requirements are met• Whether the balance is maintained between
(a) helpful guidelines and unnecessary regi-
mentation, (b) important evidence and superflu-
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ous paper, and (c) customer-orientated optimiza-
tion of products and mere conformity with the
QMS.

The instrument of management appraisal, as re-
quired in Sect. 5.6 of ISO 13485, can perform
this reflection process and maintain the balance by
carefully testing and evaluating to what degree the
QMS satisfies the requirements of its many cus-
tomers.

In the face of strong regulatory pressure, many com-
panies tend to forget the intrinsic motivation for the
QMS and neglect the employees and the company man-
agement as customers of the QMS. This would mean
throwing away valuable potential, however a QMS
should never be pursued solely to meet external re-
quirements but should always be used to increase the
competitiveness of a company.

Further Reading• ISO: DIN EN ISO 9000:2005-12 Quality manage-
ment systems – Fundamentals and vocabulary (ISO
2005)• ISO: DIN EN ISO 9001:2000-09 Quality manage-
ment systems – Requirements (ISO 2000)• ISO: DIN EN ISO 9004:2000-12 Quality manage-
ment systems – Managing for the sustained success
of an organization (ISO 2000)• ISO: DIN EN ISO 13485:2009-07 Medical devices
– Quality management systems – Requirements for
regulatory purposes (ISO 2003)• ISO: DIN EN ISO 14971:2007-07 Medical devices
– Application of risk management to medical de-
vices (ISO 2007)• ISO: ISO/TR 14969:2005-10 Medical devices –
Quality management systems – Guidance on the ap-
plication of ISO 13485:2003 (ISO/TR 2005)
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Usability of M6. Usability of Medical Devices

Ulrich Matern, Dirk Büchel

This chapter gives an overview on how to design

medical equipment according to international

standards (IEC EN DIN 62366 and IEC EN DIN 60601-

1-6) with the user in mind, no matter if physician,

nurse or patient. After the definition of the term

usability (Sect. 6.1) and widening it to include

questions of safety and user satisfaction. In Sects.

6.2 and 6.3 the general questions of usability

in medical technology are positively discussed

to lead to Sects. 6.4–6.6 outlining in detail the

development, testing and assessment of usable

devices. The chapter ends with a an illustrative

example (Sect. 6.7).
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Usability engineering (also called human factors engi-
neering), which is the development of devices which
are fit for use, is a subarea of ergonomics. Ergonomics
is an interdisciplinary science which concerns itself
with adapting work to people. Until the middle of the

last century, it was the primary aim of engineers,
medical scientists, ergonomists, anthropologists, phys-
iologists, psychologists, and others to reduce the
physical exertion of the worker and simultaneously in-
crease production.

6.1 What Is Usability?

As a result also of the increasing digitalization of the
working world and of leisure and consumer goods, in
recent years the focus has shifted from the reduction
of physical exertion to the reduction of mental exer-
tion of the user when using devices, and it could also
be said that the devices should not distract the oper-
ator’s attention away from the actual task as a result
of inexplicable operating concepts. Devices which are
particularly simple and intuitive to operate are today
described as usable.

Usability is a qualitative attribute which indicates
how easy devices are to use. The term usability includes
the following properties of a device:

• Effectiveness: Can the goal of the user be fully
achieved with the device?• Efficiency: What is the cost of achieving this goal?

• Satisfaction: What reaction does the device prompt
in the operator: does it disturb, or provide assis-
tance?

Another aspect is increasingly gaining in importance in
connection with usability in the field of medicine itself,
i.e., the aspect of safety. This is important because it
has been recognized that risks to the operator or to other
people and objects are possible both as a result of poten-
tial faulty operation and also as a result of correct use
of a device. This recognition gained acceptance early
on in the field of aviation and the power plant indus-
try, and in these sectors there is a lot of investment in
the development and testing of ergonomic and usable
properties.

In other consumer sectors, however, it often be-
comes apparent that the terms ergonomic and usable
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are used as marketing instruments, rather than the cor-
responding product properties being based on verifiable
criteria with a scientific basis.

In contrast, products which are truly intuitive and
therefore simple to use have an indisputable competi-

tive advantage. They are accepted by the customer as
being top of the line and so become bestsellers. The iPod
and iPhone have already become almost proverbial ex-
amples of these kinds of products which are extremely
successful in the market.

6.2 Usability in Medical Technology – Obligation or Opportunity?

To provide all groups involved in health care with
a guideline about how usability can be achieved and
tested, an internationally valid standard was published
in 2006 as a collateral standard for the general pro-
visions for the safety of medical devices. This safety
standard for electrical medical devices was authori-
tatively written by manufacturers of medical devices,
scientists, testing institutes, and experts in usability, and
has been validated in Germany as a harmonized stan-
dard since 1 February 2008 [6.1].

Another international standard for the application
of usability for all medical devices gained validity on
1 September 2008 [6.2]: IEC 62366 is increasingly re-
placing the older IEC 60601-1-6, and for this reason
reference will primarily be made below to the content
of IEC 62366.

It is first necessary to establish how international
standardization defines usability. According to interna-
tional standardization, usability is the [6.2]:

character of the user–product interface, which in-
cludes the effectiveness, efficiency and learnability
and the satisfaction of the user.

Through this definition alone, the device is accred-
ited with essential features, and the user, in contrast
to the manufacturer, is to a certain extent relieved of
his responsibility; the device must support the user in
operating the device correctly and learning how to do
so.

The introduction to this process standard already
includes clarification that safe usability is not an un-
ambiguous definition, such as, the paper size according
to DIN A, but rather is a challenging task, a method,
a process, which demands entirely different capabilities
than the (purely) technical realization of this interface.
Ergonomics and considerations of usability constitute
an interdisciplinary science which primarily involves
designing, evaluating, and finally testing the configu-
ration of the operating elements and the man–machine
interface, with an external but expert eye, both with im-
partiality and without blinkers. The usability-orientated

developing process should therefore minimize opera-
tional errors and risks associated with use. It is closely
associated with the established risk management pro-
cess of ISO 14971 [6.3].

The manufacturer must establish how it specifies the
usability of its medical device [6.2] and therefore min-
imizes risks associated with use. Which risks it accepts
is left to the manufacturer according to ISO 14971 [6.3]
and is thus the policy of the manufacturer. This pro-
vides the manufacturer with the opportunity to position
itself in the market according to its concepts, goals, and
possibilities. It can determine for itself how it mini-
mizes hazards which it will not accept for its product.
It can invest, for example, in an intuitive man–machine
interface [6.2]:

If training is necessary for the medical device in
question in order to ensure safe and effective use
of the main operating functions by the designated
user, the manufacturer must take at least one of the
measures
– provide the necessary training material itself;
– ensure that this material is available; or
– provide the training itself.
If training of this nature is necessary, the accom-
panying documentation must describe the available
training possibilities and give details of the approx-
imate duration and frequency of training.

It remains to be seen whether usability will in the
future be seen by manufacturers as an inconvenient obli-
gation which must be fulfilled, or as an opportunity to
set themselves apart from competitors as a premium
manufacturer.

Another advantage for the manufacturers is the re-
sult of usability tests which are to be carried out in
accordance with IEC EN DIN 62366 and 60601-1-6
during the design and development process and docu-
mented in what is known as the usability engineering
file. Doing so, the manufacturer can increase the ease
of use of his product and can avoid usability issues
and risks associated with usability. This reduces the
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cost and the legal risks for the manufacturers and the
participating clinics in the subsequent phase of clini-
cal testing according to MEDDEV 2.7.1 [6.4] and DIN
14155 [6.5]. Application and insurance regarding these
clinical studies will become easier, because reference
can then be made to the results of the usability tests
which are documented in the ergonomics record. The
staffing costs associated with safeguarding correct op-
eration of the testing equipment in the clinic will be

reduced if it is possible to ensure in advance that the
product can be operated easily and safely even in diffi-
cult situations.

The new standards for usability also provide the op-
erators and users of medical devices with obligations
and opportunities. There is therefore a sufficient basis
for a comparative cost–benefit analysis of medical de-
vices which, if used correctly, can furthermore make an
economical and medical contribution to patient safety.

6.3 Usability in Medical Technology – Why?

The possible importance of this contribution to patient
safety is just as well known as the economic benefits
which it will bring to health care worldwide.

National surveys of German surgeons and operat-
ing theater (OT) nursing staff have confirmed that 70%
of surgeons and 50% of OT nursing staff have difficul-
ties in correctly operating the medical devices found
in the operating theater. They do not consider them-
selves to be sufficiently well trained in dealing with the
devices, do not attend briefings, and do not read the
operating instructions. The users themselves estimate
the resulting risk to the patients and employees to be
considerable [6.6].

An assessment of the reports of these incidents in-
volving medical devices, which are required by law and
presented to the Bundesinstitut für Arzneimittel und
Medizinprodukte (BfArM, the German Federal Insti-
tute for Drugs and Medical Devices), demonstrates that
this observation is correct. Approximately half of all in-
cidents are based on a misunderstanding between the
user and the device, which is to say they are based on
a usability problem. The dangers posed by these inci-
dents are greater and the consequences for the patients
more serious than those resulting from purely technical
causes [6.7].

The Institute of Medicine (IOM) proceeds from the
assumption that more people are killed every year in the
USA as a result of usability incidents than are killed
by acquired immune-deficiency syndrome (AIDS) or
traffic accidents, and that figure is between 44 000 and
98 000 patients per year [6.8].

During a Dutch study, problems were found with
the technical equipment in 87% of the operations ob-
served [6.9].

Of the working time of medical technology ser-
vice centers in hospitals, 50–70% is spent ensuring
that equipment which has been adjusted by doctors and

nursing staff but which is reported as faulty is returned
to full working order [6.10].

The economic impact is colossal. In German inten-
sive care units alone, usability problems are the cause
of additional costs of approximately €396 million per
year for the health insurance funds [6.11]. In England,
the number of incidents per year as a result of user
errors with medical devices is taken to be 850 000,
with costs of £400 million. Between 1984 and 1991,
approximately 130 000 incidents were reported in the
USA, and in 60% of these incidents incorrect opera-
tion was at least partly responsible [6.12]. The same
conclusions were reached by Bleyer [6.13] and von der
Mosel [6.14].

Manufacturers know these data and confirm the
situation from their own experience. Although their
medical devices have ever more functionality because
of the increasing requests from doctors and nursing
staff, it is the users who then complain about the
complexity and demand repeated briefings and retrain-
ing from the manufacturers – at the expense of the
manufacturers, of course, leading to hugely increasing
costs.

It is of course right, as a manufacturer, operator,
and solicitor, to refer to the duty of care of the user,
and the user should read the manuals and participate
in the equipment briefings. However, the clinics and
those running practices must then provide their employ-
ees with the time necessary for this. At a time when we
have a worldwide shortage of nurses and doctors and
ever shorter hospital stays, this is an unrealistic require-
ment.

The approach of DIN EN IEC 62366 can be help-
ful here in specifying the expenditure on training for
the medical device in question. All those involved can
therefore calculate the value of the investment in a us-
able medical device.
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6.4 Development of Usable Devices – How Is this Done?

An interdisciplinary approach is not all that is neces-
sary for the development of usable medical devices. As
soon as the decision has been made to develop a new
device, consideration must also be given to how the
device is to be operated. This means that the man–
machine interface must be developed in parallel with
the development of the technology, with the focus on
the future users. Every operating element which has to
be changed at a later date because it has not proved to
be a success causes unnecessary costs. The fundamen-
tal requirements of usability thus belong just as much

Drafting design solutions

The system satisfies the
stipulated requirements

for function, organization,
and user concerns

Establishing the necessity
of a user-orientated design

Understanding and defining
the context of use

Assessment of design solutions
in comparison with requirements

Determining user requirements
and organCal requirements

Fig. 6.1 User-
oriented
development
process from
DIN EN ISO
13407 (af-
ter [6.15])

Fig. 6.2 Practical exercises as part
of the training on the subject of er-
gonomics and usability at wwH-c
GmbH
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Fig. 6.3 Different stages of development in the course of the usability engineering process (after [6.16])

in the functional specifications as do the fundamental
technical requirements.

When designing a usable device, it is essential to
understand the context of use, the user requirements,
and the organizational requirements. This involves tak-
ing into consideration not only the medical application
but also the cleaning – and, if appropriate, recycling –
as well as the necessary maintenance work. An essential
principle here is that the users should not only be ques-
tioned regarding what they expect from a new device,
but rather they should be observed in their daily work
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in a targeted and structured manner in order to identify
which functions they really need. The reason for this
is that users generally find it difficult to articulate their
true requirements. It is only through doing this that the
excessive functionality, and therefore the complexity, of
the equipment can be avoided. The many unused func-
tions of a device make it not only complex to operate
but also susceptible to faults and, above all, expensive.
With fewer functions, less can be significantly more in
the sense of effectiveness, efficiency, and safety.

To successfully turn less into more, usability engi-
neering uses various proven methods and fundamental
technologies which are used in an iterative development
process (Fig. 6.1).

The developers must have a distinct understanding
of the users and the culture of usability. If this is not
yet the case, training on the topic of usability should be
contemplated, where possible with practical exercises
in the field of the respective context of use (Fig. 6.2). At
the beginning of the work, it is crucial that the develop-
ers are familiar with the concerns, needs, and working
environment of their users and regard them as the focal
point of the development process.

First and foremost, the context of use, including
the requirements of the user and organizational re-
quirements, must be understood and defined by the
engineers: Who uses the device, in what situations and
what environment, for what purpose, and on whom?
Focus groups, field observations, and cognitive walk-
throughs are used to answer these and other questions:

• Focus groups: Moderated group meetings with users
and developers to ascertain the requirements and
goals of the users.• Field observations: Participatory observation of
users in their working environment.

Table 6.1 Typical development errors

• No primary analysis of the needs and expectations
of users

• No or too little understanding of the needs of the
users

• Focus on using design features which are esthetic
and showy

• No interdisciplinary usability engineering team
• Poor communication between the members of the

development team
• No iterative development
• No or only little use of design prototypes
• No usability evaluation

• Cognitive walkthroughs: Usability experts run
through tasks within a user interface. Here the fo-
cus is less on the device and more on the thought
processes of the user during operation.

Equipped with this knowledge, the functional specifi-
cations are checked once more and refined again, in
particular in terms of ergonomics and usability. What is
particularly important here is that checks are continually
carried out to ascertain (Fig. 6.3):

• What is really needed in the medical application;
this provides a list of the main or primary functions
of the devices, and• Which supporting functions are necessary for this;
the list of secondary functions should be as short as
possible.

The development of the man–machine interface then
begins in parallel with the development of the techni-
cal functions. To this end, the first design proposals are
then drafted and checked using the simplest possible
means:

• Paper prototyping: Operating elements, interaction
concepts, and information displays are checked with
users with the aid of drawings of an early operating
concept.• Card sorting: Interactive cards test the operational
logic of menu structures and interaction concepts.

These design proposals are compared with the es-
tablished requirements and tested in stages:

• Heuristic evaluation: Neutral experts evaluate an
interface with the aid of recognized principles in
software ergonomics and give suggestions for im-
provement.• User test (also usability test): Users tackle tasks
under observation using a user interface. Experts
analyze the man–machine interaction and find us-
ability problems.

These tests usually feed into an iterative process with
recurrent design and evaluation phases, as no-one suc-
ceeds in producing a perfect design at the first attempt.
The planning must include the time and means to avoid
the typical stumbling blocks listed in Table 6.1, which
are encountered in particular when the development
team is a closed group in which results are no longer
sufficiently discussed. Careless mistakes of this kind
mean that development quickly becomes an extremely
expensive and lengthy procedure, which can be avoided
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if the development team obtains suggestions from exter-
nal experts at an early stage which help to overcome the
typical tunnel vision (Table 6.1).

The design phase may extend over many cycles in
which functions must be repeatedly tested, optimized,
and checked. At the end of this process, there should be
a usable and safe device.

The technical solution has proved its functionality
and reliability in the animal model. For this purpose,
long-term tests and survival tests have been performed,

where applicable using histological and biochemical
methods:

• The recycling and/or disposal of the device have
been tested.• The experiences with the device have been incor-
porated in the manual and any possible training
material.• The design prototype has passed the normatively
prescribed usability tests.

6.5 Testing of Usable Devices – How Is this Done?

When testing usability, IEC EN DIN 60601-1-6 and
62366 distinguish between the concepts of verification
and validation.

Verification is understood as meaning the evaluation
of the individual parts of a device during development.
Various methods can be used to verify the individ-
ual functions of the man–machine interface, and these
methods include heuristic evaluation, cognitive walk-
through, pluralistic walkthrough, feature inspection,
and user test. Usability experts and typical users ex-
amine and test the individual functions, according to
typical usability criteria in accordance with structured
study protocols and guidelines, in the development
stages which are available at the particular point in time
(Fig. 6.4).

The validation of usability, in contrast, concludes
the usability-orientated development process. During
validation, all functions are scrutinized and not just

User
requirements

Development
idea

Development
process

Development
result

Medical
deviceValidation

Evaluation

Verification

Fig. 6.4 Verification and
validation in the usability-
orientated development
process

individual functions, as in the previous verification
processes. Finally, it ensures that a suitable, operable
device is built in which there should be no unexpected
and hazardous interactions between the user and the
device.

A user test (also called a usability test or laboratory
experiment) is performed for validation. In this method,
the strengths and weaknesses of a device are systemati-
cally evaluated with the involvement of representatives
of the user group, in an environment which is as repre-
sentative as possible, with representative tasks. For this
purpose, the context of use is represented as realistically
as possible in a laboratory.

Usability laboratories are very expensive and are
fundamentally divided into two areas. The actual use
situation is simulated in the test area. This area ide-
ally corresponds 1 : 1 to the real usage environment, to
give the test person the feeling of being in his or herPart
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Fig. 6.5 Typical user test in the
laboratory (wwH-c GmbH, Tübingen)

usual workplace. Recording equipment such as video
cameras and microphones should be positioned as in-
conspicuously as possible here, so that the test person
can work undisturbed with the equipment which is to
be examined. In the monitoring area there is record-
ing equipment and an intercom system. From here,
test supervisors, minute-takers, and any other interested
parties can observe the test participant, usually behind
a semitransparent mirror or a window (Fig. 6.5). In this
way, the test person is disturbed as little as possible, but
assistance and instructions can nevertheless be given.

User tests are among the most widely used and
most reliable methods in the world for determining the
usability of a device. It takes only a few test people
to find a relatively large number of problems. In the
consumer sector, just six test users are generally suf-
ficient to find 80% of usability problems (Fig. 6.6). In
the safety-critical context of medicine, 10 test people
from one occupational group are usually recommended
to test the safety-critical functions. To ensure this, the
test people must be selected with a great deal of care.

The particular advantage of this method is that, in
the simulation environment, critical situations in which
the device to be tested must be operated safely under
nerve-wracking tension can be repeated with various
test people in a standardized manner, without any risks
to patients. Precise tasks which correspond to the evalu-
ation goal are set for this purpose. Problems which were
not noticed in the actual situation can be subsequently

detected using the video and audio documentation and
demonstrated to the development team. Quality fac-
tors such as objectivity, reliability, and validity can be
maintained in the simulation environment in contrast to
clinical testing on a patient.

It is a disadvantage that a completely real context of
use can never be simulated under laboratory conditions,
and these results are thus not 100% transferable to the
real context of use. However, in a laboratory, those in-
terferences and stress situations can be created which,
for ethical and actuarial reasons, cannot be simulated in
routine clinical operation and even in an animal labora-

100%

75%

25%

50%

0%
0 3 6 9

Number of test users

Usability problems found

12 15

Fig. 6.6 Dependence of the usability problems found on
the number of test users in a user test in the consumer sector
(after [6.17])
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Fig. 6.7 Three-dimensional matrix for the assessment of the usability of medical devices (after [6.18])

tory, but which are the situations which are relevant to
patient safety.

It is therefore sensible in terms of patient safety for
a medical device to undergo such tests for the verification
and validation of usability before it is used clinically. As
already mentioned, this procedure reduces the cost and

the legal risks for the manufacturer and the participating
clinics in the subsequent phase of clinical testing accord-
ing to MEDDEV 2.7.1 [6.4] and DIN 14155 [6.5].

During the user test, the test people are also urged to
perform these typical work tasks using the equipment.
Conclusions regarding the usability of the equipment
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can be drawn from the observations and testimonies
during the performance of the tasks. For this purpose,
the criteria of effectiveness, efficiency, and satisfaction

are operationalized such that qualitative statements are
possible. The results are listed and displayed, sorted
according to functions and problems.

6.6 Assessment of Usability

The results of usability studies are typically documented
in long accounts. However, no priorities generally
emerge from these accounts for the development team.
The assessment matrix developed for the field of medi-
cal technology UseProb provides transparency here for
the manufacturer and user.

The degree of severity of the problem, the probabil-
ity of occurrence, and the extent of damage are taken
into consideration. Each criterion is given a grade. For
the computing-based correlation of the three influenc-
ing variables, a three-dimensional matrix was selected
which brings together the individual combinations to
form a 10-level assessment (Fig. 6.7), which are divided
into four color-coded areas. The red area (grading scale
1–3) represents safety-critical functions, that is to say

10

9

7

8

6

5

4

3

2

1
0 2 4 61 3 5 7 10 11 12 138

Functions

Rating

9 14

Fig. 6.8 Example of an overview of grades for a medical device which must be classified as safety-critical and therefore
one which does not conform to standards. The operation of the functions 1, 6, 9, 10, 11, and 14 should be revised before
the device can come onto the market (after [6.18])

those which should have been avoided by the usabil-
ity engineering process prompted by the two standards.
Functions whose assessment is in the orange, yellow or
green areas conform to the standards, with the green
area representing very simple and safe operation.

In this way, the party commissioning the usability
study receives an overview of grades for the product
which enables them to recognize immediately which
functions are problematic and also which have been ex-
cellently solved (Fig. 6.8). Thus, there is an objective
instrument available which the manufacturer can use not
only to further develop his product but which they can
also use for marketing purposes. Those buying medi-
cal devices can likewise base their purchase on these
assessments.

6.7 Usability Development, Testing, and Assessment – An Example

In their laboratory, the experimental OT, wwH-c GmbH
developed and tested the operator interface of a car-

diac catheter pump in accordance with the normatively
prescribed design process described.
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Fig. 6.9 From design drafts to the flash simulation in which the operation of all functions could be checked (after [6.18])

Fig. 6.10 The flash simulation was
integrated into the hardware such
that the test users did not notice the
simulation

To determine the usability requirements for the
equipment, a user profile was first created, and a task
and environment analysis was performed. This pro-
cess involved users in the development. In interviews
they provided initial information about the require-

ments in practice and about problems with comparable
devices to be found on the market. In accordance
with the principle of look at what your users do, but
never ask them what they want [6.19], field observa-
tions then provided the essential information about the
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requirements, which were recorded in the functional
specifications.

The iterative design process, consisting of repeating
design and evaluation phases, could then begin. Out-
lines of hardware and operating concepts were drawn
up, discussed with users, and tested in a first expert
evaluation.

The interaction concept and the operating logic were
put into concrete terms and presented in detailed design
drafts (Fig. 6.9). Various experts in ergonomics tested
the logic of the preset interaction steps with the aid

Fig. 6.11 With
the aid of a rigid
foam prototype,
the ergonomi-
cally expedient
installation on
the patient bed
is tested (af-
ter [6.20])

10

9

7

8

6

5

4

3

2

1
0 2 4 61 3 5 7 10 11 12 138

Problem

Problem grading

9

Sequence 1
Sequence 2

Fig. 6.12 Results
from the first
user test; assess-
ment by means
of UseProb be-
fore the second
development
iteration

of the verification method of cognitive walkthrough,
and revealed potential usability problems. The results
of this evaluation were simulated in a flash simulation
fully functioning in all menu structures. This simula-
tion depicted the interaction steps to be carried out,
and was integrated into the hardware of the catheter
pump (Fig. 6.10). Using this animation, a realistic op-
erator interface could be simulated for test users before
any software code was written. Users were unable to
detect that they were in reality not controlling the de-
vice.
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The hardware models were also subjected to various
function checks. Figure 6.11 shows a test which verifies
the installation of the equipment on a patient bed.

To prepare the final user test, ergonomics ex-
perts conducted a heuristic evaluation. The evaluation
method provides initial results about potential prob-
lems, which are verified in the following user test. The
tasks involved in this user test consisted of the primary
tasks identified in the task analysis and some secondary
tasks, as well as the potentially problematic tasks. Nine
doctors and nurses were used as test people. The test
tasks were completed in the form of a role play in which
an employee from wwH-c GmbH gave instructions to
the test people in the role of the operator. Additional
recorded OT noises increased the level of realism for
the test people. The test was recorded and documented
using four cameras and a microphone.

Even in this first usability evaluation with real users,
the positive effects of the user-orientated design pro-
cess were evident. The users were able to complete the
tasks set relatively quickly and were satisfied with the
operation of the equipment (Table 6.2).

Nevertheless, several problems were identified in
this usability evaluation. These problems were assessed
with the aid of the UseProb problem evaluation method
developed by wwH-c GmbH. This method also looks at
usability problems from the point of view of safety. The
results of the evaluation are shown in Fig. 6.12. They
show the relevance of the problems found.

Table 6.2 Statements from the test people, typical of the
result for a usability engineering process performed with
such consistency

When I saw the equipment, I realized for the first
time how complicated our pump is. (specialist nurse)

It was easy to operate. Considering that I was doing
it for the first time, it was fantastic. (trainee assistant
surgical technician)

The equipment is self-explanatory. (specialist nurse)

It makes a good impression and is simple and intu-
itive. (perfusionist)

Compared with other equipment, the menu sequence
is positive and very simple. (cardiologist)

Following the evaluation, the problems found were
analyzed and the animation optimized on the basis of
the proposals for improvement acquired.

Another user test was conducted with the im-
proved use concept. It became apparent that the
usability had further improved in respect of the fac-
tors of effectiveness, efficiency, satisfaction, and safety.
Until this point, all development steps of the man–
machine interface were simulated. Only now, once
safe and efficient operation has been ensured by
the users, does the programming of the software
begin.
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Basic Diagno7. Basic Diagnostics in Cardiology

Rüdiger Kramme

The term basic cardiology diagnostics refers to

the noninvasive measurement of the cardiac

electrical action potential at rest and under

stress, in order to assess heart function. Due

to technical developments in ECG systems, the

informative value of (basic) diagnostic assess-

ments of the cardiovascular system has improved

enormously with ever-increasing accuracy. This

chapter introduces equipment-based diagnostic

methods: Sect. 7.1 ECG, Sect. 7.9 Holter Monitoring

and Sect. 7.19 Exercise ECG.
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7.1 Electrocardiography

Electrocardiography (ECG) is a method of recording
electrocardiograms – which record the temporal and

spatial profiles of the electrical excitation processes in
the myocardium in the form of waves, peaks and lines
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Fig. 7.1 Nomenclature of the electrocardiogram (ECG)

(Fig. 7.1) – and performing diagnostic analyses of these
electrocardiograms.

Every instance of depolarization through cardiac
fibres is the source of an electric potential. These
noninvasive measurements generally measure potential
differences that occur across an electric field on the sur-

face of the body, which make up only a fraction of the
potential generated by the heart. The heart is thus inter-
preted as a source of potential, so the ECG ultimately
provides an image of the generation of electricity (po-
tential shift) and reflects the excitation processes in the
measurements selected.

7.2 Electrocardiograph Equipment Technology and PC ECG

Electrocardiographs (ECG devices for short) and PC
ECG modules are diagnostic devices for recording,
amplifying, storing, processing, analysing and docu-
menting (registering) an electrocardiogram. Noninva-
sive electrocardiography has been a standard procedure
for a number of decades, and ECG equipment is there-
fore as good as is mandatory in both hospitals and small
private practices.

7.2.1 Physical and Technological Principles

ECG systems are low-noise differential amplifiers; in
other words, they consist of a strongly coupled DC am-
plifier with a high amplification factor and inverting
(reversed) and noninverting inputs. The output voltage
is a multiple of the voltage present at the input termi-
nals. It is the differential voltage of the two voltages
present at the same pole. Particularly high requirements

are set for an ECG preamplifier when compared to usual
amplifier technology: interfering high-frequency AC
voltages are attenuated by means of a high-frequency
filter upstream of the preamplifier input, so that no
overamplification or self-excitation can occur. Extreme
interference voltages are likewise blocked by means of
discharge sections and antiparallel diodes. A relatively
high input resistance (generally 10 MΩ and above)
keeps the input currents very low. Capacitively coupled
mains-frequency AC voltages are eliminated through
high common mode rejection. Following a 20- to 30-
fold preamplification, the ECG signal is separated from
the direct current via a high-pass filter. The time con-
stant of this filter is 1.5 or 3.2 s. Whereas the processed
ECG signal is fed to the respective channel ampli-
fiers (1 . . . > 12) via an lead selector in analogue ECG
equipment, this step is omitted in digital ECG equip-
ment. The recorded signals are instead connected to 12
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leads, amplified and fed to a processor system (control
computer – CPU) via multiplexers and A/D convert-
ers. The system software processes all of the digitized
input signals, interpolates the individual measurement
readings to give continuous curves, controls equipment
processes, and communicates with the operator via the
keypad, display and printout; it prepares text outputs,
displays the time, produces a QRS trigger signal, and
evaluates the remote start ergometer input. Output oc-
curs via a digital recording system, the thermal comb.

In analogue ECG equipment, following further am-
plification to ≈1–2 V using the respective channel
amplifier, the ECG signal is output via a power amplifier
stage (final amplifier) and finally through a mechanical
recording system (e.g. lever recorder, inkjet recorder,
etc.).

ECG measurement, the signal path and signal pro-
cessing resemble a measurement chain, from the test
object (patient) via transducers or sensors (electrodes)
and the transfer of measurement readings (electrode
leads and patient cables) to signal processing, signal
evaluation and documentation (ECG equipment). The
recording electrodes or the intracardiac electrode (sig-
nal source) on the surface of the body receive the ECG
signal (useful signal) and transmit it via a cable to the
input amplifier of the cardiograph. There is a galvanic
potential between the skin and the metal section of
the electrode, which is substantially influenced by the
electrode material, the composition of the electrolytes,
and by the condition of the electrode/electrolyte inter-
face. This electrochemical contact potential can be up to
300 mV. The transmitted input signal from the amplifier
consists of four different fractions:

1. The useful signal (ECG), with an amplitude of
50 μV to approximately 1 mV, and

ECG
instruments

Analogue ECG
instruments (without
ECG processing)
and analogue printer
(direct write)

Digital ECG
systems with ECG
processing (memory
ECG) and digital
thermo printer

Modular ECG
systems

Nonmodular
ECG systems

1 channel ECG
3 channel ECG
6 channel
12 channel
>12 channel

Fig. 7.2 Overview and differentiation
of ECG recording equipment and PC
ECG modules

2. A DC voltage component of up to 300 mV that is
superimposed on the useful signal; however

3. Interfering signals of up to 100 mV (50 Hz ripple
voltage) and

4. Extreme interference voltages (resulting from de-
fibrillators and RF surgery equipment, among other
sources) of up to 3000 V can also occur.

In order to ensure that the patient is galvanically isolated
from the mains voltage, the power supply and the output
signal are galvanically decoupled.

In order to promote reproducibility, the ECG signal
processing, recording and measuring process is stan-
dardized:

• Frequency response:
– Lower frequency limit flimit = 0.05 Hz
– Upper frequency limit flimit = >100 Hz• ECG amplitudes:
2.5, 5, 10 and 20 mm/mV• Times:
10, 25, 50 and 100 mm/s

7.2.2 Equipment Classification

ECG recorders are mainly classified according to the
number of channels of the device and the equipment
technology used (Figs. 7.2, 7.3).

From analogue to digital ECG systems with inte-
grated recording components, a new ECG generation
has developed: the PC ECG. The recorded analogue
signals are amplified, digitized and supplied to data
transmission equipment in an external module. The data
can be transmitted to a connected computer (PC or lap-
top) using either a USB microcontroller or wireless
data transmission technology (bluetooth technology)
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(Fig. 7.3). Whereas the USB port is also used to sup-
ply power to the module, the Bluetooth method makes
mains-independent operation (10–12 h) possible with
an accumulator battery. The transmitted data is pro-
cessed and prepared on the computer using installed
ECG application programs. In addition to the visual
image on the computer display or external monitor,
ECG graphs and interpretations can be printed out on
a connected printer and plain paper for documentation
purposes.

The PC ECG has practical advantages over conven-
tional ECG equipment: the ability to save any desired
ECG sequences at any time, the comprehensive avail-
ability of the data, the considerable reduction in the
consumption of expensive ECG paper and therefore
financial savings, the lack of mechanical equipment
components, the ability to back up data on common
storage media, the capacity for mobile use with mains-
independent operation, as well as the possibility of
interactive data exchange via the Internet. A particular
disadvantage is the restricted data exchange possible via
data carriers or over the Internet, as data can only be

Table 7.1 Overview of electrode types

Type of
electrode

Electrode material Recording
region

Short ap-
plication
time

Long ap-
plication
time

Obser-
vation

Emergency
application

Comments

Plate V2 Limbs × Without electrode gel

Suction Silver/silver chloride Chest × Low polarization voltage

Button Silver/silver chloride Limbs × × × × Use foam plaster

Self-adhesive Silver/silver chloride Limbs Comparatively low artefacts
in restless patients

Single-use Silver/silver chloride Limbs,
chest

× × × Higher costs

Triple Silver/silver chloride Chest × × Fast application possible

exchanged with an application program which is com-
patible with the PC ECG software. An artefact that is
characteristic of PC ECG equipment, and is probably
a result of computer electronics, leads to interference in
the sensitive ECG analysis.

7.2.3 Recording Systems

Recording systems can be considered the various
technical possibilities of the recording components
(Fig. 7.3). The digital thermal array recording method
is the current state of the art. Thermal comb record-
ings have high resolution and a low susceptibility to
interference from the recording system, and allow opti-
mum reproduction of the recorded and processed ECG
signal.

7.2.4 Electrode Technology

The recording and transmission of the ECG signal from
the surface of the body and the quality of this signal are
fundamentally influenced by the electrodes. They repre-
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Fig. 7.4 ECG recording methods

sent a junction between the ionic conduction in the body
and the metallic electronic conduction of the electrode
surface and of the transmitting cable. There is therefore
an electrical potential between the body and electrode,
which is dependent on three factors in particular:

1. The electrode material
2. The composition of the electrolytes
3. The condition of the electrode–electrolyte interface.

Electrochemical contact potentials of up to 300 mV can
occur at these interfaces. The electrode impedance (also
known as electrode transfer impedance) – the sum of the
electrode and skin impedances and also the resistance of
the contact medium, which is dependent on the current
density – is the result of the current state of the skin,
body, contacting agent and electrode material. For this
reason, electrode pastes or gels are used to reduce the
transfer impedance.

Particularly in the case of polarizable electrode
material (e.g. high-grade steel), unwanted polarization
voltages may occur. These spontaneous voltage fluctu-
ations are superimposed on the ECG signal and lead
to signal instabilities in the recording (drifting leads).
Nonpolarizable electrodes from Ag/AgCl (silver/silver
chloride) have proven to be particularly advantageous
(Table 7.1).

7.2.5 System Properties

The following properties represent the performance
spectrum and at the same time the requirements for
modern ECG systems:

• Simultaneous display of the 12 standard leads in
a time frame of 15 s• Various alphanumerical recording options• High operational convenience and programmable• Digital signal processing• Automated control together with programs• Interfaces for communication with other systems• A high-resolution recording system without me-
chanical parts.

An upgradable system has the advantage of being
able to perform more functions than just one ECG
registration. The ECG device has these so-called mul-
tifunctional system properties when it is equipped
with additional functions such as spirometry, long-
term ECG monitoring, arrhythmia monitoring, Doppler
ultrasound, pulse oximetry, capnography and late po-
tentials, etc. Data communication with a PC and
networking with other systems is also standard. The
conditions for the use of medical EDP statistics, ECG
data management and ECG software libraries are there-
fore satisfied.

7.2.6 Operating Modes

A fundamental distinction is drawn between manual and
automatic operating modes. Automatic programs, such
as standard ECGs with 12 leads, ergometry and arrhyth-
mia, are typical of modern cardiographs which can be
programmed by the user. The lead mode, formatting,
baseline, calibration and sensitivity are for the most part
automated. Alternatively, registration can be performed
manually at any time.

7.3 ECG Methods

Figure 7.5 shows an overview of noninvasive and inva-
sive ECG methods.
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7.4 Lead Systems

7.4.1 Measurements from the Surface
of the Body

The action currents produced by biopotential differ-
ences that vary with time are measured as electrical
potentials (the magnitude of the useful signal is around
1 mV) between two points on the surface of the body.
Theoretically, any point on the surface of the body could
be used for this purpose, but specific electrode sites
have developed in practice, and the respective leads are
defined according to these sites. The leads differ sub-
stantially in terms of recording technique and spatial
arrangement.

R
red

L
yellow

LR

N
black

F
green

– +

F F

R

– +

L

–+

I II III

Fig. 7.6 Lead positions, connector colors and schematic diagram of the bipolar limb leads according to Einthoven

Leads between two points are described as bipo-
lar leads. In unipolar leads, in contrast, the different
electrodes are connected to what is known as a zero
electrode (collector electrode). This collector electrode
is created by connecting together limb leads via high-
impedance resistors. The limb leads provide a spatial
view of the frontal plane, and the chest leads provide
a spatial view of the horizontal plane.

7.4.2 Standard Leads

The standard leads are the three bipolar limb leads
known as Einthoven’s leads (I, II, III), the three unipo-
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Table 7.2 Overview of the 12 standard leads of an ECG

Limb leads Chest leads

Description According to Einthoven According to Goldberger According to Wilson

Electrodes I, II, III aVR, aVL, aVF V1, V2, V3, V4, V5, V6

Measurement technique Bipolar Unipolar Unipolar

Electrode sites Upper and lower limbs Constructed from I, II, III Chest wall C1. . .C6

Projection Distal potentials of the frontal plane Proximal potentials of the horizontal plane

lar limb leads constructed from these three bipolar limb
leads (known as Goldberger’s leads: aVR, aVL, aVF),
and six unipolar chest leads known as Wilson’s chest
leads (V1. . . V6) (Table 7.2).

Einthoven’s Bipolar Limb Leads (Fig. 7.6)

For these, the potential difference is measured between
two electrodes:

R: right arm = red connector
L: left arm = yellow connector
F: left foot = green connector
N: right foot = black connector (earth)

The three leads lie in the frontal plane and form what is
known as Einthoven’s triangle (Fig. 7.7).

Goldberger’s Unipolar Limb Leads

For these, the potential difference is determined be-
tween each electrode on the limb and an electrical zero
which lies at the central potential between the two other
limbs (Fig. 7.8).

aVR: R−L+F/2

+90°

±180° –0°

–

+

++

–

–

–90°

LR

F

II III

I

Fig. 7.7 Einthoven’s triangle

aVL: L−F+R/2
aVF: F−L+R/2

Wilson’s Unipolar Chest Leads

The chest electrodes (V1. . . V6, V = voltage) are
placed at six defined points on the thorax (C1. . . C6,
C = chest). The three limb leads are combined via

aVF

aVR aVL aVF

aVLaVR

Fig. 7.8 Unipolar leads according to Goldberger, and
schematic diagram
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C1 C2

C4 C5 C6

C3

Fig. 7.9 Unipolar chest leads according to Wilson: C1 –
Fourth intercostal space at the right border of the sternum;
C2 – Fourth intercostal space at the left border of the ster-
num; C3 – Fourth intercostal space at the fifth rib, midway
between C2 and C4; C4 – At the mid-clavicular line in the
fifth intercostal space; C5 – At the left anterior axillary
line on the same horizontal level as C4; C6 – At the left
mid-axillary line on the same horizontal level as C4

a high-impedance resistor to form a collector electrode
(indifferent electrode). Wilson’s central terminal forms
the electrical zero point. As a result of the proximity to
the heart, the amplitudes of the chest leads are greater
than those of the limb leads (Figs. 7.9, 7.10)

– FN + C

?

V2 V3

V4

V5

V6

V1

Fig. 7.10 Lead positions after Wilson, and illustration in the hori-
zontal plane

Cabrera’s Lead Sequence

Cabrera’s circle is a hexaxial system that can be used,
among other things, as an aid when determining the
axis deviation. The circle includes leads of the frontal
plane that are each rotated through 30◦ with respect
to one another. The leads from Einthoven’s triangle
are shifted parallel such that lead I assumes an an-
gle of zero, lead II +60◦ and lead III +120◦. The
Goldberger leads are also included in this system, and
have angles of: aVR −150◦, aVL −30◦ and aVF +90◦
(Fig. 7.11).

By flipping the aVR lead through 180◦, we get
−aVR at 30◦. It is possible to determine the axis de-
viation simply by determining the highest R amplitude
from the leads. The angular space allocated to the
leads determines the deviation of the axis (for exam-
ple, the highest R amplitude is found in lead II; i. e.
the electrical axis of the heart falls at +60◦. This cor-
responds to the normal position of the heart in a healthy
adult).

7.4.3 Augmented and Reduced Leads
from the Surface of the Body

Augmented Leads

Augmented leads include the corrected orthogonal leads
of Frank and the additional unipolar chest leads of Wil-
son.

The Frank leads are based on a theoretical model
in which the heart is at the centre of a square three-
dimensional coordinate system consisting of a lateral
axis x, a longitudinal axis y and a sagittal axis z. The
excitation processes can therefore be registered in the
form of vector loops (vectorcardiography).

90°
aVF

120°

–150°
(aVR)

–30°

30°

aVL

–aVR

IIIII

60°

I0°

Fig. 7.11 Cabrera’s circle
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In addition to Wilson’s standard leads on the chest,
it is also possible to include other electrode sites. These
can be extended precordially to the right (Vr3, Vr4, Vr5,
Vr6) or to the left (V7, V8, V9 or V8 two ICS lower).

Reduced Leads

Reduced leads include leads for ECG monitoring, leads
for long-term ECG and ergometry leads (see the indi-
vidual chapter on this topic).

7.4.4 Invasive Leads

Unipolar Oesophageal Leads

When using oesophageal leads, an electrode catheter is
inserted via the oesophagus to just above the cardia.
The aim is to obtain a precise assessment of proximal
potentials of the posterior myocardial wall and the left
atrium.

HIS Bundle Electrocardiography

Here an intracardiac electrogram (EG) is obtained us-
ing a three-pole electrode catheter. This investigation
is performed with radiological and electrocardiographic
monitoring (this procedure is part of routine diag-
nostics in cardiac centres). The particular advantage
of this lead is that it is possible to precisely in-

R

Q

P

S

VHA

ECG

HBE

Fig. 7.12 Surface ECG compared with the intracardiac HIS
bundle EG. HBE HIS bundle electrogram, A depolarization
in the atria, V depolarization in the ventricles, H depolar-
ization in the HIS bundle

vestigate the proximal potentials of the right atrium,
the right ventricle and the conductive system, and
in this case the HIS-Purkinje system in particular
(Fig. 7.12).

7.5 Methodological Notes

Faults that occur during ECG registration can gener-
ally be differentiated into patient-, environment-, user-
or equipment-related faults. Most faults (baseline shifts,

irregular and regular superpositions of AC voltage) that
occur during ECG registration can be traced back to
external influences.

7.6 The Diagnostic Value of the ECG

As it illustrates the electrical excitation processes occur-
ring in the heart, the ECG provides information about
the origin and rhythm of excitation, the heart position
and rate, pulse propagation, as well as repolarization
and repolarization arrhythmias, which in turn can be
caused by anatomical, mechanical, metabolic or cir-
culatory problems. However, the ECG has no direct
informative value regarding the contraction and pump-
ing capacity of the heart (mechanical cardiac function).
The medical significance of the ECG is undisputed,
although its capabilities should not be overestimated.
Within the field of cardiological investigation, the ECG

is essential, and in routine internal investigations it is
a valuable, possibly even crucial, investigation tool.
Caution is advised regarding the informative power
of the ECG in relation to the aetiology and patho-
genesis of a cardiac disease, as well as in relation
to the indications for and success of therapeutic mea-
sures. Anatomical damage and functional faults of
the myocardium are not necessarily reflected in the
ECG. It must be observed that the informative value
of the ECG is dependent on the knowledge and ex-
perience of the individual providing the assessment.
Whereas inexperienced users will be inclined to inter-
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pret the ECG too broadly, the experienced user will
give a more reserved assessment and where possible
avoid schematization and generalizations. It must be

noted that, particularly with computerized evaluation
programs (e.g. diagnostic hints), an individual’s own
assessment is essential.

7.7 Complications

Whereas incidents during noninvasive ECG recording
are a complete novelty, serious arrhythmias (e.g. flut-

ter, fibrillation, etc.) can occur during intracardiac ECG
registration.

7.8 Technical Safety Aspects of ECG Systems

Electrocardiographs are power-operated technical med-
ical devices, with associated provisions, regulations and
standards that are applied to protect patients and oper-
ating personnel.

ECG devices that measure intracardially, or are pro-
vided for that purpose, are subject to Annex 1 of the
German Medical Devices Operator Ordinance (Medi-
zinproduktebetreiberverordnung – MPBetreibV). The

protection classes that apply to ECG equipment are pri-
marily protection class 1 (with a protective earth) and
protection class 2 (without a protective earth). VDE
0750 allows devices to be equipped with a protection
class switch so that operation in either protection class is
possible. In order to maintain functional and operational
safety, the equipment must be subjected to technical
safety checks and tests at regular intervals.

7.9 Long-Term ECG

Long-term electrocardiography – long-term ECG for
short, and also known as Holter monitoring, ambulant
ECG or ambulatory monitoring – is a noninvasive rou-
tine ECG procedure that is central to primary diagnosis
and the therapeutic monitoring of cardiac arrhythmias.
As its name suggests, in this procedure, the ECG is
recorded and analysed over a relatively long period of
time (generally 24 h), under everyday stress.

Whereas other electrocardiographic investigation
procedures, such as resting or exercise ECGs, only al-
low a diagnostic statement to be made over a limited
period of time under specific conditions (laboratory
conditions), the long-term ECG follows the various
physical and emotional stresses that occur over the
course of at least one day/night period.

7.9.1 Leads

To date there is no uniform agreement on the best
electrode positions for long-term electrocardiography.
Efforts are being made towards standardization, how-
ever, in order to ensure better comparability of the
results obtained. The electrode sites must be selected

such that they satisfy the following criteria:

1. The electrodes must be placed on the thorax at sites
where there is little muscle, since movements of the
skeletal muscles during long-term monitoring can
lead to undesirable fluctuations and tremors in the
ECG (artefacts).

2. The patient’s freedom of movement must not be
restricted.

3. The amplitude of the R wave in relation to the P and
T waves must be sufficient for computer-based ECG
analysis of the recordings.

As a general rule, right and left precordial leads are cho-
sen. Preference is given to the following bipolar chest
leads:

MC5: This lead is applied parallel to the electrical axis
of the heart; the different electrode level with the
fifth ICS, and the indifferent electrode above the
sternum (manubrium sterni). The position of the
electrode is varied depending on the deviation of
the axis.
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MX: The indifferent electrode lies above the sternum,
whereas the different electrode is applied above
the xiphoid process (xiphoideus) of the sternum.
This lead has the advantage of having the greatest
freedom from interference from muscle tremors.

CC5: The electrodes are applied to both sides
of the anterior axillary line, level with the

fifth ICS, with the different electrode to the
right and the indifferent electrode to the
left.

In addition to the leads mentioned here, modified leads
are recommended by various authors in order to opti-
mize the sensitivity of detection.

7.10 Long-Term ECG Systems

The fundamental work of Norman J. Holter (physiol-
ogist) on the development of wireless telemetry – in
1947 he transmitted an ECG signal by radio, and then
in 1949 he transmitted ECG signals from ambulant
patients performing physical work – had a great influ-
ence on modern long-term ECG registration, and indeed
made it possible in the first place.

Long-term ECG systems consist of a portable
recording device (recorder) with 2–3 channels that
registers and stores the ECG signals, a computer-
ized playback device, and a high-performance analysis
unit. By means of fast Fourier transformation, appli-
cation programs enable frequency analysis for artefact
recognition, automatic evaluation according to vari-
ous criteria, accelerated analysis, or batch processing.
If we consider the recording technology, a distinction
can be drawn between continuously and discontinu-
ously recording long-term electrocardiographic systems
in which the data carrier of the recording device is ei-
ther a tape cartridge or solid-state memory. The tape
cassette, which records in analogue, has today been
virtually completely superseded by digital solid-state
memory. In continuous recording, the ECG potentials
are stored in their entirety over a period of between
24 and 72 h. In addition to real-time analysis, high-
quality devices also make it possible to evaluate a highly
amplified ECG, long-term blood pressure, heart rate
variability, and other functions on the unit in parallel.

Discontinuous system-based ECGs are plotted ac-
cording to the limited storage capacity on the recording
device. Following a continuous recording analysis, only
time-limited ECG information and results are stored and
documented. With these so-called event recorders, the

patient has the option of activating the recording via
an activator or remote control unit if symptoms occur.
Loop recorders have memory on a loop; in this case,
ECG information remains stored for a limited period of
time. Only ECG sequences that have been marked by
the patient using the activator remain stored. A further
development of the event recorder is the subcutaneous
implantable loop recorder (ILR), which is used partic-
ularly in the case of symptomatic cardiac arrhythmias
that occur infrequently. The device, which generally has
an operating time of up to two years, is implanted sub-
cutaneously in the region of the left sternum using local
anaesthetic. The continuously recording bipolar electro-
gram is evaluated in the implant. ECG episodes that
deviate from programmed ECG criteria are recorded.
Here, too, the patient has the option of marking and
storing symptoms or events that occur using a remote
control.

With so-called simple sampling recorders, ECG
sections are recorded only in certain time segments,
without the recording being triggered by cardiac ar-
rhythmias and without being influenced by the patient.
This intermittently recording system, which stores in-
formation only randomly and nonspecifically, leads to
recordings with only very limited informative value re-
garding the complete day/night rhythm.

The transmission of stored ECGs and complete
long-term ECG data records via telephone to a com-
puter in the hospital or in a private practice is
increasingly gaining in significance. Developments in
telecommunications are enabling ECGs to be trans-
mitted using mobile phones, thus permitting online
diagnosis.

7.11 Computer-Based Assessment

The nature and number of events (e.g. SVES, VES, bige-
miny, couplets, salvos, R-on-T phenomena, etc.) within

a certain time interval provide insight into cardiac ar-
rhythmia. At the beginning of the analysis, there is
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Fig. 7.13 Flow diagram of a computer-based assessment of the long-term ECG

a learning phase for the program: the QRS complex that
is typical of this particular patient is calculated, and the
QRS morphology is learnt and considered the normal
curve shape, in order to be able to distinguish the QRS
morphology from deviating QRS complexes and from
artefacts. The arrhythmia program uses detection criteria
(Fig. 7.13) for the QRS complex (a parameter compari-
son, also known as feature extraction or characteristics
recognition) to draw a rhythmological distinction be-
tween physiological and pathological cardiac actions.
The polarity of the R wave, the amplitude, the QRS area
and position, the offset of the QRS from the baseline,
and the slope of the R wave are calculated and deter-
mined as particular features for each QRS complex. The
individual parameters are used at various points in the
analysis for decision-making purposes. Thus, for exam-
ple, the height of the complex provides an additional
criterion when validating a QRS complex. A morpholog-

ical (normal case or not) and rhythmological correlation
(premature, delayed, later, etc.), as well as an individual
complex assessment and ultimately a conclusion of ar-
rhythmia, are possible using this feature determination.
Continuous comparison between the current QRS com-
plex and the learnt QRS is termed the cross-correlation
method (or the template-matching method). The clas-
sification of each QRS complex forms the basis of the
arrhythmia monitoring. The shape and time of occur-
rence of the complex are taken into account for this
purpose. If the QRS shape that is typical of this particular
patient is found after a learning phase, the next com-
plex will be compared with the stored reference complex
by superimposing the two complex shapes and checking
point-for-point for a match. Where there is a low per-
centage of deviation, the complexes are defined as being
identical in shape and are used as the reference complex
for the next shape comparison. If there is no match (if the
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complexes have different shapes), this is stored in what is
known as a QRS class memory.

In order to qualitatively assess diagnostic effec-
tiveness and analytical accuracy, it is necessary to
test analytical programs that have equipment-specific
algorithms against recognized and evaluated ECG
databases, and to compare the results (validation). The
quality of the analysis, and in particular the reliabil-
ity of the system, can be described statistically by the
sensitivity, positive correctness and specificity:

• True positive = an event is correctly recognized and
evaluated• True negative = a normal complex is correctly rec-
ognized and evaluated• False positive = an event is incorrectly recognized
and evaluated

• False negative = an event is overlooked• True positive and true negative = number of com-
plexes• False positive and false negative = number of errors

Sensitivity = true positive

true positive + false negative
× 100(%) ,

Positive
correctness

= true positive

true positive + false positive

× 100(%) ,

Specificity = true negative

true negative + false positive
× 100(%) .

7.12 Heart Rate Variability and Heart Rate Turbulence

Prognostic indicators such as heart rate variability (HRV)
and heart rate turbulence can be calculated from the
recording of a long-term ECG. Whereas heart rate vari-
ability provides information on the variations in heart
rate over a relatively long period of time, heart rate turbu-
lence refers to the variations in the interval between two
heart beats (RR interval, where R denotes the peak in the
QRS complex) following the occurrence of a ventricular
extrasystole. In order to assess the heart rate variability,
the standard deviation of the RR intervals recorded over

a period of 24 h is ascertained (SDNN). A spectral anal-
ysis of heart rate variability can be performed by most
analytical devices from approximately 300 recorded si-
nus beats. Various frequency ranges can be discerned by
means of fast Fourier transformation:

• ULF (ultra low frequency power): <0.0034 Hz• VLF (very low frequency power): 0.0034–0.04 Hz• LF (low frequency power): 0.04–0.15 Hz• HF (high frequency power): 0.15–0.4 Hz.

7.13 Indications for Long-Term Electrocardiography

The range of indications for performing a long-term
ECG has changed over the years. The most important
indication is an investigation where there is suspicion
of underlying cardiac arrhythmias (Class I indication).
Other indications are risk stratification achieved by

recording ventricular arrhythmias, and the monitoring
of an anti-arrhythmic therapy. The guidelines of the
American College of Cardiology (ACC), the American
Heart Association (AHA) and the European Society of
Cardiology (ESC) provide further possible applications.

7.14 The Significance of the Long-Term ECG

The long-term ECG is of great significance for primary
cardiological diagnosis and the monitoring of therapy
for arrhythmias, as well as for the diagnosis of is-
chaemia. The resting and exercise ECG usually do not

allow a reliable judgement to be made on the frequency
and nature of cardiac arrhythmias, since they record
only a small period of time. A significant advantage of
the long-term ECG is the continuous recording of the
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ECG over a relatively long period of time (at least 24 h).
In addition, the results of the analysis can be quantita-

tively measured, documented, or passed on for further
data processing.

7.15 The Exercise ECG

Ergometry, the most commonly used exercise tolerance
test in clinical and outpatient cardiology, is a noninva-
sive routine procedure in cardiovascular diagnostics.

By providing additional information to the resting
ECG, ergometry yields essential insights into current
cardiopulmonary performance and into limitations on
performance which may result from coronary heart con-
ditions.

The Difference Between Ergometry

and Exercise ECG

Ergometry (from the Greek ergon, meaning work or
performance) refers to the generation of a defined

and reproducible stress with an ergometer per unit
time, and the subsequent monitoring of the ECG,
heart rate, blood pressure and oxygen consumption.
On the other hand, in an exercise ECG, the fo-
cus is less on the blood pressure, heart rate and
oxygen consumption and more on recording elec-
trocardiographic changes during and after the period
of exertion. Conventional ergometry generally does
not include measurements of the oxygen consumption
and saturation, whereas such measurements are abso-
lutely essential in ergospirometry (see more Chap. 8,
Sect. 8.2.5).

7.16 Equipment Technology

7.16.1 Physical and Technological Principles

The work performed by the test subjects during the exer-
cise period at various stress stages is the product of the
force (in newtons, N) and the distance (in metres, m).
Including the time component, the output generated can
then be measured in newton metres per second = watts
= joules per second (Nm/s = W = J/s).

If we now consider a bicycle ergometer, when the bi-
cycle peddle is rotated, a force must be expended over
a distance. The speed at which the bicycle peddle is
rotated is equal to the time in which this output is gener-
ated. As the bicycle pedal rotates, the output is thus cal-
culated from 2π× rotational speed × torque. The torque
is calculated from the force with which the pedals are ro-
tated multiplied by the length of the pedal cranks. In the
process, it becomes clear that the performance changes
depending on the force or rotational speed applied.

7.16.2 Ergometry Measuring Station

In order to avoid standalone systems and restrictions on
the range of equipment that can be used, complete sys-
tems known as fully automatic ergometry measuring sta-
tions are currently available. These measuring stations
consist of a 3-, 6- or 12-channel ECG device, an ergome-

ter or treadmill, a 1-, 3-, 6- or 12-channel cardioscope,
a defibrillator, a noninvasive blood pressure meter, an
electrode application system and a portable equipment
trolley that carries this equipment and thus enables flexi-
ble transportation of it (Fig. 7.14). When new equipment
is acquired, conventional ECG devices are usually re-
placed with PC ECGs. The advantage of these systems
is that they allow data storage and data transfer.

7.16.3 Types of Ergometers

In terms of technology and apparatus, there are three
main types of ergometer: bicycle ergometers that
are used in the sitting position, recumbent bicycle
ergometers, and treadmill ergometers (primarily in
Anglo-Saxon countries).

Essential requirements for an ergometer – primarily
bicycle ergometers – are:

• Ability to adjust the stress accuracy (max. ±5%)• Accurate monitoring as a result of standardization
and comparability• 5 W should be the smallest stress that can be set• Ability to display the stress and rotational speed• Optimized adjustment options for different body
sizes
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Fig. 7.14 Ergometry measuring station with bicycle er-
gometer (courtesy of ergoline Inc., Germany)

• Low requirements in terms of space, and high sta-
bility at the same time.

Rotational Speed Dependence

of Bicycle Ergometers

In bicycle ergometers that are dependent on rotational
speed, the output can be increased by both increas-
ing the braking resistance and increasing the pedalling
frequency. If a particular braking action (belts, brake
shoes, weights or an electromechanical eddy-current
brake) that predefines the force is set, a specific rota-
tional speed must be maintained in order to be able to
precisely determine the output. In practice, this situation
is rather difficult to implement. It is for this reason (as
well as the inaccuracies in the coefficients of friction
for different braking systems) that bicycle ergometers
which depend on rotational speed are unsuitable for

ergometry. The use of these devices for medical investi-
gations has therefore been banned. Bicycle ergometers
that do not depend on rotational speed are predom-
inantly used today. These are usually equipped with
a computer-controlled eddy-current brake, and only the
output to be attained is predefined; if the pedalling
frequency is increased, the resistance decreases propor-
tionally. The braking action is constantly compared with
the rotational speed, the force expended and the prede-
fined stress. Deviations are corrected electronically by
increasing or decreasing the braking force. The accu-
racy is specific to the measuring system, and dependent
on the consistency and the control rate. In good systems,
deviations of between 1 and 3% in the stress set are
observed; the standard allows deviations of up to 5%.

Characteristics and Criteria for Bicycle

and Recumbent Ergometers

The following characteristics are important when as-
sessing a bicycle or recumbent ergometer:

1. Braking principle. Computer-controlled eddy-cur-
rent brake, independent of rotational speed, torque
measurement.

2. Stress range. Dependent on the test subject clien-
tele:
a) Standard ergometer 20–450 W
b) High-performance ergometer 20–1000 W

3. Rotational speed range:
a) 30–100 /min
b) 30–130 /min

4. Stress accuracy. No less than ±3 W or 3% (standard
5%).

5. Stress stages. Smallest stress which can be manually
set of 5 W.

6. Time interval. Smallest time interval of 1 min.
7. Exercise tolerance testing programs. Can be pro-

grammed freely.
8. Seat height adjustment. Infinitely variable.
9. Handlebar adjustment. Infinitely variable.

7.17 Reduced Exercise ECG Leads

As with the other ECG leads, there are currently a vast
number of ergometry lead programs. The are two main
requirements for the reduced ECG leads during the ex-
ercise ECG:

• Minimal susceptibility to faults due to superposition
of muscle potentials and movement artefacts• Qualitative and quantitative registration of ST seg-
ment deviations.
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C2

C4
C6

Fig. 7.15 Exercise ECG with reduced chest leads (C2, C4

and C6) �

Six leads are generally sufficient. The measurements
can be taken using multiple-use electrodes on ten-
sioning straps and electrode belts. Appropriate use of
single-use adhesive electrodes or electrode suction units
is more hygienic, simpler and faster. The limb leads can
be applied respectively to the right and left sides of the
shoulder blade (head of the humerus) and in the lateral
regions of the right and left iliac wings. These show the
least superposition from muscle potentials. The chest
leads are of particular interest, because ischaemic ST
depressions and repolarization arrhythmias of the ante-
rior wall appear to be most pronounced and occur most
frequently in these leads. The most popular electrode
sites for chest leads are C2, C4 and C5 or C6 (Fig. 7.15).

7.18 Automatic ST Measuring Programs

Elevation or depression of the ST segment in the ECG
under stress allows diagnostic conclusions to be drawn
regarding coronary heart conditions, so this is a major
focus of measurements. Modern electrocardiographs,
which usually provide an ergometry program, auto-
matically measure and document the ST segment and
amplitude. A distinction must be drawn between con-
tinuous and discontinuous ST measurement programs:
in the case of continuous measurement, each QRS com-
plex recorded is measured and analysed directly. An
average beat is generated continuously for each chan-
nel from a number of beats that exhibit good correlation
(usually 16). In contrast, in the case of discontinuous ST
measurement, the average beat is generated from either

values taken at timed intervals (e.g. per minute) or just
from a start and end complex.

To obtain the average beat, the start and end point
of the QRS complex are first determined. The ST am-
plitude and slope are measured at point J+ x (J point =
junction point, which marks the end of the QRS com-
plex and the transition to the full excitation phase: the
ST segment). The J+ x interval is determined as a func-
tion of the heart rate. The isoelectric line is established
between the P wave and the start of the QRS complex.
The amplitude at point x is the interval from the cal-
culated and displayed baseline. The slope at point x is
given by the angle α, and is obtained by passing a re-
gression line through the ST segment and point x.

7.19 Exercise Test

Since the diagnostic issues and the composition of
the patient clientéle are assessed in very different
ways, a uniform, standardized exercise tolerance test is
not always possible. The guidelines compiled by the
International Commission for the Standardization of
Ergometry Application (ICSPE) have led to a largely
standardized procedure in routine investigation and in
sports medicine.

7.19.1 Stress Intensity

In ergometry, there are two different types of stress
intensity in principle: maximal stress and submaximal
stress. In the case of maximal stress, the exertion in-
creases until the physical output limit of the test subject
is reached (e.g. in sports medicine investigations, per-
formance diagnosis, etc.). In the case of submaximal
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stress, exertion is continued until medically relevant
problems occur or their correlation with the exertion
can be ascertained (e.g. arrhythmias, ST elevation or
depression, etc.). The level of submaximal stress is de-
pendent on the medical problem, and may be arrived at
long before maximal stress is reached.

Stress Steps

The Standardization Commission for Ergometry (IC-
SPE) has stipulated the following stress steps:

• 5 W for 1 min• 10 W for 1 min• 25 W for 2 min• 50 W for 3 min.

Ergometry – according to standardized regulations –
consists of a warm-up phase with a basic stress and at
least three of these predefined stress steps as well as
a recovery phase. The warm-up phase should stimulate
circulation and prepare for the stress to come. It is gen-
erally of the same duration as the subsequent stress step.
The wattage and the duration of the stress step are se-
lected according to the physical capability of the test
subject. A further criterion is that a so-called steady
state is reached at the end of the stress stage. Steady
state in this case means that at the end of the stress stage
both the pulse and the blood pressure no longer deviate
upwards – these values remain constant (equilibrium).
(For more on the selection of the stress stage, see the
section on PWC later.)

Stress Limits

The following is a rule of thumb for maximal stress with
bicycle ergometry: a maximum heart rate of 220/min
minus the age of the test subject. To ensure the safety
of the test subject, the following so-called submaximal
stress limit is recommended as a guide for routine in-
vestigations: a maximum heart rate 200/min minus the
age of the test subject.

Assessment of Performance

To make sure that the ergometry procedure is suitable
for diagnosis, it is very important to roughly estimate
the performance of the test subject prior to the begin-
ning of ergometry. The following rule applies to this:

The maximum nominal output for a man is 3 W/kg
of body weight minus 10% for every decade over the
age of 30. The maximum nominal output for a woman
is 2.5 W/kg of body weight minus 8% for every decade
over the age of 30.

As an example, let us consider the output settings
for a 65 year old woman weighing 55 kg.
Nominal output: (2.5 W×55 kg)− (8%×3.5 decades) =
137.5 W− 28% = 99 W; the maximum stress for this
woman is therefore approximately 90 W. A basic stress
and a stress interval must now be selected that will def-
initely enable the test subject to cope with three stress
stages. In this case, the recommended approach would
be to begin with a basic stress of 50 W and then carry
out ergometer exercise with stress stages of 10 W and
a stress duration of 1 min up to the maximum stress,
which is expected to lie between 80 and 90 W. An-
other advantage of this method is that the output limit
can be defined more precisely for test subjects that have
comparatively low outputs with relatively low stress in-
crease segments.

Pulse Working Capacity (PWC)

Derived from the rules for assessing performance and
the rules for stress limits, the PWC method allows the
comparison of outputs standardized to the pulse rate.
The PWC value assesses the performance (i. e. the out-
put achieved at specific pulse rates) in the submaximal
range when the maximum rate has not been reached.
The selected rate is added as an index (e.g. PWC150).
The nominal values for the PWC are not dependent
on age; they are calculated based on weight and gen-
der (for example, the nominal PWC150 value for men is
2.1 W/kg and for women 1.8 W/kg). These values can
be found in PWC tables, which generally list PWC130,
PWC150 and PWC170 values.

Exercise Tolerance Test Procedure

A room temperature of 18–23 ◦C with a relative at-
mospheric humidity of 40–60% is recommended when
performing an ergometry test. Aberrations should be
logged. A resting ECG is recorded prior to the actual
exercise tolerance test. It serves as a starting point when
summarising the exercise tolerance test later. Following
the application of the reduced ECG leads and the blood
pressure cuff, the exercise tolerance test is initiated us-
ing a calibrated ergometer according to the exercise
tolerance test method described. In modern ergometry
measuring stations, the customary stress programs are
stored in either the ergometer or the ECG device. In
a timed ergometry investigation, one of these two de-
vices serves as the command unit for the course of the
investigation. In order to provide complete documen-
tation, an intermediate ECG printout giving details of
the heart rate, the blood pressure as well as the ST seg-
ment and the amplitude is automatically printed after
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each stress stage. However, it is also possible to ini-
tiate a manual ECG recording at any desired stage or
to record an ECG trend over the entire duration of the
test. The following actions must be performed during
the exercise tolerance test:

• Constant observations of the test subject and the
ECG graphs on the monitor• The ECG strip as well as the blood pressure, the
heart rate and the ST properties after each stress
stage must be monitored.

Following the completion of the exercise tolerance test
and a recovery phase, a resting ECG is recorded once
more (and if necessary more than once), and the blood
pressure is repeatedly monitored.

Types of Exercise Tolerance Testing

The general requirements for an evaluable exercise tol-
erance test can be summarised as follows: it should be
capable of precise metering, physically measurable, and
reproducible at any time. There are many types of exer-
cise that do not satisfy these requirements, but they are
mentioned below for the sake of completeness:

• Forward bends and squats. Insufficient for the ex-
ercise ECG because even the general requirements
(capable of metering and physically measurable)
cannot be satisfied.• Climbing stairs. Unsuitable for the exercise ECG
since the reproducibility must be questioned, there
is no possibility of ECG monitoring, and the test
subject cannot be subjected to maximum stress.• Hand crank ergometer. Interference with the ECG
recording as a result of the arm and thorax move-
ments of the test subject and the lack of maximum
stress (small muscle mass) are disadvantages of this
method. However, this type of exercise tolerance
test is often the only option for patients with im-
paired walking abilities.• Isometric stress (hand-grip). Similar disadvantages
to those for the hand crank ergometer.• Master’s step test. The one-step or two-step test
offers the following advantages: it is a relatively
physiological form of exercise tolerance testing,
involves a simple sequence of movements, is stan-
dardized and therefore reproducible, is simple to
carry out, stresses a relatively large proportion of the
total musculature, and requires a comparatively low
financial outlay. Disadvantages: the timescale for
maximum stress, it is virtually impossible to record

the ECG and blood pressure during the exercise in-
tolerance test, and its diagnostic informative value
is very low when compared to those of bicycle and
treadmill ergometry.• Kaltenbach and Klepzig’s step-climbing test. This
test is a modification of Master’s test, and the
advantages and disadvantages are therefore simi-
lar.• Treadmill ergometer. The treadmill is predomi-
nantly used for exercise tolerance testing of com-
petitive athletes. The fundamental advantages of
the treadmill ergometer are that it physiologically
stresses the entire musculature (and this can be
reproduced at any time), and it allows the stress in-
tensity to be changed (by varying the speed at which
the belt runs). Disadvantages are its relatively high
investment costs, its structural requirements (in par-
ticular soundproofing), and a limited clientéle for
exercise tolerance testing.• Bicycle ergometer. The most popular and widely
used type of exercise tolerance test is bicycle ergom-
etry, which can be performed in a sitting position or
in a recumbent position. Fundamental advantages
of bicycle ergometry in the sitting position are the
physiological stress and the use of the body weight;
the procedure is also usually found to be pleasant by
the test subject. Disadvantages are the recording of
ECG and blood pressure during the exercise toler-
ance test and orthostatic complaints following the
exercise intolerance test. The fundamental advan-
tages of the recumbent ergometer are the unimpeded
recording of the ECG and blood pressure and the
quality of these recordings, the relatively high level
of safety (predominantly for elderly or frail people),
and the absence of orthostatic complaints following
the exercise tolerance test.

Standardized Investigation Programmes

A number of individual and standardized exercise tol-
erance testing programmes from the early days of
ergometry investigation are still employed. These are
listed below, along with some examples:

• Hollman’s standard test method (begins with 30 W
and is increased every 3 min by 40 W up to the stress
limit)• The WHO’s standard programme (begins with 25 W
and is increased every 2 min by 25 W up to the stress
limit)• Knipping’s vita maxima (begins with 10 W and is in-
creased every minute by 10 W up to the stress limit)
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• Kirchhoff’s square wave test (stress duration of
10 min with 100 W in a sitting or recumbent po-
sition; blood pressure, heart rate and ECG are
monitored every 2 min).

However, ergometry has increasingly evolved into
a standardized method based on the internationally

recognized regulations of the ICSPE. This has the
advantage that results of investigations from differ-
ent institutes and those obtained by different testing
personnel can be compared and assessed accord-
ing to the same standards. It is therefore the duty
of all testing personnel to adhere to these regula-
tions.

7.20 Methodological Notes

Most faults that occur during ergometry can be at-
tributed to the patient. A large proportion of these faults
are compensated for by modern equipment technology.
Nevertheless, the test subject can be made aware of the
fact that the necessary pedalling work can be carried out
without excessive movements of the upper body. Inci-
dents are extremely rare in the case of ergometry when
performed correctly, and routine investigations are to-
day therefore predominantly carried out by well-briefed
medical assistants. The only ergometric investigations

that must be supervised by the doctor over the en-
tire duration of the exercise tolerance test are those in
which – due to the general condition of the test sub-
ject – complications cannot be ruled out. A nurse or
medical assistant must be present at the same time in
order to assist or to provide immediate assistance if
necessary.

An emergency supply of equipment and medication
as well as a functioning defibrillator must be available
to hand at all times.

7.21 The Diagnostic Value of Ergometry

ST segment variation during the exercise ECG is of
the utmost importance for the detection of temporary
myocardial ischaemias. In addition, coronary heart con-
ditions can be established unambiguously. Coronary
angiography has made an essential contribution to im-

proving the interpretation of the exercise ECG, although
there is a fundamental difference between the two: coro-
nary angiography detects the morphological changes in
the coronary arteries, whereas the exercise ECG detects
the functional effects.

7.22 Indications

An indication for an exercise ECG can be given for
diagnostic, therapeutic or prognostic reasons:

• Investigation of a coronary heart condition (e.g.
chest pain during physical exertion)• Investigation of the blood pressure where there is
suspicion of exercise-induced hypertension

• Investigation of the stress tolerance (e.g. following
a myocardial infarction, etc.)• Assessment of cardiac arrhythmias• Assessment of the progress and therapeutic success
of medication and exercise therapy and following
heart surgery• Assessment and classification of the degree of sever-
ity of stress-induced coronary insufficiency.

7.23 Abort Criteria and Safety Measures

Exercise tolerance tests cannot be performed without
risks (e.g. myocardial infarction, life-threatening ar-
rhythmias, etc.). In order to minimize the risks, safety

measures should be taken before and after the exer-
cise tolerance test. Before the exercise tolerance test,
information from the resting ECG should be analysed,
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including anamnesis, and the patient should be exam-
ined and informed. It is important to tell the patient
to report any subjective complaints during the exercise
tolerance test, and to continue to monitor the test sub-
ject following the exercise tolerance test (generally for
5–10 min); a monitoring ECG should be recorded again
and the blood pressure should be measured.

Criteria for aborting ergometry are:

• Increasing retrosternal severe pain (angina pec-
toris)• Horizontal or descending ST depression of >0.2 mV• Cumulative monomorphic or polytopic ventricular
extrasystoles

• Ventricular salvos• Isolated extrasystoles that fall in the T wave
of the previous cardiac action (R-on-T phe-
nomenon)• Atrial fibrillation or flutter• Serious conduction defects (e.g. total AV block)• Depolarization defects (e.g. bundle branch block)• Systolic blood pressure >250 mmHg, diastolic
blood pressure >130 mmHg, and drop in blood
pressure• Noticeable breathing difficulty (dyspnea)• Signs of the beginning of left ventricular insuffi-
ciency• ECG signs of a fresh myocardial infarction.

7.24 Technical Safety Aspects

Bicycle ergometers are subject to the provisions of
the German Medical Devices Act (IIa) and DIN VDE
0750-238. They must be serviced regularly, as must the

noninvasive blood pressure meters that may be installed
on them.

7.25 Notes on Planning

A room temperature of 18–23 ◦C with a relative at-
mospheric humidity of 40–60% is recommended. As
a guide, a floor space of area 16 m2 would be suitable.
There should be the option to get changed (changing cu-
bicle ≈3 m2), and bathroom facilities with WC/shower
(approx. ≈5 m2) should also be provided.
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Pulmonary F8. Pulmonary Function Testing

Rolf M. Schlegelmilch, Rüdiger Kramme

Pulmonary function tests (PFT) examine the func-

tionality of the lungs. This chapter describes the

working principles of major test techniques and

instruments including spirometry, peak flowmetry,

body plethysmography, nitrogen washout, and er-

gospirometry. Spirometry (Sect. 8.1), specifically the

measurement of the amount (volume) and speed

(flow) of air that can be inhaled or exhaled, is the

most basic of the pulmonary function tests. Body

plethysmography (Sect. 8.2.2) offers determination

of absolute lung volume and airway resistance

and is particularly sensitive in the detection of

obstructive pulmonary disease requiring little pa-

tient cooperation. Nitrogen washout (Sect. 8.2.4) is

a common test for measuring functional residual

lung capacity. Ergospirometry evaluates the com-

plex interaction between lung, heart, and muscle

by analysing the gas exchange under exercise

(Sect. 8.2.5). The chapter closes with considerations

of planning and laboratory space (Sect. 8.2.8).
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8.1 Spirometry

Spirometers are noninvasive diagnostic instruments for
screening and basic testing of pulmonary function. Of-
fering essential diagnostic insight into the type and
extent of lung function impairment, spirometry tests
can be performed fast at fairly low cost. In the light
of an ever-increasing prevalence of airway diseases
such as asthma, bronchitis, and emphysema, pulmonary
function instruments have become indispensable diag-
nostic tools, in clinical and office settings, in industrial
and preventive medicine, as well as in epidemiology.
Screening of individuals at risk, basic testing of sick pa-
tients, and treatment follow-up are key applications of
spirometry.

Two essential questions of pulmonary function test-
ing (PF testing) can be answered by spirometry:

1. What is the size of lung volume which can be in-
spired or expired?

2. What is the time it takes to exhale this volume, or
what is the flow rate during exhalation?

Flow rates and resulting volumes are measured by
connecting a spirometry sensor through a mouthpiece
to the test subject’s mouth. The most common and in-
ternationally standardized test consists of an evaluation
of forced expiration after a complete inhalation, allow-
ing the determination of forced vital capacity (FVC)
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Volume-time spirogram Flow-volume loop
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Fig. 8.1 (a) Forced spirogram and (b) flow–volume loop

and the forced expired volume during the first sec-
ond (FEV1). Recording of the test trace is taken as
a forced spirogram (volume over time) or as a flow–
volume loop (flow against volume). Although FVC and
FEV1 are the most common, dozens of parameters can
be derived when evaluating forced expiration, all de-
scribing the shape and size of recorded traces and loops
(Fig. 8.1). Besides forced spirometry, slow spirometry,
i.e., the recording of slow inspiration and expiration at
tidal breathing, may also be recorded, offering determi-
nation of lung-volume subdivisions such as tidal volume
(VT), inspiratory and expiratory reserve volume (IRV
and ERV), as well as inspiratory capacity (IC). In most
cases, slow spirometry will be a part of advanced PF
tests (Sect. 8.2.2).

8.1.1 Flow Recording

The basis of all PF tests consists in the recording of
air flow rates against time, a procedure also called
pneumotachography. Mostly, flow velocity [cm/s] is
measured in a defined sensor geometry, yielding flow
[l/s], also referred to as flow rate. In 1925 the Swiss
physiologist Alfred Fleisch published about the clinical
application of pneumotachography. While registration
of spirometry traces and flow–volume loops required
a recorder and manual evaluation in the past, all
contemporary spirometers contain microprocessors for
online data processing, displaying results on a built-
in screen or transferring data to a personal computer.

Measured flow is continuously accrued to lung vol-
ume by digital integration. Independent of the size
and cost of any pulmonary function device, from
a handheld peak flowmeter to a body plethysmograph,
the flow sensor always represents the core element
(Fig. 8.2).

8.1.2 Technology

While closed systems such as the bell or wedge spirom-
eter were still in use two to three decades ago, only open
systems will be found today, offering smaller footprint
and size, higher precision, and more comfortable and
hygienic conditions for the patient. In an open system
the patient breathes from and to the ambient air through
a sensor, which in case of more advanced testing can be
connected to one or more valves. The spirometer detects
the flow rate from the sensor and digitally integrates
flow to volume

V =
∫

V̇ dt (l) ,

where V denotes the inspired or expired volume, and
V̇ = dV/dt (l/s) is the measured flow.

Figure 8.3 depicts a typical pneumotachogram (flow
over time) and the resulting spirogram (flow inte-
grated volume). The recording of breathing traces and
the calculation of derived parameters are usually per-
formed by an integrated microprocessor or a personal
computer.
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Measuring Range

When testing adults, the physiologically relevant flow
range should reach from 25 ml/s to 10 l/s, opti-
mally from 10 ml/s to 15 l/s, requiring a resolution of
5–10 ml/s. These conditions impose very demanding
technical specifications on flow sensors. For precise de-
tection of the first part of the forced exhalation, a linear
frequency response of up to 5 Hz is required in the flow
sensor characteristics.

Verification and Calibration

To verify the accuracy of a flow sensor and if needed
to calibrate it, an optional verification and calibration
routine should be implemented in any spirometer. Both
verification and calibration are carried out by means
of a manual or motorized pump of known volume of
at least 2 l. When activating the calibration pump con-
nected to the flow sensor, the spirometer will read
integrated instantaneous flows. At the end of a full
stroke, the spirometer should display a flow integrated
volume identical to that of the pump. As digital inte-
gration can be assumed to be sufficiently precise, any
deviation in volume will indicate the error in flow mea-
surement. By moving the piston at varying speeds, flow
rates between −10 l/s and +10 l/s can be simulated,
covering most of the physiological flow range. Any de-
viation between a stroke volume resulting from low flow
rates versus that produced at high flow rates will in-
dicate a nonlinearity in the flow sensor or spirometer
circuitry. Today, most spirometers offer a calibration
program facilitating the calibration routine. Averaging
over a given number of pump strokes, the deviation
from the correct volume is displayed, and a correction
factor will be considered in future measurements. Ver-
ification and calibration must be carried out without
regard of body temperature pressure saturated (BTPS)
correction (see later), as pump volume is measured at
ambient not at lung conditions.

In recent years, disposable spirometer sensors have
become common. Even if these sensors are precali-
brated or calibration data are read into the spirometer,
a verification routine should be available to allow for
quality assurance. The same applies to the newer digital
sensor systems which are advertised as calibration free.
Nevertheless, accuracy and linearity should be verified
at reasonable intervals.

The American Thoracic Society (ATS) and Euro-
pean Respiratory Society (ERS) have issued recom-
mendations [8.1, 2] mandating testing of spirometers
by independent laboratories prior to market release.
By subjecting production models to a battery of tests,

Fig. 8.2 Pneumo-
tachograph (ndd
Medizintechnik, Zurich,
Switzerland)

Spirogram

Pneumotachogram

Inspiration Expiration

Inspiration

Expiration

V (l)

V (l/s)

t 

t 

Fig. 8.3 Comparison of
pneumotachogram and
spirogram

manufacturers can document the overall performance
of their spirometers to the user. Test laboratories em-
ploy motorized, processor-controlled calibration pumps
producing standardized flow–volume loops, able to sim-
ulate a wide range of clinically relevant flows. This
testing procedure is part of the obligatory premarket
registration procedure in the USA [Food and Drug Ad-
ministration (FDA) approval]. One can assume that
spirometers which are also sold in the USA fulfill these
requirements. Before purchasing a spirometry device,
documented compliance with the recommendations of
the ERS and ATS spirometry standards [8.1, 2] should
be requested from the manufacturer or supplier.

Hygiene

Cross-contamination is an ever-present risk in spirome-
try. To effectively avoid the risk of infection in patients
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or individuals tested with the same spirometer, suitable
preventive measures should be instituted. In case the
flow sensor is a fixed installation which cannot easily
be exchanged, a disposable breathing filter is indispens-
able. Like the sensor itself, the breathing filter must have
a low resistance, minimizing any hindering effect on
breathing. Usually the flow sensor can be exchanged
and replaced by one that has been cleaned and sani-
tized. In regular clinical testing, sensors do not need to
be sterile; disinfection according to manufacturer’s rec-
ommendations is sufficient. Many modern spirometers
incorporate disposable sensors, favorably combining
adequate hygiene with ease of use. As single-use sen-
sors should not cost much more than a good breathing
filter, their design is a contradiction in terms of low
cost versus good performance (in accuracy and resolu-
tion, see above). In this regard a disposable item that
is not part of the sensor itself may be advantageous,
as it ensures hygiene while not affecting accuracy. The
ERS has published recommendations concerning the
resistance of spirometry sensors and breathing filters,
calibration, and hygiene of spirometers [8.2].

Conversion to Body Conditions

An open system requires conversion of measured flow
and integrated volume from ambient to lung or BTPS
conditions (37 ◦C, 760 mmHg, 100% relative humid-
ity). The conversion needs to correct inspiratory and
expiratory flows and volumes separately. While, dur-
ing inspiration, 1 l of ambient air expands to about 1.1 l
of lung air due to heating and humidification, 1 l of
lung air will shrink during expiration to about 0.97 l

Table 8.1 Types of flow sensors

Type Pros Cons

Pneumatachograph according to Fleisch Proven measuring principle, durable Several sensors for different flow ranges
required, sensitive to contamination,
difficult to clean, frequent calibration
required

Pneumatachograph according to Lilly Proven measuring principle, durable,
cleaning possible

Sensitive to contamination,
calibration required

Diaphragm pneumotachometer Proven measuring principle, durable,
lightweight, simple cleaning

Calibration required

Turbine flowmeter Small, lightweight sensor Frequent cleaning and calibration
required

Hot-wire anemometer Offers good accuracy Simple anemometer not accurate,
calibration required

Vortex flowmeter Simple sensor construction Not proven in routine testing,
only unidirectional, difficult to calibrate

Ultrasound flowmeter Simple sensor construction, small,
lightweight, high accuracy,
calibration free

at the sensor, both corrections depending on the sen-
sor type and the geometry of the mouthpiece. Without
BTPS correction, substantial errors in the range of 10%
in flow and volume parameters may occur. Conversion
formulae can be found in [8.2]. In all commercially
available spirometers, conversion to BTPS conditions
is implemented, automatically correcting data to BTPS
conditions.

In Table 8.1, the measuring principles of currently
commercially available flow sensors, their pros and
cons are presented.

Differential Pressure Flowmeter

The classical method to measure respiratory flow con-
sists in the acquisition of the differential pressure (p1 −
p2) in a flow tube where a resistive element is inserted.
The type of the resistor characterizes the sensor princi-
ple, and usually it will lend its name to it.

As the airstream leaving the trachea and mouth is
turbulent, a short tube or a breathing filter should be in-
serted between the flow sensor and the mouth, acting
as a flow rectifier to laminarize the flow pattern be-
fore entering the sensor. Only laminar flow will provide
a pressure drop across the resistor which is propor-
tional to flow rate. Depending on flow direction, the
differential pressure across the resistor will be positive
(expiration) or negative (inspiration). The pressure is
picked up by a pressure transducer and converted into
an electrical and/or digital signal. All flow-measuring
devices based on differential pressure transducers are
sensitive to baseline instability. Even the smallest asym-
metry in the transducer leads to a drift in the flow
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Fig. 8.4 Pneumotachograph according to Fleisch (schematic)

signal and consequently to a drift in volume. Even rather
minimal flow drifts can – over time – integrate into ap-
preciable volume offsets. To avoid this effect, a flow
range around baseline needs to be defined in which no
flow integration takes place (dead zone). As flows at the
end of expirations can be rather small but are of diag-
nostic significance in obstructive disease, the dead zone
should be kept as small as possible and may not exceed
10–15 ml/s.

The Fleisch Pneumotachometer

Until the 1980s, the pneumotachometric principle ac-
cording to Fleisch was the most widely used flowmeter
in PF testing, also called the Fleisch pitot tube (Fig. 8.4).
The sensor consists of a bundle of capillaries, typically
a roll of z-folded sheet metal acting as a fixed resis-
tor. The bulk of flow is subdivided into small threads
of flow, laminar over a certain range. The pressure dif-
ference along a capillary can be derived by applying
the Hagen–Poiseuille law, which in case of laminar flow
yields

Δp = c · V̇ = 8ηl

r4
V̇ ,

where c is a constant dependent on the gas viscosity and
sensor geometry, l is the length of the sensor tube, r is
the radius of the sensor tube, η is a viscosity constant,
and V̇ is the flow rate.

In the Fleisch tube, linearity between pressure dif-
ference and flow rate is attained by use of a large

number of bundled capillaries. As long as mechan-
ical signal recorders were used, linearity in flow
assessment was required to allow for direct reading
of the flow rate from the trace. Today, due to fast
digital online processing, also nonlinear sensor prin-
ciples can be implemented for flow determination
and recording. Despite the use of modern technology,
sensor calibration and accuracy need to be checked
regularly. Since the Fleisch tube and all other pneu-
motachographs employing some type of resistor are
directly exposed to the exhaled air, sputum, even
a small droplet, may change the resistance, leading
to considerable errors in indicated flow rate. There-
fore, a bend is inserted between the mouth and sensor
both to retain sputum droplets and to laminarize the
airstream. Alternatively, a disposable air filter can be
inserted to avoid contamination and safeguard hygiene
(Sect. 8.1.2).

The Lilly Pneumotachometer

Over a tube restriction, a pressure drop proportional
to flow can be registered, up to a Reynolds number
of ≈ 10. This relation also holds when a combination
of restrictors, such as a close-mesh screen, single or
in a series, characterizes the flow sensor. An essential
feature of this design is the large difference between
tube and mesh diameter. In practice, a layer of several
sieves improves the linearity of the flow measurement
but increases the breathing resistance, which needs to
be considered.
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Diaphragm Pneumotachometer

In this type of flowmeter a specially slotted foil di-
aphragm is employed, acting as the resistor. A pressure
drop across the diaphragm will occur, being either
proportional to flow over a certain range or needing lin-
earization over a larger range. Depending on design, the
diaphragm will exhibit a larger differential pressure at
lower flows, an overproportionally smaller pressure dif-
ference at higher flows. Certain applications, such as
exercise testing or intensive care measurements, may
benefit from such varying resolution. The diaphragm
is less prone to humidity and contamination by sputum
and may be cleaned more easily.

Turbine Flowmeter

A turbine or propeller built into the flow tube char-
acterizes this sensor, which is also called a digital
volume transducer. Excited by the passing gas flow,
the rotating elements interrupt or reflect the light from
a light-emitting diode (LED). Photodiodes register the
rotations, returning an electrical impulse frequency pro-
portional to flow, while the total count is proportional to
volume.

To minimize inertia, the turbine bearing resistance
and turbine mass have to be as small as possible. Con-
temporary turbine flowmeters can be dismantled easily
for cleaning.

Hot-Wire Anemometer

This sensor consists of a Venturi tube in which two
hot wires are installed, linked in an electric bridge
circuit (Wheatstone bridge). While one wire, consist-
ing of two types of platinum, senses gas temperature,

Transducer 1

Transducer 2 Temperature

Gas flow

t1

t2

T

d

Fig. 8.5 Working principle of an ultrasound flowmeter (ndd Medi-
zintechnik, Zurich, Switzerland)

the other measures the heat flux into the passing gas.
Temperature-corrected heat flux is proportional to gas
flow.

A more modern version of this principle, the so-
called mass flowmeter, is able to measure the amount of
gas molecules passing the hot wire, featuring indepen-
dence from gas temperature and mixture or viscosity.

Vortex Flowmeter

The phenomenon of fluid vortices was already de-
scribed by Leonardo da Vinci as early as 1518. Vortices
are usually caused by waves meeting a resistance in
flow. In a vortex flowmeter the air flow is channeled
towards a resistive element, the so-called bluff body,
where vortices occur. The type and extent of vortices
formed depend on the flow velocity. The number of
vortices can be evaluated by different technologies:
piezoelectric elements, thermistors, or optodes. The
vortex flowmeter can only detect unidirectional flow
and needs an independent sensor, such as a pressure
sensor, for detection of flow direction. Therefore, this
principle finds only limited acceptance in spirometry.

Ultrasound (Transit Time) Flowmeter

This method (Fig. 8.5) is based on the determination of
transit times of acoustic waves traveling through a flow-
ing medium. The velocity of acoustic waves across
a flow tube increases at the same rate as the velocity
of air in that tube. Three technical realizations exist:

1. Continuous phase shift analysis, where the phase
shift of a continuously generated ultrasound signal
is determined.

2. Impulse phase shift, where the phase shift between
sinusoidal ultrasound waves is measured.

3. Time-of-flight impulse, where the transit time of
the ultrasound traveling between a transmitter and
receiver is determined.

While the principle of determining phase shifts has
not been commercialized in medical technology, the
time-of-flight method [8.3] has been successfully intro-
duced in spirometry, with wide acceptance in clinical
practice and epidemiology. The sensor technology em-
ploys two ultrasound elements which are built into the
sensor housing and placed oblique to the airstream in
a flow tube. Alternating ultrasound impulses are emit-
ted in both directions, and their transit times across
the tube are measured. While transit times are shorter
downstream, they are longer upstream. The difference
in transit time is proportional to the flow velocity,
independent of any other variable such as gas tempera-
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ture, viscosity or humidity. In a commercially available
ultrasound flowmeter a disposable breathing tube is
employed, featuring sealed windows across from the ul-
trasound elements. While the windows are transparent
to ultrasound, germs cannot pass, effectively avoiding
cross-contamination. In addition to being calibration
free, this sensor design also has the advantages of high
accuracy and total hygiene. While the difference in tran-
sit time yields the flow, the sum of the transit times is
directly related to the molar mass, the molecular or spe-
cific weight of the breathing gas, allowing instantaneous
reading of the specific weight of the gas passing through
the sensor. During expiration, the molar mass changes
according to the composition of the exhaled gas, similar
to a CO2 waveform (Sect. 8.1.4).

Peak Flowmeter

For monitoring obstructive diseases such as asthma and
for analyzing therapy response, peak flowmeters play an
important role, in particular for home use. The classical
mechanical peak flowmeter consists in a piston mov-
ing in a scaled flow tube. A forced expiration moves the
piston up the vertically held tube, allowing a reading of
maximum peak expiratory flow (PEF) in units of l/min
or l/s. More modern peak flowmeters implement one of
the above-mentioned measuring principles, most often
turbines. Usually they offer electronic signal process-
ing, display of results, memory and diary function, as
well as data logging through a modem or the Internet.
When applied over a longer period of time, verification
and calibration of PEF meters should be warranted.

8.1.3 Methodology of Spirometry

Lung-Volume Subdivisions

Pulmonary gas transport depends on the filling capac-
ity of the lungs with breathing gas and the speed and
uniformity of gas distribution. Markers of lung filling
are the lung-volume subdivisions, which are measured
at slow breathing, while flow rates are of minor interest.
When two or more volume subdivisions are combined,
lung capacities result. The most important role in PF
testing is played by vital capacity (VC), the volume of
complete inspiration (IVC) or slow expiration volume
(EVC), both directly accessible by spirometry. At the
end of a deep expiration, residual lung volume (RV)
remains in the lungs, which can be determined by gas
dilation methods (Sect. 8.2.4) or body plethysmography
only (Sect. 8.2.2). Consequently, the sum of VC and
residual volume (RV) determines the volume at the end
of a complete inspiration and is called the total lung ca-

pacity (TLC), an important measure of maximum lung
volume.

Vital capacity consists of the subdivisions:

• Tidal volume (VT), the volume ventilated during
a regular breathing cycle• Expiratory reserve volume (ERV), the volume that
can be exhaled from breathing baseline, i. e., at the
end of a regular breathing cycle• Inspiratory reserve volume (IRV), the volume which
can be inhaled above the inspiratory breath of a reg-
ular VT cycle• Inspiratory capacity (IC), i.e., the sum of VT and
IRV.

As for TLC and RV, the functional residual capacity
(FRC), being the sum of RV and ERV, can be deter-
mined by more elaborate methods only (Sect. 8.2). As
determination of lung-volume subdivisions is time con-
suming and diagnostically less significant, subdivisions
will be evaluated in combination with the more relevant
FRC.

For standardization of lung volume testing refer
to [8.4].

Forced Spirometry

Of the diagnostic arsenal of internal medicine, dynamic
lung volumes, in particular forced vital capacity and
forced expiratory volume in the first second (FEV1), are
considered essential parameters. Forced expiration not
only delivers important information about an existing
pulmonary obstruction in the sense of reduced airway
diameter but may also indicate a loss in lung retrac-
tion, parallel to diminished lung elasticity and enhanced
airway instability. Reduced elasticity mirrors the loss
of functional tissue structure, resulting in reduced sur-
face area for gas exchange and accompanied by a high
demand in ventilation at reduced maximum oxygen up-
take.

In contrast to the predominantly practiced forced
expiration, forced inspiration can be used for differen-
tial diagnosis of extrathoracic obstruction, e.g., tracheal
stenosis.

Being technically less demanding, the recording
of a forced spirogram prevailed traditionally; today
the flow–volume loop is registered together with the
spirogram. The time-based spirogram offers observa-
tion of expiratory time, typically 3 s in a healthy subject
but maybe as long as 10–20 s in an obstructed pa-
tient. As the forced spirogram represents the shape of
an exponential function, analysis of its form requires
a certain understanding of the underlying pulmonary
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Table 8.2 The most important parameters of the forced spirogram and flow–volume loop

Parameter Unit Description

FVC l Forced vital capacity

FEV1 l Forced expiratory volume in 1 s

FEV1/FVC % FEV1 in % of FVC or relative FEV1

FEVt l e.g., FEV0.5, FEV2, FEV3

PEF l/s Peak expiratory flow

FEF25-75 l/s Mean forced expiratory flow between 25% and 75% of FVC

FEF25 l/s Forced expiratory flow when 25% of FVC has been expired

FEF50 l/s Forced expiratory flow when 50% of FVC has been expired

FEF75 l/s Forced expiratory flow when 75% of FVC has been expired

MTT s Mean transit time

FIV1 l Forced inspiratory volume in 1 s

FIF50 l/s Forced inspiratory flow at 25% of FVC

mechanics. In contrast, the flow–volume loop represents
a linearization of the exponential expiratory decay, as an
exponential and its derivative are recorded against each
other. In a healthy person the rise to peak flow is steep,
while the decay is (quite) straight. The very obvious
deviation from a straight line towards a concave shape
means a reduction in flow, which is easy to interpret.

Table 8.2 presents the most important parameters of
the forced spirogram and flow–volume loop. The list
of parameters derived from forced expiration could be
extended (almost) endlessly. Beside the numerical eval-
uation of the flow–volume loop, attention should be
drawn to the analysis of its shape (Fig. 8.6).

Documentation

Online recording and evaluation of the flow–volume
loop has become a gold standard in basic pulmonary
function testing. When testing a patient, several trials
should be registered to assess cooperation and repeata-
bility. Loop tracings should be recorded with sufficient
resolution. The aspect ratio, i.e., the flow versus vol-
ume scaling, is of importance for form analysis, e.g., in
pre/post broncholytic drug medication, and should be
fixed to pronounce the difference between a healthy and
an obstructive loop.

Practical Considerations

The quality of most pulmonary functions tests, in par-
ticular forced expiration, depends on the cooperation
of the test subject and the (incentive) instructions of
the operator. After preparing the spirometer, verifica-
tion or calibration, and insertion of a new mouthpiece or
breathing filter, the testing procedure is explained to the
subject. Before and during spirometry, breathing ma-
neuvers are further supported by the operator, and the

subject should be motivated to maximize forcing efforts
and exhale completely. The subject, wearing a nose clip,
should be able to breathe free and unhindered through
the mouthpiece and should be encouraged to practice
before recording starts. All tests should be carried out
in the same body position, generally sitting. In screen-
ing and industrial testing, also a standing position is
adequate. In children and seniors, use of a mouthpiece
with a sealing lip is recommended. A smaller, pedi-
atric mouthpiece should be applied in children. Unless
disposable flow sensors are used, a disposable filter at-
tached to the sensor is mandated, both as a hygienic
requirement and a preventive measure to avoid intrusion
of sputum into the flow sensor.

Both the ERS and ATS have issued recommenda-
tions in which at least daily volume calibration using
a calibration syringe is mandated. In a calibration-free
device, volume verification should be carried out at least
once a month.

Slow Vital Capacity

and Volume Subdivisions Instructions

The subject breathes at resting baseline. After a cou-
ple of breaths, the operator gives instructions for a slow,
continuous, maximum inspiration followed by a slow,
maximum expiration, followed again by a complete
inspiration. The cycle should be repeated again. Param-
eters from repeated tests should not deviate by more
than 5%.

Forced Spirometry

and Flow–Volume Loops Instructions

Breathing at resting baseline, the subject is instructed to
inhale completely and exhale as hard and as long as pos-
sible. This procedure should be repeated at least twice.
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Normal loops
Good cooperation

Flow
(l/s)

Inspiration

Expiration

No forced
expiration

Intrathoracic 
tracheal stenosis

Fixed extra-
thoracic stenosis

No maximum
expiration

Restriction Emphysema

Stenosis

Obstructiona) b)

c) d)

e)

Fig. 8.6a–e Typical flow–volume loops: (a) normal, (b) obstruction, (c) restriction, (d) emphysema, and (e) stenosis

Breathing maneuvers need to be instructed clearly; es-
pecially the forced exhalation should be supported by
incentive commands. For evaluation, maximum forced
flow rates (FEFs) are picked from the recording. Con-
temporary software programs offer warnings to the
operator in case quality standards (ERS, ATS) are not
met. Either best values are taken from all forced traces
or the trace with the highest sum of FVC and FEV1 is
considered for analysis.

Several errors may occur: Poor cooperation of the
test subject may lead to a late or low PEF (Fig. 8.6a).
In general, low FEFs may result in case no nose clip
is worn or the lips did not entirely seal the mouth-
piece. Deformation of loops and traces may result from
coughing or swallowing. If no FEV1 is given, exhala-
tion was too short or interrupted. Varying loops indicate
poor instruction and motivation. With good coopera-
tion, all forced flow–volume loops should superimpose
adequately.

After analyzing the results of forced spirometry,
a first classification into normal, obstructive, or restric-
tive findings can take place (Fig. 8.6a–e). In frequently
evidenced obstructive disturbances, even the severity
can be assessed.

Predicted Values

Evaluation of spirometry testing is carried out by com-
paring measured data with predicted norms or reference

data, derived from body weight, height, age, and gender.
Predictions are calculated from equations published and
recommended by scientific societies. When comparing
measured with predicted values, the standard deviation,
an indicator of the variation of the tested parameter in
a healthy population, needs to be taken into considera-
tion. The determination of the residual R

R = M − S

SD

is recommended, where M is the measured value, S is
the predicted value, and SD is the standard deviation,
allowing comparison with a distribution in the reference
population and detection of significant deviations.

The leading international societies, the ERS and
ATS [8.5], have issued predicted formulae, mostly de-
rived from Caucasian populations. These European and
North American predicted values do not substantially
differ from each other. When assessing pulmonary func-
tion in other ethnicities, predictions of national societies
or other scientific sources should be used, or at least
a percentage adaptation of Caucasian predicted values
be considered.

Most processor-based test devices are equipped with
different sets of prediction formulae that can be se-
lected by the operator. The user manual should give
the national background and literature references of the
predicted sets.
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Besides reporting measured, predicted, and percent-
age values, spirometry reports should contain a marker
for significant deviation from certain limits, such as the
standard deviation. Testing in children and adolescents
requires a set of pediatric formulae.

8.1.4 Cooperation-Free Pulmonary
Function Tests

For more than half a century spirometry has been
a valued clinical tool and its importance has been
documented in numerous publications. Forced spirom-
etry can predict mortality better than smoking habits,
existing cardiovascular morbidity, blood pressure, or
gender [8.6].

As valuable as forced spirometry findings may be,
it is often difficult to attain and ensure cooperation in
subjects. Even well-equipped pulmonary function lab-
oratories with well-trained staff will soon reach their
limits when addressing and motivating children, geri-
atric or foreign-language patients. In former times,
cooperation-free tests were postulated mostly for pe-
diatric departments and epidemiological and screening
studies. More recently, the cataclysmic demographic
changes accompanied by a dramatic increase in the
senior generation underline the urgent necessity of
suitable tests. Although FEV1 and FEV1/FVC% are
a recognized gold standard for detecting and assess-
ing obstructive disease, more appropriate, more specific
parameters might be available, correlating well with
dyspnea (shortness of breath). Therefore, new, (almost)
cooperation-free methods have been developed during
the recent years, some of which are still pending com-
mercial release. The next section gives an overview of
proven and new developments in this area.

Ultrasound Pneumography

In Sect. 8.1.3, the ultrasound flowmeter was described
and its ability mentioned to measure molar mass, the
molecular or specific weight of the breathing gas, de-
rived in real time from the sum of transit times –
at no additional expenditure. While ambient air is in-
haled through the sensor, the molecular weight changes
during expiration as oxygen content drops and car-
bon dioxide increases (O2 has much lower density
than CO2). When molar mass is registered during ex-
piration, its waveform resembles that of CO2. In fact,
ultrasound pneumography (UPG) makes use of the
scientific expertise gathered over decades of clinical
research in expiratory CO2 waveform analysis. The for-
mer approach of complicated synchronous recording

Fig. 8.7 Ultrasound pneumography in a child (ndd Mediz-
intechnik, Zurich, Switzerland)

of spirometry in combination with fast gas analysis,
mostly by demanding mass spectrometry, can be re-
placed by instantaneous and genuinely synchronous
measurement of flow, volume, and molar mass in UPG.
Although the determination of molar mass is compli-
cated by the dependence on temperature and humidity,
recent research indicates the clinical validity of native
molar mass derived directly from uncorrected ultra-
sound transit times. The subject performs regular tidal
breathing into the ultrasound sensor, without the need
for any special breathing maneuvers (Fig. 8.7). Molar
mass waveforms are averaged and analyzed, containing
information about pulmonary gas distribution. Clinical
studies [8.7, 8] confirm a high correlation with FEV1
and FEV1/FVC% as well as the degree of obstruction.

Resistance Measurements

Forced Oscillation Technique. Applied in various
forms since the 1970s, this testing principle combines
a flowmeter, an inserted resistive element, a pres-
sure transducer, and an oscillation generator (loud-
speaker) [8.9, 10]. Low-amplitude (forced) pressure
oscillations by the loudspeaker are superimposed on the
patient’s tidal breathing, resulting in a phase shift orig-
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inating from the respiratory tract. Resulting flow and
pressure signals are differentiated from the originating
patient signals, independent from the patient’s breath-
ing pattern. The analysis yields impedance Zrs with its
components, resistance R and reactance X, which can
be plotted in a frequency diagram. Today, this tech-
nique is most often found in a variation called impulse
oscillometry, applied in geriatric, pediatric, and indus-
trial medicine as well as in drug studies. This method,
only requiring passive patient cooperation, i. e., tidal
breathing at a mouthpiece, can complement standard
pulmonary testing modalities and is suited for screen-
ing of obstructive disease [8.11]. Previous concerns
about its technical complexity and limited hygiene have

been cleared with the advent of modern commercial in-
struments. However, technical complexity and cost still
exceed that of conventional spirometry equipment.

Monofrequent Oscillatory Resistance Measurement.

This much simpler version of the forced modality has
been proven clinically over decades [8.12]. Instead of
a loudspeaker a small sinusoidal pump is used, generat-
ing small pressure swings superimposed on the patient’s
tidal breathing. Analysis of measured data again results
in a phase diagram of resistance and reactance. In clin-
ical practice, however, correlation with FEV1 is just
adequate, offering lower specificity and therefore only
serving as an orientation or screening tool.

8.2 Advanced Cardiopulmonary Function Testing

8.2.1 Overview

In contrast to simple spirometry, advanced cardiopul-
monary function testing requires a much higher level
of methodology, instrumentation, and staff. This may
be the reason why advanced testing can be found pre-
dominantly in internal and pulmonary departments of
hospitals and specialized practices. Nevertheless, slow
and forced spirometry will always remain the founda-
tion of any type of pulmonary function instrumentation,
particularly in all more complex or advanced pulmonary
devices.

Among the more demanding modalities, body
plethysmography takes a prime position, efficiently
combining measurement of lung-volume subdivisions
and airway resistance. Diffusion testing according to the
single-breath method and determination of functional
residual capacity (FRC) by N2 washout are sometimes

Table 8.3 Procedures and parameters in advanced pulmonary function testing

Procedure Main parameters Derived parameters

Body plethysmography Intrathoracic gas volume (IGV) FRC, RV, TLC

Body plethysmography Airway resistance RAW GAW, sRAW, sGAW

Compliance determination Static compliance Cstat Pmi

Compliance determination Dynamic compliance Cdyn Work of breathing

Airway occlusion test p0.1, pmax

Single-breath diffusion test Transfer factor TLCO KCO, VA, TLCSB

Single-breath test with O2 Membrane factor DM Capillary blood volume Vc

Intrabreath diffusion test Co-diffusion DLCO Cardiac output Qc

N2 washout test FRC RV, TLC, distribution

preferred in English-speaking countries. Historically,
closed systems with gas dilution methods were widely
applied for FRC studies but have been replaced by more
hygienic devices. Besides the before mentioned, an ar-
ray of more or less complex modalities can be found
but without broad clinical acceptance. An overview of
the most important methods is given in Table 8.3.

Finally, cardiopulmonary stress testing or er-
gospirometry, investigating gas exchange under phys-
ical exercise, has (in combination with ECG) become
an important tool in assessing and differentiating venti-
latory and cardiac disturbances. Especially in medical
opinions and ratings, e.g., regarding compensation
claims, this objective method allows global appraisal
and staging of performance reductions in cardiopul-
monary disease.

During recent years, the interest in continuous mea-
surement of physical activity and metabolic monitoring
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has seen a tremendous rise. Practically all medical
disciplines, from rehabilitation of obstructive patients
to dementia prophylaxis, have recognized and pub-
lished the invaluable importance of physical activity
for improving, rehabilitating from, and particularly
preventing disease. Despite a host of technical innova-
tions facilitating its application, ergospirometry remains
a demanding procedure in regards to test equipment,
duration, and evaluation. This may be the reason why
much more inexpensive portable devices have been de-
veloped for activity monitoring.

Medical technology, as a part of the information
technology (IT) industry, undergoes the same fast-paced
cycles in innovation and cost reduction that the mi-
croelectronics mass market exhibits. In the mid 1970s
a computerized body box, as a body plethysmograph
is called colloquially, sold for about €100 000. To-
day, almost 40 years later, a more operator friendly,
even more accurate device can be purchased for less
than €15 000. Practically all commercial instruments
incorporate microelectronics, and a PC or notebook,
most often implementing software under a certain op-
erating system, featuring networking capabilities and
data exchange to a hospital information system, to-
gether simplifying operation and enhancing laboratory
productivity.

Fig. 8.8 Body plethysmograph
(CareFusion 234, Höchberg, Ger-
many)

8.2.2 Body Plethysmography

Physical and Methodological Principles

A body plethysmograph, also called a whole-body
plethysmograph or body box, consists of an airtight
chamber, similar to a sealed phone booth, in which
the patient is seated (Fig. 8.8). The thoracic movements
created by the patient’s breathing are transferred into
volume and pressure swings inside the enclosure, which
are measured and evaluated.

The foundations of modern body plethysmography,
originally published by DuBois in the USA [8.13, 14]
and Ulmer et al. in Germany [8.12], reach back to the
1950s, historically differentiating so-called constant-
volume and constant-pressure modes. Applying the
latter, the test person is seated in a chamber, breath-
ing through a tube from and to the outside air, causing
total thoracic volume displacements inside the enclo-
sure. Today, virtually all commercially available body
plethysmographs implement the constant-volume mea-
suring principle, which seems to be technologically less
demanding and clinically more reliable. In constant-
volume mode, the subject breathes chamber air through
a flowmeter and a fast-acting shutter valve. The goal
of body plethysmography lies in the determination
of (mean) alveolar pressure caused by compression
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and decompression of gas volume entrapped in the
thorax. Note that this method captures the (small) com-
pressible volume which, according to Boyle’s law (p ·
V = const), is proportional to alveolar pressure. Simul-
taneously with the compression of lung volume and
the corresponding decompression of chamber volume,
the alveolar pressure generates a flow and consequently
a volume, which is measured at the mouth by the
flowmeter. Thus, the thoracic movement causes a vol-
ume and proportional pressure change inside the lung,
which is reflected by an identical volume and, again ac-
cording to Boyle’s law, a proportional pressure swing
inside the chamber (Fig. 8.9).

In a procedure colloquially called box calibration
the proportionality factor between chamber volume
change and chamber pressure change is determined.
Usually a small motorized pump is built into the en-
closure, generating a constant stroke displacement, e.g.,
50 ml, which is registered as a pressure swing. Cali-
bration of the chamber is typically stable and does not
require frequent checks.

Determination of Intrathoracic Gas Volume

When breathing against the shutter at the mouth, a tho-
racic volume change takes place, causing an alveolar
pressure swing, as long as pressure equilibration be-
tween mouth and alveolar space can be assumed. When
registering mouth pressure against box pressure dur-
ing shutter closure, the (linear) relation between mouth
pressure and box pressure can be established. This ra-
tio of alveolar pressure to thoracic volume also enables
the calculation of lung volume at the time and level of
shutter closure, which is called the (intra-)thoracic gas
volume (ITGV or IGV).

ITGV = kα · pK

pM
(l) ,

where pK is the chamber pressure, pM is the mouth
pressure, and kα is a constant that depends on the cham-
ber volume, the body volume of the subject, and the
barometric pressure.

When, during tidal breathing, the shutter is triggered
at the end of a normal expiration, the ITGV corresponds
to the functional residual capacity (FRC).

Determination of Airway Resistance

The so-called airway resistance loop can be graphed
when the box pressure is registered against flow at the
mouth during tidal breathing (Fig. 8.10). According to
Ohm’s law,

U = R · I or palv = RAW · V̇ (hPa) ,

S
PT

EV

CP

L

pm

pkVL

V

PT pneumotachograph
VL lung volume
EV equilibration vessel
V flow
pm mouth pressure
pk chamber pressure
S shutter
CP chamber calibration pump
L defined leak

Fig. 8.9 The volume-constant plethysmographic principle

from which airway resistance (RAW) can be derived as

RAW = palv

V̇
= kβ · pK

V̇

(
hPa

l/s

)
,

where palv is the alveolar pressure, V̇ is the flow
at the mouth, pK is the chamber pressure, and kβ

is a factor comprising mainly the ratio of mouth
over chamber pressure established during the shutter
manoeuvre.

Technical Characteristics

of Body Plethysmography

In tidal breathing, the chamber pressure changes are
fairly small, only a few hPa (or cmH2O). Disturbances
caused by a patient-related temperature increase within
the chamber (body heat), by breathing-related air tem-
perature and humidity changes, and by pressure changes
related to external pressure variations, to mention just
a few, can be significant and may accumulate to an
error greater than the sensed measuring signal. To at-
tain adequate pressure equilibration between mouth and
alveolar space, panting during the shutter maneuver
should be avoided [8.15].

The construction characteristics of the body plethys-
mograph chamber are essential to ensure good measur-
ing quality. Some of these features are:

• Rigidity of the enclosure• Heat transfer characteristics of the chamber walls• Built-in equilibration vessel• BTPS compensation• Calibration unit
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Fig. 8.10 Screenshot of
a body plethysmographic
test including airway
resistance and shutter
loops (Ganshorn Medizin
Electronic, Niederlauer,
Germany)

• Adjustment of a defined leak• Type and speed of the shutter assembly.

The following remarks, although not exhaustive, should
be made in this context. The enclosure should be con-
structed in a shape and from materials which ensure
solid rigidity and fast heat transfer of the tempera-
ture rise caused by the patient. An equilibration vessel
for common mode rejection of externally transmitted
pressure artifacts should be built into the enclosure
(Fig. 8.9). An automatic box calibration pump for dy-
namic simulation of thoracic volume compression and
an adjustable defined leak (pneumatic low-pass filter for
drift compensation) are indispensable for quality assur-
ance. In a modern box, pressure- and flow-related BTPS
compensation is carried out digitally. The resistance of
a breathing filter must be considered when airway resis-
tance is determined.

If the above-mentioned peculiarities are accounted
for, body plethysmography can be implemented into
clinical routine efficiently, offering fast and stable test
results.

Technical service requirements for a body plethys-
mograph enclosure are relatively few. Except for
mouthpieces and breathing filters, no other disposable

material is needed. Improving hygienic requirements,
modern shutter assemblies can be disassembled easily.
Use of breathing filters is recommended.

A complete body plethysmographic evaluation of
a patient, including repeated determination of resistance
and ITGV, will take about 15 min, and in combination
with spirometry determining lung-volume subdivisions,
less than 30 min.

Clinical Value of Body Plethysmography

As described above, body plethysmography offers de-
termination of airway resistance and intrathoracic gas
volume in a single testing procedure. Fairly indepen-
dent from patient cooperation, the test can be repeated
several times, representing a truly fast and efficient
modality to measure the most important parameters
of pulmonary function. The full spectrum of rele-
vant pulmonary diagnostic information can be assessed
by body plethysmography when combined with slow
and forced spirometry and recording of flow–volume
loops, which can be carried out while the enclosure
door remains open, and with testing of other param-
eters, such as lung compliance or diffusion transfer
factor, in case an additional diffusion assembly is built
in.
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Airway Resistance

According to Ulmer et al. [8.12] and Matthys [8.16],
airway resistance can be determined as Rtot or Reff,
offering a sensitive measure of bronchial obstruction.
With high sensitivity, these parameters do not only
reflect reduction in cross-section but also dynamic
compression of instable airways and reduced lung elas-
ticity (loss of retraction). Shape analysis of resistance
loops enables differentiation of homogeneous obstruc-
tion (e.g., bronchitis) from inhomogeneous obstruction
(e.g., emphysema), therefore documentation of resis-
tance loops is mandated.

Intrathoracic Gas Volume/FRC

Besides FRC, intrathoracic gas volume comprises all
gas compartments compressed during the shutter ma-
neuver, also trapped air in the lungs as well as
abdominal gas. This method is certainly false positive in
highly obstructive patients when pressure equilibration
between mouth and alveolar space cannot be attained.
In contrast, the dilution and foreign gas methods will
be false negative, underestimating lung volume, which
tends to increase in the presence of severe obstruction.
Because of its accuracy and high reproducibility, body
plethysmography is considered a gold standard in lung
volume assessment. Combining ERV and VC obtained
during spirometry with ITGV/FRC, all volume subdivi-
sions including RV and TLC can be determined in one
sequence.

8.2.3 Diffusion Capacity

Gas exchange between alveolar space and capillary
blood, i. e., the transfer of gas over the alveolar–
capillary membrane, is called pulmonary diffusion. The
diffusion capacity of a gas is defined by the amount of
gas per unit of time exchanged over the membrane and
the partial pressure difference between gas and blood
phase. As the oxygen capillary partial pressure is inac-
cessible to noninvasive testing, the diffusion capacity of
oxygen cannot be assessed. Instead, the diffusion capac-
ity for carbon monoxide (CO) is measured. Only low
concentrations of CO in the ppm range are added to the
inspiratory air, as CO has high affinity to hemoglobin
and patient exposure to CO should be minimized.

Single-Breath Method

For decades the single-breath method, originally de-
veloped by Cotes [8.17], has found broad acceptance.
This modality does not assess diffusion capacity itself
but the so-called transfer factor for CO (TLCO). Af-

ter a deep exhalation, the patient inhales a gas mixture
of air, 0.2–0.3% CO, and a low concentration of an
inert gas, usually helium or methane. At full inspira-
tion, the patient holds his breath for ≈ 10 s, allowing the
gas mixture to distribute in the alveolar space. While
the inert gas resides in the lung, CO will pass the
alveolar–capillary membrane into the blood. After the
breath-holding period, the patient exhales, and the first
part of the expired air is discarded, while the center
part is collected (Fig. 8.11). In more modern devices
featuring fast gas analysis, the gas is analyzed contin-
uously, and the gas concentrations of the center part
are averaged. In both cases the center part is considered
representative as an alveolar sample. The inert gas, not
taking part in gas exchange, is diluted in the lung, char-
acterizing the ventilatory distribution. Assuming that
CO is diluted at the same rate as the inert gas, the diffu-
sive part of the CO concentration can be estimated. The
transfer factor is determined by applying an exponential
decay model of alveolar CO concentration during the
breath-holding period. If the initial capillary CO con-
centration is assumed to be zero, the transfer factor can
be derived as

TLCO = b · VA

tv
· ln

(
FACO0

FACO

) (
mmol

min · kPa

)
,

where

FACO0 = FICO · FAX

FIX
.

FI is the inspiratory gas concentration, FA is the alve-
olar concentration of the expiratory gas sample, X is
an index representing the inert gas, FACO0 is the initial
alveolar concentration of CO, VA is the alveolar vol-
ume, tv is the breath-holding time, and b is a constant
for conversion of dimensions. Besides TLCO, the alveo-
lar volume VA can be calculated from the dilution of the
inert gas by using the same data as above, i.e.,

VA = (VIN − VD)

(
FIX

FAX

)
(l) ,

where VIN is the inspired volume prior to breath holding
and VD is the dead space volume consisting of anatom-
ical and apparatus dead space. All volumes are reported
in BTPS. Combining spirometry with VA, RV and TLC
can be derived.

Technical Characteristics

of the Single-Breath Method

The technical complexity of this modality should not be
underestimated, as it requires a flowmeter, analyzers for
CO and the inert gas, and a valve system for switching
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Fig. 8.11 Screenshot of
a single-breath test (Care-
Fusion 234, Höchberg,
Germany)

from air to the gas mixture as well as for sampling of
the alveolar gas.

Quality assurance programs could show that the
quality of results depend – besides technical insuffi-
ciencies – mainly on correct operation and calibration.
Avoiding frequently occurring errors, special care
should be taken regarding:

• Correct and fast-acting valves• Frequent calibration of gas analyzers with certified
test gas• Optimum patient instructions• Performance of test according to recommendations
of the European Respiratory Society [8.18].

Smokers and workers exposed to CO have higher
arterial CO partial pressure, a so-called back pressure,
which should be analyzed and considered in the cal-
culation of alveolar partial pressure. If the hemoglobin
content of the subject deviates from the normal range,
a correction should be made when calculating the
TLCO.

The test should be carried out in a sitting position.
In most cases, cleaning of the valve system is

difficult, sometimes impossible, requiring the use of
a breathing filter in compliance with hygiene standards.
The technical service requirement for diffusion testing
devices must not be underestimated, especially when
complex breathing and analyzer valve systems are em-

ployed. The cost and supply logistics of testing and
calibration gas should also be considered. A complete
single-breath test including calibration will only need
a few minutes.

Clinical Value of the Single-Breath Test

Implemented in routine clinical testing, determination
of TLCO by the single-breath technique is simple and
fast. When the above-mentioned errors are avoided
and patients well instructed, results show acceptable
accuracy and good reproducibility. The TLCO param-
eter does not only react to impairments of diffusion
capacity in the sense of gas exchange over the alveolar–
capillary membrane, but also to structural changes of
lung tissue, independent from their cause, which might
be either an increase or a reduction of alveolar space.
A reduced TLCO cannot only be found in interstitial
lung disease such as pulmonary fibrosis, sarcoidosis,
alveolitis, or lung edema, but also in generalized em-
physema, often characterized by loss of lung surface
and increase of alveolar space. A normal or mod-
erately reduced TLCO can also be seen in airway
obstruction, while an increased TLCO may indicate ob-
structive hyperinflation, as attributed to asthma. Also
intrapulmonary bleeding may lead to elevated TLCO
levels.

TLCO is well suited for follow-up studies and ther-
apy control and may be used as an additional parameter
in the assessment of pulmonary–vascular disorders. Due
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to its complexity, application of TLCO in screening may
be limited to specialized studies, e.g., in workers ex-
posed to dust. In a variation of the single-breath method
using a mixture of CO, inert gas, and oxygen the dif-
fusing capacity of the alveolar–capillary membrane, the
so-called membrane component, and the capillary blood
volume can be assessed, an application that might be
confined to more specialized laboratories.

Additional Methods in Diffusion Assessment

During recent years, in addition to the classical modality
described above, the IntraBreath method was intro-
duced, featuring a single deep inhalation but no
breath-holding before exhalation, certainly advanta-
geous in children and dyspneic patients. Using fast
infrared gas analyzers for continuous reading of low-
dose CO, (inert) methane, and diffusible acetylene
(soluble in blood), the capillary cardiac output can be
determined in combination with the TLCO. The test can
also be carried out under exercise.

Due to its high patient exposure to CO, the previ-
ously used steady-state method has been abandoned. In
addition to the TLCO test mentioned, a variety of other
diffusion modalities exist, in particular those using the
rebreathing technique. Nevertheless, their applicability
in a regular laboratory and their international recogni-
tion might be limited.

8.2.4 Nitrogen-Washout Test
for Determination of FRC

Widely applied for decades in the English-speaking
world, this modality requires a valve and gas deliv-
ery system to allow inspiratory switching from air to
pure oxygen. With each inhaled breath of oxygen, ni-
trogen present in the lung, not participating in the gas
exchange, will be replaced. Continuous gas sampling at
the mouth by either a single N2 or combined O2/CO2
analyzer allows determination of expired nitrogen vol-
ume during the N2-washout procedure. Accumulated
nitrogen volume is calculated breath by breath until the
N2 concentration falls below 1%, marking the end of the
washout sequence. Before the start of the washout, the
N2 concentration (including rare inert gases) is 79.2%,
which allows the functional residual capacity (FRC) to
be derived as

FRC = VN2

0.79
(l) .

For standardization of lung volume determination by N2
washout refer to [8.4].

Technical Characteristics

of the N2-Washout Method

Historically, this method required a fast N2 analyzer
or a mass spectrometer, both expensive and demand-
ing in operation and service. Nowadays, with the advent
of fast-response combi-analyzers, the complementary
gases O2 and CO2 can be determined instead of N2,
involving less complex and expensive technology. How-
ever, this novel approach makes synchronization of
digitized gas samples necessary. As most analyzers
draw a side-stream gas sample from the mouth, caus-
ing a delay between gas sample and flow, the response
characteristic of the analyzer needs adjustment and cor-
rection. In a dedicated calibration routine the operator
should be offered verification of the response compen-
sation. The valve systems employed in N2 washout are
similar to those used in diffusion testing, compromising
hygiene unless a breathing filter is used.

The test duration of FRC determination by N2
washout depends on the lung distribution of the subject,
taking a few minutes in a healthy and more than 20 min
in a severely obstructed individual.

While classical N2-washout devices use side-stream
gas sampling, the novel ultrasound molar mass spirom-
etry offers a less complex clinical approach with
instantaneous gas analysis (Sect. 8.1.2, Fig. 8.5). The ul-
trasound sensor is able to determine both flow and molar
mass, the specific weight of the gas, with a single trans-
ducer in the main stream of the respired gas. As molar
masses of O2 and CO2 are distinctively different, the
N2 concentration of the breathing gas can be assessed
instantaneously and synchronous to flow and volume
changes [8.19].

8.2.5 Ergospirometry

Ergospirometry serves as the most prominent method to
determine ventilation and gas exchange under physical
exercise, in the English-speaking world often referred
to as cardiopulmonary stress testing. A complete instru-
ment (Fig. 8.12) consists of:

• A device producing a defined level of physical stress
(ergometer)• A transducer for measurement of ventilation• Gas analyzers for O2 and CO2• A computer for online processing of measured data,
as well as• A multichannel electrocardiograph (ECG).

For physical exercise, usually a bicycle or treadmill
ergometer (Sect. 8.2.5) will be employed. Specialized
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Fig. 8.12 Ergospirometry system
(Medgraphics, St. Paul, USA)

Fig. 8.13 Portable ergospirometry system (CareFusion
234, Höchberg, Germany)

ergometers such as cranking or rowing ergometers
will be applied in industrial and sports medicine
(Fig. 8.13).

Measurement of Ventilation

In ergospirometry, flowmeters using varying measur-
ing principles can be applied, including pneumota-
chographs, turbines, thermistor mass flowmeters, and
ultrasound flowmeters. Calibration or verification of
flow transducers before each test seems indispensable.
The relative error of flow measurement should not ex-
ceed 3% of reading; the linearity in the measuring

range should be within 2% of reading. For clinical pur-
poses the range should cover at least 100 l/min, and
for sports medical purposes up to 200 l/min. As the
temperature in fully water-saturated expired air drops,
humidity falls out and may cause erroneous reading in
water-sensitive flow sensors. Supporting natural breath-
ing through mouth and nose, a breathing mask should be
used. The weight of the flowmeter should be as low as
possible to allow direct docking of the flow transducer
to the facemask.

Gas Analysis

Historically, mass spectrometry has been referred to as
the gold standard in gas analysis, as all breathing gas
concentrations, namely those of O2, CO2, and N2, can
be measured quickly, synchronously, and with high ac-
curacy. As this technology requires a large investment,
continuous upkeep, voluminous space, and complex
handling, its clinical application has become a rarity.
Today, compact to mini-sized gas analyzers are inte-
grated into one instrument together with other electronic
components. As the response and delay of gas analyzers
vary widely, a compensation algorithm is implemented
in the ergospirometry software to allow for precise syn-
chronization of all signals.

Paramagnetic or fuel cells (zirconium oxide tube)
are the prevalent principles in oxygen analysis, while
CO2 is determined by means of selective infrared an-
alyzers. The absolute error of gas analyzers should
not exceed 0.1% within the measuring range; linearity
should lie within 1% of reading. Before each test, the
calibration of gas analyzers with certified calibrations
gas at two concentration levels representing inhaled and
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expired air is indispensable for assurance of highly pre-
cise results. Modern ergospirometry systems contain
a software-controlled module for automatic calibration
and verification.

Mixing Bag Method

Reference to this method is made for didactic reasons
only, as practically all presently available instruments
work with the breath-by-breath method. The older mix-
ing method separates inspiratory and expiratory air of
the subject by use of a so-called Y-valve. The expiratory
gas is collected in a mixing bag, from which a contin-
uous sample is drawn and analyzed. The flowmeter is
mounted on the expiratory side at the entrance port of
the mixing bag, allowing determination of expiratory
tidal volume and minute ventilation. Oxygen uptake
VO2 can be calculated according to

V̇O2 = c · VE
(
FIO2 · kS − FEO2

)
(1/min) ,

where ks is the co-called shrinking factor given by

kS = (100− FEO2 − FECO2)

(100− FIO2)
,

where VE is the expiratory minute ventilation, and FI the
inspiratory and FE the mean expiratory concentration of
O2 and CO2, respectively. Additionally a factor for the
conversion from BTPS to standard temperature pressure
dry (STPD) conditions has to be considered.

CO2 output can be calculated accordingly. Response
of gas analyzers or delay of the gas sample are of lesser
importance as the gas mixing introduces a fairly high
time constant. For decades, this modality has proven
its clinical reliability. Due to its inability to follow
physiological responses to changing exercise levels in-
stantaneously, the mixing bag system has all but been
replaced by the breath-by-breath method.

Breath-by-Breath Method

In the breath-by-breath (B × B) mode, flow is con-
tinuously measured at the mouthpiece or a breathing
mask. A continuous gas sample is drawn as proximal
as possible through thin moisture-absorbing tubing and
analyzed by fast-response gas analyzers. Flow and gas
concentrations need to be synchronized and precisely
brought into phase. Also, the response of each ana-
lyzer needs software correction. The oxygen uptake is
calculated according to

V̇O2 =
∫

FO2 · V̇ dt (1/min) ,

where VO2 is the oxygen uptake, FO2 is the O2 con-
centration or fraction, and V̇ is the flow at the mouth.
Additionally factors for conversion from BTPS to STPD
must be applied by the software. The CO2 output is
computed accordingly.

As elegant as it seems, the B × B method can bring
about inaccuracies and errors which need to be ad-
dressed by the operator and can only be avoided by
frequent calibration and consequent verification, in-
cluding precise analyzer delay adjustment. Equipment
operators should demand validation and documenta-
tion of implemented algorithms from the manufacturers
or suppliers of ergospirometry systems. Therefore, an
open structured software showing the delay and re-
sponse adjustment of the analyzers in real time, offering
step-by-step procedures for calibration and verification,
facilitates quality assurance.

Clinical Value of Ergospirometry

Modern ergospirometry is based on the work of Holl-
mann and Wasserman [8.20].

For clinical purposes, physical exercise is increased
stepwise, e.g., using a bicycle ergometer, by increments
of 25 W of 2–3 min each. This form of exercise is
well suited for patients, allowing the cardiovascular sys-
tem sufficient time to adapt to the exercise level, while
avoiding muscular fatigue, anaerobic metabolism, and
lactate production.

As a valid measure of global physical performance,
oxygen uptake directly relates to the interrelated organ
system of heart–lung circulation, while the maximum
oxygen uptake or vita maxima offers an objective as-
sessment of the maximal performance capacity of the
test subject. By visualizing the dynamics of ventila-
tion, gas exchange, and heart rate, the latter derived
from ECG, reduced capacity of each involved organ
may be determined and differentiated from a lim-
ited degree of motoric efficiency [8.21]. Secondary
parameters such as respiratory ratio and breathing
equivalent (Table 8.4) as well as exercise-related blood
gases assist in detecting compensation mechanisms
and evaluating deficiencies even at submaximal stress
levels.

The determination of the aerobic–anaerobic meta-
bolic transition, briefly called the anaerobic threshold,
plays an important role is assessing and following the
effects of training in rehabilitation and fitness centers.
After addition of blood gases and blood pressure data,
a conclusive report of ergospirometry test results is best
given in graphical format, e.g., in the nine-field graph
according to Wasserman [8.20].
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Table 8.4 Parameters in ergospirometry

Parameter Abbreviation/definition Unit

Load (bicycle ergometer) P W

Speed (treadmill ergometer) v km/h

Elevation (treadmill ergometer) s %

Tidal volume VT l

Respiratory rate R f /min

Minute ventilation VE l/min

Oxygen uptake VO2 l/min

Carbon dioxide output VCO2 l/min

Heart rate HR min−1

Respiratory ratio RQ = VCO2/VO2 –

Breathing equivalent (for O2) EQO2 = VE/VO2 –

Breathing equivalent (for CO2) EQCO2 = VE/VCO2 –

Oxygen pulse VO2Pulse = VO2/HR ml/(min kg)

Alveolar-arterial difference AaDO2 mmHg

Functional dead space VDf %

For assessments in compensation claims and other
rating cases, in particular in industrial medicine, er-
gospirometry is the tool of choice when an objective
measure of reduced capacity is required. Also in the
assessment of athletes, an ergospirometry system repre-
sents a valuable instrument which can be found in most
sports medicine centers today.

A minimum of 30 min should be considered for
performing a complete stress test, including patient
preparation, calibration, and evaluation of data.

8.2.6 Noninvasive Determination
of Cardiac Output

While ergospirometry allows only indirect assessment
of cardiac function, oxygen uptake can be instrumental
in determining cardiac output through the Fick equation

V̇O2 = Qt ·avDO2 (1/min) .

The arterio-venous O2 content difference, which is an
effort-dependent variable, requires invasive assessment
by catheterization.

One of the internationally recognized noninvasive
standards to determine cardiac output is the so-called
CO2-rebreathing method, an application of the Fick
equation above to carbon dioxide rather than to oxygen

Qt = V̇CO2

avDCO2
= V̇CO2

(CvCO2 −Ca CO2)
(l/min) ,

where avDCO2 is the arterio-venous content differ-
ence, and CvCO2 and CaCO2 are the mixed-venous

and arterial content of CO2 in blood. Figure 8.14 de-
picts schematically the interaction of heart, lungs, and
circulation.

Estimation of the terms in the latter equation requires
a CO2-rebreathing module as an expansion to a regular
ergospirometry system. During rest or physical exercise
the subject breathes through a valve box to which a bag
is attached. The bag is filled with a mixture of CO2 and
oxygen gas, where the CO2 partial pressure in the bag
approximates the mixed-venous partial pressure of the
subject at the current exercise level. Initially, the valve
box allows the subject to breathe ambient air, just like
during a regular exercise test, while CO2 output is meas-
ured. Still under air breathing, a micro blood sample is

pvCO2

Qt

paCO2

MV

RV LH

VCO2

VCO2=Qt(CvCO2–CaCO2)

Fig. 8.14 The Fick principle. The diagram schematically
depicts the interaction of heart, lungs, and circulation
(RH right ventricle, LH left ventricle, MV minute ventila-
tion, VCO2 CO2 output, Qt cardiac output, pvCO2 mixed
venous partial pressure of CO2, paCO2 arterial partial pres-
sure of CO2). For explanation refer to text
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drawn from the subject’s ear lobe and analyzed, yielding
the arterial partial pressure paCO2. From a digital disso-
ciation curve, the arterial CO2 content CaCO2 is derived.
If micro blood gas analysis is not available, paCO2 can
be estimated from the reading of the end-expiratory CO2
partial pressure petCO2, an acceptable approximation in
healthy subjects. After switching the subject’s breathing
to the bag at the end of an expiration, the CO2/O2 gas
mixture is inhaled. While rebreathing to and from the
bag continues for several breaths, CO2 partial pressure
will equilibrate between the lung and the bag as long as
a constant pvCO2 is delivered from the right heart and
no recirculation occurs. Only a few rebreathing breath
cycles are needed to reach a CO2 equilibrium, which is
monitored, and the mixed-venous partial pressure deter-
mined. Applying a digital dissociation curve, the CvCO2
content is derived, the last component in the noninvasive
determination of cardiac output.

The CO2-rebreathing method is a very elegant pro-
cedure, bearing no risk for the subject while requiring
little cooperation. Its accuracy compares well with that
of invasive methods [8.22]. In contrast to most of the
catheter procedures, the rebreathing method will only
determine pulmonary cardiac output without right-to-
left shunt. While the expansion module for an existing
instrument may not be very complex, the software up-
grade will determine the cost.

8.2.7 Metabolic Activity Monitoring

Although portable ergospirometry systems have seen
a lot of progress in size and versatility (Fig. 8.13), their
application in normal everyday life and at the work-
place is still very limited. The biggest obstacle seems

Galvanic skin response
a) b)

Skin temperature

Heat flux

3-axis accelerometer

Fig. 8.15a,b Metabolic
armband monitor for
determination of physi-
cal activity (Bodymedia,
Pittsburgh, USA)

the restriction in testing time, as a subject cannot wear
a face mask or use a mouthpiece for much more than
several hours. During the last decade, improved diag-
nostic solutions were researched, offering assessment
of physical activity over a longer period of time, up
to several days, without restricting the subject in con-
ducting a normal life. In addition the devices should
be small, lightweight, and inexpensive. Even if the
precision of ergospirometry is not reached with such
a device, physical activity or energy expenditure in total
calories spent, equivalent to oxygen uptake, should be-
come available. Several categories of instruments based
on the evaluation of heart rate (training watch), steps
(pedometer), or acceleration in three axes (accelerome-
ter) have come onto the market. Depending mostly on
activity itself, these principles show good correlations
with energy expenditure at moderate to high activity
levels, but poor agreement in sedentary conditions in
which most of our everyday life takes place. A novel
multisensory device worn on the upper arm (Fig. 8.15)
captures several physiological parameters, such as ac-
celeration, and skin and ambient temperature, but also
heat flux from the body and skin impedance. Employing
artificial intelligence for the evaluation of raw data, en-
ergy expenditure under exercise as well as at low-level
activity, rest or sleep can be assessed with reason-
able to good accuracy. Data are recorded continuously
for up to 3 weeks, offering a complete image of the
subject’s lifestyle, documenting the activity–inactivity
profile minute by minute. Particularly appreciated in
medical research and drug studies, the device cannot
be manipulated as it turns recording on when worn and
turns off when not in skin contact. Due to its small size
and low weight, the wearer will forget about the moni-
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tor on his arm and just pursue his daily routine. A broad
literature base supports its application in different areas
of pulmonary medicine, particularly severe chronic ob-
structive pulmonary disease (COPD) [8.23] and cystic
fibrosis [8.24] where activity is an important outcome
parameter.

8.2.8 Planning and Laboratory Space
Considerations

The laboratory room in which a body plethysmograph
will be installed does not need to be particularly spa-
cious but should be in a quiet location, separated from

any through traffic. Big windows adjacent to the body
box may lead to pressure artifacts caused by wind gusts
or sun exposure. The diffusion test can be performed in
the same room as the body plethysmograph or with an
add-on unit within the chamber while the box door is
open. N2-washout devices or spirometers can be placed
in a laboratory room or on a trolley for mobile use.

In contrast, ergospirometry requires a spacious
room with good ventilation, in particular when a tread-
mill or ergometer, blood gas analyzer or other labo-
ratory equipment should be placed in the same room.
A changing room and a shower should be available for
the test subjects.
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Devices and9. Devices and Methods in Clinical Neurophysiology

Klaus-Peter Hoffmann, Ursula Krechel

Methods in clinical neurophysiology, such

as electroencephalography (EEG), electromyo-

graphy/electroneurography (EMG/ENG) and the

recording of evoked potentials (EP) enables the

physician to evaluate the function of the cen-

tral and peripheral nervous system as well as

the muscular system. Thus bioelectrical potentials

are recorded via measuring techniques, am-

plified, stored, analyzed, and evaluated. The

measuring devices used for functional diagnos-

tics are called the electroencephalograph and

the electromyograph. Their respective construc-

tion and their function as well as their most

widespread clinical applications are described in

this chapter.
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9.1 Basics

Excitable cells react to a stimulus with changing
membrane characteristics. If a sensitive living cell is
stimulated, the ion conductivity on its membrane is
changed. The consisting resting membrane potential
(50–100 mV) can grow to an action potential that is
conducted via the nerve cell and leads to a muscle con-
traction. The motor neuron with all its related muscle
fibers form a motor unit. The number of muscle fibers
supplied by a motor unit differs to a great extent and
contains 5 fibers in an eye muscle up to 1000 in the
temporal muscle.

9.1.1 Neurophysiological Basics

The Nervous System

The central nervous system (Fig. 9.1) consists of the
brain and the spinal canal. This is the central part
of the total nervous system and displays a complex
information processing system. The information per-
ceived by the sense organs (9 bit/s) are decreased during

the signal processing to the central nervous system by
inhibitory and excitatory circuits on the synapses to
101 –102 bit/s. After the processing and analysis they
are transformed into reactions such as motion, behav-
ior, or organic activity. The function of the brain is not
only reduced to voluntary movement, but includes emo-
tions and abilities of the mind such as remembrance and
learning.

Different levels of the central nervous system par-
ticipate in the control of the vegetative nervous system.

• The limbic system for the control of the emotional
drives.• The hypothalamus for the homeostatic regulation.• The medulla oblongata for the control of the sym-
pathetic tone.• The spinal cord for the spinal reflex circuit.

The peripheral nervous system (Fig. 9.1) consists of
all nerves and ganglia outside of the central nervous
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Nervous system

Central nervous system Peripheral nervous system

Brain Spinal 
channel

Electro-
encephalograph Electromyograph

Neuron-sensory

Neuron-somatic motor

Neuron-autonom motor
(vegetative nervous 

system)

Receptor

Skeletal
muscle

Myocardial
muscle

Smooth
muscle

Glands

Fig. 9.1 Scheme of the central and
peripheral nervous system and the
application area of EEG and EMG

system. The efferent (motor) pathways innervate the
skeleton muscles. The afferent (sensory) pathways con-
duct the stimulation from the corporal periphery to the
skin receptors and the inner organs to the central ner-
vous system.

The vegetative nervous system or the autonomous
nervous system (Fig. 9.2) is a part of the peripheral ner-
vous system. It controls the function of the organs and
adapts them to their respective needs and supervises
the inner milieu of the corpus. These activities function
mostly unconsciously and cannot be influenced by vol-

Clinical neurophysiology

Central nervous system Peripheral nervous system
and musculature

Electroencephalography (EEG)

Electrocorticography (ECoG)

Magneto-encephalography (MEG)

• Routine EEG
• Spontaneous EEG
• Methods of provocation

• Long-term EEG
• Sleep EEG
• Video EEG

• Pharmaco EEG
• Portable EEG

• Somatosensory (SEP)
• Acoustic (AEG)
• Visual (VEP)
• Motor (MEP)

• Heart frequency variation
• Sympathetic skin response

• Spontaneous
• Voluntary innervations

• Orthodromic NCV
• Antidromic NCV
• Neuromuskular transition

• Ideoreflex
• Extrinsic reflex

Evoked Potentials (EP)

Vegetative parameters

Event related potentials

Nystagmography

Electromyography (EMG)

Electroneurography (ENG)

Reflex Examinations
Fig. 9.2 Methods in clini-
cal neurophysiology for the
diagnostics of functional dis-
turbances of the central and
peripheral nervous system as
well as the muscular system

untary control. Examples for controlled vital functions
are heart beat, respiration, blood pressure, digestion,
and metabolism.

The vegetative nervous system can be subdivided
into three groups.

• Sympathetic: increasing performance (ergotropic)• Parasympathetic: predominantly sustaining perfor-
mance (trophotropic)• Enteral: nervous system of the gastrointestinal tract,
mostly independent from the central nervous system.
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The Muscular System

Skeletal muscles (Fig. 9.1) are able to transform chem-
ical energy ATP directly into mechanical energy and
heat. They are innervated voluntarily via motor neurons.
A contraction is exclusively triggered via action poten-
tials at the motor endplate. A significant attribute of the
skeletal muscle cells are striated myofibrils with a reg-
ular succession of dark anisotropic (A-stripes) and light
isotropic (I-stripes) bands.

Muscle types that are not striated are called smooth
muscles (Fig. 9.2). They consist of long spindle-like
cells and are loosely arranged and therefore moveable.
Smooth muscles coat the inner organs such as the stom-
ach or intestines as well as the walls of blood vessels.
Smooth muscles have their own system of innervations
and are involuntarily innervated by the vegetative ner-
vous system. They carry out relatively slow movements,
but have very little fatigue and are able to develop great
force over quite a long time.

The heart muscle has striated and smooth muscula-
ture with its own system of innervation and is controlled
involuntarily by vegetative nerves.

The Formation of Resting and Action Potentials

Different distribution of ions on the inside and outside
of living cells creates a membrane potential on the cell
membrane. This is continuously fed by active transport
mechanisms (ion pump). The concentration of K+ ions
inside the cell is 30 times larger than outside, e.g. the
inner cell in an unexcited state has a negative charge
in relation to the outer fluid. The amount of this charge
distortion depends on the membrane capacity.

The action potential is a voltage change on the mem-
brane of living cells created by a cell stimulation above
threshold. It performs a change in ion conductivity on
the stimulated membrane and consists of three phases:
brief depolarization, slow repolarization, and successive
hyperpolarization. The duration of the action potential
depends on temperature and the respective cell type.
Motor nerves transmit the action potential along the
axon, thus causing the muscle to contract.

Transmission of the Action Potential

Nerve impulse transmission differs fundamentally ac-
cording to the kind of nerve fiber. Myelinated nerve
fibers perform a saltatory conduction and in un-
myelinated fibers they transmit impulses smoothly or
continuously.

Myelinated fibers consist of axons coated by
myelin, which produces an isolating effect. This myelin
sheath is interrupted by nodes of Ranvier. Accordingly

nerve impulse transmission jumps from node to node
over a distance of 1–2 mm, thus reaching velocities up
to 120 m/s.

Neuromuscular Transition

The stimulus from one nerve cell to the next or from
the nerve to the muscle is transmitted via synapses.
Synapses are distinguished by electrical or chemical
conduction as well as by their excitatory or inhibitory
effect. The chemical conduction is carried out by
transmitters. Excitatory synapses, for example, release
acetylcholine, adrenaline, nor-adrenaline, and sero-
tonin, thus creating an excitatory postsynaptic potential
(EPSP). Inhibitory synapses release inhibitory transmit-
ters like, GABA thus creating an inhibitory postsynaptic
potential (IPSP). A possible transmission of nerve im-
pulses results from a summation over time and area
of the excitatory and inhibitory effects of the different
singular synapses.

A neuron transmits a nerve impulse to a muscle via
the motor endplate. Arriving action potentials release
acetylcholine, thus producing a depolarization of the
endplate. Above a certain critical threshold the muscle
membrane is innervated and the muscle fiber contracts.
Acetylcholine is split by cholinesterase, thus producing
a repolarization of the endplate, after which the initial
state is reached again and is ready for a new innervation.

9.1.2 Technical Basics

The methods in clinical neurophysiology match with
the spectrum of diagnostic procedures (Fig. 9.2). They
complement the diagnostic findings on the basis of
the anamnesis and the clinical examination, such
as other diagnostic methods like laboratory diagnos-
tics, imaging and functional diagnostics. The total
view over all the necessary evaluations and find-
ings brings the physician to the final diagnosis and
thus to the therapy. Therapy control and prognostic
statements reach objectivity by additional monitor-
ing.

In clinical neurophysiology signals of electrical po-
tential differences are evaluated. They are recorded
with needle and surface electrodes. These signals
are detected via measuring techniques, which are
preprocessed and amplified. The respective amplifier
sensitivity and bandwidth depends on the specific
recording signal. These biological signals may perform
amplitudes from a few microvolt up to millivolts and
frequencies from direct voltage up to 30 kHz. Differen-
tial amplifiers process and record the data using various

Part
B

9
.1



122 Part B Functional Diagnostics Devices
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Fig. 9.3 Measuring tech-
nique for the recording of
bioelectrical potentials in
clinical neurophysiology in
the process of diagnostic
findings

different settings of sensitivities and frequency bands.
The signals are evaluated visually as well as computer
aided, also providing data storage facilities. The eval-
uation of the specific signals is supported via software
adapted to the various diagnostic problems. The final
diagnostic result always lies in the hands of the physi-
cian. Patient data, raw signals, analysis results, and
findings are stored and printed out. In various diagnos-
tic methods certain stimuli are applied to the patient,
such as photostimulation, in the recording of evoked po-
tentials, and in the evaluation of the nerve conduction
velocity. In this case, the onset of the stimulus triggers
the recording of the evoked action potentials. Different
stimulators are applied for various investigations such
as electrical, acoustic, optic, and magnetic stimulators
(Fig. 9.3).

The purpose of signal recording, filtering, amplifi-
cation, and evaluation is to record and store the data
faultlessly. Reproducibility of the results is ensured by
double recording e.g. in evoked potentials. The signal
recording is reactionless, which means that the mea-
surement itself does not influence the measuring values
or the signal.

Electrodes

Electrodes are the interface between the biological tis-
sue and the technical device. They make direct contact
with the skin of the body via electrolytic layers (sur-
face electrodes) or needle electrodes, which are inserted
under the skin (subcutaneous) or into the muscle (in-
tramuscular) like a cannula. Various kinds of electrode

forms and materials are available depending on the
application.

From the electrical point of view electrodes may
be displayed as an electromotive force and a network
of capacitors and resistors. Their components depend
on the electrode material, the electrolytes, the geom-
etry, the current density, and the signal frequency. In
a simplified manner the equivalent circuit diagram in
Fig. 9.4 can be applied. In this case, Ep means the po-
larization voltage, Ctr the capacitor part of the transition
resistance (Helmholtz capacitor), Rtr the Ohm resistor
part of the transition resistance (Faraday resistance),
and Re the electrode resistance. The Helmholtz capaci-
tor is directly proportional and the Faraday resistance is
indirectly proportional to the recording area.

If a metal electrode is put into an electrolytic so-
lution, positively charged metal ions are released into
the solution caused by the solution pressure. The os-
motic pressure and the field force of the electrical field
react against it. This leads to an electrical charging of

Rtr

Re

Ctr

Ep

Fig. 9.4 Equivalent circuit diagram of a recording elec-
trode
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Fig. 9.5 Characteristics of 128 Ag/AgCl electrodes over a time period of 10 days. Display of mean values of the absolute value
of the impedance of all electrodes as function of the signal frequency

the electrode and to a layer of opposite charge within
the molecular distance of the phase limit. This so called
Helmholtz double layer acts like a capacitor within
a molecular plate distance, where the plate voltage is
seen as an electromotive force and is called Galvani’s
voltage.

Pure metal electrodes are therefore called polariz-
ing electrodes. If these metal electrodes are coated with
an antisoluble salt (e.g. Ag with AgCl), where the same
anion must be found in the electrolyte (e.g. in NaCl),
then nonpolarized electrodes with much less and more
stable Galvani’s voltage are achieved. Figure 9.5 dis-
plays the characteristics of sintered Ag/AgCl electrodes
over a time period of 10 d. An excellent long-term sta-
bility and a broad bandwidth down to the low frequency
range of these materials are clearly shown. Therefore,
Ag/AgCl electrodes are applicable for almost all sig-
nals in clinical neurophysiology.

Bipolar Recording

The bipolar recording method is very often applied in
clinical neurophysiology for the measuring of bioelec-
trical potential differences. Two similar electrodes are
placed on bioelectrical active areas. Each electrode is
connected to one input of the amplifier. A differen-
tial amplifier, which amplifies the respective difference
between the two electrode potentials, is used. If sev-

eral electrodes are applied, such as e.g. in the EEG,
rows of electrodes are formed. In this case, the out-
put voltages equal the respective difference between
the previous and the following electrode. If one as-
sumes a potential distribution where the rising and
falling trend is recorded via five electrodes, this re-
sults in a measuring set-up as shown in Fig. 9.6 with
the center electrode being placed on the point of highest
potential.

It is clearly displayed that the output voltages U1
and U2 point downwards and the voltages U3 and U4
point upwards. At the maximum of the potential dis-
tribution a phase shift takes place. Such maximum
potentials are found e.g. on the fringe of a tumor, thus
enabling a localization of the focus. In bipolar record-
ings the potential gradient is correctly measured.

Unipolar Recording

In unipolar recordings (Fig. 9.7) all channels are related
to one common reference electrode. This reference elec-
trode is preferably placed on a mostly inactive area, so
that as few potentials as possible are recorded. There-
fore, it is called neutral or indifferent. This point is more
hypothetical because the influence of cerebral poten-
tials cannot be excluded. The electrode that is placed
on a bioelectrically active area is called the active, ex-
ploring or different electrode.
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a)

b)
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Fig. 9.6a,b Bipolar recording.
(a) Schematic display of the elec-
trode circuit, (b) Recording example.
The phase shift between C3–P3 and

P3–O1 is clearly demonstrated in the
marked signal interval

Figure 9.7 shows a unipolar recording for the afore-
mentioned potential distribution. The potential er was
taken for the reference electrode. It is clearly displayed
in the graph that no phase shift takes place in unipolar
recordings. A possible focus is localized by the size of
the correctly recorded potential difference.

Recording Against an Average Reference

In a recording against an average reference (Fig. 9.8)
the reference point is the averaged value of all elec-
trode potentials. This can be realized by software or
by connecting all electrodes via resistors of the same
value with a reference point. This potential relates
exactly to the average value of all electrode poten-
tials, because the sum of all currents at this point
equals zero. In this recording a phase shift also takes
place. The output voltage equals the difference between
the respective electrode potential and the reference
potential.

Source Recording

In source recordings the electrodes are also placed on
electrically active areas. The recording is carried out
against a reference that takes the immediate surrounding
electrodes into consideration. In contrast to the record-
ing against an average reference its potential does not
influence the reference potential.

In source recordings (Fig. 9.9) the difference be-
tween the potential of the electrode of interest is formed
with the weighted average value from the potentials of
the surrounding electrodes. The weight factor w is cal-
culated from the reciprocal value of the distance. In
a square shaped electrode setting this factor is w = 1
for the single, w = 0.5 for the double and w = 0.707 for
the diagonal. To obtain the weighted average value, the
sum of the weighted electrode potentials are divided by
the sum of the weight itself.

Source recordings are applied because they produce
a better display of local events by eliminating signals
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Fig. 9.7a,b Unipolar recording.
(a) Schematic display of the elec-
trode circuit. (b) Recording example.
The same signal interval as in Fig. 9.6
is marked here as well. The spike
shaped activity is imposed by a high
amplitude in channel P3–A1

from remote areas in the actual local potential such as
e.g. the influence of the EOG when opening the eyes.
However, in source recordings the actual local potential
itself is not recorded in a more precise manner.

Electrode Placement

For reproducible recordings and for the comparability
of results in trend studies it is necessary to always place
the respective electrodes in the same positions. The ap-
plied system cannot be too rigid, but must adapt to
different head sizes (neonatal EEG, EEG in children
and adults). Therefore, these points on the scalp must
be easy to find and reliably defined. These points are
the nasion (the deepest point between nose and fore-
head, right in between the eyes), the inion (the lower
bone hunch at the middle back of the head in between
the onset of the neck muscles), and both preauricular
points (cavity in front of the outer auditory canal di-
rectly below the zygomatic bone and above the lower
jaw joint).

The connecting lines between nasion and inion as
well between the preauricular points cross at the vertex
(Cz). These connecting lines are divided into 10% and
20% sections. The electrodes are placed at the cross-
ing points of these longitudinal and lateral rows. The
designations of these positions are named according to
the regions of the cerebral cortex: Fp = frontopolar, F
= frontal, C = central, P = parietal, O = occipital, T
= temporal, A = auricular, and also cb = cerebellar as
well as pg = pharyngeal. The electrode numbers are re-
lated to hemisphere (odd numbers are on the left, even
numbers on the right side) and the distance to the cen-
ter line, and also z = zero. The distance between the
electrodes within the various rows is equal.

The line partition in 10, 20, 20, 20, 20, and 10%
sections result for the lateral longitudinal row in the
electrode positions Fpz, Fz, Cz, Pz, and Oz, as well as
for the center lateral row T3, C3, Cz, C4, and T4. No
electrodes are placed on the positions Fpz and Oz no
electrodes. If in the same way the lines between Fpz,
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Fig. 9.8a,b Recording against an av-
erage reference. (a) Schematic display
of the electrode circuit. (b) Record-
ing example. The spike activity is
shown with a very high amplitude of
ca. 300 μV on channel P3–AVR

Oz, which are led via T3 and T4, are divided, on the
left hemisphere this results in the positions Fp1, F7, T3,
T5, and O1 as well as Fp2, F8, T4, T6, and O2 on the
right hemisphere. Over the electrodes Fp1, C3, and O1
as well as Fp2, C4, and O2 two parasagittal longitudi-
nal rows can be drawn, which cross the frontal (F7, Fz,
and F8) and the lateral row in the back (T5, Pz, and T6).
These crossing points form the electrode positions F3,
F4, P3, and P4. In between these standard positions fur-
ther electrode positions may be added e.g. F1, F2, F5,
and F7 for the frontal lateral row. The ground electrodes
are fixed on the earlobes, relating to the positions A1
and A2.

Amplifiers

In clinical neurophysiology differential amplifiers are
used for the amplification of the recorded biosignals.
These amplifiers, whose principles were developed in
1931/32 by Tönnies at the Kaiser-Wilhelm-Institute
in Berlin, amplify the difference of two input sig-

nals. Practically, the amplification of common mode
signals (e.g. equal phase disturbing signals, which de-
rive from leading cables) differ from push–pull signals
(e.g. a potential difference deriving from a bioelectri-
cal generator). The relation of these two amplifications
is called the common mode rejection ratio (CMRR).
This CMRR should stay in the range of 80–120 dB,
which means that the amplification of push–pull signals
is 10 000–1 000 000 times larger than the amplification
of common mode signals.

Differential amplifiers have an inverted and a non-
inverted input. According to the agreement of Lyon in
1980, electrical connections are such that a negativity
a different electrode is displayed with a positive po-
larity on the recording device. Another feature of the
amplifier is the amplification factor, which is defined as
the quotient between the output and the input voltage.
The input impedance of the amplifier should be high
(50–200 MΩ). This is necessary because the potential
source should by no means be loaded by current, so the
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Fig. 9.9a,b Source recording.
(a) Schematic display of the elec-
trode circuit. (b) Recording example.
P3–QUE shows a high amplitude here
as well

measurement is carried out as reactionless. In addition,
the influence of the electrode transition impedance can
be minimized.

The frequency response is a measure for the dy-
namic transition process of electronic devices and
displays the dependence of the amplification on the
frequency of the signal. It can be calculated from the
quotient of the complex amplitude of the output and in-
put signal for a stationary sine wave. A high pass filter
enables signals above a certain threshold frequency to
pass without significant loss. The high pass filter is thus
used to reduce low frequency disturbing signals, such as
zero line drifting. Sometimes, a time constant value is
given instead of the threshold frequency, deriving from
an exponentially falling response of the high pass filter
to a step function. In this case, the time constant is the
time interval in which the amplitude drops to 37% of its
initial value. In contrary, the low pass filter enables sig-
nals below a certain threshold frequency to pass without

major loss. The low pass filter is used to reduce high
frequency disturbances such as noise.

However, the phase response is based on a phase
difference that usually occurs between the input and
output voltage of a recording system. Another feature
of the amplifier is the noise, whose name is taken from
the acoustic sound image. It is actually a small disturb-
ing signal over a wide frequency band, which can be
recorded at the output when the input is short circuited.
The cause of this may be found in the thermal electrode
movement in resistive components.

Recording/Storing

Apart from the raw signals other values such as the pa-
tient’s name, the date, the recording program, and the
respective result texts are stored in a data bank. At a sin-
gle glance all recorded examinations together with their
measuring results are available and in trend studies all
this data may be immediately recalled.
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Network Systems

In clinical neurophysiology departments several work-
stations are installed for signal evaluation. In most
cases, the specific recording devices are equipped for
specific applications such as EEG, EMG/ENG, and
evoked potentials, with the respective hardware like
stimulators, examination couch, electrodes etc. There is
also a difference in the workstations with respect to how
the EMG examination is carried out by a specialized
physician or the EEG is carried out by a medical-
technical assistant in functional diagnostics. A network
solution between the recording stations and establish-
ing evaluation stations is recommended. In this case, all
the data are available on each PC and for the final re-
sults the physician may recall all the information in his
room.

Computer systems for neurological practice consist
mostly of a recording and an evaluating station. They
usually operate with a simple network function called
peer-to-peer, where the data transfer only has to be
managed between two workstations. In larger systems
from four recording stations upwards and installation
of a local area network (LAN) with its own server is
recommended.

Signal Processing

Signal processing plays a great role in clinical neu-
rophysiology. After preprocessing and analog/digital
conversion the data are available for further evalua-
tion. Most devices operate on a software that displays,
measures, detects simple artifacts, and carries out
a first analysis. The spectrum of possible analysis

programs varies greatly. Fast Fourier transformation
(FFT) for frequency analysis, averaging to enhance
the signal–noise ratio in evoked potentials, the appli-
cation of neuronal networking for pattern recognition,
the application of special filters, the analysis of sleep
stages, and the localization of sources of bioelectri-
cal activity are some examples. In most cases, the
machines offer direct access to the raw data, so
that through using MATLAB or LabView the user’s
own application software can be installed and run as
well.

Artifacts

Artifacts are disturbing potentials, which superimpose
the measuring signal and falsify it. Their causes may be
found in technical or biological processes.

Biological artifacts are generated by the patient him-
self. They are physiological signals that superimpose
the desired potential, e.g. the EEG in evoked poten-
tials or the ECG and EOG in the EEG. Muscle tension,
movement, or sweating of the patient cause additional
potentials.

Technical artifacts are generated by the machine it-
self or coupled in from outside. The artifacts of the
measuring device are the amplifier noise, 50/60 Hz
noise caused by lacking or insufficient grounding, and
the application of unsuitable electrodes. Artifacts are
coupled in galvanically, capacitive or inductive.

A possible artifact rejection may consist of
a 50/60 Hz band filter. Averaging selects the signal re-
sponses correlated to the stimulus out of the background
activity. Special algorithms and the application of neu-
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ronal networks may be used for detecting biological ar-
tifacts. Adaptive filters may serve for artifact rejection
as well.

Safety Aspects

For devices used in clinical neurophysiology the gen-
eral basic requirements for the application of medical
technical products are validated, which means that
the respective machine, the installation, and the op-
eration must be safe. The compliance of technical
parameters such as the patient’s leakage current or the
machine’s leakage current must be checked in defined
intervals.

All the above mentioned examination methods
should be carried out in a separate room. Such rooms

should not be located near great current consumers
such as elevators, radio stations, magnetic resonance
tomographs (MRT), or computer tomographs (CT), if
possible. Elevators should be at a distance of 10–15 m
away. In clinics MRT and CT are usually installed
at some distance from other functional units. Gen-
erally speaking for neurophysiological examinations
nowadays no special room shielding in the sense of
a Faraday cage is necessary, because modern amplifiers
have a high common mode rejection ratio. However, one
should always consider electrostatic charge from shoes
and synthetic fibers, which can easily be discharged
through grounding. The recording seat or the examina-
tion couch as well as the patient must be connected to
ground potential.

9.2 Electroencephalograph

Electroencephalography (EEG) records electrical po-
tential differences whose source lays in cerebral pro-
cesses with the help of electrodes that are normally
placed on the intact scalp. EEG-machines find their ap-
plication in neurophysiological functional diagnostics
in neurological private practices, in neurology depart-
ments in hospitals, in neurology clinics, as well as in
epilepsy centers, neurological rehabilitation clinics, and
psychiatric clinics. Furthermore, they are used in the
diagnostics of neurological-psychiatric sleep disorders,
in drug studies, and in clinical research. They are also
applied in neurosurgery and in the monitoring of in-
tensive care units. The diagnostic value of the EEG
is found especially in the area of epilepsy (classifica-
tion, therapy control), the diagnostics of diffuse cerebral
functional disorders (inflammatory diseases, cerebral
haemorrhage, metabolism, drugs), functional distur-
bances because of space occupying lesions (increase
of brain pressure, haemorrhage, tumors, craniocerebral
injury), sleep diagnostics, brain death detection, vigi-
lance disturbances, and the determination of the depth
of narcosis. An EEG was recorded for the first time on
a human in 1924 by Hans Berger in Jena.

9.2.1 Signals

The EEG is generated through surface near nerve cells
of the cerebral cortex (Fig. 9.11). The cerebral cortex
is about 3 mm thick and consists of six layers, among
them are stellatum cells, stellate and pyramidal cells.
The apicale dendrites of the latter cells are found in five

of the six layers. An excitatory postsynaptic potential
(EPSP) on the cell soma creates a dipole because of the
depolarization with a positive pole near the surface. In-
hibitory postsynaptic potentials (IPSP) on the cell soma
create on opposite polarization due to hyperpolariza-
tion as well as the EPSP on the apicale dendrites. EPSP
and IPSP could superimpose by successive potentials in
time as well as potentials distributed in space, which
occur synchronously in neighboring synapses. During
a recording from an intact skin surface the potentials are
deformed when traveling in between the cerebral cortex
and the various layers of the skin with their different
tissues. Resistors and capacitors of these layers act like
a low pass filter, wherein frequency components below
1 kHz are mostly eliminated.

The EEG potentials form complex waves, which in
their shape and size depend on neuronal factors in the
cerebral cortex as well as on the gender, respiration,
metabolism, homeostasis, oxygen and carbon dioxide
concentration of the blood, blood sugar, drugs, and tox-
icants. They also depend on physiological factors: sleep
or wake state, open or closed eyes in the wake state, on
the general vigilance, and on age. The amplitudes of the
EEG increase from a newly born to an infant and de-
crease from an adult to a person of old age, whereas the
frequency of the waves increase from the infant up to
old age.

Depending on the frequency alpha-waves (8–13 Hz),
beta-waves (above 13 Hz), theta-waves (4–7 Hz), and
delta-waves (below 4 Hz) are distinguished. The EEG
is described by frequency, amplitude, occurrence, mod-
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Fig. 9.11 Generation of an
EEG

ulation, symmetry, and sensitivity. Special waveforms
are spikes, sharp waves, spike and wave complexes
(SW-complexes), and further waveforms such as μ-
waves, vertex-waves or K-complexes (Table 9.1). The
evaluation of the EEG is carried out under clinical
aspects. Here, in his findings the physician evaluates
the regularity, dominant frequency, predominant high
or low amplitudes, physiological local distribution, and
sensitivity, as distinguished from the basic activity con-
tinuous, discontinuous, generalized or localized EEG
activity.

Figure 9.12 shows a normal EEG of a 21 year old
with a blockage of alpha-waves after eye opening. In
comparison, Fig. 9.13 displays an EEG with an epileptic
pattern of a 31 year old male patient. The EEG-activities
differ in relation to their amplitude and frequency.

9.2.2 Device Technology

In the last 15 years a considerable transition has
taken place in EEG devices from paper based thermal
recorders to computer EEG. This relates, on the one

Table 9.1 Classification and characteristics of EEG waves and singular waves

Wave nomination Wave frequency Amplitude Wave type Occuring during

Alpha-waves 8–13 Hz 30–50 μV Fast, physiological Wake, eyes closed

Beta-waves > 13 Hz ≈ 20 μV Fast, physiological Wake, eyes open,
counting

Theta-waves 4–7 Hz Up to 500 μV Slow, physiological Light sleep

Delta-waves 0.5–3.5 Hz Many 100 μV
Up to 1–5 mV

Slow, physiological Deep sleep

Sharp waves ≥ 80 ms Variable Steep abnormal wave Normal and abnormal

Spikes ≤ 80 ms Variable Steep abnormal Mostly abnormal

Spike series 5–10 times
with ≤ 80 ms

≥ 50 μV,
often very large

Steep abnormal For example in epilep-
tic seizures

Spike-wave-complex 3/s 10–100 μV Many different kinds Always abnormal

hand, to the hardware, consisting of a PC, A/D con-
verter, and amplifier head box, and on the other, to
computerized analysis and findings based on modern
software as well as digital media for signal storage and
archiving. Therefore, the general appearance of an EEG
device has changed drastically (Fig. 9.14).

A standard component of an EEG device is a pho-
tostimulator. It generates short bright flashes of light
with a defined luminosity and frequency. In the case of
double flashes the time between the two flashes is also
adjustable. The main component of a photostimulator is
a stroboscope or a LED array.

Electrodes

For the recording of the EEG sintered Ag/AgCl surface
electrodes are applied (Fig. 9.5). They provide an op-
timal recording even in the low frequency range. The
contact between the electrode and the scalp is produced
via an electrolyte or with sodium solution soaked felt
tips. The scalp is preprocessed in order to reduce the
electrode transition resistance, which should be below
10 kΩ.
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Fig. 9.12 Normal 16-channel EEG of
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Fig. 9.14 EEG recording in a laboratory

Amplifier

A preamplifier (head box) is mounted on scaffolding
near the patient’s head and serves as an electrode con-
nector and preamplifier of the EEG signals. From there
they are transferred to the main device. The preamplifier
has an A/D converter incorporated, therefore the dig-
italized signals can be faultlessly transferred via great
distances without any substantial loss. The preampli-
fier is a differential amplifier with high demands on
the signal amplification and free of distortion. Its qual-
ity criteria is a high common mode rejection ratio and
a high input impedance (> 120 dB and > 100 MΩ).

For a high quality recording an active electrode,
a reference electrode, and also a ground electrode must
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be connected to the differential amplifier. Depending
on how the electrodes on are related on the respective
points of the scalp and connected among each other,
different EEG recordings are attained. For the inter-
pretation of the recorded EEG the connection of these
inputs per channel to the preamplifier is of vital impor-
tance; these settings are called recording programs or
montages and they have to be defined and directly re-
lated to the signal. One distinguishes between: unipolar
or reference recordings, bipolar recordings, and source
recordings.

9.2.3 Methodology

Basic Requirements

The German Society of Clinical Neurophysiology has
defined minimal demands for the recording of EEGs.
An EEG device should have minimally 10 EEG am-
plifiers and one ECG amplifier. Electrode placement
must be carried out according to the 10/20 system.
Before and after a recording the device must be cal-
ibrated and the electrode transition impedance must
be documented. The recording should last at least for

Table 9.2 Overview and characteristics of clinically applied EEG montages

Montages or recording
programs

Pin configuration of the differen-
tial amplifier

Characteristics

Unipolar or reference
recordings against a reference

Different electrode with inverting
input
Common reference electrode on
vertex or on ear
Ground electrode on contralateral
earlobe

Common potential parts are
highlighted,
Better display of generalized
activity
Amplitude and phases well
recognisable and comparable

Reference recordings against
averaged references –
common average

Different electrode with inverting
input
Averaged reference out of summated
signal of all electrodes
Ground electrode on earlobe

See above, but common potential
parts are not highlighted any more
Recommended for signals with
many artifacts

Bipolar recordings such as
lateral rows, longitudinal
rows, circumferences etc.

Two neighbored electrodes on
bioactive area
Ground electrode on earlobe

Potential differences between the
electrodes are highlighted
Better display of focal activity
Gradient directly comparable

Source recordings – special
unipolar montages with spe-
cial averaged and weighted
references

Singular active electrode, here called
“source”, with inverting input
Averaged reference from weighted
summated signals of all electrodes,
which are located around the active
electrode (= source)
Ground electrode on earlobe

Focal activities are better high-
lighted
Amplitudes and phases remain well
comparable

20 min and has to consist of reference montages as well
as bipolar longitudinal and lateral row montages. The
sensory sensitivity e.g. open and closed eyes (Berger
effect) as well as photostimulation and hyperventila-
tion must be included. Artifacts during the recording
must be designated and possibly corrected. All im-
portant recording parameters, such as the technical
settings as well as the behavior and situation of the
patient, must be documented along with the recorded
signals.

Recordings

During the EEG recording different montages or con-
nections of the electrodes mounted on the scalp are
applied. Principally the EEG montages displayed in Ta-
ble 9.2 are available.

Usually an EEG is recorded with an amplifier sen-
sitivity of 70 μV/cm, a paper feed and a time base of
30 mm/s, with a time constant of 0.3 s (equalling a high
pass filter with a threshold frequency of 0.53 Hz) and
an upper frequency limit of 70 Hz. These values should
be changed only in well considered circumstances. It is
recommended to avoid a mains filter of 50/60 Hz.
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The concrete connection of the electrodes depends
on the number of recording channels. Examples for a 16
channel recording device are given in Fig. 9.15

Methods of Provocation

In routine diagnostics photostimulation and hyperven-
tilation are often applied as activation or provocation
methods.

Hyperventilation is a provocation method that is
very easy to apply. The patient is asked to activate his
respiration in frequency and amplitude for 3 min, e.g.
to breathe deeply and regularly at about 30 breaths per
minute. During the 3 min hyperventilation the potentials
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Fig. 9.15 Examples for EEG connections for a 16-channel recording device

are recorded mainly from the frontal, central, occipital,
and middle temporal cerebral regions.

Photostimulation is carried out in a darkened room
with the help of a photostimulator. The intensity of the
flash lights and their frequency should be adjustable.
Photostimulation is a standardized procedure: flashes
are applied for at least 10 s while the patient has closed
eyes. During a duration of 2 min of photostimulation
mainly the frontopolar, frontal, and occipital cerebral
regions are recorded.

Further routine activation methods are sleep depri-
vation (awakened night) or sleep recordings (after sleep
deprivation, midday sleep, rare drug induced sleep). Part
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The duration of these recordings is between about
30–60 min.

9.2.4 EEG Recording Methods

In relation to the various diagnostic applications in
neurology the following methods of EEG recordings
have developed been: routine EEG in neurological prac-
tice and clinics, ambulatory 24 h long-term EEG, video
EEG, portable EEG, sleep EEG, and pharmaco EEG
(Fig. 9.1, Table 9.3).

Routine EEG

EEG recordings should be carried out in a quiet room.
The patient should position himself on an EEG couch in
a half sitting, half lying position. Head and neck are to
be as relaxed as possible to avoid muscle artifacts that
disturb the recording. Principally, the patient’s eyes are
to be closed during the recording and the recording time
should not fall below 20 min.

Long-term EEG

Long-term EEG recordings are carried out for 24 h
in an ambulant manner with an 8-channel and 12-
channel EEG amplifier. The aim is to find rarely
occurring events that cannot be detected by conven-
tional recordings. Raw EEG signals are, therefore,
completely stored. The patient carries on him a small

Table 9.3 Application, number of channels, and recording methods in clinically standard EEG recordings

EEG method Application Number
of channels

Recording time
(average)

Evaluation

1. Routine EEG a) Practice
b) Clinic
c) Epilepsy

8–12
16–24
19–32−64

ca. 10 min
20–30 min
20–40 min

Visual, computerized

2. Long-term EEG Clinics, in addition to
routine EEG, e.g. in
epileptic patients

8–12 Max. 24 h Semi-automatic comput-
erized event recognition
algorithms

3. Video EEG Epilepsy, also more
in clinics

19–24 10–60 min, event
related

EEG signals directly
synchronized with the
video image of the patient

4. Portable EEG Ambulant recording
in intensive care,
in inner medicine,
and for brain death
recognition

8–12 10–30 min, also
1–2 h, with display
of all EEG signals

Visual, in brain death
recognition additional
requirements on high
signal resolution

5. Sleep EEG Sleep disorders of
neurological and
psychiatric origin

12–24 with
polygraphy

At least 8 h at night Semi- and automatic sleep
stage recognition

6. Pharmaco EEG Drug studies 12–24 20–30 min de-
pending on aim of
study

EEG mapping, comput-
erized frequency analysis

portable battery driven data recording device or the data
is transmitted via telemetry to an evaluation station. All
physiological artifacts such as speaking, chewing, and
eating are recorded as well, thus producing a lot of
disturbed signal intervals makings it more difficult to
interpret the EEG.

Pharmaco EEG

A specialized area is the recording of an EEG for phar-
macological purposes to evaluate the influence of drugs
on the function of the central nervous system (pharmaco
EEG). In particular, the reproducibility of the same or
similar changes in the EEGs of different test patients
is detected. Here different analysis procedures have
been evaluated, for example, brain mapping. Frequency
analysis calculates the respective quantified wave com-
ponents in a statistic way during the recording, and the
changes in the EEG are recorded and quantified over
larger periods of time.

Video EEG

Parallel to the EEG routine recording a video cam-
era records and stores the image of the patient in
a time synchronized way. Also, infrared camera sys-
tems are used in order to record the video image
from patients in darkened rooms. The signals of the
computer EEG and the video are synchronized up to
a precision of a few milliseconds. The EEG data is
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Fig. 9.16 Examples of signal analysis

displayed on the screen of a PC monitor with maxi-
mum resolution and free of flickering synchronous to
the video image; even different montages may be se-
lected.

Video EEG is considered especially important for
diagnostics in epilepsy. The physician can easily evalu-
ate from the video image when and how the onset of an
epileptic seizure takes place. In relation to the respective
EEG, he is able to localize the focus or the starting point
of an epileptic activation. The actual recording time can
be assigned as a search criteria, thus displaying the EEG
and the video image at the same time.

Sleep EEG

In neurological-psychiatric sleep disorders the EEG
is recorded for diagnostic purposes during the night’s
sleep for at least 8 h. To obtain a sleep profile with its
related sleep stage determination more polygraphical

channels are necessary: eye movements via the EOG,
muscle tone from the chin via surface EMG, ECG,
respiration and respiratory effort. Video survey of the
sleeping patient is often applied.

Portable EEG

EEG recordings in the intensive care unit as well as
brain death detection require a handy compact EEG
unit. A notebook with a battery driven head box is
used for data recording and storage. For brain death
detection the German Society of Clinical neurophys-
iology has set special requirements for portable EEG
devices: recording time should be at least 30 min, there
should be double electrode distances, a 0.53–70 Hz
bandwidth, a sensitivity of 2 μV/mm, and a minimum
of 8 channels. The ambulant recorded EEG on the note-
book may subsequently be dubbed on the central EEG
archive.

Part
B

9
.2



136 Part B Functional Diagnostics Devices

Fig. 9.17 Software for the detection of paroxysm changes in long-
term EEG

9.2.5 Evaluation and Signal Analysis

EEG Signal Analysis

In addition to the visual evaluation of the EEG by a spe-
cialized physician, a computerized evaluation of the
EEG signals is frequently used because of the enormous
amount of raw data. Here, frequency analysis and the
detection of defined characteristics are helpful. Another
method of EEG analysis is the dipole analysis of the
EEG, which provides a dipole model related to space
and time of the EEG and evoked potentials, resulting in
a localization of possible sources in bioelectrical activ-
ity. The auto correlation function of the EEG leads to the
dominant frequency in the signal of an EEG epoch and
its drop gives a measure of the stochastic appearance of
the EEG. The cross correlation function is used to de-
tect a common frequency within two different epochs
of the EEG, e.g. between two recording channels. Time
variant spectral analysis is also to be mentioned, which

Table 9.4 Table of physiological and technical artifacts during an EEG recording

Physiological artifacts Technical artifacts

EMG potentials from: frowning, movement of the
lid, chewing, head and neck movements

Bad contact impedance of the electrodes caused by
bad electrode application and slipping of electrodes

ECG-peaks or temporal pulse waves interspersing Loose contact in the cables caused by cracks

EOG as eye movements in the frontal EEG 50/60 Hz noise from outside

Sweating – as slow fluctuations in the EEG Large inductivities, as in neighboring elevators or
radio or TV stations near-by

Respiratory movements – occipital, head movements
in breathing rhythm

Electrostatically charged shoes or clothes with
synthetic fibers

calculates the amplitude and frequency for each wave
in the EEG and displays these in a three-dimensional
frequency distribution. In Fig. 9.16 some examples for
signal analysis are displayed in an overview.

Subsequent Remontage of Signal Epochs

For the evaluation of the EEG and the localization of
pathological waveforms it is helpful to evaluate certain
signal epochs in different montage settings. The pos-
sibility to view the same signal epoch under different
perspectives gives the physician the chance to find the
optimum montage for his findings.

Topographic Display of Amplitude

and Frequency Distribution

The result of a topographic display of the EEG is a two-
dimensional colored map of the cerebral activity along
the surface of the scalp. Often the amplitudes, frequen-
cies, and power spectra derived from the frequency
analysis are displayed in a topographic way. The sig-
nal amplitudes of the area in between the recording
electrodes are calculated via interpolation. The am-
plitudes gained in such a way in a two-dimensional
distribution are thus quantified and given a color code,
delivering a graduated picture of the potential distribu-
tion on the scalp. The display of an amplitude map in
an epoch of a couple of milliseconds in a film, if e.g.
a focus or a generalized activity occurs, is especially
impressive.

In a frequency mapping an EEG signal epoch,
whose amplitude is a function of time, is transformed
via FFT into a signal, whose amplitude is a function of
frequency. The result is displayed in a color code analog
to the amplitude mapping, where the different colors are
related to the occurring wave frequencies.

The power spectrum is calculated out of the signal
transformed by the FFT. It displays the power that is
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contained in a specific frequency or an EEG wave out of
the total sum of the signal. These results are mostly dis-
played in the form of a histogram. The envelope of this
histogram is a very obvious display of the changes of
the frequency components during the different record-
ing phases e.g. for the evaluation of drug effects or
during narcosis.

Long-Term EEG Analysis

The interpretation of an ambulant long-term EEG
recording is a time-consuming task because of the
great amount of recorded data. An example for such
a kind of analysis software is one that looks for spe-
cial paroxysms by searching in the EEG raw data for
the occurrence of peak values, their area, and their
signal duration. The result of these calculations is a con-

Fp2–A2
Fp1–A1
F4–A2
F3–A1
C4–A2
C3–A1
P4–A1
P3–A1
O2–A2
O1–A1
F8–A2
F7–A1
T4–A2
T3–A1
T6–A2
T5–A1

ECG
Fig. 9.18 Muscle activity in the EEG

Fp2–F4
Fp1–F3
F4–C4
F3–C3
C4–P4
C3–P3
P4–O2
P3–O1
Fp2–F8
Fp1–F7
F8–T4
F7–T3
T4–T6
T3–T5
T6–O2
T5–O1
ECG

Fig. 9.19 Blink artifacts in the EEG

densed display of the long-term EEG, which enables the
physician to differentiate without any difficulty between
paroxysmal events in the EEG from artifacts and normal
EEG epochs (Fig. 9.17).

Final EEG Results

After the visual observation and evaluation of the EEG,
the physician writes a final result text, with or without
the help of computer-aided analysis. This result text is
stored and archived together with the EEG signals.

Artifacts in the EEG

During the recording different artifacts may occur,
which are differentiated as physiological and technical
artifacts. They should be detected, classified, docu-
mented, and removed as soon as possible (Table 9.4). In
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order to identify physiological artifacts EC, EMG and
EOG are often recorded as well.

Figures 9.18 and 9.19 give two examples of physi-
ological artifacts. Figure 9.18 displays muscle activity
especially recorded from regions F7, T3, and T5. Fig-
ure 9.19 displays frontopolar eyemovements, especially
recorded on Fp1–F3 and Fp1–F7, as well as Fp2–F4 and
Fp2–F8.

9.2.6 Special Methods

Electrocorticography

Electrocorticography (ECoG) is used for the exact lo-
calization of lesions before a neurosurgical intervention.
The electrode arrays are placed directly on the cortex. In
this technique, the tissue layers between the generating
location of the bioelectrical activity and the recording
site are reduced considerably. The frequencies of the
recorded signals have higher values.

Magneto-Encephalography

Any conductor leading electrical current is simultane-
ously surrounded by a magnetic field. This also applies
for stimulated nerve cells. The electrical current den-
sity inside the cell is higher than outside of the cell,
therefore a change in magnetic field caused by an action
potential infers a stimulated cell. In contrast to electric
fields, magnetic fields are not dependent on bone and
tissue layers; they are only dependent on the distance
between the generating area and the sensor. Therefore,
this technique is able to locate the source of activity.
The recorded distribution of the magnetic field along
the scalp allows the location of the generated activity to
be generated with sufficient accuracy, the solution of the
inverse problem included.

Magneto-encephalography (MEG) in comparison
to electroencephalography has the advantage of be-
ing able to determine the source of prominent activity.

Fig. 9.20 Coil system of SQUIDS (superconducting quan-
tum interference devices) for the recording of biomagnetic
fields

Therefore, it is applied in e.g. the localization of
a possible focus in focal epilepsy, functional disorders
caused by space occupying disorders, or the influ-
ence of clearly determinable factors on the central
nervous system e.g. tinnitus. Also, examinations like
the localization of specific stimulation of nerve cells
(acoustical, optical) or mental activities (listen to music,
thinking, speaking etc.) are carried out. In connection
with other methods such as MRT, MRT, PET, SPECT
further functional structures of the brain may be deter-
mined.

In any case, MEG is still a very elaborate and ex-
tensive method. The applied sensors (superconductive
quantal interferometer sensors (SQUIDS) are dependent
on cooling by liquid helium in order to achieve the su-
perconductive effect. Figure 9.20 shows the coil system
of a SQIDS.

9.3 Electromyograph

Electromyographs are quite universally applicable diag-
nostic systems. They can record, amplify, and measure
the bioelectric activity of muscles and nerves under
various circumstances. Their respective amplifiers per-
form high sensitivities, have a high input impedance,
a large bandwidth, and very low noise. According to the
configuration the electromyograph is equipped with an
electric, acoustic, visual, and magnetic stimulator.

The principal construction of an electromyograph
is displayed in Fig. 9.21 A personal computer (PC) or
microcontroller (MC) acts as the central control, signal
processing, and storage unit of the EMG machine. It is
equipped with a hard disk as data storage, PC moni-
tor with color display, keyboard, and laser printer. The
necessary components, like amplifier, analog-to-digital
converter, and the stimulation units are integrated into
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Patient

Electrode

Electrode
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Headphone
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Fig. 9.21 Schematic circuit diagram of an electromyograph with four stimulators, three output devices, three hardware
and software components, and the PC as the central processing unit

the PC housing. Functions like averaging, signal delay,
programming of the recording programs, and evalu-
ation of the signals are processed by software. The
averaging of triggered signals serves to extract small
stimulus related signals out of a surrounding signal mix-
ture. The delay line delays signals in order to display
signal components that are produced before the stim-
ulus. A loudspeaker serves for the acoustic evaluation
of the recorded signals. This is important for the im-
mediate diagnostics, because myographic signal shapes
have characteristic sound images. In addition, the loud-
speaker serves as feedback for the patient, so he can
judge the strength of his voluntary contraction or his
relaxation.

EMG machines are applicable in:

• Neurological practices as a compact 2-channel de-
vice for EMG/EP.• Neurological departments in hospitals as 2-channel-
EMG and 4-channel EP device.• Neurological clinics as a 4-channel-EMG and as a
4–8-channel EP device.• Neurological rehabilitation clinics as a 2–4-channel
EMG/EP device.• Neurosurgical clinics for intra-operative EP-moni-
toring as a 4–8-channel EP device.• Neurological research as an 8-channel EMG/EP de-
vice.• Orthopedic clinics during spine operations as a 4-
channel SEP/MEP device.

• Sports medicine.• ENT as a 2-channel EMG device for larynx EMG
with specialized electrodes.

To match the various requirements EMG machines are
built of system components in a modular way. They
especially vary in relation to the number of channels
and the number and type of stimulators, software, and
storage medium. Table 9.5 gives some examples.

9.3.1 Signals

Because of the great variety of an electromyograph
a great number of different biosignals are recorded.
Table 9.6 gives an overview of the different kinds of
potentials and their measuring values that are recorded
and evaluated via an EMG machine.

9.3.2 Device Technology

Electromyographs (Figs. 9.21 and 9.22) are designed
in relation to the number of their channels and the
kind of stimulators in a modular way. Therefore, special
recording programs are available for the respective re-
quirements. An EMG device is able to carry out a great
number of neurophysiological examinations, where
each examination has its own stimulation, recording,
display, and evaluation characteristics. These different
parameter settings are stored in the machine and may
be changed or even newly designed by the user. Thus it
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Table 9.5 Electrode application, stimulators, and number of channels in different EMG examinations

Examination Recording Stimulator Number of channels

Needle EMG From within the muscle
with needle electrodes,
only for physicians

None 1 channel

Electroneurography and
reflexes

Mostly surface elec-
trodes for stimulation
and recording

Electrical stimulator
for sensory and motor
stimulation

2 channels

Neuromuscular transition Surface electrodes
for stimulation and
recording

Electrical stimulator with
pulse series stimulation

1 channel

VEP – visual evoked
potentials

Surface electrodes
on scalp for recording

Monitor with checker-
board reversal, stripes,
bars, and colour stimula-
tion

Practice: 1 channel
Neurology: 1–3
channels
Eye clinic: 1–5
channels

AEP – acoustic evoked
potentials

Surface electrodes
on scalp for recording

Headphones with Click,
frequency specific bursts
etc.

Practice: 1 channel
Neurology: 1–2
channels
ENT: 2–4 channels in
Audiology

SEP – somatosensory
evoked potentials

Surface electrodes
for recording and
stimulation

Electrical pulse stim-
ulation on hands and
feet

Practice: 1–2 channels
Clinic: 1–4 channels
also 4–8 channels

MEP – motor evoked
potentials

Surface electrodes for
recording on hands and
feet

Magnetic stimulator
with coils for cortical
stimulation

1 channel

is easily possible to get to numbers of 20–40 record-
ing programs according to the stage of extension of
the particular machine. The central processing unit is
often a PC, which controls the different examination
programs, processes the signals, displays and evalu-
ates them, as well as incorporating and print-out. For
the signal display the international convention in neu-
rophysiology is valid, which displays amplitudes of
negative polarity on the different electrodes as positive
signals.

Electrodes

The standard electrode used in electromyography is the
concentric needle electrode. In a steel cannula there ex-
ists a platinum central wire coated with an isolation
layer (araldite). The potential difference between the
platinum wire as the active electrode and the outer steel
cannula as the indifferent electrode is amplified. The
electrodes are mostly 2–6 cm long and 0.3–0.6 mm in
diameter. Their size and application is related to the size

of the muscle to be recorded. In some cases, also bipolar
needle electrodes are used. Here two central platinum
wires isolated from each other are put in one cannula.

It is necessary to use an additional ground electrode,
which is applied on the examined extremity near the
recording site.

In neurography and in somatosensory evoked po-
tentials (SEP) stimulation and recording electrodes are
applied. In both cases, mostly surface electrodes are
used, and the ground electrode is placed in between.
Only in rare cases and in specialized clinics are needle
electrodes for recording and stimulation applied. These
needles are applied in pairs – one proximal and one dis-
tal to the examined nerve, with this technique larger and
more pronounced potentials are achieved.

In evoked potentials during clinical routine exami-
nations surface cup electrodes are attached to the scalp;
they are applied in a similar way to the EEG electrodes.
Only in intra-operative monitoring are small platinum
needle electrodes used.
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Table 9.6 Signal amplitudes and measuring values in different EMG examinations

Examination Signal amplitudes Analysis time Measuring quantity

Needle EMG:

Spontaneous activity 20–500 μV 100 ms Potential duration

Slight innervation 200 μV–2 mV 100 ms Amplitude

Maximum innervation 500 μV–5 mV 1 s Discharge frequency

Electroneurography: Latencies, motor and

Motor NCV 10 mV 20 ms sensory nerve

Sensory NCV etc. 50–100 μV 10 ms Conduction velocity

VEP – visual evoked potentials 50–100 μV 200 ms Latencies and amplitudes

AEP – acoustic evoked potentials:

– Early AEP (brainstem potentials) 0.1–0.5 μV 10 ms Latencies

– Middle AEP 20–100 μV 100 ms Latency differences

– Late AEP 100–500 μV 0.5–1 s Amplitudes

SEP – somatosensory evoked
potentials:

Latencies

Arm stimulation 20–100 μV 100 ms Latency differences

Leg stimulation 10–100 μV 200 ms Amplitudes

MEP – motor evoked potentials: Latencies
Amplitudes

Arm recording 5–10 mV 10 ms Central conduction time

Figure 9.23 shows an overview of the different types
of electrodes.

Amplifier

The amplifiers used in electromyography are differen-
tial amplifiers with a broad dynamic range and a broad
frequency range. Per channel there are three input con-

Fig. 9.22 Four-channel EMG machine with integrated
stimulator. Nerve conduction velocity is measured through
electrical stimulation of the motor nerves and bipolar
recording of the muscle action potential with surface elec-
trodes

nectors for the inverted, the noninverted input, and
the ground connector on the head box. An impedance
measuring device for the contact impedances on the
amplifier head box is recommended in the case of
surface electrodes like in the recording of evoked po-
tentials.

Typical technical data of an EMG/EP combined ma-
chine are listed below:

• Number of amplifier channels: 2−4−8• Preamplifier: with optically isolated input/floating
input, patient connectors on the head box• Input impedance: > 200 MΩ• Common mode rejection ratio: > 100 dB• Sensitivity: 1–500 μV, 1–10 mV in, e.g. 14 ad-
justable steps• Noise: < 2 μVRMS• High pass filter: 1−10−30−50−100−300−500 Hz
with at least 12 dB/octave• Low pass filter: 30−100−200−500 Hz, 1.5−2.5−
5−10−20 kHz with at least 12 dB/octave• Trigger level: per stimulation signal or EMG signal
with continuously adjustable amplitude or window
trigger• Averager: 1–4000 averaging steps• Artifact rejection: selectable and adjustable• Stimulation units: electric, visual, acoustic, mag-
netic
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Stimulation electrode
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Ground electrode

Fig. 9.23 Electrodes for electromyography

• Monitor: 17′′ or 19′′ monitor with a selectable wa-
terfall display up to 32 or 64 signal traces per screen• Time deflection: 2 ms−10 s analysis time per
screen, adjustable in 10–15 steps• Loudspeaker: two channels for listening to the raw
EMG signals during the EMG needle recording with
adjustable loudness control.

Stimulators

Different stimulators are mounted on the EMG machine,
thus providing for various examinations such as neurog-
raphy and the recording of evoked potentials. Typical
values for the different stimulators are given here.

Electrical Stimulators• Stimulation: constant current stimulator• Intensity: 0.1–99 mA continuously adjustable• Duration: 100−200−500 μs in three adjustable
steps• Frequency: 0.1–99 Hz adjustable• Programs: single, pairs, pulse trains, delayed single,
pairs and pulse trains, randomized stimulation.

Acoustic Stimulators• Stimulation: click with 50−100−200−500 ms du-
ration, tone burst, frequency specific with a plateau
time of 100 ms−1 s, rise and fall slope in 1 ms−
250 ms• Intensity: click 10–130 dB spl (sound pressure
level) for neurology• Burst: 10–110 db spl only in audiology• Masking: contralateral white noise of adjustable
10–110 dB

• Polarity: suction, pressure, suction/pressure alter-
nating• Side: left, right, both sides simultaneously.

Visual Stimulators• TV-Monitor: 17′′ with checkerboard reversal stimu-
lation and different checkerboard sizes and steady-
state-function; total field, half field and quadrant
stimulation with adjustable fixation point in various
positions• LED goggles: for flash stimulation e.g. for coma
patients in intensive care or in intra-operative moni-
toring during surgery• LED pattern: goggles with pattern stimulation• Ganzfeld stimulator: for electro-ophthalmological
applications for the stimulation of eye movements
in a determined surrounding.

Magnetic Stimulators for Motor Evoked Potentials• Stimulation: monophasic with 100 μs, rise time
1 ms duration• Trigger: programmable positive and negative TTL
level for input and output, released by a foot panel• Magnetic flux density:
– 90 mm high-power coil 2.0 T
– 70 mm double coil/butterfly coil 2.2 T
– 120 mm curved double coil 1.6 T
– 40 mm small coil 4.1 T
– 70 mm medium coil 2.6 T.

9.3.3 Electromyography

The aim of an electromyographic recording is to detect
differential diagnostic findings for a muscle lesion. In
particular, the question has to be answered as to whether
the muscle disorder or lesion is caused by a myo-
genic or a neurogenic process, which means whether
the supplying nerve or the muscle itself is affected.
Muscle action potentials are recorded via concentric
needle electrodes (needle myography), thus supply-
ing extracellular recordings from the activated muscle.
Summated muscle potentials are recorded via surface
electrodes on the venter but have little relevance for
EMG diagnostics.

After a profound clinical examination, the physician
determines, which muscle and/or nerve he will examine
via EMG. EMG is an invasive examination because of
the needle electrode; the physician himself has to insert
the needle and has to carry out the examination. There
is no valid routine procedure available for every patient,
the examination is quite individual from patient to pa-
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tient. An indication for an EMG recording is generally
given for:

• The differentiation of neurogenic or myogenic le-
sions or palsy• Muscle weakness and movement disorders with or
without muscle atrophy• Remarkable occurrence of fatigue and neuromuscu-
lar transition disorders.

A needle EMG examination usually consists of four
phases:

1. Insertion activity
2. Relaxed muscle
3. Muscle with slight voluntary contraction
4. Muscle with maximum voluntary contraction.

Examples of muscle action potentials of healthy
muscles are displayed in Fig. 9.25

If the physician finds hints of a pathological change
in the examined muscle in a certain needle position, this
finding must be verified in other parts of the same mus-
cle. Therefore, the needle position is changed by deeper
insertion or pulling out of the muscle. In any case,
at least another insertion into the same muscle must
be carried out. If the second insertion cannot confirm
a reproducibility of the former pathological change, an
insertion must again be recorded and various needle po-
sitions observed. Only pathological potentials are stored
or printed out to document the comparability.

100 μV
100 ms

100 μV
10 ms

Adductor pollicis: spontan, areal 1, right recorded with 50 μV/Div

Fig. 9.24 Spontaneous activity
recorded with needle electrodes from
Musculus adductor pollicis of a 57
year old patient

Insertion and Spontaneous Activity

In relation to the actual insertion of the needle into the
muscle a transitory muscle activity may occur, the so-
called insertion activity. By listening to the insertion
activity via a loudspeaker the physician can determine
whether the insertion activity is within the normal range
of a small lesion caused by the insertion or whether a le-
sion can be assumed in the muscle when an especially
long insertion activity is heard.

After the insertion, a healthy muscle remains in
a state of electrical silence. However, if in the relaxed
muscle potentials such as fibrillations, fasciculation, or
positive sharp waves occur, this is a first hint for a patho-
logical state of the neuromuscular apparatus. These
potentials are called spontaneous activity (Fig. 9.24).
They have a distinct regular discharge frequency. If they
occur, they are immediately recorded and stored on the
machine without any further evaluation.

Voluntary Innervation

To evaluate the innervation pattern during slight vol-
untary innervation (Fig. 9.25) the patient must exert
the muscle very slightly, so that singular electrical dis-
charges are seen on the display and heard via the
loudspeaker. It has to be observed that the potentials are
recorded close to the needle, which is the case when
the discharge produces high cracking sounds and steep
potentials on the screen. Ideally the needle should pick
up the area of a motor unit. In the case of patholog-
ical changes, up to 20 different motor units must be
recorded, compared, and evaluated (Buchthal analysis).
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200 μV
100 ms

200 μV
10 ms Exkusor digitorum brevis:

disposal, areal 1, left
recorded with 50 μV/Div

Fig. 9.25 Muscle potentials in slight
voluntary contraction of Musculus
extensor digitorum brevis in a 50
year old patient recorded with needle
electrodes

Muscle potentials at maximum voluntary contrac-
tion of the muscle are recorded as an interference
pattern. This is displayed on the screen as a dense po-
tential pattern with high amplitudes. A healthy muscle
shows a very dense pattern, whereas a muscle with
pathological changes shows a cleared-out pattern with
various different amplitudes. Neurogenic disturbances
show few but high amplitude peaks and myogenic dis-
turbances produce a dense pattern with a low mean
amplitude.

Single Fiber Myography

With the help of a special single fiber electrode singular
muscle fibers within a motor unit can be examined (sin-
gle fiber EMG). The active platinum wire has a diameter
of 0.25 mm. The recording area is not situated on the
needle tip, but in the needle shaft, to make sure to record
potentials from fibers that were not damaged by the in-
sertion. Single fiber potentials are recorded during slight
voluntary contraction and displayed with an analysis

time of only 5 ms. Here two channels are used, on the
first channel the continuous recorded potentials are ob-
served and on the second channel the detected potentials
are superimposed after signal triggering, thus enabling
the physician to measure the jitter. This is a measure for
the variability of the discharge behavior of the muscle
fiber. With single fiber EMG one can evaluate the fiber
density of a motor unit.

MACRO EMG

This is another special form of a 2-channel EMG
recording: on the first channel the signal of muscle fiber
with slight voluntary contraction is recorded via a sin-
gle fiber electrode and on the second channel triggered
by the potential on the first channel the total activity of
the motor unit is summated by an averager and picked
up with a special macro needle. The macro needle is
a unipolar needle, in which nearly the total needle shaft
acts as a large active recording area. The result is an av-
eraged macro potential, in which potential duration and
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area under the averaged signal is evaluated, thus deliv-
ering a quantified value for the total amount of activity
of the motor unit.

EMG Signal Analysis/Evaluation

Pathological insertion activity and spontaneous activ-
ity are not especially analyzed, because these activities
are always pathological, their occurrence is simply
recorded and stored.

The signals of the motor units (MUP – motor unit
potential or MUAP – motor unit action potential) are
evaluated in terms of signal amplitude, potential dura-
tion, occurrence of polyphasic potential, and discharge
frequency and compared with normative values. These
values differ in each muscle. To be able to compare
these results with normative values, the EMG sig-
nals must be quantified. To record, store, and evaluate
such a large amount of up to 20 MUP is a clinically
very satisfying result, but also very involved and time-
consuming. Therefore, a number of analysis methods
have been developed. All of them agree on an overview
display of the different MUPs with their evaluation val-
ues.

Online Averaging of MUPs

During the potential searching process an amplitude or
window trigger level is adjusted in order to find poten-
tials of similar size. In an automatic way the potential
slope can be measured to ensure a needle position close
to the motor unit, which means the optimal electrode
recording position. With the help of an averager the se-
lected potentials are averaged, automatically measured,
and stored until the required number of maximum 20
MUP at different needle position is reached. Also, it
is possible to quantify the discharge frequency of the
examined motor unit as well as its recruitment.

Offline Pattern Recognition

Another method is the recording and storing of 1–3 s
continuous MUPs. After storage, the physician marks
a distinct MUP template, then this particular MUP
serves as the template for an automatic pattern recogni-
tion software, searching for similar MUPs in the stored
interval. Also, the measuring values are automatically
calculated. This method of the subsequent analysis in an
interval with MUPs also functions with pattern recog-
nition algorithms, which are self-learning and detect
reoccurring signals, averages, and measures them. This
method is an offline analysis with the advantage of
being able to repeat the evaluation with different param-
eters.

Decomposition EMG

This is a method mostly applied in the US, which takes
the EMG potentials with slight voluntary innervations
into an extensive mathematical algorithm, which auto-
matically detects all repeating potential components as
templates and measures them. Not reoccurring potential
components remain unconsidered.

Turns/Amplitude Analysis

Muscle potentials from maximum voluntary contrac-
tion deliver an interference pattern that is quantified
in a turn/amplitude graph. Here the number of rever-
sal points are displayed over their mean amplitude. In
this graph the range of normative values for the re-
spective muscles are marked and an abnormal potential
pattern is displayed as a point outside of the norma-
tive range. For a complete finding a total number of
10 EMG intervals at maximum innervations with a du-
ration of at least 1 s in different needle positions must be
recorded. This EMG evaluation is used in clinical rou-
tine examinations, because it is especially fast, simple,
and concise.

Computer systems in which data banks for patient
data and normative values for muscles are available
and compare the results immediately with the respective
normative values. This enables the physician in mostly
clinical environments to examine also muscles that are
not so prevalent.

9.3.4 Electroneurography

Electroneurography (ENG) is the stimulation and
recording of innervations traveling along motor or sen-
sory peripheral nerves. An important result of this
examination is the nerve conduction velocity of motor
and sensory nerves. Also, the examination of various
reflexes, muscle fatigue testing, and the evaluation of
neuromuscular transition belong to ENG.

In most cases, surface electrodes are applied for
electrical stimulation and recording; needle electrodes
are applied very rarely. To reduce the influence of
stimulation artifacts on the recorded signal response,
the ground electrode must be placed in between the
stimulation and recording electrode. Machines with an
automatic stimulation artifact rejection are available on
the market.

The aim of a neurographic examination is the diag-
nosis of motor and/or sensory conduction disturbances
in peripheral nerves. Often electromyographic examina-
tions are followed by a neurographic one. Each of these
various neurographic examinations work with their own
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stimulation programs, recording parameters, and evalu-
ating schemes. The user may recall them from the PC,
change them and/or create new ones.

Nerve Conduction Velocity

The most frequent examination of electroneurography
is the determination of the nerve conduction velocity
(Fig. 9.26). The motor and sensory nerve conduction
velocity (NCV) is determined. For the determination
of the NCV a distance as well as a time difference is
needed according to v = Δs/Δt. Therefore, the periph-
eral nerves are stimulated with electrical current on two
different locations and the latencies of the two stimula-
tion sites are between the stimulation until the onset of
the response signal are measured. The stimulation site
and latencies more distant from the body are called dis-
tal and the stimulation site and latency closer to the body
are called proximal.

Lat

Lat

Ampl

Ampl

Ampl

Ampl

A2

A2

A2 A2

Muscle potential after
distal stimulation

Muscle potential after
proximal stimulation

Latency 1

Latency 2

Latency difference Δt

Ground electrode

Different electrode

Indifferent electrode

Proximal stimulation

Distal stimulation

Distance Δs

Fig. 9.26 Scheme for the determination of the motor nerve conduction velocity (NCV = Δs/Δt) of N. medianus. Stim-
ulated in the bend of the elbow, next to the tendon of M. biceps brachii, and on the wrist medial to the tendon of M.
palmaris longus. The recording is done with surface electrodes on M. flexor pollicis brevis

The clinical indication for a measurement of the
NCV are the patient’s complaints about sensory dis-
turbances or pain in the extremities, such as nerves
compression syndromes. A frequent example for this is
carpal tunnel syndrome (N. medianus) at the joint of the
hand and sulcus ulnaris syndrome (N. ulnaris) in the
bend of the elbow. The NCV is dependent on the nerve
consistency, on the age, and on the skin temperature,
which changes in average per 1 K to 2 m/s. The most
frequent examined motor nerves on the arm are N. me-
dianus and N. ulnaris and on the leg N. tibialis and N.
peroneus.

Stimulation and recording is carried out with surface
electrodes. For the determination of the motor NCV
on N. medianus a surface stimulation electrode on the
nerve near the wrist and in the bend of the arm is
stimulated supramaximal. Supramaximal means that an
increase in stimulation amplitude does no more increase
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Lat
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Ampl

Ampl

Ampl

Ampl

A2

A2

A2 A2

A1

B1

N./M.,–
5.0 ms/Div, 2 000.0 μV/Div, 0/0

N./M.,–
5.0 ms/Div, 2 000.0 μV/Div, 0/0

Mot. NLG
Curve

distal right
proximal right

Lat.
ms
3.90
7.70

Ampl.
mV
4.08
5.07

NLG
m/s

69.7

Fig. 9.27 Res-
ponse potentials
and determina-
tion of the motor
nerve conduc-
tion velocity in
the median nerve
of a 27 year old
patient

the response potential. The respective stimulation cur-
rents in supramaximal stimulation may reach values
of 10–30 mA depending on the consistency of the top
skin layer. Both response potentials are recorded on the
thenar muscle with surface recording electrodes. Typ-
ical normal values for the NCV of N. medianus lie
around 50 m/s at a skin temperature of 35 ◦C. Also, the
absolute distal latency has a diagnostic significance; its
normal value is around 4.3 ms in the median nerve.

For the determination of sensory NCV a proce-
dure analogous to that in motor NCV is executed. The
excitation continues in both directions from the stimu-
lation site and, therefore, there is a distinction between
the orthodromic (in physiological direction) and the
antidromic (reverse to the physiological dispersion di-

N. trigeminus R/ right eye,–
10.0 ms/Div, 200.00 μV/Div, 0/0

N. trigeminus R/ left eye,–
10.0 ms/Div, 250.00 μV/Div, 0/0

R1
R2

R2

A1

B1

Blink-reflex
curve

N. trigeminus R

R1
ms
11.80

R2
ms
32.20

R2 contra
ms
32.60

Fig. 9.28 Blink
reflex (Orbicu-
laris oculi reflex)
of a 27 year old
female proband
recorded with
surface elec-
trodes

rection) method. In the orthodromic method fingers or
toes are stimulated distally, and wrist and bend of the
elbows or ankle, and bend of the knee are stimulated
proximally, and recorded on wrist and bend of the el-
bow or ankle and bend of the knee in the direction of
the physiological sensory nerve conduction. The record-
ing is simultaneous from both recording sites, e.g. a
2-channel recording is carried out. In the antidromic
method the same sites are stimulated as in motor NCV,
however with considerably less stimulation intensity.

Reflex Examinations

Electroneurography also includes examinations of var-
ious reflexes: T-reflex, triggered below the patella,
H-reflex, and F-wave or blink reflex. In reflex exam-
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P0 r

N1 r

P1 r

P1 r

C1

A1

Right

Hand R

P0 r
ms
1120.00

N1 r
ms
2060.00

P1 r
ms
3195.00

1000 ms/Div, 1000.0 μV/Div, 12/0

Fig. 9.29 Sympathetic skin response of a 27 year old healthy fe-
male proband recorded from the upside and underside of the hands
after electrical stimulation of N. medianus

inations mostly latencies are evaluated, which is the
time period between the stimulation and the stimulation
response.

The reflex bow is a neuronal conduction of the re-
flectory excitation process. It travels from the stimulus
detecting receptors (e.g. muscle spindles, skin recep-
tors) along the afferent branch to the spinal or central
reflex centre. With the interconnection of one or several
central neurones (monosynaptic or polysynaptic reflex),
the excitation travels along the efferent branches to the
muscle.

The recording of the blink reflex allows a statement
on the function of single core regions in the brain stem.
Above one eye there is a stimulation and the recording
is from the two eye simultaneously. Two stimulation re-
sponses are obtained R1 and R2 – ipsilateral and early
and late response is achieved; contralateral only a late
response R2.

Vegetative Parameters

An objective evaluation of disturbances of the vegeta-
tive nervous system from outside can only be carried out
in an indirect way. Two examples are mentioned here:
the recording of the sympathetic skin response and the
measurement of heart frequency variation.

The sympathetic skin response is a potential of large
amplitude, which can be recorded after a surprise stim-
ulation e.g. between the upside and underside of the
hand. This response comes from a change in the skin
conduction because of the activation of the perspiratory

glands and is found all over the body. The recording of
the sympathetic skin response is applied in lesions of
the vegetative nervous systems in the framework of the
diagnosis of polyneuropathy.

Heart frequency in healthy persons varies with res-
piration. It increases during inhalation and decreases
during exhalation. If this correlation is not found, it can
lead to a respiratory arrhythmia of the heart. Heart fre-
quency variation is recorded via the ECG, where the
trigger is most practically set on the R-peak. The ECG
is displayed in the time base in such a way that the
variation of the following R-peaks is well displayed
(Fig. 9.30).

Neuromuscular Transition

For the examination of muscle fatigue for the diagnosis
of the neuromuscular transition pulse train stimulation
is applied. The relation of the amplitudes and their
decrement is evaluated here. In the examination of mus-
cle fatigue and the neuromuscular transition only the
amplitudes of the response potentials of supramaximum
pulse stimulation are compared with another.

With double stimulation the refractory period with
the absolute and relative refractory period can be eval-
uated. During this examination the time between the
electrical double pulse is continuously decreased until
the two response signals merge with each other. Then
the nerve is not able to transfer the second stimulus to
the muscle, because the synapses are still in their recov-
ery phase from the first stimulus. The duration between
the stimulation has to be adjustable in steps of 1 ms.

ENG – Signal Analysis/Evaluation

In the analysis of neurographic signals the response
potentials to the stimulation are automatically meas-
ured. These automatic measurements are quite reliable
in artifact-poor signals and increase the reproducibility
of the results, because the same criteria are always ap-
plied. However, if the responses are superimposed with
many artifacts or are small and hard to record due to
a high degree pathology, then the physician must set the
measuring cursors manually. The latency is measured as
the time from the onset of the stimulation until the start
of the response potential. With the help of a measuring
band the nerve conduction velocity can be calculated.

9.3.5 Evoked Potentials

In the central nervous system each stimulation of recep-
tors, afferent nerves, or brain structures in the central
nervous system, the spinal channel, and in the periph-
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eral nervous system leads to bioelectrical phenomena,
which display a distinct time relation to the stimula-
tion. These potentials are called evoked potentials (EP).
They allow statements on the transformation, transition,
and processing of particular stimulations and reflect
the functional state of singular neuronal pathways. Ac-
cording to the kind of stimulation there is a distinction
between acoustic (AEP), visual (VEP), somatosensory
(SEP), and motor (MEP) evoked potentials. The aim of
the recording of evoked potentials is to check whether
the conduction of the sensory stimulation up to the
cortical processing in the brain is normal, delayed, or
recognizable at all. With SEP, AEP, and VEP the as-
cending sensory nerves pathways up to the brain stem
are checked; with MEP the descending motor nerve
pathways down to the peripheral musculature of arms
and legs.

Device Techniques

The recording parameters of the amplifier, the analy-
sis time, and the number of averages are characteristic
for each EP examination. Table 9.7 shows an overview
on the recommended parameter settings of the German
Society of Clinical neurophysiology.

In addition, it is of vital importance to watch
accurate electrode application thoroughly. Electrode
placement here is also according to the 10–20 system.
The skin of the scalp must be preprocessed so that the
electrode transition impedance comes out below 2 kΩ.
According to the kind of recorded evoked potential sur-
face cup electrodes out of sintered Ag/AgCl or gold are
applied.Unipolar platinum needle electrodes are only
used in intra-operative application of evoked potentials.
These do not need any preparation of the scalp, they are
simply applied subcutaneously.

Before and during the recording the EEG raw sig-
nals are observed on the monitor in order that artifacts
be recognized as soon as possible and eliminated. Espe-
cially muscle activity due to nonrelaxed patients occurs

Table 9.7 Recording parameters for the different evoked potentials

Evoked Amplifier High-pass Low-pass Analysis Averagering
potentials sensitivity filter filter time steps

VEP 5 μV/Div 0.5 Hz 100 Hz 500 ms 64–128

SEP arm 5 μV/Div 0.5–1 Hz 2–3 kHz 50 ms 128–256, rare – 1024

SEP leg 5 μV/Div 0.5–1 Hz 2–3 kHz 100 ms 128–256, rare – 1024

AEP brainstem 1–2 μV 100–150 Hz 3 kHz 10 ms 1024–2048

ERP 5–10 μV/Div 0.1–0.5 Hz 30–70 Hz 500 ms−1 s 10–32

MEP arm 10–20 Hz 5–10 kHz 1–5 mV/Div 50 ms

MEP leg 2–5 mV/Div 100 ms 1

ECG signal respiration at rest
100 ms/Div, 200.00 μV/Div, 1/0, G

ECG signal deep breathing (6/min)
100 ms/Div, 200.00 μV/Div, 2/0, G

HRV respiration at rest
HR min
(1/min)
66.2

HR medium
(1/min)
70.5

HR max
(1/min)
75.4

Variance
(1/min) (max-min)
9.2

Ratio
(max/min)
1.1

HRV deep breathing
HR min
(1/min)
62.8

HR medium
(1/min)
74.6

HR max
(1/min)
87.0

Variance
(1/min) (max-min)
24.2

Ratio
(max/min)
1.4

Fig. 9.30 Heart frequency variation of a 32 year old male proband,
displaying the change in heart frequency during respiration at rest
and in deep breathing

during the recording. Therefore, the patient is placed
comfortably on an examination couch during the AEP,
SEP, and MEP recordings, whereas he has to sit in
a chair in front of the TV monitor during the VEP.

For the recording of evoked potentials averaging
is indispensable. The averager is triggered simultane-
ously by the onset of the stimulation signal. This way,
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the signal response components that are directly related
to the stimulus grow out of the stochastic background
activity, thus forming the actual signal components of
the evoked potential. Other signal components such as
artifacts, EEG, ECG, EMG etc. do not correlate with
the stimulus and are averaged out. The increase of the
signal/noise ratio correlates to the square root of the
number of averaging steps.

It is also helpful for the recording of evoked poten-
tials to use an automatic artifact rejection. However, the
rejection mostly only discriminates the amplitudes: if
the amplitudes transcends an adjustable threshold value,
this particular signal epoch is taken out from the aver-
aging.

Normative values and the evaluation criteria for
evoked potentials consist of the latencies of character-
istic peaks, their difference in the comparison of both
sides, inter-peak latencies, and the lack of one or several
components of the response potential.

Indications for the measurement of evoked poten-
tials are generally in:

I

I

I

I

II

II

II

II

III

III

III

III

IV

V

IV

IV

IV

V

V

V

A1

B1

C1

D1

Right ear 1/ A2–Cz/R ipsi
1.0 ms/Div, 0.20 μV/Div, 2000/25, G

Right ear 2/ A2–Cz/R ipsi
1.0 ms/Div, 0.20 μV/Div, 2000/19, G

Left ear 1/ A1–Cz/L ipsi
1.0 ms/Div, 0.20 μV/Div, 2000/53, G

Left ear 2/ A1–Cz/L ipsi
1.0 ms/Div, 0.20 μV/Div, 2000/0, G

Nr

A1
B1
C1
D1

Lead

A2–Cz/R ipsi
A2–Cz/R ipsi
A1–Cz/L ipsi
A1–Cz/L ipsi

Stimulus
(dB SL)

70.0
70.0
70.0
70.0

I
1.6 ms

1.6
1.6
1.8
1.7

II
2.8 ms

2.7
2.7
2.7
2.7

III
3.9 ms

3.7
3.7
3.7
3.7

IV
5.1 ms

5.0
5.1
5.1
5.0

V
5.7 ms

5.7
5.6
5.5
5.6

I–V
4.1 ms

4.1
4.0
3.7
3.9

I–III
2.3 ms

2.1
2.1
1.8
2.0

III–V
1.8 ms

2.0
1.8
1.8
1.9

Fig. 9.31 Normal brainstem AEP of a 44 year old female

• The diagnostics of multiple sclerosis (MS),• Space occupying processes• Polyneuropathies• Intensive medicine in coma or nonoriented patients• Intra-operative monitoring e.g. during the operation
on the spinal channel• Intoxication and/or metabolism lapses• Posttraumatic coma after craniocerebral injury• Brain death determination.

Acoustic Evoked Potentials

Acoustic evoked potentials (AEP) enable the exami-
nation of the auditory nerve in connection with the
auditory pathways via the brainstem to the cortex. In
neurology the early components within the first 10 ms
after the stimulation (brainstem AEP) are of vital impor-
tance (Fig. 9.31). These early brainstem responses are
generated in the acoustic nerve and in singular nucleus
regions of the brainstem. It is quite an easy examina-
tion in the case of functional malfunctions due to space
occupying processes in the brainstem causing obvious
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changes in the BAEP, such as in tumors and hemor-
rhages in the brainstem.

AEP are of distinct importance also in audiology.
The AEP examination is applied in cochlear and audi-
tory nerve lesions as well as in the objective audiometry
in patients who are not able to cooperate in a normal
audiometry.

The acoustic stimulator consists of electromagnetic
shielded headphones, which are supplied by an elec-
tronic sound generator and therefore directly applied to
the ear lobe. Electromagnetic shielding is necessary to
avoid electric coupling via the recording electrodes to
the amplifier, because the electrodes must be applied
directly under the headphones.

If the sound generator is used for the stimulation
of brainstem potentials, the stimulus consists of a short
rectangular acoustic signal with a pulse width of 100 μs,
a so-called click.

• Click stimulation amplitude: 10–80 dB HL (hear-
ing level), standardized 70 dB HL in neurology for
objective audiometry, in ENT all sound intensities.• Stimulation frequency: 1–30 Hz in 1 Hz steps; stan-
dard 10–15 Hz.• Polarity: suction, pressure, alternating suction/
pressure; white noise of 30 dB under the sound
intensity contra-lateral to suppress of hearing the
stimulus via bone conduction.

If the sound generator is used in ENT for further stim-
ulation of middle and late AEP, then additional stimuli
are selectable, such as frequency specific tone peeps and
burst pulses with adjustable times for rising and falling
slopes in the normal audiometry range of 125−250−
500 Hz and 1−2−4−8 kHz.

The four recording electrodes are placed on:

• Two recording electrodes on the right and left mas-
toid (scalp bone part behind the ear lobe) ipsilateral
to the stimulated ear• Reference electrode Cz• Ground electrode Fz.

At first the stimulation and recording are carried out
on the right ear; the left ear is simultaneously masked
by white noise at 30 dB below the stimulation sound in-
tensity. Secondly the left ear is stimulated and recorded
with contralateral masking of the right ear. Finally, both
stimulations and recordings are repeated in order to en-
sure the reproducibility of the recording.

The normative values of brainstem AEP at a stim-
ulation loudness of 70 dB HL consists of five peak
latencies and one inter-peak latency: latency I: 1.5 ms;

latency II: 2.6 ms; latency III: 3.6 ms; latency IV: 4.7 ms
and latency V: 5.4 ms; inter-peak latency between the
waves V and I: 4.0 ms. The potential peaks are evaluated
in relation to their occurrence and their latency values.
If one or several potential peaks are delayed or do not
occur, the physician assumes a lesion in the respective
location in the acoustic pathway.

In objective audiometry the amplitude relations be-
tween the IV-V complex and the wave I are also
evaluated. In audiometry the recording of the brain-
stem potentials (brainstem evoked response audiometry
(BERA)) is far more elaborate than in neurology be-
cause the loudness of the stimulus is successively
decreased from 70 dB HL in 10 dB HL steps down
to the hearing threshold. These recordings are time-
consuming, taking up to at least half an hour.

The normative value of brainstem potentials are
dependent on the stimulating loudness, on gender,
on temperature, and pathological changes; however
they are independent from the patient’s cooperation.
Therefore, their application is particularly suitable for
monitoring during surgery on the inner ear and on the
brainstem; they also are used in the detection of brain
death.

Visual Evoked Potentials

Visual evoked potentials (VEP) (Fig. 9.32) enable the
physician to examine the visual pathways. In neurology
VEPs are applied to check the transition of the visual
stimulation via the optic nerve to the visual pathways
up to the visual cortex. Their clinical application is in
the early recognition of multiple sclerosis (MS) and in
central visual disturbances.

In ophthalmology their clinical application is e.g.
in the objective visual acuity detection and in the ob-
jective recognition of disturbances in color vision. In
electroophthalmology a great number of different visual
stimuli are available, which are highly differentiated in
color and gray scales.

The stimulator for routine VEP generally consists of
a TV monitor, providing a checkerboard pattern over the
total screen with maximum contrast, which produces
each second a reversal checkerboard. The patient sits
at a fixed distance from the checkerboard screen in the
way that each checkerboard delivers a fixed gaze angle
(standard 50 arcmin) in relation to the retina. The total
visual field is 12◦ × 15◦ in relation to the gaze angle of
the patient. For this recording, the patient sits in a dark-
ened room; it is of vital importance that patients with
permanent glasses/contact lenses keep them on during
the recording. During the recording the patient has to
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P100

P100

P100

P100

A1
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D1

B1

Right eye 1/Oz–Fz
30.0  ms/Div, 4.00 μV/Div, 24/0, G

Right eye 2/Oz–Fz
30.0  ms/Div, 4.00 μV/Div, 33/0, G

Left eye 1/Oz–Fz
30.0  ms/Div, 4.00 μV/Div, 31/2, G

Left eye 2/Oz–Fz
30.0  ms/Div, 4.00 μV/Div, 29/0, G

Nr

A1
B1
C1
D1

Stimulation 
site

Right eye 1
Right eye 2 control
Left eye 1
Left eye 2 control

Recording
site

Oz–Fz
Oz–Fz
Oz–Fz
Oz–Fz

Lat P100
(ms)

84.6
83.4
85.8
85.8

Fig. 9.32 Visual evoked potential of a 57 year old female patient

fixate a small point in the checkerboard pattern (fixation
point), which is located slightly above the centre of the
checkerboard monitor. The patient is asked to perform
great vigilance in observing the checkerboard reversal,
this increases a good result of the VEP recording.

A VEP can also be recorded in coma or narcotized
patients, if bright light flashes are used as stimuli. These
are generated with the help of a photostimulator, which
applies the flashes via LED-goggles directly to the pa-
tient’s eyes.

The electrodes are placed in the following way:

• Recording electrode: 3 cm above the inion, on the
centre line on the rear scalp• Reference electrode: Fz• Ground electrode: Fpz.

First the stimulation and recording are carried out
on the right eye, the left eye is thereby covered. Then
the left eye is stimulated and recorded, the right eye be-
ing covered. This is called monocular stimulation. The
two response potentials are recorded once more each in
order to ensure reproducibility.

The main peak in the response potential is called
P100, which is the normative value of the positive
peak at about 100 ms after the stimulation. Increased la-
tencies around 10–20% are seen as pathological. The

negative peak before P100 is called N75 and is often
measured as well. The latencies of the responses from
the left and right sides are also compared. The nor-
mative value of the VEP is dependent on the stimulus
parameters and on the age. A steady-state-potential may
also be recorded at a reversal frequency of 8.3 Hz.

Somatosensory Evoked Potentials

Somatosensory evoked potentials (SEP) display an ob-
jective functional check of the somatosensory system
that is the pathway from the sensory nerve endings of
the upper and lower extremities via the transition along
the spinal channel to the brainstem, and their cortical
processing up to the cortex. They have clinical value for
patients who cannot or would not give valuable data on
their sensory disturbances during the clinical examina-
tion. With the help of a multi-channel recording along
various points on the somatosensory pathway a possible
lesion can be located and diagnosed.

SEP have clinical importance in the pathology of the
peripheral nervous systems, such as in polyneuropathies
and compression syndrome, during surgery of the spinal
cord and the spinal column, in multiple sclerosis and
brainstem lesions.

The nerve endings in the extremities are repeatedly
stimulated with electrical current of rectangular short
pulses of 100 or 200 μs pulse width, which should be
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adjusted to either 3–4 mA above the motor stimula-
tion threshold or 3–4 times the sensory threshold. This
causes a considerable contraction of the related muscles
but is not painful. The stimulation frequency is either 1,
2, or 3 Hz for the evaluation of the early components;
for the evaluation of the late components the frequency
must be reduced to 0.2–0.5 Hz.

4-channel SEP of the median nerve is recorded for
each stimulation site on the right or left part of the body
as follows:

• Active recording electrode: per channel,
channel 1: Erb’s point in the cavity of the clavicula,
channel 2: lower neck on the entrance of the median
nerve into the spinal column,
channel 3: upper neck before the entrance of the ver-
tebral canal into the brainstem,
channel 4: scalp point C3′ (2 cm behind C3) for right
stimulation, C4′ (2 cm behind C4) for left stimula-
tion, recording contra-lateral to stimulation, because
of the crossing of the pyramid pathways in the brain-
stem.

References Fz

7 cm

C3'
3 cm

C2

C7
ERB

N 20

EP

P15

N13b

N11b

N13a
N11a

10 20 30 (ms)

ERB

Fig. 9.33 Scheme for
recording of median nerve-
SEP of different recording
sites with respective signals

• Reference electrode: scalp point Fz for all channels.• Ground electrode: at the upper forehead, in addition
a large area ground electrode on the upper arm be-
tween the stimulation and recording site (Fig. 9.33).

4-channel SEP of the tibial nerve is recorded for
each stimulation site on the right or left part of the body
as follows:

• Active electrode: per channel,
channel 1: inner popliteal fossa above the tibial
nerve,
channel 2: lumbal vertebra. L5 on the entrance of
the tibial nerve into the spine,
channel 3: spine on lumbal point L1,
channel 4: median scalp point Cz′ (3 cm behind Cz)
same for right and left stimulation.• Reference electrode: scalp point Fz for all channels.• Ground electrode: an the upper forehead, but not
on a muscle, in addition a large area ground elec-
trode on the lower leg between the stimulation and
recording site (Fig. 9.35).
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N20

N20

N20

N20

A1

B1

D1

C1

N. medianus right/C3'–Fz
5.0 ms/Div, 1.60 μV/Div, 124/0, 11mA
N. medianus right/C3'–Fz
5.0 ms/Div, 1.60 μV/Div, 124/0, 11mA

N. medianus left/C4'–Fz
5.0 ms/Div, 1.60 μV/Div, 131/1, 11mA
N. medianus left/C4'–Fz
5.0 ms/Div, 1.60 μV/Div, 155/0, 11mA

Nr

A1
B1
C1
D1

Stimulation site

N. medianus right
N. medianus right control
N. medianus left
N. medianus left control

Recording
site N=

C3'–Fz
C3'–Fz
C4'–Fz
C4'–Fz

Lat N20
19.3 ms

18.4
18.4
18.4
18.4

Fig. 9.34 Normal somatosensory evoked potential of the median nerve of a 50 year old patient

Reference
(L5 + L1)

L5

L1

C2

Cz'

P40
0.5 μV

0.25 μV

N30

References Fz

N22

N18

10 40 70 (ms)

Fig. 9.35 Scheme for
recording of tibial nerve-SEP
of different recording sites
with respective signals
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SEPs are always recorded from both sides. Norma-
tive values for the cortical stimulation responses with
stimulation of the median nerve are P15 and N20, which
means a positive peak at 15 ms and a negative maximum
at 20 ms. Normative values for early cortical stimula-
tion responses from the tibial nerve are P30 and N33
(30 and 33 ms), for medium responses P40, N50 and
P60 (40, 50 or 60 ms) and for the late responses >N75
(75 ms). Examples for responses and their measuring
values for somatosensory EPs are shown after stimu-
lation of the median nerve in Fig. 9.34 and of the tibial
nerve in Fig. 9.36.

In clinics SEP is mostly recorded with four chan-
nels, so that latency differences from the singular peak
latencies of the different recording sites are detected,
which enables the physician to calculate the peripheral
and central conduction velocity. The normative values
are dependent on age, body temperature, and size of
the patient. This must be considered in the conduction
velocity determination.

Early cortical stimulation responses have the great
advantage that they can be recorded independently from
the patient’s state of consciousness. They also remain
mostly independent from drugs that influence the pa-
tient’s consciousness, thus enabling SEP recordings in
intra-operative monitoring.

Base

Base
P40

P40

A1

B1

C1

D1

P40

P40

N. tibialis right/ Cz'–Fz
10.0 ms/Div, 1.60 μV/Div, 203/0, 10 mA
N. tibialis right/ Cz'–Fz
10.0 ms/Div, 1.60 μV/Div, 181/0, 10 mA

N. tibialis left/ Cz'–Fz
10.0 ms/Div, 1.60 μV/Div, 209/0, 12 mA
N. tibialis left/ Cz'–Fz
10.0 ms/Div, 1.60 μV/Div, 193/0, 12 mA

Nr

A1
B1
C1
D1

Stimulation
site

N. tibialis right
N. tibialis right control
N. tibialis left
N. tibialis left control

Recording
site N=

Cz'–Fz
Cz'–Fz
Cz'–Fz
Cz'–Fz

Lat P40
38.8 ms

36.8
36.8
37.0
37.0

Ampf P40
1.8 μV

2.8
–

5.8
–

Fig. 9.36 Normal somatosensory evoked potential of the tibial nerve of a 40 year old

Motor Evoked Potentials

Motor evoked potentials (MEP) examine the central
motor pathways in an awake patient. The stimulation
is carried out transcranially by a magnetic stimulator on
the motor cortex in a noninvasive and pain-free way.

MEPs are often recorded in conjunction with SEP.
SEP examines the ascending sensory nerve pathways
together with their processing in different parts of the
brain, whereas MEPs examine the descending motor
pathways up to the extremities. The amplifier settings
relate to the motor NCV; however longer analysis times
are necessary. It is recommendable to select a waterfall
display mode in order to present 10–20 MEP responses
together on one screen.

The technique of a magnetic stimulator consists of
a capacitor charge/discharge system with a high voltage
circuit, a high power discharge switch, and a capacitor
that is able to store the charged energy. The capacitor
discharges via special coils; the coil construction and
the geometry have great influence of the intensity, pen-
etration depth, and the focus of the stimulation in the
neuronal tissue. Therefore, coils in different shapes and
forms are available for different kinds of stimulation.
For the stimulation of the upper extremities a 90 mm
standard coil is available. The sides of the coil are
marked with the flux direction of the current. If one
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looks at the coil from the top and the marking of the flux
direction of the current is clockwise, then the left hemi-
sphere is stimulated and the MEP response is recorded
contra-lateral on the right hand. In reverse – if the flux
direction is counterclockwise once the coil is turned
upside down, the right hemisphere is stimulated with
a contra-lateral recording on the left hand.

For the determination of the central motor conduc-
tion time (CMCT) first the motor cortex is stimulated,
then the related nerve at the exit of the vertebral canal
(Fig. 9.37). The MEP latencies of the cortical and cer-
vical stimulation are measured and subtracted. The
difference between them is the time, in which the stim-
ulation pulse travels from the motor cortex to the spinal
outcome of the nerve. This time is the central motor
conduction time. Their normative values for the arms
are between 5–9 ms, for the legs 15–19 ms. An impor-
tant phenomena in cortical stimulation is facilitation. It
is possible to decrease the necessary stimulation thresh-
old to 25%, if the patient contracts the target muscle
to be reached by cortical stimulation, thus carrying out
a voluntary contraction. The MEP latency of the facili-
tated muscle then decreases to 1–3 ms.

There are some contraindications for magnetic stim-
ulation: pace makers, metal in the scalp (e.g. aneurysma

Direction of
the current in the coil

Coil
current

Induced current

Motor pathways

5 mV
17.4 ms

5 ms

Peripheral

Cortical

Cortical

1 mV 23.8 ms

5 ms

5 mV 22.6 ms

Facilitation
5 ms

Relaxed muscle:
CMCT = 23.8 ms – 17.4 ms = 6.4 ms

Facilitation:
CMCT = 22.6 ms – 17.4 ms = 5.2 ms

Fig. 9.37 Stim-
ulation sites and
MEP for the de-
termination of
the central motor
conduction time
(CMCT)

clips), and diagnosed epilepsy. Furthermore, patient and
examiner must take extra care of magnetic cards and
computer disks during the examination, because the
data on these devices may be changed if they are in the
area around 20 cm of the stimulation coil.

9.3.6 Event Related Potentials

Event related potentials (ERP) are generated in higher
layers of the cortex. They occur if the patient processes
certain stimuli in a conscious way. Therefore, they can
only be recorded if the patient gives importance to the
occurrence of a stimulus. So the patient’s cooperation
is of vital importance for ERP, and he is asked to dif-
ferentiate between high and low tones or count the rare
tones.

In ERP only the late components are evaluated.
They are called P300 or potentials after cognitive stim-
ulation. P300 relates again to the peak value of the ERP
response at about 300 ms latency after stimulation on-
set. An indication of the recording of ERPs is given
e.g. in patients with brain dysfunctions and dementia
syndromes such as M. Alzheimer’s, in depression and
schizophrenia, as well as in brain organic psychosyn-
drome.
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Sleep Diagno10. Sleep Diagnostic Systems

Klaus-Peter Hoffmann, Robert S. Pozos

Sleep is a complex function of the brain, charac-

terized by alternating cycles of slow waves and

rapid eye movement. Sleep disorders are among

the most common health problems. They have

multiple causes, and different clinical disciplines

collaborate to arrive at the proper diagnosis and

therapy. After insomnia, sleep apnea or sleep

disordered breathing is the second most com-

mon sleep disorder and is divided into two major

categories: obstructive and central. This chapter

discusses devices for monitoring patients at home

and in sleep laboratories. Different therapeutic

methods for patients with sleep apnea syndrome

are discussed.
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10.1 Function and Application

With a prevalence of 15–20% of the population, sleep
disorders are considered to be a common disease. Of
sleep disorders, 50–60% are psychogenic, whereas for
an additional 30% it is not possible to distinguish be-

tween psychic and organic and 10–20% are organically
caused. The last group includes patients with sleep ap-
nea syndrome, who on the one hand suffer from an
increased vital risk, but on the other hand can be quickly
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and successfully treated by nasal continuous positive
airway pressure (nCPAP) therapy. Overall, the interna-
tional classification of sleep disorders (ICSD) published
in 2001 by the American Sleep Disorders Association
lists 88 different sleep disorders.

Sleep disorders have manifold causes, and their ef-
fects extend into various fields of medicine. Thus, an
interdisciplinary approach is necessary for diagnostics
and therapy of sleep disorders. These disciplines and

faculties include: pneumology, pediatrics, neurology,
psychiatry, psychology, geriatrics, cardiology, otorhi-
nolaryngology, internal medicine, urology, nephrology,
etc. In addition, due to its complicated nature, sleep
medicine has developed into a field of its own, contain-
ing medical knowledge about sleep and its disorders.
In Germany, specialized knowledge in this field can
today be acquired in many clinical and private sleep
centers.

10.2 Sleep Diagnostics, Sleep Laboratories, and Sleep Apneas

10.2.1 Sleep Diagnostics

All procedures and methods used for evaluation of dis-
ordered and normal sleep as well as for examination of
an induced therapy can be summarized under the term
sleep diagnostics. For practical reasons, a multistage
division has been established (Fig. 10.1).

The first stage includes questions concerning an-
tecedents, case history, and a standardized short

Sleep diagnostic an therapy control

Diagnostic
step 1

Diagnostic
step 2

Diagnostic
step 3

Diagnostic
step 4

Therapy Therapy

Clinical examination
functional tests

Ambulant monitoring systems
(respiration, oxygen
saturation, body position,
heart frequency)

Sleep laboratory

Case history

Form

Therapy control Therapy control

Insomnia Sleep disordered breathing

Anamnesis, examination

Behavior pharmaceuticals Behavior pharmaceuticals
Breathing (nCPAP) surgery

Polysomnography Long-term recording
Polysomnography

Risk

intermediate low

Risk

high low

Long-term recording

Fig. 10.1 Multistage diagnosis of sleep disorders

questionnaire. The second stage consists of clin-
ical examinations with laboratory tests and spe-
cial sleep–wake anamneses. As an example, Ta-
ble 10.1 shows a questionnaire for patients with
suspected insomnia. The objective is the classifi-
cation of the sleep disorder and, for sleep-related
breathing disorders, a risk analysis. This analysis
determines further diagnostic and therapeutic pro-
cedures.
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Table 10.1 Anamnesis, using diagnostics of insomnia patients as an example

Form of sleep disorder: – Difficulty to fall asleep

– Difficulty to stay asleep

– Early awakening

– Limited recreation

Pathology of sleep disorder: – Cognitive and emotional activity in the post phase

– Vegetative attendant symptoms

– Special symptoms (respiratory obstructions, restless
leg syndrome, nightmares, pain, anxiety)

State of health during the day: – Vigilance

– Activity and ability to cope with stress

– Ability to concentrate and performance

– Emotional state and general well-being

Sleep behavior: – Time in bed and sleep duration

– Sleep time

– Evening habits and sleep habits

Progress and duration of the sleep disorder: – Self-medication (drugs, alcohol)

Sleep prior to disease/pretreatment – Nonmedicinal agents

– Soporifics (form, time, and dose of intake)

Psychiatric and organic anamnesis and pathology: – Private and occupational life history

Influencing parameters – Living conditions and behavior affecting sleep

– Physical environmental influences

– General intake of pharmaceuticals

– Consumption of caffeine, nicotine, alcohol, and drugs

For patients with suspected sleep-related breathing
disorders, a third stage is initiated, including continuous
monitoring of respiration, O2 saturation of the blood,
heart rate, and body position. For the most part, these
measurements can be conducted ambulatorily.

The fourth stage includes recordings of biosignals,
generally under stationary conditions in a sleep labora-
tory. The induced therapy is optimized and adjusted by
repeated examinations to evaluate its effectiveness.

To conduct the polygraphic recordings necessary for
diagnostics and therapy control, the German Sleep So-
ciety (DGSM) and the American Academy of Sleep
Medicine have developed guidelines. They include
respiratory mechanical measurements (respiratory gas
flow, respiratory effort, nCPA pressure), cardiorespi-

ratory measurements (blood pressure, blood gases,
electrocardiogram (ECG), pulse), neurophysiological
measurements (electroencephalogram (EEG), electro-
myogram (EMG), and electrooculogram (EOG)), and
patient-related measurements (motion, position, snoring
sound, video recordings). Moreover, these guidelines
recommend the number of channels, the parameters to
set, the application of the respective sensors, the analy-
sis including automatic processing, the evaluation of the
results, and supplemental measurements.

10.2.2 Sleep Laboratory

In a sleep laboratory, sleep is examined under laboratory
conditions, recording and storing various biosignals and
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evaluating them with respect to manifold criteria. The
cause of the disorder registered in the anamnesis is de-
cisive for the respective diagnostic approach.

Due to the above-mentioned diversity of sleep
disorders, specialized sleep laboratories have been es-
tablished.

1. Psychiatric–neurological sleep laboratories are fo-
cused on psychogenic and neurological hypo-
and hypersomnia, parasomnia, circadian disorders
of the sleep–wake cycle, sexual disorders, and
particularly epilepsy. This analysis requires ad-
ditional EEG channels for seizure diagnostics
including long-term EEG, EMG, body temper-
ature, actigraphy, and registration of nocturnal
erections.

2. A psychological sleep laboratory focuses on vig-
ilance, dreams, and the causes of psychogenic
sleep disorders as well as the influence of stress
and noise on sleep. Neurophysiological parameters,
such as skin impedance, skin and core tempera-
ture, EMG, and EEG biofeedback are additionally
registered.

3. Sleep-related breathing disorders are the focus
of internal–pneumological sleep laboratories. The
measurement of cardiorespiratory functions includ-
ing the associated change of neurophysiological
parameters, such as occurrence of arousal, is typi-
cally used for diagnostics of sleep apnea syndrome.
Further measured values include respiratory flow
separately for nose and mouth, intrathoracic pres-
sure, p

CO2
, continuous blood pressure, pH value,

and long-term ECG.
4. Examinations regarding drug efficacy are conducted

in a pharmacological sleep laboratory.

10.2.3 Sleep Apneas

An episode with a breath amplitude reduced by 50% for
a duration of more than 10 s is denoted as hypopnea. In
apnea, the amplitude is reduced by 20% for a duration
of more than 10 s. A phase of apnea is accompanied by
an initial decrease in heart rate and a drop in O2 satura-
tion after a few seconds. This phase is followed by an
awakening signal of the central nervous system (CNS)
and is characterized by arousal, short-term EEG activa-
tion, acceleration of the heart rate, heavy breathing, as
well as an increase of blood O2 saturation.

For obstructive apnea, the upper respiratory tracts
are occluded due to the interplay of negative pressure in
the pharynx and reduced activity of the pharyngeal mus-
cles during inspiration. Here, thoracic and abdominal
movements are still present and often opposed. A less
frequent type of apnea is central apnea, which is due to
decreased cerebral control of respiration with a decrease
in respiratory flow and respiratory movements of the di-
aphragm. For mixed apnea, the most frequent form of
apnea, the initial central apnea is followed by a phase of
obstructive apnea.

10.2.4 Sudden Infant Death Syndrome

Sudden infant death syndrome (SIDS) has an excep-
tional position among sleep disorders, as its cause(s)
cannot be explained by either clinical or extensive post
mortem examinations. It is the most frequent cause of
death for infants in the first year. The stage of cerebral
development is a possible cause. Today, the risk groups
have been successfully identified, and various preven-
tion strategies have been developed. Long-term monitor-
ing is still the most frequently used preventive method.

10.3 Technology

Depending on the stage of sleep disorder diagnos-
tics, different methods and devices are applied. The
choice strongly depends on the application, number of
selectable parameters, sensor application, operability,
evaluation strategies, software, etc.

10.3.1 Devices for Monitoring of Selected
Parameters for Special Applications

To register, control, and document the vital functions
of an infant in the first year with the risk of sudden

infant death, special monitoring systems are provided.
Monitoring may include heart rate, respiration, and
movements of the infant as well as actigraphic mea-
surements. The objective is to alarm the parents in case
of loss of vital functions as well as to enable timely
measures for resuscitation.

10.3.2 Ambulant Devices for Diagnostics

There are a variety of portable devices for recording
and registration of polygraphic signals. The signals are
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recorded in the familiar domestic environment of the
patient, making habituation to laboratory conditions
unnecessary. After registration of biosignals, they are
either transmitted telemetrically or copied to a labora-
tory computer by the physician the following morning,
and evaluated using automated signal analysis meth-
ods. In addition, monitoring systems are used for
recording, storage, and evaluation of respiration (larynx
microphone), heart rate (ECG), body position, and O2
saturation.

Enhanced diagnostic possibilities exist due to the
use of an increased number of channels and the ap-
plication of nCPA pressure sensors. A sleep center
can service several small hospitals with a sleep labo-
ratory and ambulatory physicians. They transmit their
recorded raw data or results based on automated anal-
ysis together with the patient data and their suspected
diagnosis to the center, which assists the physicians in
arriving at their diagnosis. Two-way transmission in-
volves using modems for area networks or the web.
Thus, the quality of sleep disorder diagnostics can be
further improved, as referrals and inpatient confine-
ments become more efficient.

10.3.3 Devices for Diagnostics
in Sleep Laboratories

Devices for multistage sleep disorder diagnostics used
in a sleep laboratory include equipment for long-term
recording and polysomnography. In a network, individ-
ual devices form a closed system for signal registration,
transmission, analysis, evaluation, and storage. Inter-
faces to other analysis systems and data processing
equipment are provided. Therefore, integration into the
hospital information system including patient and busi-
ness management is beneficial, as, e.g., all examination
findings are centrally archived and are thus available to
any physician in the hospital.

As an example, Fig. 10.2 shows the setup of a sleep
laboratory. It consists of four recording stations, with
one of them being equipped with a laptop computer to
function as a mobile station. In the awake station, all
data are collected. Here, the night watch is on duty, and
the signals are analyzed, stored, and archived. CPAP set-
tings, communication with the patient, and remote data
transmission via modem are possible. Simultaneously
with biosignal recording, a video image of the patient is
recorded and stored, and can be correlated to the signals.

In the aforementioned example, an additional eval-
uation station is provided for the executive physician,

who has access to all data. Wide, separate setting ranges
for the recording parameters as well as sampling rates of
1–1000 Hz are required to enable an entire polygraphy.
The equipment ranges from a 12-channel single-user
station to linked 32-channel multibed stations with an
evaluation unit and server.

For the application of recording devices in sleep
medicine, it is also important that, during the record-
ing, signals from previous periods can be examined at
any time by the night watch or the doctor on call.

10.3.4 Therapy Devices

Sleep-related breathing disorders can be treated by nasal
continuous positive airway pressure. The objective of
such therapy is to prevent obstructions of the upper
respiratory tracts in the inspiration phase by a positive
pressure. Mainly, nasal continuous positive airway pres-
sure (nCPAP) and nasal bilevel positive airway pressure
(BiLEVEL) are applied. The use of a device with two
separate pressures for inspiration and exhalation facil-
itates exhalation for high CPA pressures. The setting
of the respective levels for inspiration and exhalation
is controlled by the patient through breathing and has to
be done precisely in a very short period of time.

If respiratory flow is plotted as a function of CPA
pressure, the critical pressure pcrit can be determined
(Fig. 10.3a). It is defined as the minimum pressure for
which a respiratory flow can be detected, and it is
a measure of the collapsibility of the pharynx during
sleep. The critical pressure Pcrit increases from snor-
ing patients with obstructive hypopnea to patients with
obstructive apnea respectively.

To increase patient acceptance of these devices, the
pressure is slowly increased linearly during the phase of
falling asleep, until the therapeutic pressure is reached.
Newer devices, which are also denoted as automated
CPAP, shift the pressure every 2 min by +2 mbar with
respect to the current pressure level, and simultaneously
measure the resulting change in respiratory flow. The
objective of the analysis and potential adaptation of
the current pressure is to reach the optimum pressure–
respiratory flow window with no respiratory events
(apnea, hypopnea, snoring) occurring.

Figure 10.3b shows a detail of an automated titra-
tion report with a plot of respiratory flow and pressure.
Warming and humidification of the ventilation air as
well as reduced noise emission by the integrated tur-
bine are of great importance for patient acceptance of
nCPAP therapy.
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Recording station
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Fig. 10.2 Setup of a sleep laboratory with three stationary and one mobile recording station as well as a central wake station and
an additional workstation for evaluation of the recording in the physician’s room
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Fig. 10.3 (a) Respiratory flow–pressure curve, (b) detail from an automated titration report

10.4 Sleep Diagnostic Procedures

10.4.1 Ambulatory Polygraphy

All recordings by nonlaboratory monitoring systems are
classified under the term ambulatory polygraphy. This
includes devices used in the third stage of sleep diag-
nostics as well as all alarm systems used for domestic
monitoring of suspected sudden infant death syndrome.

10.4.2 Small Polysomnography

A small polysomnography is indicated for psy-
chogenic/psychiatric disease patterns, for differential
diagnosis of epileptic seizure disorders, and for ther-
apy of nonrespiratory diseases. At least a four-channel
EEG, the EOG, EMG and ECG are required. Continu-
ous observation of the patient via video screen and of
the polygraphic recordings is required.

10.4.3 Extensive Polysomnography

Extensive polysomnography is conducted for persis-
tent and therapy-resistant sleep disorders which at first
view are not psychogenic or psychiatrically caused,
for suspected sleep-related breathing disorders, and for
drowsiness. Different signals like EEG, EOG, EMG,
ECG, flow, effort, blood gases, snoring, blood pres-
sure, position, temperature, movements, erection, and

intrathoracic pressure can be recorded. Videometry is
required.

10.4.4 Multiple Sleep Latency Test

With the multiple sleep latency test (MSLT), drowsi-
ness can be examined. This test is conducted directly
after a preceding nocturnal polygraphy, e.g., at 10 am,
12 pm, 2 pm, and 4 pm. Each recording session can take
20 min, and the patient should not resist going to sleep.
The recordings include EEG, EOG, EMG, and ECG.

10.4.5 Maintenance
of Wakefulness Test (MWT)

Like the MSLT, the MWT is conducted directly after
a preceding nocturnal polygraphy, e.g., at 10 am, 12 pm,
2 pm, and 4 pm. The willingness of the patient to stay
awake is measured. The patient is requested not to fall
asleep during or between the recordings. The same pa-
rameters as for the MSLT (EEG, EOG, EMG, and ECG)
are recorded.

10.4.6 Therapeutic Monitoring

The technological requirements are the same as those
of extensive polysomnography, plus the possibility to
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record the CPA pressure. Monitoring is conducted to
control the nasal CPAP or the BiLEVEL setting, which
is the result of a qualified adjustment. After 3, 6 and
12 months, the setting is routinely checked.

10.4.7 Intensive Monitoring (Epilepsy)

Intensive monitoring is mainly used to detect epileptic
activity. Also for this technique, a multistage procedure
is applied for each patient. Routine EEG record-
ings (from 20 min up to 1 h), prolonged recordings
(1–6 h), and long-term recordings (6–24 h) can be
distinguished, which together form a complex neurodi-
agnostic functional unit. For simultaneous double image
recording, patient behavior and EEG are displayed syn-
chronously on a monitor.

In examinations of patients with proven epilepsy,
epileptic activity are detected in 75% of patients
during a 48 h recording, of which 10% occurred
suddenly. Thus, ictal and interictal activity can be com-

pared, and continuous analysis for classification can be
made.

Sleep phases are particularly important for diag-
nosing epilepsy, as seizures increase in quantity at
the following times: during early sleep between 10 pm
and 12 am, 1–2 h before morning awakening, and after
morning awakening. The proportion of specific poten-
tials increases during sleep compared with the awake
EEG by ≈ 20%, especially during late periods of the
night and during arousals.

10.4.8 EEG After Sleep Deprivation

Previous to intensive monitoring for diagnosing
epilepsy, routine EEG recordings after 24 h of sleep
deprivation are conducted. During the 1–2 h period
of recording, the patient is allowed to sleep. Thus,
the effect of sleep deprivation and sleep itself is
used to provoke and intensify epileptic activity in the
EEG.

10.5 Signal Recording and Signal Processing

10.5.1 Signal Recording

The quality of signal recording is crucial for the qual-
ity of sleep disorders evaluation. Besides the choice of

Table 10.2 Example of recording parameters for detection of polysomnographic signals according to the recommenda-
tions of the German Sleep Society

Signal Recording site μV/cm fmin (Hz) fmax (Hz) Comments

EEG C3:A2, C4:A1 or
C3:A1; C4:A2

70 0.53 70 Instead of A1, A2 also mastoid; 10:20 system

EOG Left, right epicanthus 70 0.53 > 30 Also horizontal and vertical recording possi-
ble

EMG M. mentalis or
M. submentalis; bipolar

20 < 1.6 > 70

ECG In. Manubrium sterni,
dif. 5. intercostal area

1000 R peak as well as P and T wave readily iden-
tifiable

Respiratory
flow

Mouth and both nostrils Differentiation between hypoventila-
tion and normal breathing

Thermistor or thermocouple

Effort Thoracic and abdominal Hypoventilation, normal breathing, and
hyperventilation have to be identifiable

Induction, plethysmography, strain gages,
piezosensors or impedance measurement

Blood gases Saturation Pulse oximetry, for analog output 1% per mm

EMG M. tibialis anterior 20 < 1.6 > 70 Bipolar, 5 cm distance

the sensors and electrodes necessary for each respec-
tive case, signal quality depends on proper placement
and application as well as on the recording parameters
set according to the signal properties, such as amplifica-
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Fig. 10.4 Polysomnography (ambulatory) of a patient with obstructive sleep apnea (channels from top to bottom: respiratory flow,
respiratory effort for thorax and abdomen, snoring microphone, oxygen saturation, body position, and heart rate). Obstructions are
clearly reflected by a flattening of the respiratory flow with reduced or opposed displacements of thorax and abdomen, followed
by the occurrence of snoring sounds, a reduced oxygen saturation, and an increased heart rate

tion, frequency range, and sampling rate. In Table 10.2,
the device settings recommended by the German Sleep
Society are summarized. The sampling rate for digiti-
zation of biosignals should be at least twice the highest
frequency contained in the signal. In addition, a com-

promise has to be found between recording quality and
the capacity of the digital storage medium.

Figure 10.4 illustrates a printout of raw data from
a polygraphic recording according to the third diagnos-
tic stage. Quality control of recording has to be done
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Table 10.3 Criteria for visual evaluation of polygraphic signals in the sleep laboratory according to the recommendations
of the German Sleep Society

Signal Analysis

Respiration Amplitude and phase shift between thoracic and abdominal respiration
– Respiratory amplitude < 10% of normal respiration > 10 s ⇒ Apnea
– Respiratory amplitude < 50% of normal respiration ⇒ Hypopnea
– Apnea index (AI) = apneas per hour of sleep
– Hypopnea index (HI) = hypopneas per hour of sleep
Respiratory disturbance index (RDI) = sum of all respiratory
events per hour of sleep

Blood pressure Systolic, diastolic, and average blood pressure
– Minimum and maximum values during awake state and sleep

Blood gases A drop of > 3–4% is clinically relevant
– Oxygen desaturation index (ODI) = average saturation, desaturation per hour of sleep

EEG Visual determination of sleep phases according to the criteria by Rechtschaffen and Kales
in the phases awake, 1, 2, 3, 4, rapid eye movements (REM), and movement time (MT)
(Table 10.4)

ECG Heart rate variation, cardiac arrhythmia
average heart rate awake and sleeping, moment of maximum heart rate

EMG M. tibialis Quantification of periodic leg movements (PMS)
– Duration between 0.5 and 5 s, > double amplitude,
– Periodic for four events with an interval of 4–90 s and an average of 20–40 s
– Issue of arousal,
PMS arousal index = number of movements with arousal per hour of sleep, from five
pathological

EMG chin Sleep phase classification, quantification with respect to phasic and transient EMG activity

EOG Detection of REM sleep, calculation of the average REM density slow eye movements in
sleep phase 1

Erection Diagnostics of erectile impotence; temporal association to REM episodes

Interactions Connections between sleep phases, arousals, and other EEG elements with cardiorespiratory
events and movements

Body position Apneas and hypopneas are counted for the respective body position

Temperature Diagnostics of chronobiological disorders of the sleep–wake behavior; examination time
> 32 h

online. For polysomnographic recordings according to
stage 4, a greater number of recording channels are
used, and depending on the case, additional biosignals

are registered. Also, the video image of the sleeping
patient can be shown, to enable direct correlation of
patient movements and biosignals (Fig. 10.5).
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Fig. 10.5 Polysomnographic recording of a patient in the sleep laboratory with the display of the video image in the upper
window. The following biosignals are shown: EEG C3:A1 and C4:A2, EOG, EMG from the mouth base, respiratory flow,
respiratory effort, snoring sounds, oxygen saturation, ECG, heart rate, EMG from the leg and body position

10.5.2 Visual Evaluation

The first step in evaluation is a visual review of the raw
data to ascertain the recording quality and the occurence
of the artifacts. The whole recording is displayed using
various time scales, to obtain a faster overview. Ta-
ble 10.2 summarizes the criteria of a visual evaluation
of polygraphic signals for sleep disorder diagnostics.

To assess the dynamics of sleep and sleep quality,
the respective sleep phases and their changeovers are
registered according to the the standard classification
of the sleep phases by Rechtschaffen and Kales. In Ta-
ble 10.4, the essential criteria of this classification are
summarized.

10.5.3 Computer-Aided Evaluation

Computer-aided methods for analysis of polysomno-
graphic signals consider both the respiratory and the
bioelectric signals. Algorithms evaluate and detect

apneas and hypopneas, and differentiate between ob-
structive and central breathing disorders (Fig. 10.6).
Evaluating variation in heart rate and oxygen saturation
will assist in further diagnosis. The concise display of
changes of these parameters over the whole recording
period is an indispensable aid to the physician.

Although the classification of sleep phases accord-
ing to Rechtschaffen and Kales has become the standard
and provides useful information for many applications,
it is based on a quite arbitrary phase differentiation
and depends on the experience of the physician. Other
methods use Fourier analysis to separate the signal into
its frequency components and calculate the power as
a function of time. The sleep architecture can especially
be registered through the slow activity in the range of
delta-waves (less than 4 Hz). Thus, functional aspects
of sleep regulation can be examined (Fig. 10.7).

Other methods include analysis in the time domain
by detecting waves and patterns and the use of hybrid
systems with analog filters. Newer methods use neural

Part
B

1
0
.5



170 Part B Functional Diagnostics Devices

Table 10.4 Classification of sleep phases according to the criteria of Rechtschaffen and Kales

State and %
of total sleep

EEG EOG EMG

Awake
(1%)

W Dominating alpha
activity (8–13 Hz),
beta waves (> 13 Hz)

Eyeblinks, rapid eye
movements

High tone, movement artifacts

Non-REM
(5%)

S1 Theta activity, vertex
waves

Slow, oscillating eye
movements

Drop of the average muscle
tone, small movement artifacts

(49%) S2 Theta activity, K
complexes, sleep
spindles

No eye movements Drop of the average muscle
tone, small movement artifacts

(8%) S3 Groups of high
delta waves > 20%,
< 50%

No eye movements Drop of the average muscle
tone, small movement artifacts

(13%) S4 Groups of high delta
waves > 50%

No eye movements Drop of the average muscle
tone, little movement artifacts

REM
(24%)

REM Theta activity,
sawtooth wave

Conjugated rapid eye
movements (saccades)

Low average tone, phasic
activation

Movement
time
(MT)

> 50 % of the stage is
interfered by movement
artifacts, thus allocation to
another phase is not possible
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Fig. 10.6 Polysomnographic display, particularly of the respiratory parameters, including their evaluation by marking
detected apneas or hypopneas and desaturation
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Fig. 10.7 Display of evaluation results, particularly of the neurophysiological biosignals. The classification of sleep
phases according to Rechtschaffen and Kales, the frequency analysis of the EEG (two-dimensionally as a function of
time), and the temporal occurrence of alpha and delta waves in the EEG are shown

networks which, after a learning stage, assess biosignals
according to predetermined criteria. Currently, also al-
gorithms based on fuzzy logic are used for classification
of sleep phases.

Another parameter is the pulse transit time (PTT)
which can be derived from the ECG and the pulse
signal measured on the finger by photooxymetry. The

pulse transit time is the time lag between the maximum
of the R peak and the moment when the pulse curve
reaches 50% of its amplitude. Changes in the pulse tran-
sit time correlate with both blood pressure changes and
respiratory effort. Thus, an additional parameter is ob-
tained to differentiate between obstructive and central
apnea.

10.6 Fields of Application

The fields of application for diagnostics of sleep disor-
ders are as manifold as their causes. They range from

internal, neurological, and pneumological diseases to
physiological reactions, e.g., jet lag due to crossing time
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Table 10.5 Fields of indication in various medical subjects

Subject Examples of functional disorders and diseases representing an indication
for an examination of sleep-related breathing disorders

Andrology Erectile dysfunctions

Endocrinology Hypothyreosis, acromegaly, adipositas permagna

Hematology Polycythemia

Otolaryngology Detectable obstruction of the upper respiratory tracts for an awake patient

Cardiology Nocturnal cardiac arrhythmia, hypertension, cardiac insufficiency of unclear genesis,
dilatative cardiomyopathy

Neurology Neuromuscular diseases, hypersomnia

Orthopedics Kyphoscoliosis

Pediatrics Disorders of respiratory regulation, SIDS survivors, children with suspected Pickwick
syndrome, thriving disorders, big tonsils and adenoids

Pneumology Hypoxia/hypercapnia with or without previously existing pulmonary disease, insufficiency
of the right heart or global cardiac insufficiency of unclear genesis

Psychiatry Hypersomnia, hyposomnia

Psychosomatics Unclear states of failure, reduced performance

Oral surgery Craniofacial malformations

zones during transmeridian flight or sleep disorders as-
sociated with pregnancy.

They also include all fields with respect to age,
e.g., from sudden infant death syndrome to age-related
sleep disorders in geriatrics. In Table 10.5, the in-

dividual subject areas and the respective functional
disorders are mentioned. It is obvious that there is
hardly any medical subject which is not directly or
indirectly confronted with the problem of sleep disor-
ders.

10.7 Methodical Instructions

The methodical instructions given in this chapter are
related to polysomnographic recordings. For issues con-
cerning maintenance and servicing, the instructions of
the respective manufacturers of devices, accessories,
and sensors have to be considered. As the type of sen-
sors, their properties, and their application may vary,
only a few, general instructions can be given.

10.7.1 Handling/Application

Which biosignals should be recorded depends on
the clinical problem. At the beginning of recording,

in addition to technical calibration, biological cal-
ibration has to be conducted by eye movements
produced by commands, body movements, arbitrary
apnea, hypopnea, and hyperventilation. This is done
to control the operability of the recording tech-
nique and the fit of the sensors. For recording of
bioelectric signals, only electrodes of the same ma-
terial should be used, either gold or silver/silver
chloride.

The German Sleep Society recommends that
polysomnographic examinations be conducted on at
least two consecutive nights. During the first night, the
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patient can acclimatize to the laboratory. Preferably,
biosignals should be continuously recorded on paper
with a paper speed of 10 or 15 mm/s. The German
Sleep Society recommends storage of the recorded sig-
nals on optical, magnetic or digital media, so they can
be analogously plotted again with a polygraph at any
time.

10.7.2 Artifacts

Artifacts represent an important problem in mea-
surement of biosignals. As a noise signal, they are
superimposed onto the physiological signal, and their
amplitude can be a multiple of the amplitude of the
wanted signal. Biological and technical artifacts can be
distinguished. The latter can be reduced by choosing
the recording space, improving the sensor application
(e.g., reduction of the electrode interface impedance) or
changing the recording technique.

Biological artifacts can be eliminated only to some
extent, e.g., by relocating the applied sensors. Those ar-
tifacts can be identified in the signal by an experienced
operator. Artifacts can lead to misinterperpretation if

they are analyzed by computers e.g. slow eye move-
ments in the frontal EEG.

ECG
R-wave

ECG
R-wave

R top detection R top detection

PTT
x  Maximum

50 %

x  Minimum

Finger pulse

Fig. 10.8 Determination of the pulse transit time

10.8 Medical Significance of Sleep Diagnostics

The medical significance of sleep disorders emerges
from their prevalence, and from the yearly indirect
costs due to nondetection and nontreatment. Currently,
about 20 million people in Germany suffer from sleep
disorders not caused by external influences. About
3.3 million people are afflicted by tiredness during the
day which may partially explain the high incidence of
fatal motorway accidents which are due to dozing off
behind the wheel (24%). In addition, 2.7 million peo-
ple take soporifics on a regular base, although almost
half of patients taking soporifics daily report that their
disorders continue unchanged. Many people taking so-
porifics should be classified as addicted. It is absolutely
essential that the disorder and the initiation of a causal
therapy be medically clarified. This becomes even more
urgent, as dangerous and widespread diseases such as
obesity, arterial hypertension, heart insufficiency, car-
dia arrhythmia, sudden cardiac death, and metabolic
diseases can be caused by sleep disorders.

Overall, 800 000 patients suffer from sleep apnea
in Germany, of which 50% have hypertension. Three

significant pathomechanisms are considered to be the
major causes for hypertension:

• Blood gas changes,• Intrathoracic pressure variations, and• Consecutive arousal reactions.

Over time, these can lead to hypertension in the
systemic and pulmonary circulation, cor pulmonale,
cardiomyopathies, coronary heart diseases, cardiac ar-
rhythmia, and stroke. Sleep research studies indicate
that secondary cardiovascular and cardiopulmonary dis-
eases do not appear or are reversible if sleep-related
breathing disorders are diagnosed in time and success-
fully treated.

Table 10.6 summarizes the sleep disorders based on
the international classification of sleep disorders pub-
lished by the American Sleep Disorders Association.
This international classification describes the various
disorders and tries to group them with respect to their
cause.
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Table 10.6 International classification of sleep disorders

1. Dyssomnias 2. Parasomnias 3. Sleep disorders associated
with mental, neurologic or
other medical disorders

4. Proposed sleep
disorders

A. Intrinsic sleep disorders A. Arousal disorders A. Associated with mental
disorders

A. Sleep disorders of
various origin

Psychophysiologic insom-
nia, sleep state misperception,
idiopathic insomnia, nar-
colepsy, recurrent hypersomnia,
idiopathic hypersomnia,
posttraumatic hypersomnia,
obstructive sleep apnea syn-
drome, central sleep apnea
syndrome, central alveolar
hypoventilation syndrome, pe-
riodic limb movement disorder,
restless legs syndrome, intrin-
sic sleep disorder not otherwise
specified (NOS)

Confusional arousals,
sleepwalking, sleep
terrors

Psychoses, mood disorders,
anxiety disorders, panic disor-
ders, alcoholism

Short sleeper, long
sleeper, subwake-
fulness syndrome,
fragmentary myoclonus,
sleep hyperhidrosis,
menstrual-associated
sleep disorder,
pregnancy-associated
sleep disorder, terrifying
hypnagogic halluci-
nations, sleep-related
neurogenic tachypnea,
sleep-related laryngo-
spasm, sleep choking
syndrome

B. Extrinsic sleep disorders B. Sleep–wake
transition disorders

B. Associated with neurologic
disorders

Inadequate sleep hygiene, en-
vironmental sleep disorder,
altitude insomnia, adjustment
sleep disorder, insufficient
sleep syndrome, limit-setting
sleep disorder, sleep-onset as-
sociation disorder, food allergy
insomnia, nocturnal eating
(drinking) syndrome, hypnotic-
dependent sleep disorder,
stimulant-dependent sleep
disorder, alcohol-dependent
sleep disorder, toxin-induced
sleep disorder, extrinsic sleep
disorder NOS

Rhythmic movement
disorder, sleep starts,
sleep talking, nocturnal
leg cramps

Cerebral degenerative disor-
ders, dementia, Parkinsonism,
fatal familial insomnia, sleep-
related epilepsy, electrical
status epilepticus of sleep,
sleep-related headaches

C. Circadian-rhythm sleep
disorders

C. Parasomnias usually
associated with REM
sleep

C. Associated with other
medical disorders

Time zone change (jet lag)
syndrome, shift work sleep
disorder, irregular sleep–wake
pattern, delayed sleep-phase
syndrome, advanced sleep-
phase syndrome, non-24-h
sleep–wake disorder, circadian
rhythm sleep disorder NOS

Nightmares, sleep
paralysis, impaired
sleep-related penile
erections, sleep-related
painful erections,
REM sleep-related
sinus arrest, REM
sleep behavior disorder

Sleeping sickness, noctur-
nal cardiac ischemia, chronic
obstructive pulmonary dis-
ease, sleep-related asthma,
sleep-related gastroesophageal
reflux, peptic ulcer disease,
fibromyalgia
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Table 10.6 (continued)

1. Dyssomnias 2. Parasomnias 3. Sleep disorders associated
with mental, neurologic or
other medical disorders

4. Proposed sleep
disorders

D. Other parasomnias

Sleep bruxism, sleep
enuresis, sleep-related
abnormal swallowing
syndrome, nocturnal
paroxysmal dystonia,
primary snoring, infant
sleep apnea, congenital
central hypoventilation
syndrome, sudden
infant death syndrome,
benign neonatal sleep
myoclonus, other
parasomnia NOS

10.9 Therapy

Therapeutic methods for sleep disorders are as manifold
as the sleep disorders themselves. A five-stage therapeu-
tic scheme can be defined, distinguishing between be-
havioral medical psychotherapeutic, chronobiological,
pharmacological, machine-aided, and surgical methods.

10.9.1 Behavioral Medical
Psychotherapeutic Therapy

Besides recommendations regarding sleep hygiene and
prevention of sleep-disturbing behavior, various relax-
ation exercises are used.

10.9.2 Chronobiological Therapy

This field includes measures that influence the periodic
process of biological functions, such as light therapy,
which can also be used to reduce the effect of an artifi-
cial time shift, such as jet lag or due to shift work.

10.9.3 Medicinal Therapy

For primary organic and chronic diseases, pharmaco-
logical measures are used. Depending on the disease
pattern, stimulants, antidepressants, hypnotics, and neu-
roleptics are used. For medicinal treatment of mild

and moderate sleep-related breathing disorders, theo-
phylline can be used. Thus, patients can be medicinally
treated, if nCPAP therapy is not available.

10.9.4 Machine-Aided Therapy

For treatment of sleep-related breathing disorders,
machine-aided therapy is commonly used. Predomi-
nantly, CPAP devices are used for positive-pressure
ventilation. For high expiration pressures or pressure-
limited ventilation devices in the treatment of both
central sleep apnea and central hypoventilation,
a BiLEVEL with separate control of inspiratory and
expiratory pressure can be used.

Alternative solutions include the Esmarch prosthe-
sis to advance the mandible 2–4 mm, and the Snore Ex
to pull the tongue of the patient from the back of the
mouth to the front. The therapeutic effect of these meth-
ods is controversial.

10.9.5 Operational Therapy

A clear indication for oral surgery resulting in posi-
tive results is rare. Uvulopalatopharyngoplasty is used
to stabilize the pharyngeal lumen. Especially in infants,
tonsillectomy can be applied to eliminate obstructions.
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10.10 Safety Aspects

The application of all medical devices should be based
on evidence that they pose no threat to the patient,
the user or third persons. This is specified in standards
(e.g., regulations of the German Association for Elec-
trical, Electronic, and Information Technologies). Basic
regulations are included in the medical product law,
governing the fabrication, operation, and use of medi-
cal products and their accessories. Devices have to be
designed in such a way that their safety, suitability,
and performance are not endangered, even when af-
fected by malfunctions or operating errors. Besides the
application-related desires, a polysomnographic system
has to fulfill the medical quality assurance criteria.

10.10.1 Mobile Devices

Medical devices must not endanger the health or se-
curity of patients, users, and third persons. This is
particularly important for mobile devices that the pa-
tient uses at home within the scope of therapy or
ambulant diagnostics of sleep disorders. Here, operabil-

ity, clarity, exclusion of potential operating errors, and
long failure-free operating times have to be additionally
considered. The latter is an essential precondition for
use of CPAP devices in therapy of sleep-related breath-
ing disorders, which has to be combined with a special
service. Yearly maintenance should be the standard and
should, besides cleaning, substitution of worn parts, and
evidence of full operability, also be used to coordinate
the relation between patient and machine through exten-
sive support of and consultation with the patient.

10.10.2 Devices in the Sleep Laboratory

Devices in the sleep laboratory are used under per-
manent surveillance by staff. Besides device-related
preconditions, training of laboratory staff is very impor-
tant. The assessment procedures of the German Sleep
Society for quality assurance in the sleep laboratory
do not only include the control of quality and quantity
of laboratory space, technical equipment, and staff, but
also quality of diagnosis and therapy.

10.11 Planning Advice

10.11.1 Required Space

For the optimum design of a sleep laboratory, it should
have the sleep stations and the room with the recording
and processing technology (wake station) spatially sep-
arated. The sleep station area should be at least 12 m2.
Acoustic insulation, and possibilities to darken the room
and control air conditioning should be provided. An in-
frared video system consisting of camera, microphone,
infrared radiator, monitor, and recorder is necessary for
simultaneous video recording of the patient together
with the recorded biosignals, and is also used to keep
the patient under surveillance. To communicate with the
patient during recording, an intercommunication system
is required.

10.11.2 Required Time

The time required for a sleep examination strongly de-
pends on the case and can vary between 20 min (MSLT)
and several days (diagnostics of epilepsy and chronobi-
ological sleep disorders). Preparation of the patient and
application of the sensors take 30–60 min on average.

10.11.3 Staff

A sleep laboratory is managed by a responsible director
skilled in the diagnoses of sleep disorders. If he is not
a physician, but, e.g., psychologist, a physician should be
present to address medical issues. It is recommended to
employ one physician (e.g., for outpatient clinic, clini-
cal findings, interventional therapy, and on-call duty) and
two assistants (e.g., for patient assignment, day test, eval-
uation, sensor application, and maintenance) per work
station. A night watch should not observe more than three
patients, among them a maximum of two CPAP patients
and no more than one problem case. During the night,
a physician on duty has to be available on call.
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Clear vision requires both eye motion and highly

accurate positioning of the fovea. Various types of

oculomotor activity are distinguished (e.g., ocular

reflexes, fixation, saccade, smooth pursuit). Differ-

ent methods can be used to record eye movements.

The most common methods for clinical application

are electronystagmography, photoelectronystag-

mography, and videooculography. Examples for

signal processing and medical significance are

given.
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Nystagmography is a method to record, analyze,
and evaluate spontaneous eye movements in response
to vestibular, visual, caloric, rotational or positional
stimulation. Nystagmography provides an objective as-
sessment of the oculomotor and vestibular systems.
Figure 11.1 shows a simplified general schematic of
the oculomotor system. Its primary task is to stabi-
lize the images of the visual world on the retina and
thus enable undisturbed vision and constant spatial
perception.

On the one hand, the interesting image details have to
be binocularly centered and fixed at the site of sharpest
vision, the fovea (≈ 0.8◦) of the central visual field.
On the other hand, retinal image shifts occurring with
movements of one’s own and of the environment have
to be eliminated. For this, fast and slow eye movements
are available with the oculomotor system’s saccades,
smooth pursuit movements, vestibular and optokinetic
nystagmuses, convergence movements, and fixation. The
fixation phase is characterized by microsaccades.

11.1 Application

Surprisingly, even gazing at a stationary object involves
smooth eye movements because the head is always in

slight motion as the muscles of the body and neck at-
tempt to maintain the posture. Only the accuracy of
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Vestibular nucleusLabyrinth

Random visual stimuli

Fig. 11.1 Simplified schematic of the control of eye movements

the sensomotor connection including the possibility to
compensate for interferences secures the maintenance
of binocular spatial vision. This functional performance
of the oculomotor activity is enabled by the central
integration of the proprioceptive, vestibular, and optic
afferents.

Eye movement recording has been in use for a long
time. Up to the 19th century, eye movements could
only be monitored by sitting closely and watching the
eyes of the subject directly. Some of the first mechan-
ical recording methods were more precise but required
a level or a small mirror system attached to the sclera,
thus being uncomfortable for the subject, and were

rapidly abandoned. A breakthrough was achieved in
1922 when the potential difference between the cornea
and the retina was used for recording of ocular nys-
tagmus (Sect. 11.3.2). This procedure is still the most
widely applied technique for eye movement recording
in clinical routine, specially by otolaryngologists and
neurologists to evaluate patients with dizziness, vertigo
or balance dysfunction.

Thus, nystagmography is an interdisciplinary sub-
ject, which is particularly applied in neurology and
otorhinolaryngology. Already since the middle of the
last century, it has been established as a routine diag-
nostic method.

11.2 Eye Movements

A schematic of essential forms of eye movements is gi-
ven in Fig. 11.2. This includes saccades, smooth pursuit
movements, nystagmus, and convergence movement.

11.2.1 Saccades

Saccades are quick eye movements used to find a new
fixation point. They are cerebrally controlled and are
generated in the paramedian pontine reticular formation.
Their maximum velocity increases with the amplitude of
the movement and can be up to 700 deg/s. The duration

is between 30 and 120 ms. Other parameters of a saccade
include latency and overshoot defined as percentage de-
viation from the fixation point after a saccade. If the new
fixation point is not completely achieved by a saccade,
a correction saccade follows after 100–300 ms.

Saccades can be divided into internally triggered
volitional saccades (e.g., memory-guided saccades,
antisaccades, tracking saccades), automatic reflex sac-
cades triggered by external stimuli (e.g., visually or
acoustically induced), and spontaneous, seemingly ran-
dom saccades.
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Fig. 11.2 Schematic display of eye movements

11.2.2 Smooth Pursuit Movements

Smooth pursuit movements can be described as con-
jugated and slow movements, by which the eye tracks
a moving vision target. The outlines of the object can
additionally be scanned by saccades. The average an-
gular velocity is 30–50 deg/s. They are used to follow
and stabilize a moving vision target on the retina. Care
should be taken in interpretation, since these smooth
movements are influenced by age and are affected by
attention and patient cooperation.

11.2.3 Nystagmuses

An involuntary rhythmic ocular oscillation occurring in
two phases is denoted as nystagmus. Two basic types
of nystagmus can be distinguished: on the one hand the
jerk nystagmus with a slow and a quick phase, with the
latter determining the direction of the nystagmus, and
on the other hand the pendulum nystagmus with equally
quick eye movements in both directions.

The optokinetic nystagmus (OKN), also called
vestibulo-ocular reflex (VOR), is a jerk nystagmus
caused by large-area stimuli. An example is the so-
called railway nystagmus, which can be detected when
watching targets out of a moving train. The slow phase
corresponds to the movement of the train (pursuit move-
ment), the quick phase to a change of the fixation point
(saccade).

A vestibular stimulation can be followed by a VOR.
For instance, a vestibular nystagmus occurs after caloric
or mechanical stimulation of the labyrinth. The latter
can be achieved by angular acceleration. During the
rotation, the nystagmus is directed in the rotational di-
rection; after termination, it is directed in the opposite
direction.

Other physiological nystagmuses include the cer-
vical nystagmus for rotation of the cervical spine, the
audiokinetic nystagmus for moving acoustic sources,
the arthrokinetic nystagmus for passive arm and leg
movements, and the fixation or terminal nystagmus.

Pathologic nystagmuses occur due to lesions in the
optomotor system. They include rebound nystagmus,
vestibular spontaneous nystagmus, head-shaking nys-
tagmus, bearing nystagmus, muscle paretic nystagmus,
periodic alternating nystagmus, etc.

11.2.4 Convergence Movements

Convergence is the simultaneous inward movement of
both eyes towards each other (in the vertical axis) so that
the projection of the image is in the center of the retina
in both eyes. The main objective is to maintain binoc-
ular vision. Interretinal image errors possibly occurring
during a fixation can be compensated by convergence
movements. Those are very slow (10 deg/s) and have
small amplitude (maximum 15◦).

11.2.5 Torsional Movements

Rotations around the visual axis with amplitude of up
to 10◦ and velocity of up to 200 deg/s are denoted
as torsional movements. They can occur spontaneously
or optokinetically due to the view of an environmen-
tal roll movement or vestibularly during body or head
tilting.

11.3 Technology and Methods

The experienced clinician can conduct a differentiated
examination of eye movements, especially the detec-

tion of defective eye positions, also without complex
technical equipment. Quantitative registration by mea-
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Fig. 11.3a,b Electrooculography. (a) Schematic of metrological registration. (b) Application of Ag/AgCl electrodes for
bipolar recording of horizontal and vertical eye movements

suring the latency and maximum velocity, progress
observation, detecting spontaneous eye oscillations, and
recording of eye movements with closed lids can only
be done with appropriate technology.

11.3.1 Frenzel Glasses

Frenzel glasses comprise a pair of very thick lenses
which serve to completely blur the patient’s observed
environment. Due to the convex lenses and the illu-
mination of the eyes, fixation is excluded, and the
evaluation of eye movements with magnification be-
comes possible.

The advantages of Frenzel glasses over other meth-
ods to study eye movements is their low cost. This
method can only be used for qualitative statements. It is
widespread owing to its easy operability and sufficient
evaluability.

11.3.2 Electronystagmography (ENG) and
Electrooculography (EOG)

Electronystagmography is the most widespread method
for registration of eye movements in clinical practice.
The signal source is the corneoretinal potential which
is due to concentration differences of various ions in
the retinal pigment epithelium. When the eye is moved,
an electric potential can be recorded close to the eye.

The change of this potential is proportional to the co-
sine of the angle between the recording plane and the
dipole axis. These potential changes can be bipolarly
recorded using Ag/AgCl electrodes separately for both
eyes (Fig. 11.3). A linear relation can be assumed for
these values with sufficient accuracy up to 20◦.

Electronystagmography can be performed with only
little technical effort. Besides the electrodes and a reg-
istration component, amplifiers with a frequency range
of 0.1–30 Hz for smooth pursuit movements and di-
rect current (DC) up to 1000 Hz for saccades are
required. Measurements in horizontal and vertical di-
rection can be done for both open and closed eyes, for
instance, during sleep. The resolution is about 1◦. The
signal is perturbed by a variety of artifacts, such as
lid artifact, potential changes during light–dark adap-
tation of the eye, baseline drift due to changes in
skin impedance, and muscle artifacts. Owing to its
unlimited and simple operability, electronystagmogra-
phy is still the state of the art for clinical routine
diagnostics.

11.3.3 Photoelectronystagmography (PENG)
and Infrared Oculography (IROG)

These methods rely on the fact that the white sclera
reflects more light than the pupil and the iris. For the
photoelectric method, infrared light-emitting diodes,
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Fig. 11.4 Photoelectronystagmography: schematic of the
measurement setup

which are mostly circularly arranged, are used to dif-
fusely illuminate the eye. This light is differently
reflected by the iris and the sclera. Thus, phototran-
sistors directed towards the limbus detect potential
differences during eye movement. The value of the
potential difference is proportional to the movement
(Fig. 11.4).

This method shows only little susceptibility to noise
and is well suitable for computer-aided analysis. Also,
very small eye movements down to 0.1◦ can be meas-

Time

a) b)

CCD
cameraElectrode

Computer

IR-LED

Fig. 11.5a,b Videooculography. (a) Schematic of the metrological registration. (b) Setup of a measurement station with
fixation of the head. In this example, the electrooculogram was simultaneously registered by electrodes

ured. Drawbacks are influences from lid movements and
changes of pupil diameter. Moreover, only measure-
ments with open eyes are possible.

11.3.4 Magnetooculography

Every current-carrying conductor is surrounded by
a magnetic field. Therefore, it is possible to detect
changes in the bioelectric potential by changes in the
magnetic field. This is the basis of magnetooculography,
which uses superconductive quantum interferometers as
sensors.

Magnetooculography (MOG) is an entirely noncon-
tact method. Currently, its resolution is still less than
that of electrooculography. It demands great technical
and financial effort, magnetically shielded rooms, and
cooling with liquid helium to achieve superconductivity.
Thus, it is only used for research purposes.

11.3.5 Electromagnetic Technology
(Search-Coil System)

A contact lens with a thin wire coil is placed on the eye.
The head of the patient is situated in an alternating mag-
netic field. Movement of the eye generates an induced
potential proportional to the sine of the angle between
the coil and the direction of the magnetic field. De-
pending on the position of the coil, both horizontal and
vertical eye movements as well as torsional movements
can be registered.
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The system provides a drift-free, low-noise signal
with resolution of a few arc minutes. Owing to the ap-
plication of a contact lens and the associated discomfort
to the patient, electromagnetic technology has not been
established in clinical practice.

11.3.6 Videooculography (VOG)

Miniaturized video cameras based on infrared-sensitive
charge-coupled device (CCD) sensors enable frame
rates of 250–500 Hz. This is sufficient to identify
eye movements from a video image. The required
illumination of the eye is achieved by at least two in-
frared light-emitting diodes (wavelength 850–940 nm)
directed towards the eye. The pupil can be detected as
the darkest point in the image, as light reflection is least

there. The center of the pupil is the intersection of the
maximum line segments in the horizontal and vertical
directions. Its movement represents the corresponding
eye movement (Fig. 11.5).

Moreover, torsional movements can be registered.
For this purpose, light marks are projected onto the
eye, and the movement of defined prominent patterns
of the iris is analyzed. This requires the use of image
processing systems.

Due to the manifold possibilities, videooculography
is a modern procedure, which has recently gained in
importance. With respect to temporal resolution, it still
lags behind electrooculography. New clinical potentials
have emerged from the registration of torsional move-
ments. However, measurements with closed eyes are not
possible.

11.4 Methods

The examination methods depend on the clinical
problem, the existing oculomotor disorders, and the
respective areas of origin. Qualitative statements are

Right eye

20 deg

10 deg

5 deg

20 deg

10 deg

5 deg

Right eye

Left eye

Left eye

Right eye

Right eye

Left eye

Left eye

Right eye

Right eye

Left eye

Gaze to the right Gaze to the left

100 ms

Left eye
Fig. 11.6 Electrooculo-
graphically registered
saccades with various am-
plitudes, showing that the
maximum velocity increases
with the amplitude of the eye
movement

possible through simple clinical tests, e.g., move-
ment of a finger by the physician, requesting the
patient to fix the finger, or changes in the position

Part
B

1
1
.4



Nystagmography 11.4 Methods 185
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Fig. 11.7 Electrooculo-
graphically registered
smooth pursuit movements
of the right and left eye
with various velocities of
a sinusoidal moving fixa-
tion point: 10 deg/s (top),
20 deg/s (middle), and
30 deg/s (bottom), showing
that, with increasing velocity,
the smooth pursuit move-
ments decay and the ratio
of saccadic eye movements
increases

of the patient. The thus provoked eye movements are
observed.

In the following, some essential technical examina-
tion methods are briefly discussed.

With closed eyes, the occurrence of spontaneous
nystagmuses can be examined. Eye movements are
mostly registered by electrooculography.

11.4.1 Saccades

Saccades are provoked by two defined fixation points,
for instance, two light-emitting diodes alternately light-

ing up. The patient is requested to look at the
illuminated spot, respectively. As a variation, the pa-
tient can be requested to change the fixation point at
an acoustic signal, or to look at a fading light spot. Fig-
ure 11.6 shows an example for registration with various
amplitudes.

11.4.2 Smooth Pursuit Movements

The patient is requested to follow a moving light
spot with the eyes, e.g., a spot on a monitor mov-
ing with a velocity of 10–40 deg/s (Fig. 11.7). Gain,
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Fig. 11.8 Electrooculo-
graphically registered
nystagmuses. The optoki-
netic stimulation was done
with vertical stripe patterns
(stripe width 3.5◦) moving
horizontally on a monitor
with velocity of 20 deg/s.
The movement direction
changed. Detected nystag-
muses are marked for the
right eye

Fig. 11.9 Measurement station for the examination of the nys-
tagmus after optokinetic stimulation with moving patterns on
a television and vestibular stimulation using different move-
ment patterns of a swivel chair (courtesy Jaeger Tönnies GmbH,
Würzburg)

coherence, phase, and velocity asymmetry are deter-
mined.

11.4.3 Optokinetic Nystagmus

An optokinetic nystagmus can be provoked by a rotary
drum with, e.g., attached stripes.

If horizontally moving patterns are projected on
a television, nystagmuses (Fig. 11.8) can also be pro-
voked. The velocity and size of the patterns are
variable.

11.4.4 Vestibular Nystagmus

For selective stimulation of one labyrinth, the most
widely used method is the caloric vestibular test. Prior
to caloric testing the patient must be inspected with
an otoscope to verify that there is no perforation. In
the caloric vestibular test, the acoustic meatus is rinsed
with warm water (44 ◦C) or cold water (30 ◦C). Thus,
the two labyrinths can be examined separately. The
patient’s head is slightly raised. Thus, the lateral hori-
zontal semicircular channel reaches a vertical position.
Rinsing with warm water yields thermal convection
currents, resulting in displacement of cupula and stere-
ocilia, causing a nystagmus. It is measured whether or
not the nystagmus is symmetrically triggered by both
ears. This method is used for clinical examination of
the vestibular system.

For rotational testing, the patient is seated on a ro-
tating swivel chair with the head stabilized (Fig. 11.9).
It is used to test the vestibulo-ocular reflex. Frequently
applied methods include the rotating pendulum test, the
rotation stop test, and the rotation test. During the rotat-
ing pendulum test, the chair is sinusoidally moved with
defined amplitudes and velocities. For the rotation stop
test, the patient is sufficiently adapted to a constant ro-
tation, and then stopped within 1–2 s. The postrotary
nystagmus can be detected. During a rotation test, the
patient is first accelerated, then moved with constant ve-
locity (plateau phase), and finally gradually decelerated.
It is used to detect the perrotary nystagmus.
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11.5 Signal Recording and Signal Processing

Signal recording is determined by the methodology
applied. Most currently used systems provide comput-
erized stimulus generation, response acquisition, and
interpretation.

Signal processing depends particularly on the proce-
dure used and the respective clinical problem. Besides
comparison of the movement of the right and the left
eye when looking to the right or left, respectively, and
comparison with the default signal, direct calculation of
parameters comes to the fore. For saccades and nystag-
muses, the calculation of velocities is significant.

However, latency, overshoot, and duration of a sac-
cade also enable statements relevant to diagnostics. For
smooth pursuit movements, the gain as an expression
of the ratio of response amplitude and stimulus ampli-
tude, the determination of the decay of smooth pursuit
movements, the phase relation between stimulus and

eye movement, and correlation and coherence functions
play an important role.

Calculation of the mentioned parameters is done
both in the time domain and, after Fourier transforma-
tion, in the frequency domain. The results are displayed
separately for the two eyes and for the respective line
of sight, often as a function of the amplitude of the eye
movement.

For videooculography, a variety of image process-
ing techniques are applied to determine the position
of the eyes. The requirements on signal processing
are constantly increasing, enhancing the range of nys-
tagmographic examination methods and improving the
quality of diagnostic statements. Especially the descrip-
tion of the oculomotor system by mathematical models
and different types of digital filtering facilitate new ap-
proaches.

11.6 Medical Significance

The oculomotor system is one of the most thoroughly
studied human systems. Analysis of eye movement dis-
orders in patients enables a degree of characterization
and precise localization which up to now could only
be achieved by modern imaging techniques. Besides
localization, the principal information gained is the de-
scription of a functional limitation due to a lesion,
a space-occupying lesion, a systemic disease or the ef-
fect of pharmaceuticals and other substances. In this
context, it has to be considered that the attempt to com-
pensate is simultaneously registered. This can be used to
detect different lesions as well as to show the plasticity
of brain.

Table 11.1 Disorders of horizontal eye movements by various cerebral lesions

Fixation Saccades Smooth
pursuit
movements

Optokinetic
nystagmus

Cerebral cortex
frontal lobe

Nonpermanent contraversive
cortical gaze paretic nystagmus

Saccade paresis contraversive
with gaze deviation ipsiversive

− Contraversive
(towards direction
of the quick phase)

Cerebral cortex,
occipital lobe

− Gaze disorder due to hemianopsia Ipsiversive Contraversive

Pontomesencephalic
brain stem

Ipsiversive Slow down or paresis of
saccades ipsiversive with
contraversive gaze deviations

Ipsiversive Ipsiversive

Cerebellum Ipsiversive Saccade dysmetry Ipsiversive Contraversive

Applications of nystagmography range from neu-
rological diseases (such as multiple sclerosis and
space-occupying lesions) and muscular diseases (such
as myasthenia) to vestibular symptoms (such as ver-
tigo). Table 11.1 shows some locations of lesions and
their influence on eye movements.

Other applications for the analysis of eye move-
ments are diagnostics of reading disorders, deter-
mination of sleep phases in sleep diagnostics, but
also the control of events via the eyes, for instance,
in paraplegics. Eye movements are also recorded in
psychological examinations, for instance, during the ob-
servation of pictures (Fig. 11.10).
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11.7 Safety Aspects

Nystagmography is a noninvasive diagnostic method
which is applied in a medical environment. Thus, no
extra safety aspects have to be considered.

11.8 Spatial Planning

The required space depends on the method applied and
varies with respect to whether a swivel chair is used or
not. For routine applications of electronystagmography,
the required space is comparable to other diagnostic
methods, such as electrocardiography or electromyog-
raphy.
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Audiometry12. Audiometry

Sebastian Hoth

The practical application of audiometric tests is

determined by the needs on the one hand and the

possibilities on the other hand. In clinical practice,

it makes no sense to examine everything that can

be tested. Only those tests are performed whose

results have therapeutic consequences. This basic

principle was the determinant factor for the se-

lection of topics in the present text. The complete

inventory of functional tests composed of psy-

choacoustic assessments and objective measures

as well as the options for technical rehabilitation

will be described.
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12.1 Physical, Technical and Physiological Bases of Audiometry

The human auditory system has at least three proper-
ties that are responsible for the comprehensiveness of
modern audiometry: it is important, complex, and vul-
nerable. The outstanding importance of hearing among
our sensory modalities requires reliable tools for its
assessment. The complexity of the hearing system ex-
plains why we need a large number of tests for its
complete exploration, and because of its vulnerabil-
ity there will be frequent necessity to apply these
tests.

Audiometric testing is expected to answer many
questions:

1. Is hearing affected significantly?
2. Which parameters are suitable to describe the affec-

tion?
3. Which component of the hearing system is affected?

4. Does the hearing impairment affect the quality of
life?

5. Which therapeutic options are available to over-
come the impairment?

Hearing impairment can have many reasons: debris,
injuries, malformations, infections, fractures, altered
pressure in middle or inner ear, intoxication, aging, un-
dersupply, dysfunction of sensory cells, atrophy of other
inner ear organs, perturbed synaptic transmission, dam-
age or degeneration of neurons, tumors, infarcts, stroke,
and loss of central auditory functions for other reasons.
Manifold functional deficits may go along with hearing
impairment: reduced sensitivity, altered intensity pro-
cessing, restricted frequency selectivity, lowered time
resolution, and loss of discrimination. Not all deficits
can be compensated with the medical, surgical and tech-

Part
B

1
2



192 Part B Functional Diagnostics Devices

nical therapeutic options that are currently available. In
many cases, the functional losses caused by the hear-
ing impairment can be compensated or substituted only
partially. However, in the historical context, the possi-
bilities of technical rehabilitation have never been as
abundant as at present [12.1].

12.1.1 The Physical Description of Sound

The perception of sound is one of the fundamental di-
mensions of our sensory systems and nearly everyone
is familiar with sound phenomena and the sensations
associated with them. Nevertheless, an exact defini-
tion of sound is useful and necessary. In the context
of physical acoustics, sound is defined as mechanical
oscillations and waves in the frequency range between
16 Hz and 20 kHz, which elicit the sensation of tones,
sound or noise to the human ear. Sound can be generated
and transmitted as a local deviation from the equilib-
rium in solid, liquid, or gaseous media. Homogeneity,
isotropy and stationarity of density, pressure, and ve-
locity are perturbed locally by the sound source. Due
to the interaction between elementary particles, the lo-
cal perturbation will impact the neighboring sites, while
the relaxation of forces restores the equilibrium at the
origin: The perturbation leaves the place of generation.
In the case of a periodic event, the origin is the source
of a continuous three-dimensional wave. This physical
basis of forces and interactions between molecular or
atomic particles, of continuity condition, adiabatic ap-
proximation, and elastic properties is the background
of the mathematical description of sound phenomena
by a differential equation involving time, space coor-
dinates, and elastic constants. Its solutions describe the
propagation of local perturbation in all space directions
with constant velocity [12.2].

The amount of deviation from equilibrium is de-
scribed by pressure, density, and particle velocity. Their
gradients proceed parallel to the direction of propaga-
tion: Sound waves are longitudinal waves. Time and
position representations of these waves are equivalent
because the differential equation depends only on (x −
c · t) but not explicitly on position x and time t. A sound
wave is described by its parameters amplitude or inten-
sity, wavelength or wave number, frequency or period,
and phase. The amplitude describes the actual value
of pressure, density or sound particle velocity. At the
sites and at the time instants of maximum pressure and
density (condensation), the particles are at rest and the
sound particle velocity, i. e. the velocity of displacement
from the rest position, is zero. Accordingly, a minimum

of pressure and density (rarefaction) goes along with
a zero crossing of particle velocity. On the other hand,
the particle velocity is large if pressure and density are
in equilibrium and their gradient and time derivative is
maximum. The particle velocity is lower than the sound
velocity, which in turn is in the order of magnitude of
the thermal velocity. In the equations describing sound
waves, the amplitude is denoted by the unspecific sym-
bol a representing the deviation of either the pressure
(in μPa = 10−6 N/m2), the density (in g/m3), or the
particle velocity (in m/s) from thermal equilibrium.

The definition of frequency and wavelength is based
on the phase that describes the momentary state of
the elementary wave or oscillation. Among other al-
ternatives, this state can be a maximum of pressure,
a minimum of particle velocity, or a positive sloping
zero crossing of density. The wavelength λ indicates the
spatial distance of equivalent repetitions of these unique
phases. In air and under normal conditions of pressure
and temperature, the wavelength of sound waves lies
between 17 mm and 20 m. The reciprocal value of λ

(multiplied by 2π) is the wave number k. It corresponds
to the number of waves contained in the length unit.
The phase of pressure or density is shifted relative to
the phase of the particle velocity by a phase angle of
90◦.

The frequency f corresponds to the repetition rate
of a certain phase of the wave (counts per second in
Hz = 1/s). Its reciprocal value, the period T , lies be-
tween 63 ms (at 16 Hz) and 50 μs (at 20 kHz) for audible
sound. In the case of periodic oscillations containing
more than one frequency (e.g. vowels), the terms fre-
quency and wavelength are not adequate but a period
can be defined as the time elapsed between two equiva-
lent states of the waveform. It corresponds to the lowest
frequency contained in the complex waveform.

The longitudinal sound wave propagates away from
its origin with the sound velocity c, which depends from
temperature, pressure, and the elastic properties of the
transporting medium. In air at room temperature and
normal atmospheric pressure its value is approximately
340 m/s, in liquid and solid materials the velocity is
essentially higher. Frequency and wavelength are con-
nected to each other by the relation f = c/λ, which can
easily be deduced from the above mentioned tight bind-
ing between x and c · t. If the distance λ between the
wave maxima and the velocity c of their propagation
are known, the frequency of their arrival at the site of
observation can be determined.

The propagation of sound is associated with an en-
ergy transport that is described by the power density and
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given in W/m2. The intensity needed for normal hear-
ing persons to perceive a pure tone of 2 kHz (the hearing
threshold at this frequency) is 10−12 W/m2. This ref-
erence intensity I0 corresponds to the reference sound
pressure p0 = 20 μPa. At the upper limit of hearing the
sound intensity of a 2 kHz tone amounts to 1 W/m2

and the sound pressure to 20 Pa (level of discomfort).
The largeness of the dynamic range – 12 orders of
magnitude in the intensity scale – justifies the use of
a logarithmic scale for the sound pressure level (SPL) L .
Its dimension unit is the decibel (dB)

L

dB SPL
= 20 lg

p

p0
= 10 lg

p2

p2
0

= 10 lg
I

I0
.

(12.1)

The level in dB indicates by how many tenths of orders
of magnitude the considered intensity I is separated
from the corresponding reference value. For the sound
pressure, this absolute measure is only half the amount
because the intensity is proportional to the square of the
(effective) sound pressure

I = p2
eff

Z
= Zv2

eff . (12.2)

The constant Z appearing in this relation is the
impedance of the sound wave, which on his part corre-
sponds to the quotient of sound pressure p and particle
velocity v. In air, the acoustic impedance amounts
to 430 Ns/m3 and in water to 1.46 × 106 Ns/m3. This
demonstrates that the boundary between air and water
is associated with a large discontinuity of impedance,
which is of great importance for terrestrial vertebrates
because it leads to the necessity for a middle ear appa-
ratus as impedance transducer.

An acoustic signal that can be described by a sine
wave in time and space contains only one frequency and
is perceived as a pure tone. Since all time-dependent
processes can be decomposed in contributions of dif-
ferent frequencies (Ohm’s law of acoustics), pure tones
can be regarded as the elementary particles of acous-
tics. They are the basic components of sounds in the
context of music (i. e. acoustic signals consisting of
a few components of discrete frequencies), noises (i. e.
wideband signals whose statistic properties can be sta-
tionary or time-dependent), speech (i. e. signals with
rapid changes of frequency and intensity carrying a se-
mantic meaning), and sound pulses (i. e. short signals
with steep edges). The definition of the sound pressure
level of complex signals containing many frequencies
require the computation of an effective pressure peff ,

which is given by the root mean square amplitude. In the
case of pure tones, peff is identical with the maximum
amplitude divided by

√
2 (correspondingly, the same is

valid for the effective value veff of the particle veloc-
ity). In the case of nonstationary signals, the effective
value depends on the time constant and the complete
description additionally requires the peak values.

All signals mentioned so far (tones, sounds, noises,
speech, and sound pulses) are used in practical audiom-
etry for the examination of hearing capability. For some
of them, the amplitude and/or frequency is modulated
in special applications. Speech signals exhibit a nat-
ural amplitude modulation whose frequency amounts
to about 4 Hz according to the duration of syllables.
Accordingly, some stimulation paradigms in practi-
cal audiometry involve speech simulating noise signals
whose frequency spectrum corresponds to the long-term
average speech spectrum and whose envelope is modu-
lated with a frequency around 4 Hz. The extreme type of
modulation encountered in sound pulses requires spe-
cial corrections if a hearing level that is independent
of pulse duration and repetition rate is to be defined.
The level of pulses is characterized by peak values since
effective values are not meaningful.

The propagation of sound is affected by objects
whose impedance differs from that of the carrier
medium. The impact of the obstacles depends on their
dimension. If the obstacle is large in relation to the
wavelength, it impedes the propagation and produces
a geometrical shadow on its back side, whereas small
objects deflect the sound wave, which is therefore
present at the side opposite to the source with little or
no attenuation. Consequently, the distortion of a broad
band signal affects its frequency spectrum. Signal com-
ponents of low frequency are present at the far side of
the obstacle without attenuation, whereas the intensity
of high frequencies is reduced. These effects are impor-
tant in the context of spatial hearing and for the quality
of perception of the own voice.

If the wavelength is small in relation to the dimen-
sions of the obstacle (i. e. at high sound frequencies),
diffraction phenomena can be neglected and the interac-
tion between the sound field and the boundaries of the
medium can be described by the laws of geometric re-
flection. In spaces that are limited partially or totally by
walls, special oscillations can occur due to the superpo-
sition of incoming and reflected waves. These standing
waves depend on the boundary conditions. In the case of
reverberant closures (vanishing particle velocity at the
sonically hard ending), only waves with nodes of the
particle velocity (or rather lobes of the sound pressure)
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can interfere constructively with their own reflection.
This condition is fulfilled only for volumes whose di-
mension coincides with an integer multiple of the half
wavelength.

The same holds true in the case of two free clos-
ings (nodes of the sound pressure or rather lobes of the
particle velocity). Some wind instruments as well as the
open ear canal exhibit a free and a hard ending. Un-
der these conditions, the wavelengths of standing waves
are defined by the condition that the geometrical dimen-
sions must coincide with an odd multiple of a quarter of
the wavelength. For the ear canal with a length of ap-
proximately 2.5 cm, the lowest resonant frequency lies
around 3.4 kHz. The phenomena of standing waves and
resonances are important in the context of free field
audiometry and they play a role in all acoustic mea-
surements within the ear canal (impedance audiometry,
recording of otoacoustic emissions, in-situ recordings)
and in the provision with hearing aids (reflections
within the residual ear canal volume). However, the
boundary conditions (one free and one hard ending) are
not fulfilled exactly since neither the walls of the ear
canal nor the tympanic membrane are ideally sonically
hard, and the entrance of the ear canal is not ideally son-
ically soft. Therefore, the real resonance frequencies do
not obey the rules given here exactly.

Standing waves can arise only if the sound wave
is completely reflected at the wall between two media.
This presumes that the reflection coefficient

r = ζ −1

ζ +1
, (12.3)

determined by the quotient ζ = Z2/Z1 of the impedan-
ces Z1 and Z2 of the media is unity. The sound wave
striking the interface between two media of different
impedance is partially reflected (fraction r) and partially
absorbed (fraction α = 1−r). In the context of hearing,
the most important interface is that between air (in the
tympanic cavity) and water (in the inner ear). Because
of the large impedance difference of these media, the re-
flection coefficient of the boundary is large. The middle
ear has the task to overcome the impedance disconti-
nuity. The function of the impedance transducer can be
examined with impedance audiometry.

12.1.2 Anatomy and Physiology
of the Auditory System

A large number of anatomic structures and very com-
plex physiologic mechanisms are involved in processing
the acoustic information within the auditory system.

The actual sense organ for the perception of sound is
the organ of Corti in the inner ear (cochlea). Up to
here, the sound energy is transported from the outer
ear (concha) and across the outer ear canal (meatus
acusticus externus), the eardrum (tympanic membrane),
and the middle ear (tympanic cavity and ossicular
chain). After mechanoelectrical transduction in the in-
ner ear, the information contained in the sound signal
is transferred, processed, interpreted, and classified by
the neural structures of the auditory pathway (hearing
nerve, afterbrain, midbrain, thalamus, auditory cortex,
and association areas). The pathways originating from
both ears have projections to either sides of the brain.
This provides the possibility of analyzing interaural dif-
ferences of time and intensity, which play an important
role in directional hearing and for the detection of sig-
nals in noisy or reverberant environments.

The peripheral parts of the auditory system are
shown in Fig. 12.1. Outer ear and ear canal pick up,
collect, and conduct the sound energy. They amplify
the signal with a gain characteristics, which depends on
direction and frequency, they protect the delicate struc-
tures of the organ against injury and they suppress the
noise of flow and wind. Tympanic membrane and mid-
dle ear ossicles (malleus, incus, and stapes) feed the
signal into the cochlea. They transform sound pressure
and particle velocity in order to overcome the barrier be-
tween the low impedance of air and the high impedance
of the inner ear liquids. The sensory cells within the
inner ear are connected to ascending (afferent) and de-
scending (efferent) fibers of the auditory nerve. The

Ossicular chain

Inner ear (cochlea)

Auditory nerve

Tympanic membrane

Tympanic cavity

Fig. 12.1 Cross section through outer ear, ear canal, mid-
dle ear, inner ear, and hearing nerve. The tympanic cavity
is connected to the nasopharynx via the Eustachian tube
(after [12.3])
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Outer hair cells
Inner hair cells

Scala vestibuli

Scala media

Scala tympani

Reissner’s 
membrane

Tectorial membrane

Basilar membrane

Fig. 12.2 Cross section
through the inner ear and
magnification of the cochlear
duct with the organ of Corti
and the hair cells (after
[12.3])

movements induced by the sound wave causes them
to segregate a neural transmitter, which activates the
afferent fibers to produce an action potential. These
elementary neural signals are the information quanta,
which are integrated, decoded, analyzed, and exploited
in the brain.

The tubular interior of the inner ear is arranged in
a spiral with two and a half turns. It has a length of
32 mm in women and 37 mm in men. In longitudinal
direction it is divided into three compartments by Reiss-
ner’s membrane and the basilar membrane (Fig. 12.2):
the lower scala tympani, which is filled with perilymph,
the scala media (ductus cochlearis), which is filled with
endolymph, and the upper scala vestibuli, which is again
filled with perilymph. The last mentioned scala vestibuli
is separated from the tympanic cavity by the mem-
brane of the oval window that is attached to the stapes
footplate. The fluid spaces of scala tympani and scala
vestibuli are connected to each other at the apex by
a hole, the helicotrema. In the case of static pressure
differences or subsonic vibrations, this allows the in-
compressible inner ear fluids to escape by retracting and
bulging the round window.

The organ of Corti located on the basilar mem-
brane carries approximately 3400 groups of sensory hair
cells, which constitute the actual receptors for sound
oscillations. They can be compared to electro-acoustic
transducers (microphones). There are two different

kinds of hair cells. The slim outer hair cells (OHC) are
arranged in three to five rows and are connected pri-
marily to efferent (descending) nerve fibers. The bulky
inner hair cells (IHC) are located closer to the axis of
the cochlea (modiolus) and are connected primarily to
afferent (ascending) nerve fibers. Each hair cell carries
50–150 cilia on its upper or apical pole. The cilia of
the OHC are mechanically linked to the tectorial mem-
brane, whereas the cilia of the IHC float freely in the
endolymph.

Human hair cells are highly differentiated and are
not able to reproduce themselves by segmentation or re-
generation. Hence, the damages and functional deficits
caused by a loss of hair cells are irreversible. In recent
years, some researchers succeeded in breeding hair cells
out of stem cells in animal experiments, but an appli-
cation in humans is not yet visible because of major
methodical problems. To date and in the near future,
a loss of hair cells can only be compensated by techni-
cal sound amplification with hearing aids or substituted
by bypassing the sensory level of sound processing with
cochlear implants.

At their lower or basal pole, the hair cells are con-
nected via synaptic junctions to the fibers of the hearing
nerve (cranial nerve VIII). This is the entrance of the
central auditory system composed of neurons in serial
connection to each other, which transfers the acoustic
information from the inner ear to the auditory cortex.
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Fig. 12.3 Oscillation of the cochlear partition at a frequency of
200 Hz. Snapshots of the traveling wave for two different instants
and the envelope are shown (after [12.4])

The fibers of the first afferent neuron take course firstly
as a bundle in the axis of the cochlea (ganglion spirale)
and later, after leaving the inner ear canal (meatus acus-
ticus internus) end up in the first relay station of the
brain stem, the cochlear nucleus (nucleus cochlearis).
From here, the auditory pathway branches to the su-
perior olives of both sides. A second crossing of the
neural path occurs between the inferior colliculus in the
midbrain and the medial geniculate body in the thala-
mus. This is the origin of the acoustic radiation (radiatio
acustica), which ends in the temporal lobes (gyrus tem-
poralis), the site of the auditory cortex.

The physiological processes involved in hearing are
extraordinarily complex, so that only their basic prin-
ciples can be described here. From the external ear
canal, the sound waves reach the eardrum, a funnel-
shaped membrane with a thickness of 0.1 mm and an
area of 60 mm2. The sound-induced vibrations of the
eardrum are carried forward to the chain of middle ear
ossicles and transferred to the membrane of the oval
window. Two middle ear muscles (musculus stapedius
and m. tensor tympani) keep the ossicular chain in place
and exert influence on its function.

The middle ear apparatus enhances the efficiency of
sound transmission from the air to the inner ear. A di-
rect excitation of the inner ear fluids by the air borne
oscillation would be associated with a loss of approxi-
mately 40 dB. The impedance transducer composed of
ear drum, ossicles, and middle ear cavity increases the
sound pressure by virtue of the surface ratio and re-
duces the particle velocity by virtue of the lever action.

Theoretical considerations based on middle ear models
yield variable results depending on the assumptions and
boundary conditions. Experimental results show that
the input impedance of the ear is reduced by a factor
of 30–75, depending on frequency. The energy loss is
reduced from 98% to about 40% [12.5].

The motion of the oval window membrane produces
an oscillation in the perilymph, which also includes
the cochlear partition composed of basilar membrane,
endolymph, Reissner’s membrane, and Corti’s organ
and propagates along the longitudinal dimension of the
cochlea. Since the width and the stiffness of the basi-
lar membrane depend on the distance from the stapes,
the velocity of propagation and hence the wavelength
are a function of this distance. The oscillation resulting
from this dispersion is a traveling wave whose ampli-
tude maximum is located at a unique site defined by
the sound frequency (Fig. 12.3). The tonotopic organi-
zation of the inner ear, i. e. the projection of the sound
frequency to a specific location, is hence a consequence
of the mechanical properties of the cochlear partition.
High sound frequencies are processed at a site near the
oval window at the basis of the cochlea, low frequencies
at its apex.

Due to the construction scheme of Corti’s organ
shown in Fig. 12.2, the transversal displacement of the
basilar membrane is converted into a horizontal shear-
ing of the hair cell stereocilia. This deflection causes
the opening of selective potassium channels at the apex
of the cilia, whose diameter is approximately 0.5 μm.
The influx of potassium ions depolarizes the lateral
cell membrane, which induces the activation of calcium
channels. The influx of Ca ions leads to active contrac-
tions and elongations in the outer hair cell (OHC) and
to the disbursement of a transmitter substance in the in-
ner hair cell (IHC). After these processes, the electrical
potential of the cell membranes returns to its equilib-
rium state (repolarization). The energy required for the
actions of the hair cells is provided from the differ-
ence potential between endolymph and perilymph and
is maintained by the stria vascularis. The transmitter
molecules traverse the 20 nm synaptic gap within 0.5 ms
by diffusion and activate special receptors in the nerve
fiber. This initiates the generation of an action potential
ascending the neural auditory pathway.

The excitation (depolarization) of the hair cell is
followed by an inhibition (hyperpolarization) evoked
by the reverse deflection of the cilia: the influx of K
ions is blocked, the membrane potential is elevated, no
mechanical activity of outer hair cells is induced, the
discharge of the transmitter is inhibited, and the dis-
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charge rate of the hearing nerve is reduced below the
spontaneous activity. Owing to the alternation of ex-
citatory and inhibitory deflection of the cilia, the hair
cell operation is similar to that of a half wave recti-
fier. The movement of the single cilia is coordinated
by very thin (with a diameter of approximately 50 Å)
filaments between them, the tip links, and the side
links. This ensures that random movements like those
associated with thermal noise do not induce hearing
sensations. Moreover, tip links and side links are in-
volved in the control of the ion channels (gating spring
theory).

As long as the stimulus frequency does not ex-
ceed the limit of approximately 1 kHz corresponding
to the refractory period of the sensory cells, these pro-
cesses take place during every depolarizing phase of the
sound wave. Thus, the information about the frequency
is coded both in the place of generation and in the rate of
action potential in one single fiber of the hearing nerve.
The limits of frequency resolution are hence deter-
mined by the sharpness of the maximum of the traveling
wave and the capability of the central neural system to
analyze and distinguish time patterns. The spatial sepa-
ration, however, is only partially explained by the theory
based on the passive traveling wave. Additional sharp-
ness is introduced by the active and locally restricted
frequency selective hair cell contractions, which at the
time enhance the sensibility of hearing by orders of
magnitude (Fig. 12.4). These cellular processes can be
measured and exploited for diagnostic purposes in the
form of otoacoustic emissions.

The inner ear is embedded safely in the hardest bone
of the human skeleton, the petrous portion of the tem-
poral bone. This favors its stimulation by solid-borne
sound. Hearing by bone conduction plays some role in
everyday life (e.g. perception of the own voice) and it
has great importance in audiology. Stimulation of the
inner ear without involvement of the normal conduction
path is applied for functional testing and for provision
with prosthetic devices. If the footplate of a tuning fork
is placed on the skull, the osseous vibration is trans-
ferred to the perilymph, basilar membrane, and sensory
cells of both ears, resulting in an auditory sensation. The
sound conduction via bone is nearly free from damp-
ing [12.7]. Therefore, special care has to be taken if
only one ear shall be stimulated (masking of the ear
contralateral to stimulation).

The hearing nerve (nervus acusticus) consists of
about 30 000 fibers, most of them being afferent and
connected to the inner hair cells. Starting from their
synaptic endings, the single fibers proceed to the modio-

lus where they join the fibers originating from the other
cochlear turns. The nerve takes course along the in-
ner ear canal and enters the brain stem at the cerebello
pontine angle. Along their route, the action potentials
propagate with high velocity due to the electric isola-
tion of the fibers by their myelin sheath. If this coating is
damaged, the velocity of neural transmission is reduced
(if all fibers are affected) or the neural synchronization
is disturbed (in the case of partial affection).

The tonotopic organization of the cochlea is carried
forward by the hearing nerve to the cochlear nucleus
and by the following neurons up to the primary au-
ditory cortex. The information is transferred from one
to the next neuron by synaptic junctions with a delay
of about 0.5 ms between pre- and post-synaptic ac-
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Fig. 12.4 Curves of constant basilar membrane velocity (0.04 mm/s)
at one site of the basilar membrane, measured as a function of fre-
quency with the Mößbauer effect of nuclear absorption of radiation.
The comparison of results in a healthy ear ( full circles) and an
ear with damaged outer hair cells (open circles) of a guinea pig
demonstrates the existence of a vulnerable frequency selective pro-
cess that enhances the sensibility by about 40 dB within a restricted
frequency range (after [12.6])
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tion potentials. Due to the crossings to the contralateral
pathways, the stimulation of one ear leads to the ac-
tivation of the auditory centers in the temporal lobes
of both brain hemispheres. Here, the signals are ana-
lyzed and interpreted in specialized brain regions, e.g.
the speech perception field in the left hemisphere (Wer-
nicke’s area) and the auditory association areas. For
scientific and diagnostic purposes, the electric poten-
tials evoked by acoustic stimuli in different levels of
the auditory pathway can be observed with the electric
response audiometry [12.8].

The central auditory system is subject to develop-
ment and maturation during childhood and adolescence
up to the age of 18 [12.9]. The number of neural
connections (synapses) increases immediately follow-
ing birth until the age of around 4 [12.10]. After this
early development, the high synaptic density of the cor-
tex is reduced by an elimination (pruning) of neural
connections to about half of its highest value. Synap-
togenesis and pruning are controlled by quality and
quantity of acoustic input. It is assumed that preferably
those synapses are eliminated that have not been used.
In the case of auditory deprivation due to a peripheral
dysfunction during the sensitive periods, the system of
neural connections between cochlea and cortex will at-
rophy. Later restitution of the peripheral function can
induce processes of neural and cortical reorganization
but these are far less effective than those taking place in
early childhood.

12.1.3 Hearing Disorders

Due to its complexity the auditory system can exhibit
manifold functional deficits. They are usually classi-
fied according to the site of lesion. External ear and
outer meatus may cause conductive losses by malfor-
mations, stenoses, ear wax (cerumen), proliferations,
debris, or foreign objects. In a wider sense, conduc-
tive hearing disorders are caused by a dysfunction of
outer and middle ear as opposed to sensorineural hear-
ing losses caused by dysfunctions of the inner ear or the
components of the neural system. Sensorineural hear-
ing disorders can have (endo)cochlear and retrocochlear
origin (Table 12.1).

Table 12.1 Categories and nomenclature of hearing disorders

Outer ear Middle ear Inner ear Hearing nerve Neural pathway

Transmission Sensory Neural Central

(Endo)cochlear Retrocochlear

Conductive losses Sensorineural disorders

Conductive hearing impairments can have the fol-
lowing reasons:

• Irregularity in the ventilation of the Eustachian tube• Reduced pressure in the middle ear cavity due to
inflammatory processes• Physical defects of the tympanic membrane• Chronic ulceration of the middle ear bone• Middle ear infection (otitis media) with secretion in
the middle ear cavity• Proliferation of bony tissue around the stapes foot-
plate (otosclerosis)• Fracture or luxation of the ossicles• Malformations.

Conductive losses can never cause complete deafness
because the inner ear is excited by bone conduction even
in the case of a total disruption of the middle ear appa-
ratus. The maximum conductive hearing loss is around
50 dB. Most middle ear disorders can be corrected by
conservative treatment or middle ear surgery. If this is
not possible, the restoration of hearing is possible with
special hearing aids delivering vibratory stimuli (e.g.
bone conduction or bone anchored hearing aids).

Inner ear or (endo)cochlear hearing impairments
can have the following reasons:

• Hereditary depletion of the hair cell population, in
many cases dominant in the medial cochlea.• Slowly increasing progressive hearing loss mainly
at high frequencies due to hair cell damage predom-
inant in the basal cochlea (presbyacusis).• Hair cell loss mainly in the basal cochlea due to
chronic noise exposition or explosion trauma.• Deterioration of hair cells by auto immune reac-
tions.• Hair cell damage induced by ototoxic drugs.• Acute degradation of hearing within minutes or
hours without external reason (sudden deafness).• Paroxysmal hypoacusis mainly at low frequencies
associated with attacks of dizziness and induced by
elevated endolymphatic pressure (Morbus Menière).• Malformations.

Many of these inner ear diseases go along with sub-
jective ringing of the ear (tinnitus) and in all of them
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the degree of hearing loss can be absolute (complete
deafness). As long as some residual hearing is present,
cochlear hearing impairment can be corrected with
sound amplifying hearing aids. If the highest amplifi-
cation yields no benefit, hearing can be restored only
with cochlear implants.

A further attendant symptom of inner ear hearing
loss is pathological loudness growth. Soft stimuli are
not perceived while the loudness of strong stimuli is
equal to that perceived by normal listeners. The un-
comfortable level is less elevated than the perception
threshold, the dynamic range is reduced. This loudness
recruitment does not occur in conductive or retro-
cochlear damage. It is explained by the loss of outer hair
cells, which act as active physiologic amplifiers for sig-
nals of low amplitude and as attenuators at high levels of
stimulation (Fig. 12.5). Some patients with recruitment
are extremely sensitive to noise (hyperacusis).

Loudness recruitment is encountered in practically
all cases of hearing impairments caused by excessive
noise exposition. The primary damage impacts pri-
marily the outer hair cells particularly in the basal
section of the cochlea and leads to a temporary thresh-
old shift (TTS) at high frequencies, which is followed
by a permanent threshold shift (PTS) in the case of
sustained exposition. Not all persons are equally sus-
ceptible to noise-induced hearing loss (NIHL). Several
current investigations focus on the question of whether
the vulnerable inner ear can be identified before irre-
versible defects have developed.

Neural or retrocochlear hearing disorders are caused
by a functional deficit of the hearing nerve or the
auditory pathway. The acoustical information is not
transmitted properly or not processed correctly. In many
cases, the hearing loss is only an attendant symptom of
diseases, which affect neither exclusively nor primarily
the auditory system:

• Compression of the hearing nerve by vascular loops• Tumors in the inner ear canal (e.g. acoustic neuroma
or vestibular schwannoma)• Multiple sclerosis (if portions of the auditory path-
way are affected)• Diffuse lesions of the brainstem without pro-
nounced focuses• Insufficient blood supply of brainstem regions, re-
sulting from aneurysma or infarcts• Atrophy or malformation of the hearing nerve.

Neural hearing disorders are frequently accompanied
by functional deficits of the inner ear, since processes
claiming space in the inner ear canal can also affect
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Fig. 12.5 Pathological loudness growth and reduced dynamic range
(loudness recruitment) can be explained by the loss of low level
amplification and high level attenuation. These are the effects of
outer hair cell activity (curved line). If these cells are destroyed,
the perception threshold is elevated and the uncomfortable level is
unchanged or reduced (straight line). After [12.11]

the arterial supply of the cochlea. Furthermore, many
unspecific attendant symptoms (tinnitus, vertigo, af-
fections of motor or sensory nerves) can occur. The
treatment of neural disorders with hearing aids can be
successful with respect to the hearing loss but it cannot
be considered as adequate, especially in cases with nor-
mal inner ear function. Tumors of the hearing nerve or
brainstem must be removed surgically since they can af-
fect vital functions. Neurosurgery can lead to complete
deafness. In such cases, therapy with cochlear implants
will not restore hearing because the hearing nerve may
have been corrupted. At best, some rudimentary hearing
may be re-established with auditory brainstem (ABI) or
midbrain implants (AMI).

A special class of hearing disorders, character-
ized by a normal function of the outer hair cells
(as evidenced by normal otoacoustic emissions) and
some alterations in the neural processing (as evidenced
by altered auditory brainstem responses), is summa-
rized under different notations as auditory neuropathy,
perisynaptic audiopathy, auditory synaptopathy, dys-
synchrony, or myelinopathy. According to this labeling,
the function of the synaptic or neural transmission may
be disturbed, but also a dysfunction of the inner hair
cells or a loss of neural synchronization is discussed.
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Up to now, the anatomic and physiologic correlates
are not fully identified. Auditory neuropathy spectrum
disorders (ANSD) according to the nomenclature pro-
posed by the American Speech and Hearing Association
(ASHA) may occur unilaterally or bilaterally and they
are accompanied by hearing losses ranging from mod-
erate up to complete deafness.

Central hearing impairment is characterized by a re-
duced performance of the auditory system in accom-
plishing higher discrimination tasks. The deficit may be
caused by organic reasons as e.g. cerebral hemorrhage.
If an organic origin cannot be identified, an auditory
processing disorder (APD) or a central auditory process-
ing disorder (CAPD) may be suspected. Persons with
(C)APD may have difficulties in localizing the source

of sound and they do not recognize subtle acoustic dif-
ferences of intensity, frequency, or time structure, even
though the sounds themselves are loud and clear. These
problems are more frequent in children and are more
likely to occur when a person with APD is in a noisy en-
vironment. The diagnostics of APD or CAPD is based
on the detection of abnormalities in complex signal anal-
ysis tasks without signs of organic defects of the pe-
ripheral hearing system or abnormalities in (nonverbal)
mental health. Treatment with hearing aids is not ade-
quate since the elevation of sound intensity is not bene-
ficial for an intact sensory organ. The therapy is very in-
dividual; it includes training of concentration, attention,
and auditory memory enhancement, as well as environ-
mental modifications such as classroom acoustics.

12.2 Behavioral Audiometric Assessment

Behavioral or subjective examination of hearing is
based on methods that constitute a subset of psychoa-
coustic testing. The subject is exposed to specifically
defined acoustic signals, which elicit perceptions and
reactions. From the observation and registration of re-
sponses, sensation thresholds, discrimination limens
(just noticeable differences, jnds), masking phenomena,
and speech perception can be studied and described in
terms of the physical stimulus parameters. Since the
quantity derived in these experiments is a subjective
description of sensation, which involves the whole au-
ditory system, the topodiagnostic power of subjective
audiometry is rather poor.

12.2.1 Stimulus and Perception

The decibel scale defined above takes reference of the
sound pressure of 20 μPa, which corresponds to the
hearing threshold of young normal hearing persons at
the frequency of 2 kHz, close to the place of largest
sensibility (which is around 3 kHz due to the ear canal
resonance). The sound pressure level 0 dB SPL is thus
the lowest limit of sensation at one arbitrary frequency.
Tones of most other frequencies are perceived only at
higher levels. This is reflected in the dependence of the
normal hearing threshold on the frequency, see Fig. 12.6.

The mean hearing threshold is the lowest of all iso-
phones, which are defined as lines connecting the tones
that elicit equal subjective loudness sensations. Gener-
ally, the volume level L N in phon of a tone of arbitrary
frequency is given by the sound pressure in dB SPL of
the 1 kHz tone with equal subjective loudness. Two spe-

cial isophones are the just audible pure tones defining
the threshold and corresponding to the line labeled with
3 phon, and the discomfort level at 110 phon.

The concept of volume level is adequate for the
description of absolute subjective loudness across fre-
quencies, but it fails with respect to loudness relations
associated with different levels at constant frequency. At
least in the region above 40 phon, the augmentation of
the volume level by 10 phon corresponds approximately
to a duplication of subjective loudness. To achieve a cor-
rect description of loudness relations, a scale for the rel-
ative loudness N with the unit sone has been created on
the basis of comparative scaling of pure tones [12.12].
N equals 1 sone for a tone of 40 phon and grows by
a factor of 2 with each 10 phon increment. For N less
than 1 sone, the simple power law is not valid and the
relative loudness reaches N = 0 at threshold. Relative
loudness plays no role in practical audiometry, where
only direct scaling is applied (categorical loudness).

Besides the transformation of physical sound in-
tensity in a subjective loudness sensation, the discrim-
ination of intensity differences or temporal changes
constitutes another field of psychoacoustic investiga-
tion. Just noticeable differences (jnd) of level can be
determined with modulated stimuli or by sequential
stimulation with stimuli of constant but different levels.
In practical audiometry, the testing of discrimination
abilities is limited to the exploration of certain hearing
disorders that affect the sensibility for level differences
(recruitment). In this context, also the masking of a tar-
get stimulus by a concurrent signal (e.g. narrow band
noise) may be of diagnostic relevance.
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12.2.2 Temporal Aspects of Hearing

The complete description of hearing requires the con-
sideration of not only frequency and intensity but also
the temporal characteristics of acoustic signals as their
third dimension. For the function of hearing, as well as
for its diagnostic examination, the temporal structure
of acoustic stimuli is essential. Speech and many sig-
nals used in audiometry are nonstationary stimuli. Their
subjective perception depends on temporal parameters
such as duration: short signals appear to be softer than
longer signals with the same intensity. If the duration of
a stationary signal exceeds the limit of approximately
200 ms, the perceived loudness is independent of its du-
ration; below this limit the level must be incremented
by 10 dB if the duration is divided by 10 to achieve the
same loudness sensation. Short pulses are thus much
stronger even if they elicit the same sensation. Since the
extent of hearing damage is determined by the physical
intensity and not by the subjective loudness, the hazard
potential of short signals is underestimated by the sub-
jective sensation. The sound pressure of impulses may
be described by the peak value (dB SPL p.e. = peak
equivalent) or by the (generally much lesser) value that
is relevant for subjective rating (dB HL = hearing level).

Most acoustic signals carrying information exhibit
fast temporal changes of frequency and/or intensity.
This holds true especially for speech, which codes
a large portion of information in transients between
vowels and consonants. The ability to analyze time
structures is, therefore, especially important for the
human ear. Physiologically, this is reflected in the ex-
istence of classes of neurons especially in the brain
stem, which respond only to temporal changes. The
functional integrity of these neuronal structures can be
tested by psychoacoustic assessment of the time resolu-
tion capability. One of the relevant quantities is the just
noticeable interval between two tone or noise pulses.
It can be measured by presentation of two sequential
pulses of limited duration (200 ms), one of them be-
ing interrupted by a gap of variable length. The subject
has to indicate, which of the two stimuli appeared inter-
rupted. In the case of a correct answer, the gap length is
shortened, otherwise prolonged. After a defined number
of reversions the mean value is determined (gap detec-
tion threshold). Normal hearing subjects achieve a jnd
of approximately 5 ms. Similar results are obtained if
the task consists in the recognition of the shorter of two
or three consecutive pulses (temporal difference limen).

Another quantity related to temporal aspects of
hearing is the processing of stationary stimuli of
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Fig. 12.6 The curves of constant loudness (isophones) of the nor-
mal hearing ear define the hearing threshold (lowest curve) and the
volume level for pure tones. The volume level L N in phon of a tone
of arbitrary frequency is given by the sound pressure in dB SPL of
the 1 kHz tone with equal subjective loudness. The loudness N is
defined as 1 sone for a tone of 1 kHz with 40 dB SPL and incre-
mented by a factor of two with each 10 dB. This power law is not
valid for N less than 1 sone. After [12.13]

long duration [12.14]. It is known that the perceived
intensity decreases with increasing duration. The mech-
anisms involved in this effect are not known in detail.
Empirically, adaptation is distinguished from fatigue.
Adaptation describes the fading at low stimulus levels.
It occurs within a few minutes and normal sensibility
is re-established within the same time range. Auditory
fatigue is observed at high stimulation levels and its re-
covery is much slower (temporary threshold shift, TTS).

As has been mentioned above, the perception
threshold for tones is elevated in the presence of noise.
If the noise is switched off, the masked threshold returns
to its normal value, the absolute threshold of hearing (in
quiet). This masking release is not simultaneous but de-
layed by approximately 200 ms depending on the noise
level [12.14]. In the case of inner ear hearing loss, the
effect of forward masking is stronger and the ability to
take advantage of the gaps in a nonstationary fluctuat-
ing noise is reduced or lost. This is one of the reasons
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accounting for the worse speech discrimination of per-
sons with hearing impairment in noisy situations and
reverberating environment.

12.2.3 Pure Tone Audiometry

Historically, the tuning fork was the first instrument ap-
plied to test the perception of pure tones. This crude
method did not yield quantitative results, but it helped
in finding out whether hearing loss was frequency-
dependent and it allowed observation of its progress
in time. For other purposes the stimulation of the ear
with tuning forks is still integrated in practical audiom-
etry [12.15]: if the bottom of the fork is brought in
contact with the skull, the inner ear is stimulated via
bone conduction. In cases of unilateral hearing loss,
the lateralization of the sensation depends on the type
of impairment: conductive disorders tend to emphasize
the perception in the affected ear, whereas perceptive
(sensorineural) disorders accentuate the perception in
the better ear. In the case of mixed hearing loss with
conductive and perceptive components and in cases of
both-sided hearing impairment, this so-called Weber
test is not applicable.

A second procedure based on the tuning fork – the
Rinne test – is applied to explore the nature of impair-
ment in one isolated ear: the comparison of the loudness
elicited by the tuning fork oscillating at the entrance
of the outer ear canal (air conduction) and vibrating
with its foot plate brought into contact with the mas-
toid (bone conduction). If the air conducted stimulation
is perceived stronger, a conductive disorder can be ex-
cluded. Like the Weber test, this test is restricted to pure
forms of conductive or perceptive losses.

The hearing threshold for pure tones is defined by
the lowest intensity or level of a stimulus of given
frequency that leads to a perception in at least 50%
of trials. In normal hearing subjects, this quantity is
strongly dependent on frequency (Fig. 12.6). For clin-
ical purposes, a curvilinear reference line is not very
suitable. Therefore, the devices used for the determi-
nation of threshold (pure tone audiometers) make use
of a level calibration based on the normal threshold as
reference sound pressure. Thus, the normal threshold
corresponding to 0 dB HL (hearing level) is a straight
line in the pure tone audiogram.

Another level scale occasionally used in practical
audiometry is based on the individual threshold of the
ear under examination. This makes sense if the rele-
vant quantity is given by the distance between threshold
and a specific response, e.g. the acoustic reflex. Given

a hearing threshold of 20 dB HL and a response thresh-
old of 80 dB HL, the sensation level is defined by the
difference 60 dB SL.

The determination of the hearing threshold, i. e. the
lowest perceivable sound level, is coupled with the prob-
lem, that the limit between silence and hearing is asso-
ciated with maximum uncertainty. Even if the ambient
noise in the audiometric test room does not exceed the
limits specified in ISO 8253-1, the determination of the
hearing threshold requires a high level of understanding,
cooperation, concentration, and patience of the subject.
If one of these preconditions is not fulfilled, the results
of subjective testing will be very questionable.

A further problem of threshold determination results
from the fact that only one of the two ears of one subject
shall be examined. This is accounted for by using head-
phones rather than loudspeakers or tuning forks for the
presentation of stimuli. Nevertheless, the stimulus can be
perceived in the ear opposite to the side of stimulation.
This can be prevented by masking the contralateral ear
with adequate signals.

In a clinical environment, the hearing threshold can-
not be determined according to the strict rules applied in
experimental psychoacoustics. For diagnostic purposes
an accuracy of ±5 dB is considered sufficient. Starting
at −10 dB HL, the level of the continuous or pulsed test
tone is incremented until the subject indicates a sound
perception, e.g. by activating the response button. At this
instance, the level has already surpassed the threshold by
a few dB. To correct this error, the level is now reduced
and again incremented. After some repetitions of this
procedure, a reliable threshold can be found. All thresh-
olds in the frequency range from 100 Hz to 10 kHz,
separated by octave steps below 500 Hz and half oc-
tave steps above 1 kHz, constitute the conventional pure
tone audiogram. The extended high frequency range
covers frequencies up to 16 kHz in smaller steps. Tra-
ditionally, the level axis in the audiogram runs from
low values at the top to higher values at the lower bor-
der, i. e. the threshold representing normal audition lies
above the threshold representing an ear with hearing loss
(Fig. 12.7). The vertical distance between the reference
line (0 dB HL) and the value under consideration is de-
fined as hearing loss (dB HL).

In addition to the threshold for stimulation via air
conduction (AC), the complete audiogram contains an-
other curve representing the threshold for bone conduc-
tion (BC). The transducer is placed on the mastoidal
process behind the outer ear. If contact area and force are
within the normal limits, a defined quantity of sound is
transferred to the inner ear via BC. Thus, the function
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Fig. 12.7a–f Pure tone audiograms in case of normal hearing (a), conductive hearing loss at low frequencies (b), com-
bined conductive and perceptive hearing loss (c), frequency independent sensorineural hearing loss (d), two stages of
a noise induced inner ear hearing loss (e) and severe to complete deafness (f) with tactile perception of bone conducted
low frequencies (left corner audiogram). All but one of the diagrams show the thresholds for air and bone conduction

of the inner ear can be tested without being affected by
outer ear, external meatus, ear drum, and middle ear. The
calibration of the transducers for air and bone conduction
takes into account that very different quantities of energy
are required for the excitation of the ear drum and of the
skull; in both cases, 0 dB corresponds to the normal per-
ception threshold.

The bone conduction threshold can be determined
only for frequencies in the range above 250 Hz. For
lower frequencies, the energy required for suprathresh-
old stimulation is very high and not only auditory but
also tactile sensations are elicited (Fig. 12.7f). A second
limitation at high frequencies above 6 kHz results from
the fact that the bone stimulator produces air borne sound

that can reach the inner ear via the natural sound con-
duction chain. In addition to these limitations, the sound
intensity transferred to the inner ear by BC is much less
reproducible than with air conduction because of the
individual variability of force and skin flap thickness.
Consequently, the accuracy of BC thresholds is typically
not better than ±10 dB in a clinical environment.

The difference between the threshold for air and
bone conduction is a measure for middle ear disorders.
If the distance between AC and BC amounts to more
than 10 dB (air–bone gap), the transmission of sound en-
ergy through the tympanic membrane and the ossicular
chain is impacted by pathological alterations of the mid-
dle ear (Fig. 12.7b,c). From the frequency dependence of
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the threshold difference, information about the type and
origin of the conductive loss can be deduced. If the tym-
panic cavity is filled with effusion following a middle
ear infection, the friction and/or the mass of the mid-
dle ear apparatus is incremented and the AC threshold
is elevated, preferably at high frequencies. In the case
of enlarged stiffness of the ossicular chain, the low fre-
quencies will be damped. Fractures or luxations of the
ossicles, as well as otosclerosis in the advanced state or
large perforations of the ear drum affect the whole fre-
quency range. Hearing loss caused by transmission can
never exceed the limit of approximately 50 dB since ev-
ery air conducted sound exceeding the corresponding
intensity leads to excitation of the bone and hence of the
cochlea.

The stimulation of the inner ear by bone conducted
sound is not limited to one side because the whole skull
oscillates independently of the site of excitation. Tran-
scranial attenuation is negligible at low frequencies and
amounts to not more than 10 dB at high frequencies.
However, also the application of air conducted stimuli,
acoustic cross-talk, leads to the involuntary stimulation
of the contralateral ear if the level of stimulation exceeds
a certain limit. This limit is approximately 50 dB in the
case of the supra-aural headphones usually applied in au-
diometry. If the level LS of the stimulus lies above this
limit, bone vibrations corresponding to a hearing level
of LS −50 dB are produced. Depending on the constel-
lation of thresholds for air and bone conduction on both
ears, the test tone is perceived only in the contralateral
ear. To prevent this, the contralateral ear is masked by
a narrow band noise via air conduction. The effective
level of masking must exceed the value LS −50 dB. In
the case of a conductive loss ΔLC in the contralateral ear,
the masking level LM must be incremented accordingly

LM ≥ LS −50 dB+ΔLC

with 0 ≤ ΔLC ≤ 50 dB . (12.4)

Since the loss ΔLC due to a contralateral middle ear
dysfunction cannot exceed 50 dB, the maximal masking
level is given by LM ≥ LS. This simple formula corre-
sponding to the worst case does not contain any unknown
quantities and can, therefore, easily be applied in prac-
tice as

LM ≈ LS if LS ≥ 50 dB

(for air conduction testing) . (12.5)

The validity range of this rule is limited to moderate lev-
els of stimulation (since at high levels an overstimulation
of the contralateral ear may occur) and to cases with neg-
ligible middle ear damping in the ipsilateral ear (since

otherwise the contralateral masker possibly affects the
ear to be tested).

For the determination of bone conduction thresholds,
somewhat different rules must be applied since the test
tone is transferred without any losses to the contralat-
eral ear (even at low stimulations levels LS). Since the
masker is presented by air conduction, a conductive loss
ΔLC in the contralateral ear must again be compensated

LM ≥ LS +ΔLC with 0 ≤ ΔLC ≤ 50 dB .

(12.6)

While for the determination of the air conduction thresh-
old, a total loss of middle ear transmission in the con-
tralateral ear can be assumed for simplicity, this is not
possible for bone conduction since a masking level LM
according to the formula LM ≥ LS +50 dB would mask
not only the contralateral but also the ipsilateral ear.
Therefore, the masking level must be lower than LS +
50 dB and higher than LS (otherwise, the test tone would
be perceived in the contralateral due to the occlusion ef-
fect). Consequently, not a fixed value but only a range of
admissible values can be specified for LM,

LS +20 dB ≤ LM < LS +50 dB

(for bone conduction testing) . (12.7)

The final formulas (12.5) and (12.7) are valid in most but
not all cases. The only criterion characterizing the cor-
rect masking level is that the threshold should remain
stable if the masking level is incremented. In any case,
special care must be taken to ensure that the masking
level remains below the uncomfortable level.

12.2.4 Recruitment

Tests above the threshold are performed to identify
a pathological loudness growth (recruitment), which ac-
companies level-dependent distortions and a reduced
dynamic range. One of these tests, the alternate bin-
aural loudness balance (ABLB) described by Fowler
in 1937 [12.16], is applicable only in cases of uni-
lateral hearing impairment. Both ears are stimulated
alternately by tone pulses of a frequency for which
the interaural threshold difference amounts to at least
30 dB. Starting at threshold intensities, the level is in-
cremented in steps of 20 dB for the impaired ear. The
stimulus level at the contralateral normal ear is adjusted
to achieve equal subjective loudness perception. If the
slope of the lines connecting the points of equal loud-
ness in both audiograms decreases at high levels, the
recruiting ear is identified. Parallel lines indicate that
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no recruitment is present, or, equivalently, the dynamic
range of the impaired ear is not reduced.

No normal contralateral ear is required for another
recruitment test based on the short increment sensitivity
index (SISI) described by Jerger in 1962 [12.17]. The
ear under examination is stimulated by a continuous
pure tone above threshold, whose amplitude is period-
ically incremented by 1 dB. Subjects with a recruiting
ear are able to detect the increments, whereas normal
subjects as well as persons with pure conductive or neu-
ral impairments are not. The increased sensibility of the
impaired inner ear for amplitude modulations can be
explained by the higher slope of its input/output func-
tion (Fig. 12.5). The test is performed at a frequency
with a hearing loss of at least 40 dB. The continuous
tone is presented with an intensity 20 dB above thresh-
old. After conditioning of the patient, the level of this
tone is incremented for 0.2 s every 5 s. If the patient de-
tects more than 70% of the increments, a recruitment is
probable (cochlear damage). Ears without recruitment
(neural damage) are characterized by an index below
30%. Rates between these limits should not be inter-
preted, they are possibly a consequence of insufficient
cooperation of the patient or of the choice of unsuitable
parameters (frequency and intensity of the stimulus).

As an alternative to the SISI test, the sensibility for
level increments can be examined by another procedure
described by Lüscher and Zwislocki in 1949 [12.18]. In
this test, the jnd is determined directly by decreasing the
increments from initially 4 dB down to 0.2 dB. In accor-
dance with the SISI test, a jnd of 1 dB is considered as
the limit between recruiting and nonrecruiting ears.

Especially in the case of sloping audiograms, the
perception threshold of a pure tone masked by a narrow
band noise can serve as an indicator for recruitment, as
described by Langenbeck in 1949 [12.19]. The masked
threshold is determined for several pure tone frequen-
cies covering the range from normal hearing at low
frequencies to a hearing loss exceeding 45 dB at high
frequencies. This permits the comparison of healthy and
damaged regions in the same cochlea. The level of the
narrow band noise, whose center frequency is equal to
that of the target tone, is adjusted to a level between 45
and 75 dB. In the case of normal hearing, the masked
threshold is found just above noise level. As the fre-
quency region of impaired hearing is approached, the
masked threshold can either join or deviate the threshold
in quiet. In the first case, the discrimination capability is
conserved in spite of the hearing loss, as is expected for
a recruiting ear; in the latter case, the detection of a pure
tone in noise is affected by the hearing loss and a neural
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Not audible

Fig. 12.8 Results of loudness scaling obtained from a nor-
mal hearing and a hearing impaired subject (schematic)

origin of impairment is probable according to the model
of busy lines [12.20].

Some of the recruitment tests described so far are
only indirect indicators of recruitment based on the
sensitivity for level increments or the masked thresh-
old. A direct assessment of the reduction of dynamic
range is possible only with the ABLB test and only
for single-sided hearing loss. No such limitation is im-
posed on the direct loudness scaling described by Heller
in 1985 [12.21]. Narrow band pulses with center fre-
quencies between 250 Hz and 4 kHz are presented in
a randomized sequence by loudspeakers and assigned
by the patient to one of the seven categories not audi-
ble, very soft, soft, comfortable, loud, very loud, and too
loud (Fig. 12.8). Internally, these verbal categories are
assigned to 0, 5, 15, 25, 35, 45, and 50 numerical units,
respectively. For each frequency, a loudness-intensity
function is constructed. Optionally, the data can be
transformed to iso-response contours and transferred to
the audiogram.

The intersection of the loudness-intensity-function
with the horizontal axis is correlated to the perception
threshold, the level judged as too loud corresponds to
the uncomfortable level. In the case of a pathologic
loudness growth, the slope of the function is larger than
in normal ears and the distance between individual and
normal values decreases with increasing stimulus level.
This horizontal distance correlates with the need for
amplification and it can be used as basis for a loudness-
based fitting of hearing aids.

Recruitment tests and loudness scaling are used
to identify the cochlear nature of hearing impairment.
Neural dysfunctions can not be excluded with these
tests. They are characterized by a pathologic auditory
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fatigue, which can be detectedby the threshold tone de-
cay test (TTDT) described by Carhart in 1957 [12.22].
Tones of low intensities close to the threshold are usu-
ally perceived only within a limited time interval. In
normal ears, this limit is beyond 30 s for a tone with
10 dB SL. If the intensity required for 60 s persistence
lies between 15 dB and 25 dB SL, a pathological adap-
tation typical for cochlear hearing loss is probable. In
the case of pathological fatigue typical for neural hear-
ing loss, this level is above 30 dB SL.

12.2.5 Speech Audiometry

There is no doubt that understanding of speech is the
highest level and paramount object of hearing and its
preservation or restitution. The perception and discrim-
ination of spoken speech is examined for audiometric
purposes in order to assess the limitations in commu-
nication and the social handicap resulting from hearing
impairment, as well as the need for amplification and
the benefit of hearing aids and prostheses. Moreover,
speech audiometry results may contribute to the diag-
nostic classification of hearing dysfunction especially
in the identification of (central) auditory processing dis-
orders (APD). For most of the other audiometric issues,
speech signals turn out be too complex, but they are in-
dispensable in the context mentioned above, since the
capabilities grouped around speech perception cannot
be predicted from the threshold for pure continuous
tones.

In addition to the acoustic complexity of speech,
speech audiometry is associated with further difficulties
arising from the large number of factors contributing to
the communication by spoken speech: hearing acuity,
processes of neurocognition, intellectual capabilities,
level of language development, short range memory,
concentration efforts, readiness to cooperate, and oth-
ers. It is not possible to examine all abilities that are
relevant for speech understanding in all target groups
with a single test. Therefore, speech audiometry is com-
posed of several tests differing in test material, the use
of noise and, of course, the specific language. One com-
mon feature of nearly all tests is the use of diagrams
showing the fraction of correct items in dependence on
the stimulus level or signal to noise ratio. From the dis-
crimination function, the speech perception threshold
(SRT), defined as the level of stimulus or the signal to
noise ratio associated with a correct perception of 50%
of the items, is derived.

The ability for perception and discrimination of
speech can be embedded in the audiological context

only if the acoustic properties of speech are consid-
ered. Therefore, the most important of these physical
features shall be described here. Speech is produced by
the human organs for phonation (production of voice)
and articulation (modulation of voice). The simplest el-
ements of speech are vowels characterized by a periodic
oscillation composed of a fundamental frequency F0
(corresponding to the voice pitch) and up to four for-
mants F1 to F4 (higher frequency bands). The frequency
ranges of the formants are unique for every vowel; they
vary only to a low degree from one speaker to the other.
The formant F1 lies around 500 Hz, F2 between 1 and
2 kHz, and the higher formants, which are less impor-
tant for the identification of the vowel, lie between 2
and 4 kHz.

Consonants cannot be described by typical fre-
quency spectra. As far as characteristic frequencies can
be defined, they are located in the range of the for-
mants F3 and F4. In contrast to vowels, consonants
can be voiced and unvoiced. Voiceless consonants are
produced without oscillations of the vocal chords by
obstructions in the vocal tract, which contribute to the
acceleration of the air stream and hence generate tur-
bulences. In voiced consonants, these mechanisms are
overlaid by vocal chord oscillations. Phonetically, con-
sonants are further divided according to the place (e.g.
labial, dental, palatal, or velar) and mode (e.g. plosive or
fricative) of articulation. Many consonants are merely
a frequency transition between preceding and subse-
quent vowel (transients). Their properties depend on the
vowel with which they are fused and on their placement
as initial, intermediate, or final phoneme. Transients
and formants are identifiable in the spectrogram (or
sonogram), which is a three-dimensional diagram show-
ing the time dependence of frequency and intensity of
a speech signal (Fig. 12.9).

Frequency and intensity of language components
can be roughly translated into the audiogram to as-
sess the impact of hearing loss on speech understanding
(Fig. 12.10). In the case of high frequency hearing
loss the recognition of many consonants (especially
sibilants) is most affected, whereas a pronounced low
frequency hearing loss affects mainly the fundamental
frequency, which is not very important for speech in-
telligibility. If the hearing loss amounts to 40–50 dB
at all frequencies, vowels and strong sibilants remain
audible, while the silent consonants are not properly
understood. The pathological loudness perception (re-
cruitment) found in many cases of sensorineural hearing
loss has the consequence that soft language elements
are too weak, whereas the stronger components are
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Fig. 12.9 Oscillogram (top)
and spectrogram (bottom) of
the utterance speech trans-
formation, spoken by a male
speaker
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Fig. 12.10 Projection of the frequencies and levels relevant
for colloquial speech into the pure-tone audiogram

perceived clearly or even uncomfortably loudly. The
problems arising from the time dependence of speech
signals – especially from the rapid transitions between

loud vowels and soft consonants – cannot be illustrated
in this diagram.

The selection of the test material used for speech au-
diometry is oriented on the objective in the special case
under examination. Persons with rudimentary speech
discrimination can only be examined if the test mater-
ial contains sufficient redundancy, such as semantically
meaningful sentences. The other extreme are virtu-
ally nonredundant monosyllabic words. The numerals
used in the German Freiburg speech intelligibility test
described below lie between these extremes. The re-
sponses of the subjects are part of a known and very
limited word inventory. For a given material, the diffi-
culty of the tests can be influenced by offering a closed
set of response alternatives. To ensure that a subject can
perform the same test several times without fear of dis-
tortion of results due to learning effects, the material
must be divided into equivalent test lists (containing,
for example, 10 or 20 everyday sentences, numerals, or
monosyllabic words each). Whatever the objective, the
statistical distribution of phonemes within the test ma-
terial should be representative for the specific language.

The groups or lists of test items are presented
through headphones or speakers, optionally with a si-
multaneously presented noise. The subject is asked to
repeat the item (word or phrase) or to select it out of
predefined answer alternatives, the examiner counts the
number of correct answers. The result is the percent-
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Speech level (dB SPL)

Percentage of correct answers
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Slope s50
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Fig. 12.11 The increase in the proportion of correctly reproduced
test items with increasing stimulus level or signal-to-noise ratio is
described by a sigmoid psychometric function (12.8)

age of test items reproduced correctly as a function of
absolute or relative (referred to the background noise
level) speech level. The relationship between stimulus
level (or level difference) and the proportion of correct
responses (speech intelligibility index) is called the dis-
crimination function (performance-intensity function).
It shows a step-shaped curve that can be described by
two parameters: the level (or the signal-to-noise ratio)
L50, where the probability of a correct answer is 50%
(speech perception threshold), and the slope s50 at this
point (Fig. 12.11). For the mathematical description, the
following logistic function is used:

p(L) = 1

1+ e− L−L50
u

with u = 1

4s50
. (12.8)

In German-speaking countries, the test that is most used
for practical audiometry is still the Freiburg speech in-
telligibility test according to the German standard DIN
45621, introduced by Hahlbrock in 1957 [12.23]. The
test material consists of two-digit numbers and mono-
syllabic words that have been recorded by a trained
professional speaker and arranged in phonetically bal-
anced groups (10 lists of 10 numbers and 20 lists of
20 monosyllabic words). Below a certain speech level
(10 dB SPL for numerals and 15 dB SPL for monosyl-
labic words), none of the words is correctly understood.
With growing volume, the proportion of correct an-
swers increases and finally reaches 100% at 30 dB SPL
(numerals) and 50 dB SPL (monosyllables) for normal

hearing listeners. For numerals, the normal values of
L50 and s50 are 18.5 dB SPL and 5% per dB, respec-
tively. Because of the high redundancy, the logistic
function is very steep. For the same reason, hearing dis-
orders affect only the location but not the shape of the
function. Therefore, the impact of hearing loss can be
described by the shift of L50. This difference is called
the hearing loss for speech. Since the correct percep-
tion of low frequency vowels is already sufficient for
identifying the numerals, the hearing loss for speech
correlates well with the low frequency hearing loss.

The curve describing the intelligibility of monosyl-
lables is shifted to higher levels and is less steep than
that corresponding to the numerals. This is due to the
fact that the correct recognition of the test words re-
quires not only the discrimination of vowels but also
of the softer consonants. Hearing disorders not only
affect the location but also the shape of the logistic
function. Especially in cases of severe high frequency
hearing loss the curve may be very shallow because
of the difficulty of detecting the high consonants. Of-
ten, then, up to the discomfort level a score of 100%
is not achieved, i. e. there is a discrimination loss. In
rare cases, the speech discrimination decreases at high
levels after having reached a maximum value (roll-
off).

The standardized Freiburg speech intelligibility test
is used in particular in the administration of hearing aids
and the subsequent measure of control, and it forms
the basis for the calculation of the earning capacity in
the case of occupationally acquired hearing loss. It has
some disadvantages, which have led to the development
of alternative tests:

• In some patients with profound hearing loss, it pro-
vides no useful results since the numerals may be
too easy and the monosyllables too difficult.• The test lists are not phonetically balanced and not
equivalent to each other regarding presentation level
and degree of difficulty.• The testing of speech intelligibility in noise is not
standardized.• The subject must be familiar with the German lan-
guage.• The test procedure is not automatable, because the
response of the patient is evaluated by the investiga-
tor.• The response of the subject is only rated as true or
false, an evaluation of the confusions is not possible.• The lack of an announcement stimulus leads to an
unreasonably high rate of wrong answers.
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One of the recent approaches to overcome these draw-
backs is the Oldenburg sentence test developed by
Wagener and Kollmeier [12.24]. It is an open set sen-
tence test based on meaningful phrases consisting of
five words (proper noun, verb, numeral, adjective and
object) such as e.g. Doris paints nine green chairs. Each
of the five words is taken from a stock of ten alterna-
tives from which the records are assembled at random.
This increases the number of usable test lists and it re-
duces the probability for recognition of a test item (test
repeatability). At the speech perception threshold L50
the discrimination function of the Oldenburg sentence
test has a high slope s50 = 17–20% per dB. Thus, the
threshold can also be determined in quiet as well as in
speech-simulating noise with high accuracy.

In all speech tests, the duration of the investigation
can be reduced by the optimization of test materials
and strategy. The time required is proportional to the
number of test lists that must be tested to reach a suffi-
cient significance. Speech tests based on redundant test
material (numerals and sentences) have a steep logistic
function that is shifted but not deformed in the case of
hearing loss. In the ideal case of an adequate volume
level, only one test list needs to be checked for a reli-
able determination of L50. If the test material has little
redundancy (monosyllables), the psychometric curve is
shallower and not only shifted but also distorted intrin-
sically in impaired ears. For its reconstruction, at least
two test lists must be checked. Regardless of the de-
tails of the curve the examiner usually aims not to carry
out measurements in regions of 0 or 100% speech dis-
crimination. Normal values and the above mentioned
relations between pure tone and speech audiogram help
to find reasonable starting levels in the vicinity of the in-
flection L50. By application of adaptive procedures, the
target can be achieved more accurately and faster. Here,
the level of presentation is increased or reduced for each
test item in accordance with the previous answers.

In addition to the speech discrimination in silence,
the study of intelligibility in noise and its improvement
by hearing aids is one of the subjects of speech au-
diometry because the combination of speech and noise
constitutes one of the major challenges of many hearing
impaired persons and users of hearing aids. Besides the
Oldenburg sentence test described before, the Göttingen
sentence test after Wesselkamp et al. [12.25], compris-
ing 20 test lists of 10 sentences in combination with
the voice babble noise after Sotschek as background
noise and the Innsbruck sentence test after Hochmair
et al. [12.26], composed of 30 lists of 20 sentences
combined with speech simulating CCITT (Comité Con-

sultatif International Téléphonique et Télégraphique)
noise (HSM test) are suitable for this purpose. The
spectrum of the international standard CCITT-noise is
adjusted to the average frequency distribution of sev-
eral languages. It has its highest intensity at 800 Hz. The
time-modulated version of the CCITT noise is called
Fastl noise. The modulation is not achieved by a fixed
frequency but with a band-pass noise whose intensity
peaks at 4 Hz corresponding to the mean syllable length.
The Göttingen sentence test, recorded with high speech
velocity by an untrained speaker is suitable for use with
hearing aid users, while the HSM test, due to the slow
and pronounced articulation, is primarily designed for
the assessment of CI users.

The speech tests presented so far are applicable
only in German speaking countries. Some of the most
common tests used in other language areas are de-
scribed in this paragraph. At a very elementary level
of speech perception, the CUNY (The City Univer-
sity of New York) closed set nonsense syllable test is
devoted to the examination of the discrimination of sin-
gle phonems presented in VC (vowel–consonant) and
CV (consonant–vowel) syllables [12.27]. Each test item
is embedded in a carrier phrase You will mark . . . ,
please, the competing noise is an equalized cafeteria
noise. Nilsson et al. [12.28] introduced the Hearing
In Noise Test (HINT), which consists of 25 phonem-
ically balanced lists of 10 sentences and is suitable
for the adaptive measurement of sentence SRT. Within
the European HearCom project, the SPIN (speech in
noise) test based on digit triplets overlaid by a rush-
ing background noise was designed to mimic real-life
circumstances. The spondee recognition test described
by Cramer and Erber [12.29] is especially suitable
for testing hearing impaired children. Test lists of ten
spondaic words (consisting of two long syllables) are
presented monaurally, the responses are indicated by
pointing to labeled picture cards. Finally, the archetype
of the Oldenburg sentence test shall be mentioned. In
1982, Hagerman published Swedish sentences suitable
for clinical measurements of speech intelligibility in
noise [12.30]. The test was developed for hearing aid
evaluation in sound field as well as with earphones prior
to hearing aid fitting. Ten lists of phonetically balanced
five word sentences constitute the inventory for the con-
struction of new lists by cutting and combining the
single items. In the test situation, the speech stimulus
is accompanied by modulated speech-simulating noise.

The accuracy and reliability of speech audiometry
results are described by the variability σ , which depends
on the fraction p of correct responses and the number n
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of test items according to the formula

σ =
√

p · (1− p)

n
.

The 95% confidence interval is obtained by multiplica-
tion of σ with 1.96 [12.31]. If the test is performed twice
(e.g. with and without hearing aid), the difference of the
results is significant if the auxiliary variable Φ given by

Φ = arcsin

√
x

n +1
+ arcsin

√
x +1

n +1
(with x = p ·n = number of correct responses)

of the second test lies within the interval limited by

ΦL = Φ −1.96σdiff and ΦH = Φ +1.96σdiff

calculated from the first test and using

σdiff = √
2σ (Φ)

with σ2 (Φ) = 1

n + 1
2

for n ≥ 50

and σ2 (Φ) = 1

n +1
for 10 < n < 50 .

The application of these rules, derived under the as-
sumption that binomial statistics is valid, shows that an
unexpectedly large number of test items must be used
to observe significant effects [12.31].

12.2.6 Binaural Hearing

All aspects of hearing discussed so far are the result of
psychoacoustic studies on the stimulation of one ear.
Without doubt, however, hearing with both ears (binau-
ral) is to be regarded as the natural listening situation.
It differs from monaural listening at first by a lower
threshold of perception. The difference between the
monaural and the binaural hearing threshold is 3 dB
(doubling of intensity). For suprathreshold stimuli, the
difference between monaural and binaural hearing is ap-
proximately 10 dB, i. e. the addition of the second ear
results in a doubling of loudness. This effect is called
binaural loudness summation.

Many high order capabilities of the auditory sys-
tem, e.g. spatial hearing, localization of sound sources,
and discrimination of speech in noise and reverbera-
tion, are result of the binaural detection and processing
of acoustic signals. In addition, the outer ear plays an
essential role: its acoustic transfer function acts as a fil-
ter whose output depends on direction, distance, and
frequency of the sound source. Spatial characteristics

of the sound field are coded into temporal features by
reflection, shadowing, scattering, diffraction, interfer-
ence, and resonance. The representation of these features
within the central nervous system produces an impres-
sion of spaciousness that cannot be achieved by stim-
ulation via headphones. One special aspect of spatial
hearing, namely directional hearing, is based on the pres-
ence of two input signals, the crossing of the auditory
pathway and the exploitation of the differences between
the two signals (binaural processor). The position of the
ears on both sides of the head leads to differences in
level, time, and tone of the two inputs arriving from a lat-
eral acoustic signal source. The tone differences arise
from the fact that the shading effect by the head is rele-
vant only for high frequencies. For the same reason, level
differences also occur mainly at high frequencies that are
not bent around the head. They contribute to the later-
alization of the auditory event in so far as they amount
to more than 1 dB. Furthermore, the sound waves arriv-
ing from sources that are outside the median plane reach
the two ears at different times (or with different phases
at the same time). The lower limit for the exploitation
of these interaural time differences is less than 30 μs.
Time and level differences allow for sound localization
with an accuracy of 3−5◦. This location, however, is not
unambiguous. All sources located on the surface of the
cone shown in Fig. 12.12 (cone of confusion) have the
same interaural differences; they differ only in tone. Ac-
tually, the sound event sites that are most often confused
in a directional hearing test in the horizontal plane are
equivalent in terms of interaural time and level differ-
ences. A special case is the confusion between front and
rear. The determination of the elevation, i. e. the location
of sound sources that are located in the median plane (an-
gle of the cone equal to 180◦), is done without the aid of
interaural differences and is, therefore, uncertain.

Interaural time differences are only useful for the
location of sound sources if the duration of the sig-
nal is limited sufficiently sharp. This condition is not
satisfied with continuous tones or with the occurrence
of reverberation. In these cases, the sensation of both
ears merges to a single auditory event. Nevertheless, the
sources of continuous stimuli or of short signals accom-
panied by echo can be localized because the location of
such auditory events is determined primarily by the first
sound pressure change that reaches the listener (law of
the first wave front). This mechanism is important for
hearing in closed rooms, but it fails if standing waves
are generated.

Binaural hearing is critical for the detection and dis-
crimination of signals in noise. A pure tone is easier
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Time difference Δt= c
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Δt= Δt'≈ Δt''
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Lleft
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Δr'≈ Δr''

Level difference ΔL=Lright–Lleft

ΔL= ΔL'≈ ΔL''

Q
Fig. 12.12 In the case of
lateral sound incidence
from sources Q, Q′ or
Q′′, the signal arrives
in both ears at different
times t and with different
intensity L . The sound
event sites, which are
equivalent with regard
to the interaural differ-
ences Δt and ΔL , are
placed on the surface of
the cone of confusion
(the tip of which is in
the middle of the head
and the axis of which
coincides with the line
joining the ears). This ap-
proximation is valid only
if the head is modeled
by a sphere without ears
and with diametrically
opposite ear canal en-
trances – a very crude and
unrealistic approximation

to detect in noise (i. e. at a lower signal to noise ratio)
when two signal sources are separated. Experimentally,
the effect of binaural hearing on the masking of a sig-
nal can be replicated simply by presenting a mixture
of test tone and broadband noise to one ear via head-
phones. The subject adjusts the test tone level such that
it is no longer perceived. If the same noise is now pre-
sented to the other ear, the noise sensation is louder
but the test tone is heard again and hence the bin-
aural hearing threshold is lower than in the monaural
case (binaural masking level difference, BMLD). Sim-
ilarly, the binaural threshold for the intelligibility of
speech in noise can be determined and compared with
the monaural threshold (binaural intelligibility level dif-

ference, BILD). Depending on the spatial arrangement
of the sources of signal and noise, the threshold differ-
ence amounts to about 10 dB in normal hearing subjects.
The enhancement of discrimination and intelligibility
described by BMLD and BILD is closely related to the
ability of to understand speech in babble noise (cock-
tail party effect), which requires a functioning binaural
system. Mild single sided hearing loss is sufficient to af-
fect its function seriously. The assessment of monaural
and binaural thresholds in noise is, therefore, suitable
for a quantitative description of the ability to follow
a conversation in noise. It has been shown that BMLD
and BILD are lower in hearing impaired patients and in
older normal hearing subjects.
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12.3 Objective Audiometric Assessment
In contrast to subjective audiometry, which makes
use of psychoacoustic methods, the methods in which
a physiological reaction or response of the auditory sys-
tem is measured for audiometric purposes are referred
to as objective audiometry. The responses depend to
a much lesser degree on attention and active partici-
pation of the patient than in the subjective methods.
Among the reactions to acoustic stimuli, the physi-
cal properties of the tympanic membrane (impedance
audiometry), the sound emitted by the inner ear
(otoacoustic emissions) and the electric processing in
auditory nerve, pathways and cortex (auditory evoked
potentials) are part of audiologic diagnostics. Since all
of these signals are superimposed by physiologic and
external interferences, the accuracy of the objective
measures is limited. Therefore, some of the applications
are of interest primarily in patients who are unable or
unwilling to cooperate. Other applications provide spe-
cific diagnostic information that can not be obtained
with subjective methods. In the context of identifying
the cause of hearing impairment, objective measures
are not merely a substitute, but a complement to the
subjective procedures.

12.3.1 Impedance Audiometry

Impedance audiometry involves all audiologic exam-
inations based on the measurement of the acoustic
resistance opposed by the eardrum to the incoming
sound wave. The dependence of this impedance on air
pressure and probe tone frequency provides informa-
tion about the physical properties of eardrum, middle
ear, and ossicular chain. Moreover, the recording of
impedance during acoustic stimulation with tonal pips
allows the observation of physiological responses of the
auditory system.

At the interface between two media of different
acoustic impedances Z0 and Z1, sound waves are re-
flected. The measurement of the impedance is based on
the relationship between the reflection coefficient r and
the normalized impedance difference

r = (Z1 − Z0)2

(Z1 + Z0)2
. (12.9)

The impedance of the middle ear depends on the
mass M (tympanic membrane, ossicles, possibly se-
cretions), the friction R (middle ear and inner ear),
the elasticity k (eardrum, middle ear tendons, tympanic
air), and the sound frequency f or angular frequency ω

ωM

k
ω–

R

Z

Fig. 12.13 Vector calculation of the
complex impedance Z from the real
components (ωM and k/ω) and the
imaginary part R (R = friction, M =
mass, K = elasticity, ω = frequency)

(Fig. 12.13) [12.32]

Z =
√

R2 +
(

ωM − k

ω

)2

. (12.10)

Apart from the frequency, all variables that enter into
the calculation of the impedance characterize the con-
dition of the middle ear. This fact accounts for the
diagnostic importance of impedance. At the usual
low test frequencies, the largest contribution to the
impedance and its diagnostic importance arises from the
elasticity term.

The relationship between impedance and sound
frequency plays only a minor role in practical tym-
panometry because the impedance is measured almost
exclusively with a test frequency around 220 Hz. The
main reason is that at higher frequencies, standing
waves can occur (λ/4 resonance) and the result of the
measurement is governed by the geometry of the outer
ear canal. Measurements with higher frequencies (e.g.
600 or 1000 Hz) yield more information about the phys-
ical processes in the middle ear, especially in children,
and the improvements achieved by operational inter-
ventions can be observed, but the results obtained in
different patients are less comparable.

In the context of audiometry, the use of impedance
(in the appropriate unit acoustic Ohm = kg/(m2s)) is
less common than the use of its reciprocal (the admit-
tance). Since the impedance describes the resistance of
the middle ear, the admittance corresponds to the will-
ingness (compliance) of the middle ear to forward the
sound to the inner ear. A large admittance is, there-
fore, equivalent to a low acoustic impedance and thus
to a high flexibility of the eardrum. The unit of compli-
ance is m2s/kg or mho (the reciprocal to ohm). Since
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+–

Microphone

Speaker

Sealing

Pump Manometer

Fig. 12.14 Impedance ear canal probe with three tube lines
for speaker, microphone and air pump/gauge, and an indi-
vidual tip sealing the ear canal (after [12.33])

this unit is not particularly clear, the description of the
compliance by an equivalent volume (whose unit is cm3

or ml) is more usual. The ear canal and its boundary
with the middle ear is understood to be a variable vol-
ume of air. If the sound is reflected, the entire system
behaves like a small volume of air (with rigid walls); if
the sound is absorbed, it represents a larger volume.

The measurement of the impedance is done indi-
rectly by measuring the reflected portion of a test tone
of known intensity, which is radiated into the ear canal.
The key components of a device to measure the middle
ear impedance are:

• A speaker for producing the test tone• A microphone to measure the intensity of the re-
flected sound• A pump and a pressure gauge for application and
measuring the air pressure in the ear canal• A device to display the results.

The probe is inserted into the ear canal and fitted with
an air-tight, variable size ear tip (Fig. 12.14).

Tympanometry

The tympanogram reflects the compliance as a func-
tion of the pressure applied and air measured in the ear
canal (Fig. 12.15). In the case of elevated pressure, the
eardrum is displaced inward and it reflects a large part
of the probe tone. Consequently, its elasticity decreases
and thus the impedance is higher and the compliance

0 OverpressureUnderpressure

Compliance

Fig. 12.15 In the case of normal middle ear function, the
application of overpressure or underpressure in the ear
canal results in very low values for the compliance of
the tympanic membrane. At normal atmospheric pressure
(no pressure difference between ear canal and middle ear),
maximum compliance is recorded (schematic representa-
tion)

lower. At reduced pressure the eardrum is also more
strained than at normal pressure because of the (un-
altered) pressure in the middle ear, thus resulting also
in a lower compliance. The vibrational properties are
most favorable if the pressure in the outer canal equals
the pressure in the middle ear, normally at atmospheric
pressure. Therefore, the normal tympanogram exhibits
a maximum of compliance at normal pressure (p = 0).
The pressure differences applied for routine measure-
ments are within ±30 hPa.

The most important feature of a tympanogram is the
maximum of compliance, which is described quantita-
tively by its location, its height, and a form parameter.
The height of the peak has a pronounced individual
variability. If the maximum compliance is significantly
higher than the normal value, an atonic cicatrice in the
tympanic membrane, a fracture of the stapes, or a defect
of the incus may be present. Very flat compliance max-
ima will be observed when the middle ear is filled with
secretion (otitis media with effusion, OME) or when the
tympanic membrane is reinforced by a scar. The shift
of the maximum to positive or negative value indicates
an overpressure or underpressure in the tympanic cav-
ity. An excess pressure can be due to dysfunction of the
Eustachian tube, a reduced pressure indicates oxygen-
consuming inflammatory middle ear diseases – e.g. the
onset of otitis media without effusion. Variations of the
middle ear pressure in the range of ±10 hPa have no di-
agnostic significance. If a viscous middle ear effusion is
present, secretions are deposited on the ear drum, which
limits its mobility. The corresponding tympanogram ex-
hibits no compliance peak, it is flat with a slight increase
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at negative pressure. A similar result emerges in the case
of a perforated eardrum because the admittance of the
large composite volume of ear canal and middle ear is
independent from pressure and not influenced by the
tympanic membrane. Flat tympanograms can also in-
dicate errors of measurement (e.g., a probe blocked by
debris or pointing to the wall of the ear canal).

One of the main objectives of impedance audiome-
try, the diagnosis of otitis media, is better achieved by
multifrequency tympanometry (MFT) using additional
probe frequencies higher than 226 Hz ([12.34] and
references therein). Tympanograms recorded around
660 Hz and 1000 Hz exhibit several and variable peaks
and notches in the pressure dependence of conductance
and susceptance. Their exploration is recommended in
children having a history of otitis media, or else abnor-
mal or notched 226 Hz tympanograms. As verified by
myringotomy (a tiny incision created in the eardrum in
order to relieve pressure caused by the excessive build-
up of fluid), the MFT method has been proved to detect
middle ear abnormality at a higher rate.

Middle Ear Reflexes

The second application of impedance audiometry is the
detection of the stapedius reflex, mediated by a temporal
change in impedance during the acoustic stimulation of
one ear (Fig. 12.16). The impedance change is caused
by contractions of the stapedius muscle affixed at the
head of the stapes. The contraction is activated by strong
acoustic stimuli and results in a stiffening of the os-
sicular chain and thus in an increase in the eardrum

Brainstem

ME

N. facialis
N. facialis

N. acusticus

N. acusticus

Brainstema) b)

ME ME

Fig. 12.17a,b
Course of the ip-
silateral (a) and
contralateral
(b) arc in the in-
duction of the
acoustic reflex
(schematic rep-
resentation). The
acronym ME
stands for middle
ear

Time

Stimulus

Contraction of
m. stapedius

Impedance

Fig. 12.16 Shortly after presentation of a sufficiently strong
tonal pip, the impedance of both eardrums is temporarily
increased in normal hearing as a result of the acoustic reflex

impedance. Contraction and impedance change follow
the stimulus onset with a slight delay of about 10 ms
and they last for the duration of the stimulus.

The reactive contraction of the stapedius m. evoked
by strong acoustic stimuli disables the oscillation of the
stapes, thereby protecting the inner ear from excessive
noise intensities. In order to fully understand the re-
flex process and to interpret the findings, the reflex arc
has to be considered (Fig. 12.17). The acoustic reflex
is an acoustic-facial reflex, i. e. the triggering (affer-
ent) branch includes the middle ear, inner ear, and the
auditory nerve; the executive (efferent) limb is the fa-
cial motor nerve that innervates the middle ear muscles.
Afferent and efferent limbs of the reflex circuit are con-
nected to each other in the brainstem nuclei of auditory
and facial nerves. Since the executive branch innervates
the middle ear muscles of both ears, a monaural acoustic
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stimulation causes impedance change on both sides: the
acoustic reflex can be triggered by ipsilateral and con-
tralateral stimulation. In most practical applications, the
question arises as to whether the reflex can be elicited
in one ear. In others, however, the interest is not focused
on the stimulus ear but on the probe ear.

For the observation of the ipsilateral acoustic reflex,
the speaker integrated in the ear canal probe presents not
only the continuous probe tone (e.g. 226 Hz) but also
a reflex-inducing tone burst (duration e.g. 1 s) of arbi-
trary frequency (e.g. 500 Hz, 1 kHz, 2 kHz, or 4 kHz)
and high intensity (70 to 110 dB HL) only. To mea-
sure the contralateral stapedial reflex, a headphone is
placed on the stimulus side and the probe is placed
in the ear canal on the probe side. In either case,
the measurement is performed at the pressure corre-
sponding to the compliance maximum. Starting at about
70 dB HL, the stimulus level is increased until the re-
flex threshold is exceeded. In normal hearing ears, this
threshold is found typically at levels between 70 dB HL
and 90 dB HL. A small percentage of normal hearing
subjects exhibit no reflex.

The acoustic reflex is generally triggered only by
stimuli associated with a large subjective loudness. The
acoustic reflex threshold (ART) is, therefore, not pri-
marily correlated with the level of the stimulus (dB HL),
but rather with the level difference related to the indi-
vidual threshold of the examined ear (dB SL). In case
the of conductive dysfunctions, the reflex threshold is,
therefore, increased by the amount of hearing loss. If
the hearing loss amounts to more than about 30 dB,
no reflex will be triggered, because that would re-
quire a stimulus level of at least 110 dB HL (≥ 70 dB
above threshold). In sensorineural hearing loss, the re-
flex threshold is elevated only when the hearing loss
is more than 50 dB. Consequently, the reflex thresh-
old is closer to the hearing threshold in many ears
with sensory hearing loss. This manifests the restricted
dynamic range of the hair cell-damaged ear (Metz re-
cruitment [12.35]). Inner ear dysfunction impacts only
the stimulus side but not the probe side.

The effect of neural hearing loss on the stapedius
reflex depends on whether the lesion is located periph-
erally in the auditory nerve or more centrally in the
brainstem, referred to the acoustic-facial reflex connec-
tion. In the first case, the reflex is absent or branded by
a pathological reflex fatigue (decay); in the second case,
the acoustic reflex is not impaired. Abnormal findings
may be present both in the stimulus ear and in the probe
ear. In many cases, the interpretation of the findings is
obscured by additional cochlear pathologies.

12.3.2 Otoacoustic Emissions (OAE)

Otoacoustic emissions (OAE) are sound waves that are
generated in the inner ear and radiated in the external
auditory canal, mediated by the middle ear ossicles and
the tympanic membrane. They were first described by
Kemp in 1978 [12.36]. Otoacoustic emissions may be
spontaneous (SOAE) and evoked (EOAE) by acoustic
stimuli. The existence of OAE is attributed to the nonlin-
ear and active cochlear processes involved in the sound
preprocessing in the cochlea. These processes manifest
themselves in the micromechanics of the basilar mem-
brane and they are responsible for the high sensitivity,
the wide dynamic range, and the good frequency resolu-
tion of hearing. The source of the OAEs are microscopic
movements of the cochlear outer hair cells (OHC). If iso-
lated OHCs are held alive in preparation, they can be
stimulated to active contractions by chemical, electrical,
and mechanical stimuli. It is supposed that OHCs at their
natural site are triggered to contractions and elongations
by acoustic stimuli as part of the physiological hear-
ing process if the stimulus frequency corresponds to the
targeted area of the cochlea. This enhances the displace-
ment of the basilar membrane on the one hand and, on the
other, it induces a retrograde traveling wave of small am-
plitude, which propagates to the oval window, through
middle ear and eardrum and finally manifests itself as
measurable sound pressure fluctuations in the ear canal.
The evoked emissions can thus be regarded as a by-
product of a nonlinear mechanical system with active
feedback. Depending on the nonlinearity of the biolog-
ical transduction, quadratic, cubic, and higher effects
might occur, which can be detected by the corresponding
distortions of the input.

Among the different types of OAEs, only EOAEs
are routinely used in audiological diagnostics. They are
detectable in almost 100% of normal ears. Because of
their low intensity and the inevitable presence of noise,
a sensitive microphone and complex signal process-
ing are necessary for their detection. Another difficulty
arises from the necessity of an acoustic stimulus, whose
intensity exceeds that of the emissions by orders of
magnitude and causes a passive echo response of the
eardrum and ear canal walls, which is superimposed on
the physiological signal.

EOAEs are divided into post-stimulatory (delayed)
transient evoked otoacoustic emissions (TEOAE) and
per-stimulatory (simultaneous) emissions (Table 12.2).
The latter are further differentiated as stimulus fre-
quency otoacoustic emissions (SFOAE), whose fre-
quency matches that of the stimulus, and distortion
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Table 12.2 Classification and nomenclature of otoacoustic emissions

Otoacoustic emissions (OAE)

Spontaneous OAE (SOAE) Evoked OAE (EOAE)

Post-stimulatory OAE Per-stimulatory OAE

Transitory evoked OAE Stimulus frequency OAE Distortion product OAE

(TEOAE) (SFOAE) (DPOAE)

products or distortion product otoacoustic emissions
(DPOAE), whose frequency is different from that of the
stimulus. TEOAEs are firmly established in the audi-
ological diagnosis because of their high reliability. In
contrast, the detection of SFOAEs is difficult. There-
fore, among the per-stimulatory OAEs only DPOAEs
are used for diagnostic purposes. Only the two types of
OAEs established in practical audiometry – TEOAE and
DPOAE – are described in two sections of this chapter.

It is not yet clear whether the mechanisms un-
derlying the generation of TEOAEs and DPOAEs are
different and whether thus delayed and simultaneous
emissions provide different information on the function
of the inner ear. Most probably, the different emissions
reflect only two different aspects of the same active
and nonlinear cochlear amplifier. The difference of the
techniques used for their detection impacts the practi-
cal application and the information outcome because
at comparable stimulus levels, DPOAEs are detectable
with greater sensitivity, i. e. even with a more pro-
nounced hearing loss, than TEOAEs.

Transitory Evoked Otoacoustic Emissions (TEOAE)

For the measurement of TEOAEs (TEOAE), the acous-
tic signal is recorded in the ear canal immediately
following a transitory stimulation. The active physio-
logical echo is superposed by the stimulus, its passive

0 3 ms 0 5 kHz

a) b)

Fig. 12.18a,b Temporal oscillogram (a) and frequency spec-
trum (b) of the click stimulus. Ideally, the spectrum registered in
the ear canal is very broad and nearly flat (after [12.37])

(mechanical) echo and ambient noise. The amplitude
of these competing signals exceeds the target signal
by several orders of magnitude. In order to detect the
delayed emission, the signal to noise ratio must be im-
proved by analog and digital signal processing. The
main principles are effective acoustic screening and the
selection and averaging of many signal segments.

In most TEOAEs applications, the acoustic stimu-
lation is performed with a temporal sequence of clicks,
i. e. single square-wave signals of a duration of about
100 μs, which are presented at regular or irregular in-
tervals of at least 20 ms. The time course and spectrum
of a click stimulus are shown in Fig. 12.18. The record-
ing of the stimulus and its frequency spectrum in the
ear canal are the base for monitoring and the eventu-
ally corrective adjustment of the probe. In the ideal case,
the click stimulus exhibits a white spectrum, i. e. all fre-
quencies are represented with the same intensity. Such
a constellation is the criterion for a closed ear canal vol-
ume free from resonance and, on the other hand, it is
also a prerequisite for the functional testing of the entire
cochlear partition with a single stimulus.

The probe introduced into the ear canal (Fig. 12.19)
contains a magnetic transducer that delivers the short-
term stimulus (click or tone burst) and a sensitive electret
microphone for the registration of the sound pressure
signal. The analog processing of the microphone signal
registered after the stimulus consists of band-pass filter-
ing in the range of about 300 Hz to 10 kHz and a linear
amplification. The amplified signal sweep is digitized
with a sample rate matched to the upper frequency limit
and fed to the computer. The first step of the digital signal
processing is the selection of appropriate signal sections
in accordance with an amplitude criterion (artifact re-
jection). If at least one sample within a sweep exceeds
a given (but variable) amplitude limit, the whole segment
is excluded from further processing. This is equivalent
to an interruption of the measurement in times of less fa-
vorable signal to noise ratios. The sweeps that pass the
artifact suppression are added together point by point
and thus provide a time-dependent mean curve. This
signal averaging emphasizes all signal components that
are correlated to the stimulus, while the amplitude of
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Ear tip (sealing)

Probe tip (sound conduction)

Probe body (sound transduction)

Connector and cable

Fig. 12.19 View of the ear canal probe used for acoustic
stimulation and recording of OAE (Madsen Capella, GN
Otometrics, Münster)

stochastic components is diminished. The resulting im-
provement of the signal to noise ratio is based on the
validity of different laws for the addition. The amplitude
of the physiologic signal responding to the stimulation
increases linearly, whereas the stochastic components
are superposed according to their variances. If the con-
ditions of a stable deterministic stimulus response and
a stationary noise source are met, the signal to noise ratio

Signal
Noise

Summations
1000100101

Amplitude
1000

100

10

1

Signal
Noise

Summations
3001000 200

Amplitude
300

200

100

0

a) b)

Fig. 12.20a,b By averaging or summation, invariant (stable) signal components are amplified to a greater extent than
noise. While the signal amplitude grows linearly with the number of summations, the noise increases only as a root
function. If the effective amplitude of the unaveraged noise is 10 times larger than the (unaveraged) signal amplitude, the
amplitudes of signal and noise are equal after 100 summations (a). If the same facts are considered in a double logarithmic
representation (b), the inversion of a negative to a positive difference of signal and noise is even more pronounced. The
consideration of averaging instead of summation causes only a scale correction, but no change of the amplitude relations
(after [12.37])

improves by a factor of
√

N after N additions or averages
(Fig. 12.20).

The improvement of signal to noise ratio generated
by averaging is not equivalent to a selective amplifica-
tion of the physiological response, since it emphasizes
all stimulus related signal components such as the
acoustic stimulus itself and its time-decaying echoes.
In order to separate the passive (mechanical) from the
active (physiological) responses, a particular stimulus
sequence is applied (the nonlinear stimulus block in
Fig. 12.21).

The effect of the nonlinear stimulus sequence is
based on the different behavior of physiological re-
sponses and competing signals related to the stimulus.
While the growth of the OAE amplitude with increas-
ing stimulus amplitude is nonlinear and saturates at
high stimulus levels, the amplitude of the mechani-
cal response increases linearly. Therefore, the passive
mechanical responses to k = 3 stimuli can be can-
celed through a stimulus of threefold amplitude (and
analogously for arbitrary values of k). For the non-
linear active signal components, this cancelation is
incomplete. When using a nonlinear stimulus sequence,
i. e. a sequence suitable to compensate linear signal
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Stimulus amplitude (mPa)

OAE amplitude (μPa) Artifact amplitude (mPa)
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Fig. 12.21 Utilization of the nonlinearity of the TEOAEs for their
separation from the stimulus artifact (which depends linearly on the
stimulus level) by application of a stimulus sequence composed of
several elementary events with canceling amplitude (after [12.37])

components, the resulting signal contains only the
uncompensated portion. Compared with conventional
stimulation (linear mode), the cochlear emission loses
amplitude but it appears more prominent relative to the
mechanical stimulus response.

The result of a TEOAE measurement consists of
one or two curves that reflect the averaged time-
dependent behavior of the ear canal sound pressure
in a time window starting with the stimulus presen-
tation (Fig. 12.22). The transformation of these curves
in the frequency domain provides the spectrum of the
TEOAE. If two equivalent (but not identical) partial
averages are available, the spectra of signal and noise
can be calculated separately (cross-power spectra). Fur-
thermore, the availability of two mean curves of A(t)
and B(t) allows us to calculate a correlation coefficient
(reproducibility) and to estimate the variance of the
residual noise. From the grand mean (A + B)/2, the ef-
fective amplitude of the compound signal (emission and
noise) can be calculated. The effective amplitude of the
residual noise can be estimated from the root of the vari-
ance (root mean square, RMS) of the mean deviation
(A − B)/2. In addition to these data, the representation
of the wave form and spectrum of the stimulus recorded
in the ear canal, the number of averaging steps and ar-
tifacts, the position of the amplitude limit, the stimulus
intensity, and the stability of the stimulus conditions are
part of the documentation of a TEOAE study.

For the diagnostic evaluation of TEOAE measure-
ments, the presence of signals of cochlear origin must
be verified. This is equivalent to the differentiation
of delayed emissions as compared to averaged noise
(residual noise) and passive echoes (stimulus artifact).
An important criterion is the reproducibility expressed
by the correlation coefficient R(A, B). If the repro-
ducibility is large, it is improbable that the measured
signal is pure noise. The effect of the stimulus arti-
fact (which is not completely abolished by the nonlinear
stimulus mode) can be assessed with the aid of window-
ing. If a high reproducibility is found only in the first
few milliseconds following the stimulus, the cochlear
origin of the signal is unlikely.

The reliable and unambiguous distinction between
signals of cochlear origin and interferences constitutes
the most essential part of TEOAE evaluation. If delayed
emissions are present, the ear under examination has
a near-normal hearing threshold at some frequencies.
The incidence of detectable TEOAEs decreases steplike
from 100 to 0% with increasing inner ear hearing loss.
The position of the step depends on the stimulus inten-
sity. For a stimulus level of L = 80 dB SPL, the point
of 50% incidence lies at HLmin = 32 dB [12.38]. Here,
HLmin denotes the minimum hearing loss (i. e. the low-
est threshold) in the frequency range from 1 to 4 kHz.
As soon as a restricted area of the organ of Corti func-
tions normally, TEOAEs will be present. No regions
with substantial hearing loss contribute to the response.
The frequency spectrum and the reproducibility (or sig-
nal to noise ratio) calculated in individual frequency
bands allows a rough assessment of the frequency range
affected by hearing loss.

The relationship between hearing threshold and
TEOAEs described so far is valid for the special case
of pure sensory (endocochlear) hearing loss. However,
of course, also conductive disorders affect detectabil-
ity and amplitude of the TEOAEs. The deterioration of
sound transmission through the middle ear leads to an
attenuation of both stimulus and response. If the air–
bone gap exceeds the limit of 20 dB at all frequencies,
TEOAEs are no longer detectable. Purely retrocochlear
hearing disorders do not affect the TEOAE, they are typ-
ically characterized by the constellation of poor hearing
with nearly normal emissions. However, since many
causes of retrocochlear hearing disorders – e.g. space-
occupying lesions in the cerebellopontine angle – are
associated with cochlear damages, this constellation is
rather rare. Especially in the case of large or long-term
existing tumors, the TEOAE measurement provides no
reference to the neural genesis of hearing impairment,
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Name: …(female)
Age: 36 years
Date: 31.1.2006
Case:

Stimulus:
Right ear
Type = CLIKN
Gain = –3.0 dB
Level = 80.7 dB re Vss
Stability = 96%

Recording:
Accepted: 260 sequences
Rejected: 1 sequence(s)
Rejection limit: 4.6 mPa
Duration: 0 min 46 s
Mode = NonLin

Result:
Signal + noise = 15.1 dB SPL
Signal (OAE) = 15.0 dB SPL
Residual noise = –3.8 dB SPL
Signal-noise-diff. = 8.0 std dev
Reproducibility = 97.5%
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Fig. 12.22 Transient evoked otoacoustic emissions recorded in a nor mal hearing ear. The primary test results are the mean partial
averages A(t) and B(t) (large box). These curves are the source for the calculation of frequency spectra, emission amplitude,
reproducibility and residual noise. Moreover, the stimulus parameters and noise conditions are given

i. e. detectable emissions are limited to the frequencies
of the normal threshold [12.39].

The measurement of TEOAEs does not allow for
quantitative and frequency-specific determination of the
hearing threshold. The spectrum of each delayed emis-
sion exhibits irregular and individual peaks and notches,
facing no hearing loss in the audiogram. Only the ab-
sence of emissions in a wide frequency interval can
be interpreted as an indication of a raised threshold
for those frequencies. A special feature must be noted,
however: if the hearing loss is limited to low frequen-
cies, not all low frequency components are missing but
only those with long latency (since the apical cochlear
responses are generated later). This can be read from
the OAE waveform or from the spectrogram and it can
be confirmed by windowing and band-pass filtering the
original response.

The spectrum of emissions evoked by broadband
stimuli (click) contains all frequencies for which the

cochlea has a near normal function. Functional losses
exceeding the limit of about 30 dB result in the dis-
appearance of the corresponding TEOAE components.
The complete absence of physiological echoes thus
means that the hearing loss exceeds this value at all fre-
quencies. Conversely, the presence of emissions permits
the conclusion that the function of at least some of the
hair cells is nearly normal and thus the minimal hear-
ing loss is less than about 30 dB. The validity of these
statements is limited to the frequency range between 1
and 4 kHz, a hearing loss outside these limits cannot be
detected with TEOAEs.

Distortion Product Otoacoustic Emissions

(DPOAE)

The nonlinearity of cochlear signal processing is ac-
companied by several consequences, one of them being
the inability of the inner ear to process two frequencies
independently if they are sufficiently close to each other.
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If the cochlea is excited simultaneously with two (pri-
mary) pure tones, their physiological processing results
in the production of secondary tones with frequencies
that are not included in the stimulus. These distortions
can be perceived subjectively and they can be measured
as acoustic emissions from the inner ear in the ear canal.
This is the basis for the detection of DPOAEs (distortion
product otoacoustic emissions).

From the mathematical analysis of nonlinear dis-
tortions, using a power series expansion and the
calculation rules for trigonometric functions, the for-
mulas for the frequencies present in the output of
a nonlinear system processing the input frequencies f1
and f2 can easily be obtained. Arranged according to
their frequencies, the symmetric (quadratic) distortion
leads to components with f2 − f1, 2 f1, f2 + f1 and 2 f2,
and the anti-symmetric (cubic) distortion delivers signal
components with the frequencies 2 f1 − f2, 2 f2 − f1,
3 f1, 2 f1 + f2, 2 f2 + f1 and 3 f2. Many of these the-
oretically possible combination tones were measured
in the ears of experimental animals and humans. The
functional testing of hearing is limited to the cubic
distortion products with the frequencies 2 f1 − f2 and
2 f2 − f1 because of their good detectability, and among
these, mostly the former: the tone whose frequency

Frequency (kHz)
4.02.01.00.5

Sound pressure level (dB SPL)

L2 = 67 dB SPL DPgram
DP = 13.8 dB SPL
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Fig. 12.23a,b Frequency spectrum measured in the ear canal when stimulated with two pure tones (a). With increasing
number of averages, the cubic difference tones (distortion products) grow clearly out of the noise background. (b) Dia-
gram showing the amplitude of the distortion product in dB SPL as a function of the stimulus frequency f2 in kHz (DP
gram) for stimulation of a normal hearing ear with two primary tones of equal intensity (L1 = L2 = 67 dB SPL). The
shaded area in the lower part of the diagram corresponds to the residual noise, its upper limits are given by the average
noise level incremented by one and two standard deviations (after [12.40] with kind permission)

lies below the two tones, separated from the lower one
by the difference of the primary stimulus frequencies
(Fig. 12.23a).

In contrast to the delayed TEOAEs, the per-
stimulatory DPOAEs can be disaggregated from the
stimulus not in the time domain but only in the fre-
quency domain. Since the frequency of the cochlear
emissions can be predicted accurately from the stimu-
lus frequencies, the signal detection can be automated.
The release of measurable distortion product works best
with a stimulus that is composed of two suprathresh-
old continuous pure tones of approximately equal
intensity with the frequencies f1 and f2 ≈ 1.2 f1. To
allow the detection of distortion effects of physiologi-
cal origin, technical nonlinearities must be reduced as
much as possible. For this reason, the two sine tones
are presented by separate transducers. Therefore, the
DPOAE probe contains two speakers and a micro-
phone.

Prior to the DPOAE measurement, the acoustic con-
ditions in the ear canal are checked by recording the
transfer function upon excitation with broadband click
stimuli. Ideally, the stimulus spectrum is flat over a wide
frequency range. In the case of larger fluctuations, the
probe position must be controlled and corrected. If the
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transducers are fed at different times and the responses
are recorded separately, not only the ear canal response,
but also the function of the two loudspeakers and their
feedthrough can be checked.

During the DPOAE measurement, the microphone
signal is recorded and sections of this continuous signal,
which are synchronized to the phase of the stimu-
lus tones, are summed. The phase-aligned summation
results in a gain of stimulus and cochlear response
relative to the unsynchronized noise. In the spectrum
of the running average, the lines corresponding to the
frequencies of the distortion products emerge increas-
ingly from the background noise (Fig. 12.23a). From
this spectrum, the amplitude of the distortion product
at the frequency 2 f1 − f2 is extracted, together with the
amplitude of the background noise, derived from a nar-
row frequency band centered around 2 f1 − f2. In the
DP-gram, these data are displayed for several stimulus
frequencies (Fig. 12.23b).

The selective stimulation with two frequencies ex-
cites only two places of the basilar membrane. Accord-
ing to the constant frequency ratio f2/ f1 ≈ 1.2, the
activated regions are separated by a constant distance, in-
dependent of the stimulus frequencies. The distance is
about 1.3 mm and it corresponds roughly to the equiva-
lent rectangular bandwidth (ERB) for frequencies above
500 Hz. The distortion product is generated in the over-
lapping zone of the two excited areas. Because of the
asymmetry of the traveling wave peak, this zone is lo-
cated close to the place where the higher of the two
frequencies ( f2) is processed. Accordingly, the correla-
tion between the amplitude ADP of the emission with the
hearing threshold HL( f2) is much larger than between
ADP and HL( f1). Further evidence for the generation site
of the distortion product can be deduced from suppres-
sion experiments: It has been shown that the suppression
of the DPOAE by application of a masker with vari-
able frequency has the greatest impact if the masker
frequency is equal to f2 [12.41]. The width of the overlap
zone increases with increasing stimulation level. This
has two consequences: First, the information obtained
from the measurement of DPOAEs at high stimulus
levels is not solely specific for the hearing threshold
at the stimulus frequency, and second, the frequency
ratio and/or the level difference of the primary tones
have to be modified if the DPOAE are to be measured
with stimulus levels close to hearing threshold (scissors
paradigm) [12.42].

The relationship between DPOAEs and hearing loss
parameters is controlled by rules that are very similar to
those for TEOAEs:

• The incidence of DPOAEs evoked by frequencies f1
and f2 = 1.2 f1 is close to 100% in normal hearing
ears.• The amplitude of the emission decreases with in-
creasing hearing loss.• If the hearing loss at frequency f2 exceeds the limit
of about 50 dB, the DPOAEs are no longer de-
tectable.• Incidence and amplitude of DPOAEs are not influ-
enced by purely retrocochlear hearing disorders.• Conductive hearing loss causes predominantly an
attenuation at low frequencies; in the case of larger
hearing loss, the DPOAEs disappear completely.

These rules apply to all pairs of stimuli for which f2
lies between 1 and 4 kHz. At lower frequencies, the
incidence of detectable emissions is well below 100%
even in normal hearing ears. At higher frequencies, the
detection of DPOAEs is often impacted by technical
distortions.

The current application of OAEs in practical au-
diometry permits a categorization of hearing impair-
ment in the categories of mild, moderate, and severe
hearing loss; an exact determination of the hearing
threshold is not possible. The categorization is achieved
by the combination of TEOAE and DPOAE, since in
standardized test conditions, the former are detectable
only if the hearing loss does not exceed 30 dB at any
frequency, whereas the latter remain observable up
to a threshold elevation of about 50 dB. Particularly
TEOAEs, whose susceptibility for the disturbing inter-
ferences is very low, have proved to be suitable for
a reliable and objective assessment of hearing, making
this method optimal for newborn hearing screening and
early detection of pediatric hearing loss. To date it is not
yet clear whether OAEs, beyond their dichotomy, are
able to yield quantitative results in terms of a frequency
specific objective determination of the hearing thresh-
old. Some current works are focused on the question of
whether the threshold can be quantitatively determined
using the stimulus level dependence of the amplitude
(growth function) or other parameters of OAEs. The re-
sults of these works are encouraging, but not yet secured
for practical use.

12.3.3 Evoked Potentials
of the Auditory System

Auditory evoked potentials (AEP) are electrical volt-
ages of physiological origin that are associated with
auditory sensations and can be triggered by acoustic
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or electric stimuli and measured using electrodes. The
techniques used for investigating properties of hearing
with the help of the AEPs are summarized as electric
response audiometry (ERA). They are objective perfor-
mance tests that allow a quantitative determination of
the hearing threshold. This feature is one of the columns
accounting for the great importance of ERA in the au-
diometric test inventory [12.8]. An additional benefit
arises from the fact that with the help of the ERA dif-
ferential topodiagnostic statements, especially for the
distinction between sensory and neural hearing loss, can
be obtained.

The difficulty in measuring the AEPs is that a signal
of very small amplitude (the AEPs) must be de-
tected in the presence of strong noise (the spontaneous
EEG). The amplitude of the interference can exceed
the amplitude of the target signal by several orders of
magnitude – especially if the EEG is superimposed
by muscle activity and external electromagnetic inter-
ference. The first requirement for the measurement of
AEPs is, therefore, a substantial reduction of avoid-
able contaminations. The following measures help to
improve the signal to noise ratio:

• Relaxed and comfortable positioning of the patient• Acoustic and electric shielding• Linear EEG amplifier with high common mode re-
jection• Filtering of the EEG signal• Artifact suppression• Signal averaging.

The measurement of AEPs is based on the recording of
the EEG during acoustic stimulation. The patient should
sit or lie relaxed during the measurement. As far as the
potentials and their parameters are independent of the
vigilance (as is the case with the peripheral components
of short latency), the measurement under conditions
of spontaneous sleep, sedation, or general anesthesia
can improve the outcome. The acoustic stimuli are pre-
sented mainly via headphones, in special cases via free
sound field (loudspeaker), bone conduction transducers,
or insert ear phones. In most practical applications, the
acoustic stimuli have a short duration or they are mod-
ulated in time. The EEG activity is recorded via surface
electrodes fixed on the scalp. If an acoustically and elec-
trically shielded room is available, patient, transducers,
and EEG amplifier should be housed in it. Outside the
shield are the investigator and the remaining parts of the
apparatus, consisting essentially of a stimulus generator,
an analog/digital converter, and a computer.

Transient Responses

Most of the electrical responses of the auditory sys-
tem can be registered only as a delayed and temporarily
limited (transient) response to a transitory stimulus.
Stimulation and EEG analysis are synchronized with
each other, whereby the intervals between two stimuli
can be constant or randomized. The registration of the
EEG sweep begins with the onset of stimulus or shortly
before. The averaging of many signal segments yields
a time-dependent curve composed of the AEPs and the
reduced amplitude of the EEG noise (residual noise).
The diagnostic conclusions arise from the evaluation of
curves measured with different quality (e.g. frequency)
and intensity of the stimuli and from the parameters
derived from these curves.

For the emergence of measurable evoked poten-
tials, a large number of nerve action potentials must
be generated with a high degree of synchronization.
This is possible only with stimuli that go along with
rapid changes. In principle, these changes can affect
every auditory differentiable characteristic of the stim-
ulus. Most often, this characteristic is the intensity or
the sound pressure of the stimulus, and the change is
brought about by switching the stimulus on or off. The
usual transient stimuli are the broadband click and fre-
quency selective tone bursts. High frequency selectivity
and short stimulus duration principally exclude each
other. Therefore, responses that require a high degree of
neuronal synchronization supply less frequency specific
information. Conversely, frequency selective stimuli are
not suitable for yielding precise information on the time
dependence (latency) of the responses.

Transient AEPs are composed of many individual
vertex positive and negative potential peaks, which are
generated in different parts of the ascending auditory
pathway and are classified into three groups accord-
ing to their latency: early auditory evoked potentials
(EAEP), also denoted as auditory brainstem responses
(ABR) in the time range from 1 to 10 ms, middle la-
tency AEP (MAEP) with latencies up to 50 ms, and late
or slow AEP (SAEP) with latencies up to 500 ms. The
methods used to measure these responses are denoted
with BERA (brainstem electric response audiometry)
for early, MLRA (middle latency response audiometry)
for middle, and CERA (cortical electric response au-
diometry) for late AEPs. Some of these names make
reference to the anatomical location of the response
generators. The assignment is not unambiguous, but it
may be regarded as certain that J1, the first among the
EAEPs originates in the auditory nerve and the sub-
sequent ABR components J3 and J5 in the brainstem,
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whereas the MAEP are generated in the thalamus (di-
encephalon) and the primary auditory cortex, and the
SAEP in the auditory cortex.

In addition to the electrical potentials mentioned so
far, later components that reflect the processes involved
in auditory perception, cognition, and discrimination
are known. One of them is a vertex negative wave with
a latency of approximately 200 ms (N200). It can be
observed as specific response to deviant stimuli that
are embedded randomly in a series of standard stimuli
(mismatch negativity, MMN). If the subject is asked to
count the rare stimuli or to react with a motor response,
a positive half-cycle wave with a latency of 300 ms
(P300) can be observed (event related potential, ERP).
Since the detection of this potential requires active co-
operation of the subject, they are not used routinely
in objective audiometry. Further, very slow changes
of voltage (contingent negative variation, CNV) and
still later processes (N400) reflect the expectation of
a stimulus announced by a preceding warning signal
and the processing of semantic information in speech
signals.

Due to the different paradigms used for stimulation
and signal processing, it is not possible to record all
AEP components with a single measurement. In prin-
ciple, the approaches for measuring early, middle, and
late evoked potentials are identical, so that nearly all re-
sponses can be recorded with the same equipment by
changing some parameters (stimulus type, stimulus in-
terval, EEG gain, filter limits, time window, sampling
rate, and number of averages).

The EEG signal is detected by electrodes which are
usually attached to vertex and mastoid, the ground elec-
trode being located on the forehead. After amplification,
filtering, and A/D conversion, the EEG signal is sub-
jected to an artifact control to select those sweeps that
do not exceed a predetermined amplitude limit. The
summation of N signal sections (N ≈ 2000 for ABRs,
N ≈ 600 for MAEPs, and N ≈ 50 for SAEPs) enhances
the signal components related to the stimulus (such as
the AEPs) linearly, while stochastic components are
amplified approximately proportional to

√
N in the case

of stationary conditions. Thus, the signal to noise ra-
tio improves according to the noise release gain given
by G = 10 log NdB (Fig. 12.20). If the interferences are
not stationary, the signal quality can be improved by
weighted averaging, using the reciprocal value of the
variance or of the maximum amplitude of the individ-
ual sweep as weight (artifact rejection is a special case
of weighted averaging making use of the weighting fac-
tors 0 and 1).

Quality and reliability of the results can be charac-
terized by the ratio of the variances of overall response
and residual noise (response to noise ratio), by the
correlation coefficient calculated out of two equivalent
partial averages (reproducibility) or estimated by visual
comparison of the partial averages. The evaluation and
diagnostic exploitation of AEPs include the identifica-
tion of the response components and the determination
of their coordinates (latency and amplitude). The for-
mer is used to determine the hearing threshold, the latter
contributes to the differentiation of type and site of hear-
ing disorders.

The early responses of auditory nerve and brain-
stem, often referred to as auditory brainstem responses
(ABRs) are studied with BERA. This method includes
the post-stimulus time range from 1 to about 12 ms. Due
to their small amplitude (50 nV to 0.5 μV), ABRs can
be measured with a sufficiently large amplitude only if
the elementary neural events are highly synchronized.
This can be achieved by stimulation with a short rect-
angular pulse (click). ABRs evoked by click stimuli
are, therefore, not suitable for a frequency specific de-
termination of the threshold. The early responses are
very stable regarding the influences of vigilance and
drugs and therefore easily recordable during sleep or
under anesthesia. They are regularly present at birth,
but their morphology and parameters (amplitude, laten-
cies, latency differences) are different from the pattern
observed in the adult. In the course of maturation of
the neural auditory system, the modifications disappear
during the first 18 months of life. The whole ABR is
composed of several components generated in various
stages of the ascending auditory pathway and referred to
as waves J1 to J5 according to their temporal sequence
(Fig. 12.24).

The complete response pattern is observed only at
stimulus levels far above threshold. The amplitudes of
all components increase with increasing stimulus in-
tensity while their latencies decrease (i. e., stimuli of
lower intensity are associated with a longer cochlear
processing time). These relationships are represented in
a diagram, which facilitates the identification of devia-
tions from the normal values.

The lack of frequency specificity of ABRs evoked
by broadband clicks limits a wide field of application,
in spite of their otherwise favorable properties. This
was motivation to intensify the efforts to find a fre-
quency specific audiometric assessment based on early
potentials. One of the approaches based on stimula-
tion with brief tonal bursts and simultaneous masking
with broadband noise passed by a filter with a notch
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Fig. 12.24 Auditory brainstem responses (ABRs) evoked by clicks and recorded in a normal hearing 15 year-old female subject.
The left panel shows the original responses recorded at various stimulus levels in right (ri) and left (le) ear. Latencies and ampli-
tudes derived from these curves and their level dependence are shown numerically and graphically on the right-hand side (GMV
means weighted average)

around the burst frequency (notch noise ABR [12.43]).
The responses obtained with this method can be evoked
by frequencies between 500 Hz and 4 kHz and detected
down to stimulus levels close to the hearing threshold in
many cases. According to the properties of the cochlear
traveling wave, the latencies of the responses are longer
for low than for high stimulus frequencies. The same
physiological mechanisms are the reason that the neural
activity is less synchronized at low than at high frequen-
cies, and this in turn limits the accuracy of the hearing
threshold determination.

The most important applications of the ABRs are
the objective determination of hearing threshold in in-
fants and children and the topodiagnostic distinction
between sensory and neural hearing disorders. The

hearing threshold is extrapolated from the response
threshold, which is defined as the lowest stimulus
level eliciting a clear response and deduced visually
from the series of curves. For the derivation of topo-
diagnostic statements, latencies and amplitudes are
measured and plotted as functions of the stimulus level.
Based on the comparison with the normal values, on
the calculation of latency differences – especially the
cochleo-mesencephalic latency difference (central con-
duction time) t5 − t1 – and on the evaluation of side
differences, the hearing disorder can be classified and
identified as conductive disorder, sensory deficit, or
neural lesion. In the case of a conductive hearing loss,
the latencies of all responses are prolonged and the am-
plitudes are reduced at all stimulus levels because of the
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acoustic attenuation. In cochlear hearing impairments,
the alterations of the AEP depend on the frequency
range affected by the disorder. In many cases, the la-
tencies are prolonged at low stimulus levels and nearly
normal at high intensities. This holds true for t1, t3
and t5, the central conduction time t5 − t1 is not af-
fected. In other cases, the prolongation of latencies is
independent of the stimulus level and it may be dif-
ferent for t1 and t5, resulting in a shortened central
conduction time. Hearing disorders of neural origin
caused by place occupying processes or neurologic de-
generations are typically labeled by a prolongation of
t5 − t1, a reduction of amplitude, and significant side
differences.
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Fig. 12.25 SAEP recorded with CERA in a 51 year-old normal hearing subject at four different frequencies and various stimulus
levels in both ears. Next to each curve, the level of stimulus and contralateral masking are given on the left-hand side and the
response to noise ratio (RMS amplitude of the overall average divided by the RMS amplitude of the residual noise) on the
right-hand side

BERA has a high sensitivity for the detection of
mass lesions in the cerebellopontine angle, in contrast
to subjective tests, which are at best able to identify
a cochlear involvement. In the diagnostic context, the
ABRs are supplemented by the analysis of the mid-
dle ear reflex and the functional test of the vestibular
system. If one or more of these studies confirm the
suspicion of the existence of a retrocochlear disor-
der, the finding is controlled with the help of imaging
techniques (computed tomography and magnetic reso-
nance).

The middle latency auditory evoked potentials
(MAEP) are only marginally used in audiological di-
agnostics. In terms of their properties (e.g. amplitude,
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impact of maturation, vigilance, and alertness) and their
diagnostic significance (e.g. frequency specificity), they
are settled between the early and the late AEP compo-
nents. MAEPs possess neither the high stability typical
for ABRs, nor can they compete with SAEPs in the
reliability of frequency specific determination of the
hearing threshold.

The late or cortical potentials measured with CERA
essentially comprise the maxima and minima of voltage
located at about 100, 200, and 300 ms, denoted by N1,
P2, and N2 (Fig. 12.25). The amplitude of the responses
increases with increasing stimulus level, their latency
depends on stimulus intensity only very close to the
threshold. Latency and amplitude change considerably
if the subject falls asleep. Reliable results can, there-
fore, be expected only in awake and attentive patients.
This partially explains why the application of CERA is
not useful in infants and young children. Another reason
is the uncompleted maturation of the cortical auditory
pathways.

Auditory Steady State Responses (ASSR)

While the measurement of transient auditory evoked
potentials discussed so far requires a silent break be-
tween the acoustic stimuli, the auditory steady state
responses (ASSR) examine the auditory system un-
der per-stimulatory stationary conditions. The acoustic
stimulus is present without interruption while the EEG
signal is recorded and analyzed. Signal processing com-
prises averaging and statistical analysis in the time and
frequency domain with the aim to isolate a feature of
the EEG signal which is closely related to the physi-
ological stimulus processing. The adequate stimuli are
continuous and stationary but not invariant in time be-
cause the neuronal activity evoked by acoustic signals
without any temporal structure is not detectable in the
compound EEG activity.

Among several variants of the ASSRs, the responses
to amplitude modulated stimuli (amplitude modula-
tion following response, AMFR) have recently gained
particular practical importance. Acoustic stimulus and
signal detection are shown schematically in Fig. 12.26.
The amplitude of a continuous tone whose carrier fre-
quency fC lies in the range from 250 to 8000 Hz is
modulated with a modulation frequency fM between 40
and 120 Hz and a modulation depth from 80 to 100%.
The amplitude modulation may be combined with a fre-
quency modulation with the same modulation frequency
but a much smaller modulation depth of typically 10%.
The modulated stimulus leads to a synchronized exci-
tation of groups of neurons in the auditory pathway,

most probably located between midbrain and thalamus.
Therefore, the modulation frequency is present in the
EEG signal, which is recorded either laterally (e.g. ver-
tex versus mastoid) or – especially in the simultaneous
stimulation of both ears – medially (vertex to occiput).
For the detection of this frequency, the electrode signal
is transformed into the frequency domain after amplifi-
cation and narrow band filtering and its amplitude and
phase is analyzed in the vicinity of the modulation fre-
quency. The neural response is considered to be present
if the amplitude of the frequency fM protrudes signifi-
cantly from the background and/or if its phase statistics
deviates significantly from random distribution. The im-
pact of alertness, vigilance, and age on the response
amplitude is stronger for high than for low modula-
tion frequencies. It is the aim and claim of the method
to allow a frequency-specific, objective and automated
determination of the hearing threshold in children. For
this purpose, modulation frequencies around 90 Hz have
turned out to be most suitable. Since the identification
of AMFRs is based on the detection of the modulation
frequency of the stimulus in the EEG spectrum, several
stimuli with different carrier frequencies and different
modulation frequencies may be presented simultane-
ously, and even on both ears at the same time, as far
as mutual masking is excluded [12.44].

To date, the diagnostic potential of ASSRs cannot be
appraised definitely as yet. Currently, effective stimulus
paradigms and statistical methods for signal detec-
tion are being tested and compared in terms of their
performance. For practical applications, some systems
that detect the EEG activity evoked by the amplitude-
modulated stimulus and optionally seek the response
threshold automatically using adaptive algorithms are
commercially available.

Objective Audiometry for Screening Purposes

If audiometric testing is carried out for screening pur-
poses, e.g. for early detection of congenital hearing loss
in newborns, objective methods are preferably applied
because of their independence from the individuals abil-
ity and willingness to actively cooperate. In this context,
the methods are not operated at their maximum per-
formance level (described in the preceding chapters)
but in a simplified and automated procedure, which
ensures high stability and sensitivity. As was shown ear-
lier, ABRs are detectable approximately 10 dB above
hearing threshold. If a hearing loss of 30 dB is con-
sidered relevant for therapeutic intervention, a stimulus
level of 40 dB is adequate for detecting the relevant
cases. Application of high-intensity stimuli would im-
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prove the detectability of the response, but it would also
include the risk that babies with hearing loss exceeding
the therapeutic limit are considered as normal (missing
hits).

In the case of OAEs, the responses elicited by stim-
uli of high suprathreshold intensity remain detectable
as long as the functional structures generating them
are present and functioning. Although the response de-
tectability decreases with lower stimulus intensity, it
is still not clear whether the loss of functional ele-
ments elevates the response threshold or just reduces
the response magnitude. It has been shown [12.45, 46]
that TEOAEs disappear if the relevant hearing loss
(which remains to be defined) exceeds the limit of
30 dB, no matter how intense the stimulus. Similarly,
the loss of DPOAEs indicates a relevant hearing loss
of at least 50 dB. For TEOAEs, the relevant hearing
loss is the best value of threshold in the frequency
range from 1 to 4 kHz, for DPOAEs it is the thresh-
old at frequency f2 (i. e. the higher among the two
primary tone frequencies). In contrast to ABRs, the ap-
plication of high stimulus levels does not imply the
risk of missing hits since neither a low nor a high
stimulus can evoke a response of hair cells that are
out of order, but it improves the signal detection.
For field conditions, a click level between 65 and
80 dB SPL (equals 35 to 50 dB HL) has proven suit-
able for the TEOAEs. DPOAEs can be recorded at
L1 = L2 = 65 dB SPL with sufficient probability, but
their application is less favorable for newborn hearing
screening since their sensitivity limit of 50 dB hearing
loss is too high if all cases of therapeutic relevance are
to be identified.

If ABRs are detected, all components of the hearing
system from the most peripheral site up to the auditory
nuclei in the brainstem must be functioning properly.
Hearing disorders of conductive, sensory, or neural na-
ture affect the response. The elevation of the hearing
threshold corresponds exactly to the elevation of the re-
sponse threshold. In the case of OAEs, the presence of
a response depends only on the functional state of sound
conduction through the middle ear and its amplification
by the outer hair cells. The relation between hearing loss
and presence of a response may be somewhat obscured
by the influence of conductive losses, which impede the
transmission not only of the stimulus but also of the
response. Because of this double impact, responses of
dichotomic nature usually disappear already when the
damping reaches 20 dB.

Hearing assessment within screening programs
should work without intervention of qualified per-
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Fig. 12.26a–c Schematic illustration of stimulus properties and sig-
nal detection in the registration of AMFR. The spectrum of the
amplitude-modulated stimulus tone (a) with carrier frequency fC

consists of three lines at the frequencies fC − fM, fC, and fC + fM

(b). The modulation frequency fM is found in the EEG spectrum (c)

sonnel. This requires an automated signal detection
yielding a dichotomic result (pass or refer). Different
algorithms can be used to decide whether a response
is present or not, the most simple among them be-
ing based on reproducibility or signal to noise ratio.
In some commercial systems the classification is based
on the averaging of signal polarity and its evaluation
by statistical considerations. For each sample of the
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microphone or electrode signal, a digital counter is in-
cremented by one unit in the case of a positive sample
and decremented by one unit in the case of a negative
value. After recording enough signal epochs, the de-
cision whether the dominance of positive or negative
values is statistically significant is made according to
binomial distribution. This algorithm is very powerful

in distinguishing between stochastic and nonstochastic
signals and it is very stable against perturbations by ar-
tifacts. In the case of OAEs, a response is considered
as present if a given probability level is exceeded by
at least eight samples. In the case of ABRs, a simi-
lar procedure is applied to the averaged response after
convolution with a template typical for newborn ABR.

12.4 Technical Hearing Devices

Many hearing disorders can be compensated at least
partially with technical devices. These devices may be
conventional amplifying hearing aids, implantable hear-
ing systems, or cochlear implants. Since neither sound
amplification nor implanted prostheses are able to resti-
tute normal hearing, technical compensation is only
considered if conservative and surgical treatment does
not lead to satisfactory results. In any case, the bene-
fit to be expected and the risk of unwanted side effects
must be traded against each other. The amplification of
sound through hearing aids is associated with a stronger
and potentially hazardous sound exposure of the patho-
logic ear. Implantations bear the risk of anaesthesia and
eventually loss of the residual hearing, especially in
the case of cochlear implants. This makes clear that
ENT physicians must be involved in the administration
of hearing devices and the control of success and re-
habilitation. Other disciplines engaged in the process
of rehabilitation are audiologists and acousticians, fur-
thermore logopedists and pedagogues, and experts for
pediatric audiology where appropriate.

12.4.1 Conventional Hearing Aids

The decision to administer hearing aids is based on
a complete audiometric exploration, which allows the
identification of type and site of lesion and the amount
of hearing loss. Sound amplification is the only thera-
peutic option in cases of irreversible cochlear damage,
whereas conductive and neural impairments do not be-
long to the classical target group. The audiological
criteria for the prescription of hearing aids are a hearing
loss of at least 30 dB at frequencies between 500 Hz and
3000 Hz and a speech discrimination (monosyllables)
below 80% at 65 dB SPL. If both ears are affected, the
supply with hearing aids should be bilateral because less
amplification is required, acoustic sources can be local-
ized more easily, and speech discrimination in noise and
reverberation is improved. Moreover, the auditory de-

privation in the impaired ear can promote the emergence
of tinnitus.

Hearing aids are available in different mountings,
which are worn behind the ear (BTE), in the ear
(ITE), or even completely in the canal (CIC). The latter
helps to take benefit of the natural gain and directional
filtering of the outer ear. This reduces the gain require-
ment and it is advantageous for directional hearing and
speech intelligibility in noise. In addition, the sound sig-
nal is less distorted, as no tube is necessary to feed the
sound to the external meatus. In contrast, most BTE
hearing aids are combined with a tube and an ear mold
in order to prevent acoustic feedback. If the hearing
loss is only moderate, BTE devices can be equipped
with external transducers placed in the ear canal or with
microtubes, which do not require an ear mold.

The conventional sound-amplifying hearing aid is
an electronic device that provides the acoustic stimu-
lus with higher intensity. Its main technical components
are a sound sensor (microphone), an amplifier with con-
trol elements, an energy source (battery) for operation
of the amplifier, and an output transducer (loudspeaker).
Additional components may be available, as acoustic
filters, an induction coil (telecoil), an external input, and
a remote control.

The basic components of a hearing aid and their
operation are shown in Fig. 12.27. The sound sig-
nal is converted in a time-dependent voltage by the
microphone. If the acoustic information is available ad-
ditionally as an electrical signal (e.g. from telephone
or TV), two conversions may be bypassed if the elec-
trical signal is fed directly into the hearing aid either
through an induction coil or an input socket. The elec-
trical signal is amplified by a factor that may depend on
frequency and intensity, optionally filtered and limited,
and supplied to the output transducer (loudspeaker).
The output signal reaches the eardrum either directly or
through a tube. If necessary, means for the elimination
of acoustic feedback can be provided.
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Σ

Fig. 12.27 Simplified drawing of the essential components
of a hearing aid

The high requirements of a microphone suitable for
hearing aids in terms of dimension, efficiency, transmis-
sion characteristics, sensitivity, energy requirements,
and independence from temperature are met by an elec-
tret microphone powered by a field-effect transistor as
impedance converter. Its working principle is that of
an electrostatic converter whose capacitor charge is not
maintained by an external power source but by a pre-
polarized film. In most hearing aids, omni-directional
microphones (pressure transducers) are used. A direc-
tivity is given by the head and the position of the
microphone entrance behind the ear, the outer ear,
and the ear canal. Directional microphones with two
openings (pressure gradient transducers) or arrays of
multiple microphones are used optionally to improve
acoustic focus and noise reduction.

The amplification of the electrical microphone sig-
nal is described by the input/output characteristic of the
amplifier, i. e. by the functional relationship between in-
put level L i and output level Lo. In general, the gain is
dependent on frequency and level of the input signal.
If this is not the case, the amplifier characteristics are
straight lines with slope ΔLo/ΔL i = 1 dB/dB parallel
to the angle bisector for all frequencies in the double
logarithmic representation (Fig. 12.28a). The gain fac-
tors corresponding to different curves are then moved
parallel to each other. From the i/o-characteristics of
a linear amplifier, the gain in dB can be read as the
difference ΔLo −ΔL i at a single point.

The output of each amplifier is limited by the op-
erating voltage. In hearing aids, a further limit is given
by uncontrollable acoustic feedback at high output lev-
els. Feedback can be prevented by a circuit composed
of diodes, which cuts the voltage spikes above a prede-
termined limit (peak clipping, PC). In the input/output
function, the PC is characterized by a horizontal branch
at high input levels (Fig. 12.28b). Unlike other tech-
niques used in hearing aid amplifiers, the PC takes effect
without any delay. Additionally to the upper limit of
the output level, a lower limit is given by the noise of
amplifier and converters. This noise is partially ampli-

fied, so that it is equivalent to a minimum input sound
level. Signals whose level is below that limit cannot be
transmitted by the hearing aid because they are at least
partially covered by noise.

The limitation of the output signal protects the hear-
ing aid user against noise intensities that exceed his
discomfort level but it cannot compensate the loss of
natural dynamic compression occurring in many sen-
sorineural hearing impairments. A better approach to
compensate pathological loudness growth is the reduc-
tion of the gain factor continuously at levels above
approximately 50 dB. Manual operation of the volume
control by the hearing aid user is neither precise nor fast
enough to react efficiently to changes of sound level.
Therefore, many hearing aids are equipped with an au-
tomatic gain control (AGC). It causes a reduction of
gain with increasing noise level and thus a compres-
sion of the acoustic dynamic range. Unlike the limiting
circuits, AGC does not react simultaneously but with
a certain delay.

The attack and release time of the gain control must
be greater than the period of the lowest frequency to be
amplified, because otherwise the amplitude within a sin-
gle sound wave would be regulated and the signal would
be distorted. The lower limit is thus at about 10 ms. In
the steady state of the amplifier, the sine waves of all fre-
quencies must be transmitted as sine waves. Transient
effects and decay processes do not occur in the case of
slow changes of sound level (stationary signal), but they
arise at rapid changes, such as those occurring in speech
signals (dynamic behavior). They can cause short-term
noise peaks that exceed the maximum permissible out-
put level. To prevent this, the AGC is always combined
with a PC.

Systems with very long time constants (>200 ms)
react only to very slow changes of sound level and
are denoted by automatic volume control (AVC). Re-
sponse times below 20 ms are suitable to compress
individual syllables. This improves speech intelligi-
bility, since the forward masking of speech elements
with low level (e.g. fricatives) preceded immediately
by elements with high level (e.g. vowels) is prevented
(syllabic compressor).

The effect of gain control on the static i/o-function
of the hearing aid is shown in Fig. 12.28c,d. Depend-
ing on whether the gain is controlled by the input or
the output signal, input-controlled (AGC/i) and output-
controlled (AGC/o) systems are distinguished. In both
cases, the dynamic characteristic deviates from linear-
ity above the control threshold (starting point or knee
point) down on the gain line. Thus, the amplifier oper-
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Fig. 12.28a–f In a double logarithmic representation, the dynamic characteristics of a linear amplifier are straight lines,
which run parallel to the angle bisector and whose positions depend on the gain (a). A peak clipping (PC) circuit limits
the maximum output level to predetermined values (b). The input controlled automatic gain control (AGC/i) causes
a dynamic compression in the level range above the knee point. If the basic gain is reduced, the knee point moves to
a lower output level (c), in contrast to the AGC/o, whose knee point is located at a fixed output level independent of the
basic gain (d). In case of a low-lying threshold, a bypass can provide a linear reproduction without amplification at high
levels (e). Two AGC circuits can be combined to realize a level-dependent compression with low threshold (f)

ates linearly below the cut-off point; above this point
the gain decreases with increasing level. The compres-
sion c = ΔL i/ΔLo is defined as the slope of the static
amplifier characteristics.

It is the purpose of the gain control to prevent the oc-
currence of high noise levels at the ear of the hearing aid
user. From this point of view, only gain control accord-
ing to the output signal (AGC/o) is useful. Since this is
associated with significantly longer recovery times than
an input-controlled AGC, the AGC/i is often advanta-
geous. As shown in Fig. 12.28, the AGC/i controls the

output level in the same way at different basic gains, al-
though the hearing aid user may not need compression
at lower levels. Thus, both AGC circuits have advan-
tages and disadvantages. Therefore, it depends on the
individual case whether the independence of the basic
gain or the shortest possible response times have higher
priority for the hearing-impaired patient.

Specific requirements for the dynamic behavior of
the hearing aid can be fulfilled with special analog cir-
cuits, or – much more flexible – with digital signal
processing. For example, to achieve a low-frequency
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compression, a two-channel AGC/i can be used to atten-
uate the predominantly low-frequency noise, including
the voice of the hearing aid user. As with the conven-
tional AGC/i, the gain increases with increasing input
sound pressure level, as well as the emphasis of high
frequencies. At high input levels (above 80 dB) only
a slight amplification in the range of 3 kHz is effective,
intended to compensate for the lost ear canal resonance.
The starting point of gain control is 40 dB, the com-
pression ratio is 2 : 1 (Fig. 12.28e). The high frequency
range is amplified linearly in such two-channel devices.
The improvement of speech intelligibility is based on
the fact that upward masking of the high frequency sig-
nal components is avoided by the onset of compression
at low levels in the low-frequency range.

An even more effective use of the residual dynamic
range can be achieved with hearing aids whose com-
pression ratio is adjustable in the entire dynamic range
(wide or full dynamic range compression, WDRC or
FDRC). Below the control threshold at L i = 45 dB the
amplifier works linearly, at higher levels up to 85 dB
the compression ratio can be set individually between 1
and 3. At higher levels, a conventional AGC is effective
with a fixed compression ratio (Fig. 12.28f).

In summary, the main feature of PC and AGC is the
reduction of gain with increasing sound intensity. This
corresponds to a nonlinear system and it is inevitably
associated with signal distortions. The result of these
distortions are additional tones that have a negative ef-
fect on sound quality and speech understanding.

The amplifier characteristics described so far are
related primarily to the level dependence of amplifier
gain. In general, however, the hearing loss and hence
the need for correction, also depend on frequency. This
can be effectively taken into account by a digital mul-
tichannel signal processing. For devices with dynamic
compression, this is also advantageous if the gain does
not depend on the frequency, because a narrow band
noise of sufficient intensity would otherwise reduce the
gain in the entire frequency range. In multichannel de-
vices, the input signal is split into several components
by a filter bank. The basic amplification starting point
of the AGC and possibly also the compression ratio can
be programmed and stored separately for each channel.
The output signal is reconstructed by summation of the
components processed individually.

Multichannel hearing aids were previously imple-
mented as digitally controlled analog devices in which
storage for different programs was available. In fully
digital hearing aids the preamplified microphone signal
is digitized and processed in a signal processor working

in real-time. The systems with multichannel nonlinear
amplification with a flexible setting of parameters can
include optional noise reduction systems, passive or ac-
tive feedback cancelation, and they may automatically
adjust the listening program to the sound environment
using adaptive neural networks to identify acoustic ob-
jects. The digitally processed signal is D/A converted
and fed to the final amplifier.

A special feature of signal processing in some dig-
ital hearing systems is the frequency transformation.
In order to make the high frequency range accessi-
ble to hearing impaired persons, either a transposition
algorithm is applied, which shifts signals of high fre-
quencies to lower frequency regions, or the bandwidth
is compressed above a defined cut-off frequency (knee
point), leaving the low frequency range unchanged. For
mild or moderate hearing loss, a high cut-off frequency
and a low compression ratio is selected, whereas se-
vere hearing losses require a lower knee point and
more compression. Clinical and practical experience
shows that the recognition of high frequency consonants
improves significantly by nonlinear frequency compres-
sion [12.47].

After processing, the electrical signal must be con-
verted to an acoustic output and supplied to the ear.
The electro-acoustic transducer is supposed to meet
the requirements of small size, high efficiency, con-
stant transmission factor over a wide frequency range,
and a linear dynamic behavior. These requirements are
partially contradictory (such as the quality of reproduc-
tion of low frequencies and small dimensions) and are,
therefore, not always fulfilled at the same time. Hear-
ing aid speakers are based almost exclusively on the
electromagnetic principle, i. e. the change of magnetic
induction by moving a metal diaphragm (anchor) in the
field of the coil of a permanent magnet.

Practically all types of hearing aids are faced with
the problem of acoustic feedback produced by the
re-entry of the amplified output into the microphone
entrance. If the gain factor for this loop amplification
is greater than 1, the speaker produces a whistle tone
whose intensity is only limited by the clipping of the
amplifier. To avoid this, either the gain must be reduced
or the re-entry of the output prevented. The former
is rarely possible or advisable, as the required gain is
determined by the degree of hearing loss and not by
the feedback risk. For the latter, several solutions are
available: the use of directional microphones, acoustic
isolation of the output from the input using contralat-
eral routing of signals (CROS), or acoustic isolation
through an ear mold, which seals the ear canal partially
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or completely and thus interrupts the acoustic connec-
tion between output and input. In many digital hearing
instruments, acoustic feedback is prevented by filtering
or active sound compensation, thus making an ear mold
unnecessary (open fit).

For the production of a custom-specific ear mold,
an ear canal impression is taken and used for the pro-
duction of the actual earpiece either from transparent
hard plastic or soft silicon. In ITE devices, earpiece
and equipment housing are identical. For BTE, the
connection between speaker and ear mold is made by
a tube attached to the support hook of the hearing aid.
The sound is supplied to the residual ear canal volume
through a hole in the ear mold.

Hole and hose lead to distortions of the sound sig-
nal. This mainly affects the high frequencies while low
frequencies are transmitted almost without attenuation.
The acoustic properties of the ear piece can be influ-
enced by additional drilling with different diameters and
shapes. Drilling with about 2.5 mm in diameter sus-
pends the low frequency amplification, so that in the
case of a pure high frequency hearing loss the low fre-
quencies can still be processed by the natural ear.

The possibilities for influencing the acoustic prop-
erties of the coupling by additional drilling is even
more limited, the larger the required sound amplifica-
tion. Severe hearing disorders require an acoustically

Hearing aid

Ear mold simulator

Microphone

Cavity 2 cm3

a)

b)

f

LO

Li

Fig. 12.29a,b Measurement of the acoustic frequency responses of a hearing aid with the 2 cm3 coupler is shown in (a).
Each curve Lo( f ) is measured at a fixed input level L i. The setting of the hearing aid parameters is the same for all
curves. The dynamic characteristics Lo(L i) are formed out of the three-dimensional representation as cross-sectional
areas of constant frequency

tight closure of the residual ear canal volume in most
cases and cannot be supplied with external transducer
technology, which has recently been introduced. If,
however, the hearing loss is lower than 80 dB, the output
transducer can be placed in the ear canal and held with
a mushroom-shaped seal. A major advantage of open
dome fitting with external receivers is the lower loss in
high frequencies, which results in a better sound quality.

The description of the properties of individual com-
ponents does not allow reliable conclusions about the
acoustic behavior of the whole hearing system. To as-
sess the overall response of the hearing aid, acoustic
measurements in the coupler – a cavity that emulates
the geometry and acoustics of the ear canal – or in
situ – with a probe microphone in the ear canal – must
be carried out. The result of such measurements are
curves and diagrams containing the reproduction char-
acteristics of the hearing at different frequencies and
levels. Among these curves, the reference frequency re-
sponse is the most important. It is obtained by recording
the output level Lo while feeding the hearing aid with
pure tones of variable frequency and fixed input level
L i = 60 dB SPL. The parameters of the hearing aid are
set so as to achieve an output level lying 15 dB be-
low the output level achieved with an input level of
90 dB SPL and maximum gain at the reference test fre-
quency (usually 1600 Hz, but 2500 Hz in special high
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frequency devices). The test gain characteristics Lo( f )
corresponding to other input levels (50 to 100 dB SPL)
are measured without changing this device setting.
The complete array of frequency responses provides
an overview of the frequency-dependent and level-
dependent response of the hearing aid (Fig. 12.29).

In addition to the hearing aid performance curves
recorded with constant parameter settings, the data
sheet of a hearing aid often contains the frequency re-
sponse at the largest achievable sound level. By default
it is recorded at the highest amplifier position and at
a constant input level of 90 dB SPL over all frequencies
(OSPL90). Another common and standardized graph is
the curve of maximum gain representing the gain meas-
ured as a function of frequency with an input level of
50 dB SPL in the range of linear operation of the hearing
aid set to maximum amplification.

The complete graphical representation of the perfor-
mance of a hearing aid is a multidimensional problem,
because the output level Lo depends on the input
level L i, the sound frequency f , and the hearing aid
settings (e.g. amplification gain g = Lo − L i and com-
pression ratio c = ΔL i/ΔLo). From the complete array
of frequency responses Lo( f ) shown in Fig. 12.29, the
dynamic functions Lo(L i) shown in Fig. 12.28 can be
constructed, each of which is valid for a fixed frequency
and a particular hearing aid setting.

The array of frequency responses yields direct infor-
mation on the range of input levels in which the hearing
aid behaves linearly. An ideal linear signal processing
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Fig. 12.30 Projection of the language
area in the residual field of hearing
of the hearing impaired using a hear-
ing aid. The interconnected circles
indicate the threshold of hearing

by a straight frequency response Lo( f ), which shifts
vertically when the input level L i, is changed by ΔL i.
This is equivalent to the requirement that the dynamic
functions Lo(L i) have a constant slope of 1 dB/dB at
all frequencies and over the whole level range. Although
(or perhaps because) no real hearing system fulfills this
requirement, it is common to denote a hearing aid as
linear if its frequency responses Lo( f ) measured at
different input levels differ by not more than a mere
vertical shift (even if this shift is different from the cor-
responding input level difference). In this nomenclature,
a nonlinear hearing aid is characterized by frequency
responses which do not run parallel to each other.

The best possible knowledge of the hearing aid
properties is only one of three pillars of a rational
hearing aid provision. The second column is the entity
of audiometric data. As the third pillar, the individual
adaptation of the hearing aid connects acoustical and
audiological data, producing a particular parameter set
for the perfectly fitted hearing aid. The task of this unit
is to map the frequency and intensity range of normal
hearing (especially the language area) to the restricted
field of hearing of the ear to be supplied (Fig. 12.30).

The essential characteristics of the hearing aid are
the effective acoustic gain, the compression ratio, and
the maximum output level. As can be seen in Fig. 12.30,
these variables can depend on frequency and level.
Apart from these parameters, the temporal behavior of
the hearing aid is of great importance for speech intelli-
gibility. It plays an important role, especially if the gain
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is controlled automatically. The audiometric data con-
sisting of hearing threshold, discomfort level, loudness
scaling, and speech audiogram determine the selection
and first setting of the hearing aid.

The necessary amount of amplification and its fre-
quency dependence can be estimated from the hearing
threshold. The obvious idea that the required gain
equals the degree of hearing loss (mirroring the au-
diogram) proves to be useless because the amplified
internal noise would become audible. In general, the
amplifier gain will be lower than the threshold shift. Ac-
cording to the simplest among the prescriptive methods,
the gain g measured in the 2 cm3 coupler is given by half
the hearing loss HL: g = HL/2. A refinement of this
rule is Berger’s formula, according to which the neces-
sary gain is also calculated solely from the hearing loss,
divided by a frequency-dependent number N

g ( f ) = HV( f )

N( f )
+C( f ) . (12.11)

The denominator N( f ) lying between 1.5 and 2.0 de-
pends on the frequency in such a way that the gain
is slightly higher at medium frequencies than at low
and high frequencies. This accentuation of the mid
frequency is further emphasized by the additive correc-
tion C( f ) regardless of the hearing loss. The formula
((12.11)) proposed for BTE devices must be modified
for ITE systems to take into account the lower need of
amplification.

According to another formula (prescription of gain
and output, POGO), the correction of hearing loss by
division does not depend on frequency:

g ( f ) = HV( f )

N
+C( f ) . (12.12)

Finally, the National Acoustics Laboratories, Sydney
(NAL) method is based on a formula that calculates the
target gain g( f ) at given frequency f out of the hear-
ing loss HL( f ) determined at this frequency and (with
less weight) the hearing loss averaged over three fixed
frequencies (0.5, 1 and 2 kHz). For a given threshold
curve, the results obtained from the formulas accord-
ing to Berger, POGO, and NAL can differ considerably.
This demonstrates that the threshold is not a valid and
reliable criterion for calculating individual amplifica-
tion needs.

In the methods described so far, the target gain is
derived from audiometric data and the setting of the
hearing aid is adjusted on the basis of these presettings
with the help of a coupler measurement (see below).
This approach contains two systematic sources of er-
ror: the transducer used in pure tone audiometry and

the simulation of the ear canal through a standard cou-
pler volume. Neither meet the conditions in the real
ear canal. The deviation is especially large in chil-
dren whose ear is small and growing. It is the goal of
the DSL method (desired speech level) after Seewald
et al. [12.48] to limit the influence of these sources of
error. The approach is to describe the hearing thresh-
old by the sound pressure level in the ear canal, which
is measured with a probe microphone system or with
insert earphones. Using the individual transfer function
(real ear to coupler difference, RECD) or standard cor-
rection factors, the requirements to achieve the desired
speech level can be determined. This is to ensure that
the broadband speech signal is audible, sounds well,
and is not distorted. The success of fitting depends
essentially on regular controls of the ear-coupler trans-
fer function and the corresponding correction of the
gain.

The sole focus on hearing threshold is unsuitable
for a proper setting of the hearing aid in the entire area
above the threshold. The correct setting requires the in-
volvement of at least the discomfort level or preferably
the entire area of hearing, which can be assessed by
subjective loudness scaling. From the loudness growth
function measured at different frequencies and levels,
the required gain can be deduced by comparison with
the normal curve (Fig. 12.31). Loudness scaling is thus
the only method that considers consistently the fre-
quency and level dependence of subjective loudness
perception and provides not only the target gain but also
the compression needed.

The prescribed gain of the hearing aid can be
checked with the ear simulator in the test box. These
measurements of output level at defined input signals
provide very accurate and reproducible results, but they
are not always relevant for the conditions in the target
ear canal. In order to determine the real performance of
the hearing aid at the eardrum, probe microphone mea-
surements must be performed in the ear canal (in-situ
measurement). In contrast to the coupler measurements,
they capture the output of the hearing aid in the residual
volume under the influence of sound feeding, ear mold,
ear canal geometry, and middle ear impedance.

In many in-situ systems not the microphone itself
but a probe tube connected with it is placed in the
ear canal. The measurement is carried out both with-
out and with the hearing aid (Fig. 12.32a,b). The probe
microphone records the sound in the ear canal signal
during presentation of noise or sinusoidal stimuli of
defined frequency and intensity. A real-time analyzer
processes the microphone signal and constructs the fre-
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Fig. 12.31 Determination of the level-dependent need of
amplification for one frequency (narrow band noise) from
the comparison between the individual loudness growth
function of a hearing impaired subject (data points) with
the shaded normal range. The length of the horizontal ar-
rows shown for the categories soft (15 categorical units,
cu), medium (25 cu) and loud (35 cu) is equivalent to the
corresponding required gain (after [12.49] with kind per-
mission)

quency transfer functions Lo( f ) as well as the dynamic
characteristics Lo(L i).

At the beginning of the in-situ measurement, the ex-
ternal ear transfer function is measured by the probe
tube placed in the open ear of the patient. Plotted as
a function of frequency, several maxima in the range
between 2 and 5 kHz are usually observed (dark area
in Fig. 12.32c). If the input level is independent of fre-
quency, this curve reflects the natural amplification of
outer ear and ear canal (open ear gain, OEG). As a next
step of in-situ fitting, the sound intensity is measured
in the ear canal after insertion of the ear piece and
activated hearing aid (bright area in Fig. 12.32c). The
difference between the frequency responses obtained
with and without the hearing aid is the effective acoustic
gain (insertion gain, IG).

The in-situ measurement is an advantageous and
convenient alternative to the coupler measurement. This
holds true particularly in children, whose ear canals are
approximated only poorly through a coupler and vary

Frequency (kHz)

Sound pressure level (dB)
c)

a) b)

105210.2 0.50.1

50

40

30

20

0

10

Fig. 12.32a–c In-situ measurement with probe tube in the ear canal,
without (a) and with (b) hearing aid (after [12.40]). The probe mea-
surement (c) yields the outer ear transfer function (dark shaded)
with open ear canal (open ear gain) and the in-situ amplification
(light shaded) with hearing aid. The difference between the two
curves (middle line) represents the effective acoustic amplification
(insertion gain)

considerably. Regarding the assessment of the ear piece
and its transmission properties, the in-situ measurement
is even without competition. It allows the detection of
the effects of additional drilling installed by the acous-
tician for influencing the sound quality and is hence an
indispensable tool for systematic manipulations of the
ear mold.

Despite these advantages, a hearing aid can not be
fitted solely on the basis of in-situ measurement, since
even the precise measurement of the sound field at the
eardrum does not provide information about the subjec-
tive sound perception of the patient and especially on
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his speech intelligibility. To fine tune the hearing aid
and for monitoring the outcomes, only scaling methods
and speech tests are appropriate. The threshold deter-
mined with wobble tones in free soundfield with active
hearing aid (aided threshold) is not very useful in this
respect because it describes only the steady state con-
ditions but not the dynamic behavior of the hearing aid
in the processing of speech signals. Therefore, it is used
in assessing the success of hearing aid provision only as
orientation.

The profit achieved in understanding speech with
a hearing aid is defined and checked in terms of free
field speech audiograms. The fitting is considered suc-
cessful if the intelligibility of Freiburg monosyllables
improves by at least 20% at 65 dB or if the aided
speech discrimination at 65 dB is as good as the opti-
mum achievable without hearing aid. In addition, the
speech discrimination at 80 dB in quiet and at 60 dB
in noise should be checked (e.g. with the Göttingen or
the Oldenburg sentence test). In the case of binaural re-
habilitation, the gain of speech discrimination can be
demonstrated with the improvement of speech intelligi-
bility in noise, e.g. by measuring the BILD (binaural
intelligibility level difference; see above).

12.4.2 Implantable Hearing Systems

The conventional sound amplifying hearing aids de-
scribed so far are associated with various disadvantages,
some of which may be offset by surgical implantation of
the hearing aid or some of its components. To describe
these disadvantages and to define the applications of im-
plantable hearing aids, acoustic, audiological, medical
and cosmetic aspects must be distinguished. The specific
shortcomings of conventional hearing aids are the acous-
tic feedback, the poor transmission of high frequencies,
the possible intolerance of ear molds and the stigma of
the hearing aid worn as a visible prosthesis.

The common feature of all (fully or partially) im-
plantable hearing systems is the direct mechanical
transmission of the processed sound signal by vibra-
tional excitation fed either to the ossicles or directly
into the fluid of the cochlea. In comparison with acous-
tic stimulation, two conversions of the signal can be
avoided and the final stimulus is less distorted. This im-
proves the sound quality especially at high frequencies.
In a partially implantable hearing system, the exter-
nal parts comprise microphone, signal processor, and
power source. A transcutaneous inductive link serves
to transmit the information to the implanted unit, as
well as its energy supply. The implanted amplifier mod-

ule controls a magnetic vibration system attached at
the incus (floating mass transducer, FMT), a coupling
rod which is implanted in the surgically enlarged mid-
dle ear space and connected with the incus (Otologics
Carina), or a hydromechanical drive that transfers the
vibration directly into the inner ear fluids (direct acous-
tic cochlear stimulation, DACS). The FMT (MED-EL
Vibrant Soundbridge, Fig. 12.33) consists of a small
cylinder, the wall of which contains a coil driving
a magnetic mass moving along the cylinder axis. The
oscillation of this mass is transferred to the incus whose
movement is conducted by the stirrup to the inner ear as
in natural hearing.

In the case of fully implantable systems, all compo-
nents including microphone, signal processor, amplifier,
output transducer, and power source are implanted. In
one of the current systems (Otologics Carina, Heidel-
berg, Germany), the microphone is located under the
skin behind the ear. Its output signal is fed to the pro-
cessing unit implanted in the mastoid, the output of
which drives a piezoelectric transducer. A coupling rod
whose end is fixed to the joint of malleus and incus
conducts the vibration to the ossicular chain. Energy
is delivered from batteries that are implanted in the

Fig. 12.33 View of a partially implantable hearing system
(MED-EL Vibrant Soundbridge, Innsbruck, with kind per-
mission)
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main module and charged transcutaneously by an in-
duction coil worn temporarily with a headband. The
system is suitable for moderate to profound sensorineu-
ral hearing loss and limited by feedback problems
of the hydrophone that may arise at high amplifica-
tions.

In another fully implantable hearing system (Es-
teem, ENVOY medical, Cologne, Germany), the sound
signal is picked up by the natural eardrum, which acts
as microphone diaphragm, and converted by a piezo-
electric sensor attached to the hammer (malleus). The
electronics module implanted behind the ear amplifies
the signal and transmits it to a second piezoelectric
transducer fixed to the stirrup (stapes). To avoid acoustic
feedback, the junction between anvil (incus) and ham-
mer has to be dissolved – an aspect that is currently
discussed controversially among experts.

To assess the value of the implantable hearing aids,
the aspects mentioned at the beginning of this section
must be considered separately. The compelling advan-
tage common to all of these systems is the superior
sound quality due to the direct mechanical stimulation
of the inner ear. The aspect of the occluded ear canal
has lost some of its original weight since the acous-
tic feedback control based on digital technology has
improved such that today an open dome fitting is pos-
sible with conventional hearing aids in many cases.
Partially implantable systems are unfavorable from the
audiological point of view because the extra-auricular
placement of the microphone is disadvantageous at least
in comparison to ITE devices. Cosmetic aspects and
the stigmatizing effect of the conventional hearing aid
should not be overestimated, as only fully implantable
systems are really invisible.

The main target group of implantable hearing
systems is constituted by patients with moderate to
profound inner ear hearing loss. In contrast, the bone-
anchored hearing aid BAHA (Cochlear Ltd. Europe)
is suitable for cases of conductive hearing loss caused
by outer and middle ear problems (e.g. atresia) that
cannot be corrected by surgery. It consists of a bone
conduction hearing aid, which is attached to a tita-
nium screw implanted in the skull bone behind the
ear. The sound is picked up by the integrated mi-
crophone and converted to a vibrational excitation of
the bone so that outer ear, ear canal, and middle ear
are not involved in the transmission chain. The skull
vibration stimulates both inner ears with a relevant
intra-cranial attenuation around 10 dB only at high fre-
quencies.

12.4.3 Cochlear Implants

In cases of complete deafness, profound hearing impair-
ment, or residual hearing, the function of the auditory
system cannot be restored neither with conventional
sound-amplifying hearing aids nor with the implantable
hearing systems described above. The inner ear does
not need to be aided but its function needs to be
substituted. This functional substitution and hence the
(re)habilitation of deaf patients is possible with the
cochlear implant (CI). The CI stimulates the distal end-
ings of the hearing nerve fibers or the spiral ganglion by
using intracochlear electrodes (Fig. 12.34). The param-
eters of the electrical stimuli are calculated in a speech
processor and transmitted transcutaneously to the im-
plant as high frequency pulses.

The artificial electrical stimulation of the auditory
nerve is fundamentally different from the physiologi-
cal process, in which the action potentials are evoked
by the segregation of neurotransmitters and mediated
by elementary generator potentials. If the afferent radial
fibers of the auditory nerve are exposed to an electric
field, action potentials are generated and synchronized
by rectangular pulses applied between two electrodes.
The electric field distribution depends on the relative
position of the electrodes to the auditory nerve and the
intermediate fluids and tissues. Usually, the stimula-
tion is monopolar, i. e. the reference electrode is located
a large distance away from the stimulating electrode
(e.g. in the temporal muscle).

It is the task of the CI system to transform the tem-
poral structure of frequency and intensity of the acoustic
signal in a sequence of action potentials, which is suit-
able for central processing in the auditory cortex. An
exact imitation of the cochlear function fails because of
its complexity and the incompleteness of our knowledge
of details. With regard to the neural coding of frequency,
it is plausible (and justified by the success) to simulate
both the tonotopic organization of the cochlea and the
ability of the auditory nerve to analyze the periodic-
ity. Therefore, the stimulating electrodes are located in
the inner ear where they are lined up along the cochlea
and permit a selective stimulation of the region that is
specific for the actual frequency. In most speech coding
strategies, also the time structure of the signal is coded
at least partially in the pulse sequence.

In all prostheses based on pulsatile stimulation, the
stimuli are biphasic, charge-balanced current pulses that
are submitted by the programmable current sources to
each of the electrodes. In the case of bipolar stimula-
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Implant

Electrode

Coil

Speech processor

Fig. 12.34 Components
of a CI system (Nucleus
System N5). The actual
implant consists of the
encapsulated receiver and
decoder circuit and the
intracochlear electrode
array. The external parts
are the speech processor
and the transmitter coil,
which is magnetically
held behind the patient’s
ear. In the right section,
the implant CI512 and the
speech processor CP810
are shown (with kind
permission of Cochlear,
Macquarie University,
Australia)

tion, the adjacent electrode or more distant electrodes
can be chosen as reference. A close bipolar mode re-
sults in a very limited local distribution of the electric
field, but it will require high current to reach the dis-
tant neural structures. The lowest threshold is achieved
if all nonactive electrodes are connected to a common
reference point (common ground). In monopolar stim-
ulation, the housing of the implant and/or an additional
extracochlear electrode is used for as reference for the
current path.

In natural hearing, the sound intensity is encoded
in the discharge rate of the individual fibers and the
number of active fibers. In the case of electrical stim-
ulation, the number of action potentials grows with the
current strength and duration of the electrical pulse, and
the subjective loudness increases. The stimulation cov-
ers all fibers located in a region above the threshold
field strength. The number of intracochlear electrodes
is limited by the superposition of electric fields to about
15–20 for weak stimuli. By increasing the stimulus in-
tensity, the spatial resolution decreases, as well as the
ability to distinguish between pitches. The time reso-
lution is limited by the duration and repetition rate of
pulses. Typical values are 25 μs and 1000 pulses per
second (pps) and electrode, respectively. Due to the
staggered temporal sequence of electrode activation, the
total pulse rate increases according to the number of
electrodes, typically to 14 400 pps.

A CI system includes several components
(Fig. 12.34). The actual implant is an encapsulated inte-
grated circuit, which is located below the scalp behind
the ear. Its longitudinal dimension is about 2 cm, its
thickness a few millimeters. Additional parts of the im-
plant are a receiver coil with a permanent magnet and
a thin tube-shaped extension with 12–22 ring-shaped
or spherical platinum electrodes located at its tip. The
electrodes are inserted into the lower one and a half
turns of the scala tympani. The spatial arrangement of
the electrodes is adapted to the natural tonotopic or-
ganization of the inner ear. The activation of the front
electrode excites apical or medial fibers of the auditory
nerve and elicits the sensation of low pitch, the posterior
electrodes located at the basal end of the cochlea pro-
duce high pitch sensations. In addition to this tonotopic
frequency assignment (place pitch), the pitch percep-
tion is also affected by changes of the pulse rate (rate
discrimination).

The external components of the CI system are the
microphone, the speech processor, and the transmitter
coil. Microphone, speech processor, and batteries are
integrated in a housing that is worn behind the ear. The
transmission coil is equipped with a permanent magnet,
which fixes it opposite to the subcutaneous receiver coil.

The transformation of the acoustic signal into elec-
trical pulses starts with the analog preprocessing of
the microphone signal (amplification, high pass filter-
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ing, and possibly compression) and its conversion into
a digital signal. The digital processing described be-
low yields the parameters of the electric stimuli, which
are encoded in high-frequency pulses (e.g. f = 5 MHz).
The RF pulses are transmitted transcutaneously and de-
coded by the implant, which is supplied with energy by
additional power-up pulses. A control logic ensures that
transmission errors are detected and unintended stimu-
lation is prevented. The programmable current sources
deliver rectangular biphasic pulses of variable duration
(in the range from 20 to 500 μs) and strength (up to
a maximum of 1.5 μA) to the electrode selected by
a multiplexer circuit. Each electrode is assigned a fre-
quency band whose center frequency and width increase
logarithmically from apical to basal end. All current CI
systems have the option to measure the voltage between
two electrodes and transmit the actual value to the ex-
ternal components by a detuning of the RF resonant
circuit (backward telemetry). In this way, the electri-
cal impedances between electrodes and the electrically
evoked action potentials of the auditory nerve can be
measured (telemetry of electrically evoked compound
action potentials, TECAP) [12.50].

Most of the strategies applied for signal coding
are based on the pulsatile stimulation of the auditory
nerve. An exception is the compressed analog stimu-
lation strategy (CAS) in which the time course of the
acoustic signal corresponds directly to the electrode
current. Here, the microphone signal is split into sev-
eral partial signals with a filter bank. Each band-pass
filter is associated with an electrode. The individual
components are digitized and transformed to the dy-
namic range of the associated electrode (mapping). This
results in a sinusoidal time course of the electrode cur-
rents with high frequency at the basal electrodes and
low frequency at the apical electrodes. The stimula-
tion amplitude corresponds to the sound intensity in
the individual frequency bands and the sound signal is
transmitted without any coding loss or delay. Unlike the
pulsatile strategies, several electrodes may be addressed
simultaneously. However, the resulting overlap of elec-
trical fields can affect the discrimination and lead to
unpleasant side sensations.

Historically the first pulsatile coding strategies were
based on the principle of feature extraction. Here, the
signal was reduced drastically to very few relevant el-
ements – the fundamental frequency F0 (voice pitch),
the first and second formants F1 and F2 of vowels, and
the total amplitude. The frequency of the formants de-
termined the selection of the stimulating electrode, the
fundamental frequency defined the pulse rate, and the

overall sound intensity was transformed to current and
width of the stimulus pulses for each electrode within
the patient-specific limits. Despite the obvious limita-
tions, especially in regard to the voiceless sounds (for
which F0 is not defined), many CI users achieved a good
speech discrimination up to open speech intelligibility.

In the so-called n of m strategy, which is less
language-specific, n stimulation electrodes are selected
from the total of m available channels in accordance
with the ranges of largest intensity in the sound spec-
trum. The preamplifier with automatic gain control is
followed by a programmable filter bank with band-pass
filters whose center frequencies lie between 250 Hz and
10 kHz. Each band-pass is associated with an electrode
in a tonotopical order. The number n of active electrodes
and the stimulus rate (between 180 and 300 pps) de-
pends on the overall intensity of the signal, resulting in
a higher density and frequency of pulses for strong vow-
els than for soft consonants. The electrodes are activated
sequentially from basal to apical, whereby all nonse-
lected electrodes are skipped without pause in order to
achieve a high transfer rate of information.

While the coding strategies presented so far are
largely based on the principle of tonotopy, the CIS
strategy (continuous interleaved sampling [12.51]) em-
phasizes the time structure of the sound signal and thus
utilizes the ability of the auditory system to analyze
periodicities (Fig. 12.35). After amplification and high
pass filtering, the microphone signal is split in a device-
specific number of frequency bands with a gammatone
filter bank. In each channel, the envelope of the time sig-
nal is calculated by rectification and low pass filtering.
From the samples of the envelope, the amplitude of the
stimulus pulse is obtained by a nonlinear transforma-
tion. Due to the fast continuous staggered sampling and
the sequential activation of the electrodes, the time and
frequency dependence of the sound intensity is reflected
in the chronology and spatial distribution of the pulses.
Using a typical pulse width of 80 μs, stimulation rates of
about 1 kHz per channel can be realized. Except for the
very coarse grid of the frequency axis, this coding strat-
egy is very similar to the natural model of peripheral
signal processing in cochlea and auditory nerve.

Additional temporal information can be transmit-
ted by coding the fine structure of the signal. For
this purpose, the zero crossings of the signal within
one frequency band are determined from the half-wave
rectified signal component. The presentation of the
stimulus pulses in some of the lowest frequency chan-
nels is then synchronized to the zero crossings (fine
structure processing, FSP).
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Fig. 12.35a,b
Block diagram
(a) and func-
tional scheme
(b) of the CIS
strategy. The
relationship
between the
amplitude of
the envelope
and the tempo-
ral sequence of
electric pulses
is shown for
a sound signal
developing from
initially low fre-
quencies (vowel)
to high frequen-
cies (sibilant)
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Acoustic input
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Channel
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0

Fig. 12.36a,b Perception thresholds (PT) and comfortable stimulation levels (CL) for the 16 electrodes of a (fictional) CI
system. The limits reported by the patient define the dynamic range (a) and the mapping rule that associates the acoustic
sound pressure to the electrical stimulus intensity (b)

In addition to n of m and CIS, the ACE strategy
(advanced combination encoders by Lochlear Ltd.) is
applied widely in one of the current CI systems. It can
be regarded as a modification of the n of m strategy in
which the maximum number n of active electrodes and
the channel rate are varied within the limits given by
the device-specific capacity (typically 20 000 pps). Un-
like the competing strategies, the n activated electrodes
are redefined out of the total inventory m for each stim-
ulation pattern (frame) so that a high-resolution spectral
mapping of the signal is possible even with low values
of n.

Generally, the speech coding in CI systems is de-
signed to mimic the natural pitch detection and time
pattern analysis by mapping the frequency spectrum to
the electrode locations and by transforming the time
structure of the speech signal into an appropriate pulse
sequence. The realization of this goal is limited by tech-
nical shortcomings. The available systems differ in their
performance, but these differences are minor in relation
to the discrepancy between the natural system and its
technical surrogate. In spite of the further progress to
be expected – particularly in speed and performance of
signal processing, but also in the number and density
of the electrodes – this gap will most probably remain.
The replacement of about 3400 natural receptor groups
by 12–22 electrodes cannot lead to a restoration of the
normal signal discrimination and speech intelligibility.
This is the main reason why patients supplied with a CI
need intensive technical, audiological, speech therapeu-
tic, and educational support after surgery.

The condition to be fulfilled for the supply of a CI
is a deafness or hearing impairment whose severity
does not justify the expectation of rehabilitative suc-
cess in terms of speech intelligibility on the basis of
conventional amplifying hearing aids. The success of
rehabilitation depends largely on onset and duration of
deafness. For congenitally deaf or prelingually deaf-
ened patients, the late supply of a CI will generally not
lead to an open speech understanding. Early interven-
tion, however, may make a nearly normal development
of auditory and language skills accessible to many deaf
infants and young children.

In the border area between hearing aids and cochlear
implantation, patients with residual hearing at low
frequencies can be subject to a successful auditory re-
habilitation by the combination of electric and acoustic
stimulation (EAS). In these cases, implantation tech-
niques which guarantee hearing conservation and short
electrode arrays that do not reach the apical regions are
applied. The technical equipment is a sound amplify-
ing hearing aid combined with a CI speech processor
in a single device, which delivers both acoustic out-
put and RF pulses for the implant. It has been shown
that a large number of patients take benefit from this
special option in terms of their speech discrimination
performance [12.52].

The supply of a cochlear implant requires extensive
preoperative diagnostics. Beyond the basic audiologic
tests, it includes imaging techniques such as com-
puted tomography (CT) for the representation of bone
formation in the implantation area and magnetic reso-
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nance imaging (MRI) for the detection of a fluid-filled
cochlea. The functional integrity of the auditory nerve
is tested in a preoperative electrical stimulation exper-
iment. An extratympanal ball electrode is positioned
in the meatus near the tympanic membrane or the tip
of a transtympanic needle electrode is placed on the
promontory or in the niche of the round window. During
the delivery of electrical pulses of variable frequency
and current strength, the patient is asked to describe his
perceptions. For all stimulus frequencies that elicit audi-
tory sensations, the stimulus currents corresponding to
the subjective perception level and the discomfort level
are determined. If the subjective test is not feasible, the
functionality of auditory nerve and auditory pathway
can be objectified in anesthesia by means of electrically
evoked potentials of the auditory system.

The CI surgery [12.53] is performed under general
anesthesia. The implant is placed in the mastoid behind
the ear and the electrode array is inserted into the scala
tympani through the round window or through an open-
ing created immediately adjacent to it (cochleostomy).
The opening of the inner ear is closed with tissue and
the implant is secured mechanically. During the oper-
ation, the function of the implant and its effect on the
auditory system are controlled by impedance telemetry,
the recording of electrically evoked compound action
potentials (TECAP), or the observation of the stapedius
reflex during electric stimulation.

During the post-operative individual fitting of the
speech processor, the acoustic input is disabled and the
stimulation parameters are adjusted by a computer run-
ning a specific software. Within the preselected strategy,
the main parameters of the individual signal processing
program are the ranges of permissible stimulus strength
for all electrodes. Along the device’s internal stimulus
intensity scale, the current amplitude and where neces-
sary also the duration of the stimulus pulses is increased

according to a logarithmic function valid for all elec-
trodes. From the stimulus intensities that correspond to
the subjective threshold and the upper comfort level for
each electrode, a mapping law is defined, which maps
the acoustic input amplitude to the available electrical
dynamic range (Fig. 12.36). In addition, some shape pa-
rameters of this function can be modified to affect the
perception of loudness or to improve the noise reduction.
The patient-specific parameters of the speech coding
are based on subjective specifications. If this informa-
tion is not reliable, the adaptation is supplemented by
objective methods, e.g. the measurement of the elec-
trically induced and contralaterally registered stapedius
reflex, the electrically evoked auditory brainstem re-
sponses (E-ABR) or the TECAP [12.54].

During the post-operative auditory training, the pa-
tient obtains guidance and support for the processing
of the new impressions. The auditory skills are tested
with a test battery graded by difficulty. The success
of rehabilitation can be divided into three stages. An
acoustic orientation, i. e. a perception and recognition
of environmental sounds, is to be expected in all pa-
tients, an effective acoustic support of lipreading by the
implant can usually be achieved also by prelingually
deafened patients, and finally, an open speech under-
standing without eye contact to the speaker and the
ability to communicate via telephone is achieved gen-
erally only by post-lingually deafened patients. Speech
perception in noise and reverberation remains a chal-
lenge for many implant recipients, even for bilateral
implantees. Technical approaches to solving this prob-
lem are based on digital noise reduction or delay and
digital overlay of the acoustic signal recorded from
multiple microphones (adaptive beam forming). In this
respect, as in other areas, the technical development has
not yet been completed and further progress of rehabil-
itation can be expected.
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Measuremen13. Measurement Techniques in Ophthalmology

Albert J. Augustin

Modern ophthalmology uses numerous techniques

to evaluate both function and pathophysiology

of the organ. This chapter covers the major tech-

niques used in ophthalmology. These include

evaluation-techniques for the refractive part of

the eye such as wavefront-analysis (Sect. 13.13),

confocal laser microscopy (Sect. 13.5), as well as

keratometry (Sect. 13.14) and the orbscan technol-

ogy (Sect. 13.18). In addition, several methods for

the exact determination of the intraocular pres-

sure (Sects. 13.1–13.1.5) and methods to evaluate

the optic nerve (13.2) in glaucoma are discussed.

Imaging of the retina by means of OCT (Sect. 13.2)

and angiography (Sects. 13.20 and 13.21) are impor-

tant techniques in diseases of the vessel system, as

well as age related macular degeneration. Electro-

physiology (Sect. 13.8) including pattern techniques

is mandatory to diagnose and to follow various

diseases of the optic nerve head and the retina.

Ophthalomologic ultrasound (Sect. 13.16) is needed

for both imaging of pathologies as well as length

measurement to determine the power of intraoc-

ular lenses before implantation into the eye.
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13.1 Measurement of Intraocular Pressure

Subject: Tonometry is used to measure the intraocular
pressure.

Measurement: Different instruments can be used:
Goldmanns’s applanation tonometer, Schiötz’s impres-
sion tonometer, noncontact-(impression) tonometer,
and the Mackey–Marg tonometer. Goldmann’s appla-
nation tonometer shall be deemed to be the standard.
Follow-up measurements using different methods are
not advisable (the measurement results are influenced
by numerous factors). In addition, the corneal thickness
affects the results. Thus, thickness should be measured
at all times.

13.1.1 Goldmann’s Applanation Tonometry

Measurement: Goldmann’s applanation tonometer is at-
tached to a slit lamp. The clamp can vary depending
on the manufacturer. The front side of the tonometer
head has a standardized diameter of 3.06 mm. Fluores-
cent and anesthetic eye drops have to be applied before
the measurement. Afterwards, the tonometer head ap-
proaches the cornea until both surface areas touch. This
is done with blue light illumination. Due to a specific
microsection in the measuring device two yellow semi-
circles are visible in the slit lamp examination. When
the pressure results in a flattening of the cornea, the
two inner edges of the semicircles touch. The regu-
lation of the pressure can be adjusted with a scroller
on the tonometer clamp. Assuming an average thick-
ness of the cornea and a normal amount of lacrimal
fluid by a round area (with a diameter of 3.06 mm),
the following calculation results in the IOP value: sub-
tract the adhesive power of the lacrimal fluid from
the necessary power for flattening the cornea. Equate
the measured pressure with the intraocular pressure
(IOP).

Indication: The intraocular pressure is an impor-
tant parameter for the evaluation of glaucoma and its
therapy. Applanation tonometry is a simple, elegant
and – apart from certain exceptions – very precise tech-
nique to determine intraocular pressure.

Evaluation: The thickness of the cornea affects the
measurement. The references contain several calcula-
tion options for the correction factor. The Orssengo–
Pye-formula is mainly used to do this.

13.1.2 Schiötz’s Impression Tonometry

Subject: The measurement determines the impression
depth by a defined (gravitation) force effect.

Measurement: The instrument equals an invert cir-
cle. The lower fraction consists of a hand holder, a base
plate, and a mobile coaxial bolt. Following the appli-
cation of anesthetic eye drops, the instrument (with its
base plate) is attached perpendicularly to the cornea.
The deflection of the bolt can be shown on the up-
per fraction of the tonometer by the articulation on the
scale. The measurement can be distorted by moving the
tonometer slightly. It is recommended to seat the patient
as flat as possible.

Indication: Schiötz’s impression tonometry is used
mostly for measuring intraocular pressure. The method
is especially used for bedfast patients.

Evaluation: The values read off the scale are trans-
formed to the intraocular pressure with the table
attached to the Schiötz tonometer. Please consider that –
depending on the insert weight – different columns are
valid for IOP calculation. New impression tonometers
calculate the values automatically.

Relevance: By increasing the dependency of the in-
dividual variable elasticity of the sclera and cornea such
as a high myopia, the danger of an incorrect measure-
ment is much higher than with applanation tonometry.
Therefore, this method is only used in those cases where
applanation tonometry is not possible.

13.1.3 Noncontact Tonometry
(Air-Puff Tonometer)

Subject: The measurement determines the time that is
necessary to flatten the cornea at a defined force effect
(air-puff).

Measurement: The measurement occurs automat-
ically without previous anaesthesia. Generally, the
patient sits in front of the instrument like in front of a slit
lamp. The patient should open their eyes wide. With
reduced visual acuity the eye that not has to be exam-
ined should be covered. Corneal applanation is detected
via an electrooptical system. Usually the measurement
is repeated three times. An average out of the values will
be calculated.
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Relevance: Noncontact tonometry can be easily per-
formed by a trained ophthalmic assistant.

13.1.4 Mackay–Marg Tonometry (Tonopen)

Subject, measurement: The measurement is possible
with or without topical anaesthetics. The patient should
stand up or sit on a chair. The cornea is flattened with
a probe in the centre of which is a small diameter
plunger that senses the ocular tension. The sterilized
rubber cover is replaced for each patient, which ensures
sterility. The patient should open his/her eyes widely
and press the probe gently perpendicularly against the
cornea.

Indication: The Mackay–Marg tonometer is used
by patients with an irregular corneal surface, such as
corneas following chemical burns. It is the only instru-
ment that gives exact values in such cases.

Evaluation: A typical curve shows two spikes of
the generated pressure in dependence on time. The first
spike reflects the wanted intraocular pressure. The sec-
ond spike reflects the necessary pressure for applanation
of the cornea with the plunger and the surrounding an-
nular ring. The measurement should be repeated several
times to calculate an average. With recent instruments
such as the Tonopen the measurement will be aver-
aged and interpreted automatically. In the end, a digital
display shows the calculated value. Compared with
Goldmann’s tonometer the IOP values of the Mackay–
Marg tonometer can be measured insignificantly higher.

Relevance: Even though the main principle of the
Mackay–Marg tonometer has beem known for more
than 50 years, its distribution is still low. The Schiötz
tonometer is likely to be replaced by other tools such as
the Tonopen in the future.

13.1.5 The Pascal Dynamic Contour
Tonometer (DCT)

Subject: A miniaturized piezo-resistive pressure sen-
sor senses the intraocular pressure. The voltage that
is measured by the piezo-crystal is proportional to the
affecting pressure.

Measurement: The dynamic contour tonometry
(DCT) is a noninvasive and direct measurement of the
intraocular pressure (IOP) that is not influenced by
the structural characteristics of the eye. The probe has
a concave surface just a little more even than the hu-
man cornea. The measuring equals the installation and
progress of Goldmann’s tonometry. The tonometer is in-
stalled to the slit lamp and then applied to the cornea.
Due to the concave surface of the peak the probe covers
the natural corneal curvature. The tangential and bend
forces should be disregarded so that the measured pres-
sure on the cornea surface is equal to the intraocular
pressure. The measured values are recorded digitally.
After the measurement a chart can be evaluated with
the chronological pressure sequence.

Indication: The advantage over other tonometers is
the dynamic measurement over a certain period of time.
With the DCT it is possible to measure the diastolic and
the systolic pressure IOP and their difference to the oc-
ular pulse amplitude. This is an indirect indicator for
choroidal perfusion.

Evaluation: On average, the DCT measures a value
at 3.2 mmHg higher than Goldmann’s measurement.
This technique is independent of the thickness of the
cornea.

Relevance: It may become very important for the di-
agnosis and therapy of glaucoma. Scientific evaluation
is ongoing.

13.2 Optical Coherence Tomography (OCT)
Subject: Optical coherence tomography (OCT) allows
an in vivo description of different anatomic sections of
the eye. OCT has a resolution of up to < 10 μm longi-
tudinal and < 20 μm transversal.

Measurement: During the measurement the exam-
ined object is scanned automatically with an infrared
light (coherence length of 830 nm). The intensity of the
reflected light is determined. The temporal hesitation
gives information on the distance of the scanned object.

Relevance: Retina – During the last years the OCT
examination of the macula and the optic nerve head

(ONH) has been used in addition to angiography (mac-
ula) as well as in glaucoma patients. Anterior chamber
– The examination of both the anterior chamber and the
cornea by means of OCT is a promising alternative to
ultrasound biomicroscopy.

13.2.1 OCT Macula

Indication: OCT of the macula is a standard examina-
tion in many diseases such as macular hole and macular
pucker. As an upgrade to angiography OCT determines
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a)

b)

Fig. 13.1a,b OCT (a) and angiography (b) of a diabetic macular
edema

the volume (quantitation of macular edema). Using the
new high resolution OCT single retinal layers may be
distinguished (in vivo histology) (Fig. 13.1).

Evaluation: OCT examination of the macula gives
two-dimensional pictures of the retina. The intensity

Fig. 13.2 Visante OCT showing chamber angle, anterior chamber
depth, and corneal thickness

of the reflected light will be either color-coded (red =
strong, blue = poor) or pictured in different levels of
gray (light = strong, dark = poor). The locations of
the strongest reflexion are nerve fibers, the choroid, and
epiretinal membranes.

Usually, the neuro-sensory retina and the choroid
have an average reflection level. Pigment epithelium
damage would cause a higher intensity of the choroid
underneath. The vitreous body has a low reflection
level. At a strong contrast an increase in the OCT allows
the imaging of vitreous body structures such vitreo-
retinal traction and the posterior hyloid. Via computer
reconstruction a three-dimensional image of structures
can be generated. The volume of a macular edema can
be calculated exactly and compared to previous exam-
inations. Due to the higher resolution of the newest
generation of OCT, three-dimensional imaging of cer-
tain retina layers can be calculated. The dimension of
a pigmented epithelium elevation or the loss of nerve fi-
bres can be imaged. The quantitation will be affected by
measuring the thickness or by direct volume determina-
tion.

The standard imaging of the central retinal thickness
is known as a map. On the map the macula is shown
as a colored round area. The normal map of the retina
has a blue color with a central green or yellow circle
for the foveal ridge. If the retina is thickened in the
center the map becomes red to yellow (with strongly
increased values even white). Besides the color-coded
images the average for certain areas (central, nasal, tem-
poral, cranial, and caudal) of the macula are calculated
in microns. They will be listed next or in combination
with the map on the OCT printout. A retina thickness of
more than 180 μm is considered as pathological.

13.2.2 OCT of the Optic Nerve Head (ONH)

Indication: As compared to other methods (HRT) or po-
larimetry (GDx), OCT of the ONH is a highly sensitive
and very specific examination for imaging the loss of
nerve fibers in glaucoma subjects. As an advantage over
GDx, OCT and HRT allow the determination of the size
of the ONH and the excavation.

Evaluation: Both measurement of the ONH size and
excavation are done automatically. The outline of the
ONH has to be done manually only for certain abnor-
malities of the ONH. On the printout a vertical incision
through the ONH is shown. For every single incision
(vertical, horizontal, and transversal) the computer in-
dicates an ONH diameter, excavation diameter, and the
width of the ONH border. Analysing every incision the
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ONH areas (disk area) and the excavation area (cup
area) can be determined. The relation of the two ar-
eas illustrates the cup disk area ratio. Besides the cup
disk area ratio a cup disk horizontal and vertical ratio
is stated of the instrument. The vertical cup disk ratio
should be smaller at a normal formed ONH than the
horizontal cup disk ratio. The measurement of the thick-
ness of the nerve fibers works according to the idea of
the layer thickness identification.

13.2.3 OCT with Visante

Indication: The OCT of the anterior chamber is sim-
ilar to ultrasound biomicroscopy. It enables a precise
measurement to determine the anterior chamber depth
and the chamber angle. It represents an excellent in-

strument for diagnosis and evaluation of the acute
angle closure glaucoma. The corneal thickness and the
thickness of a cornea flap can be measured exactly
before and after a refractive procedure. By diagnos-
ing a keratoconus the Visante OCT allows a diagnostic
saving and a monitoring of the process. Visante OCT
allows the measurement of tumor tissue on the iris
front face, but it is not as good as ultrasound biomi-
croscopy.

Evaluation: The examiner must determine the an-
terior chamber depth and the chamber angle manually.
Corneal thickness is shown color-coded. Light cornea
areas are shown in orange to dark red. The following pa-
rameters can be read off the table: smallest and biggest
corneal thickness, as well as an average of different
localizations (Fig. 13.2).

13.3 Laser-Scanning Tomography
with the Heidelberg Retina Tomograph (HRT)

Subject: Laser scanning tomography allows the in vivo
topography of different anatomic structures of the eye
(Fig. 13.3).

Measurement: With the aid of a diode laser a two-
dimensional optical cross-section of 32 focal planes
(z-axis) can be taken. The images are used by the com-
puter for reconstruction of the steric structures. The
user must define the standard reference level and the
ONH border. These two values can essentially influence
the measurement to prevent causing error (especially

z (mm) Angle (deg)

–0.25
0

0.25
0.5

0.75
1

0 3603152702251801359045

T TS NS N NI TI T

a)

through the examiner); a computer model exists for pat-
tern recognition. It automatically determines the ONH
border via a combination of HRT and ophthalmoscopic
images. For a higher resolution the computer uses the
TruTrak software for motion artifacts. Moreover, the
computer matches the position of the pictures between
different measurements.

Indication: In many cases laser scanning tomogra-
phy is used in the diagnosis and follow-up of glaucoma.

Evaluation: Similar to the OCT of the ONH, the fol-
lowing values are measured – size of the ONH, cup
disk ratio, disk margin, and thickness of the retinal
nerve fiber layer. In process monitoring the values can
be compared it previous images. Furthermore, there is
the possibility of comparing individual measurements
with values of a normal population. For this purpose,
a graphic image is used. It shows part of the ONH exca-
vation and the ONH margin as the colored part of a bar.
The excavation is pictured in red, the neuroretinal bor-
der in green, and the bended border in blue. Different
localizations (temporal and superior, etc.) are shown.

Fig. 13.3a–c Evaluation of the optic nerve head using HRT
(a,b) and OCT (c). The patient shows significant glau-
comatous damage (abnormal size of the optic nerve). In
Moorfield’s analysis (b) the nerve is judged as patho-
logical. Burk’s (RB) and Mikelberg’s (FSM) dicriminant
values are negative; the also indicate glaucomatous damage
��

Part
B

1
3
.3



250 Part B Functional Diagnostics Devices

–0.4 0 0.4 0.8 1.2 1.60 0.4 0.8 1.2 1.6 2 2.4 2.8 3.2 3.6 4 4.4
0

0.4

0.8

1.2

1.6

2.0

2.4

2.8

3.2

3.6

4.0

4.4

0

0.4

0.8

1.2

1.6

2.0

–0.4

0

0.4

0.8

1.2

z (mm)z (mm)

0 0.4 0.8 1.2 1.6 2 2.4 2.8 3.2 3.6 4 4.4 0 3603152702251801359045
z (mm)

y (mm)

y (mm) Angel (deg)

0 0.4 0.8 1.2 1.6 2 2.4 2.8 3.2 3.6 4 4.4
0

0.4

0.8

1.2

1.6

2.0

2.4

2.8

3.2

3.6

4.0

4.4

z (mm)

y (mm)

y (mm)

b)

Given curves cut the bars and mark the areas of the nor-
mal (predicted) and those that differ from the collective
(low 95%) bar division. Moorfield’s regression analy-
sis allows a classification out of ONH diagnostics with
a sensitivity for glaucoma damage at 74–90%.

Relevance: Laser scanning tomography is a popu-
lar method for an objective diagnostic documentation
of ONH and the nerve fiber layer especially in daily
praxis. It has big relevance in an early diagnosis and
the follow-up of glaucoma patients.
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13.4 Nerve Fiber Polarimetry with GDx

Subject: During the examination the retardation of
polarized light is measured and the peripapillar and
macular nerve fiber layer thickness is calculated.

Measurement: A dilated pupil is recommended
before the measurement but not absolutely manda-
tory. Within some seconds an automatic measurement
on 32 768 measuring points starts. The instrument
combines the characteristics of a scanning laser oph-
thalmoscope and a Fourier ellipsometer. The retina is

scanned by a polarized infrared light (780 nm) and re-
flected to the pigmented epithelium (with defect to the
sclera). Depending on the structure and thickness of
the irradiated tissue a polarized light pervades it in dif-
ferent velocities. Structures with a straightened fibre
orientation extend the passing time of the light with
vertical polarization to the fibre direction oscillating
waves. The thickness of the nerve fibre is determined
by the difference between the retention periods of dif-
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ferent polarized lights and with help of a histological
comparison.

Indication: The technique is suitable for the determi-
nation of the peripapillar nerve fiber border and nerve
fiber bunch damage. It has a sensitivity of 96% and
a specifity of 93% in the early diagnosis of glaucoma
damages. A glaucoma modification can be determined
even before observable changes in the perimetry. It
is especially qualified for a follow-up of glaucoma
patients.

Evaluation: The values are transformed into a three-
dimensional or false-color-coded picture. In the false-
color-coded picture thick structures are marked from
yellow to red and a thin from light to dark blue. Ac-
cording to the ISNTnorm the upper and lower nerve
fibre bunches are colored red and yellow, and the tempo-
ral and nasal are colored blue. Moreover the instrument
has an age and race database of standard values. With
this the collected values can be evaluated. The analy-

sis occurs similarly to OCT and HRT n both a table
form and graphically. In the table the calculated av-
erage values can be numerated circular and after their
localization (superior, inferior). If the values are patho-
logic they are highlighted with red. The table also shows
the standard deviation of the normal collective and the
difference between both eyes. This results in the proba-
bility of a glaucoma (nerve fiber indicator (NFI) = the
number). The probability of a glaucoma is low at a NFI
of ≤ 30, marginal from 30–50, and high from ≥ 50.

Relevance: The noninvasive diagnostic procedure is
suitable for judging suspect nerve fibre damage or ONH
margin damage. Compared with the HRT and OCT ex-
aminations this method does not include an ONH size
and excavation measurement. This measurement is frag-
ile with both corneal or lens abnormalities, as well as
by myopia and hyperopia. The development of a soft-
ware module (enhanced cornea compensation ECC) can
correct the aberration to some extent.

13.5 The Rostock Cornea Module (Confocal Laser Microscope)
Subject: Used for the examination of the corneal and the
conjunctival layers.

Measurement: Frontal cross-section images with
a maximum impression depth of about 1500 μm and
a size of 400 μm × 400 μm are taken.

Indication: The procedure allows the imaging of
keratocytes, endothelial cells, and nerve fibers in the
cornea. Therefore it is suitable for a good evaluation
of corneal diseases and monitoring after surgery. Fur-
thermore, it may be used to monitor filtering bleb
morphology.

Evaluation: The quantitation of the endothelial cell
density happens when cells in a certain area are enumer-
ated. All corneal layers can be imaged. Thus, it helps to
obtain an early diagnosis of corneal dystrophies.

Relevance: The recent, noninvasive procedure has
great potential in the diagnosis of corneal and conjunc-

Fig. 13.4 Image of the inner corneal layer using confocal
optics

tival diseases. Today it is mainly used in specialized
centers.

13.6 Automatic Refractometry

Subject: The quality of the optical image on the retina
is measured. The lens combination with the best image
results in the wanted refraction.

Measurement: The measurement works automati-
cally and depends on the instrument; the patient may sit,

stand, or lie down. For the examination it is important
that the patient looks into the distance. A picture already
installed in the instrument accomplishes this. Cyclople-
gia is recommended for children. This helps to exclude
accommodation, which would falsify the measurement.
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A patient with poor fixation should cover the other
eye to achieve better measurements. The measurements
follow different principles. The following procedures
are used: Foucault’s method, Scheiner’s principle, and
picture measurement. In Foucault’s method a punctual
light is changed through a lens into a parallel light
bunch. The parallel light bunch hits the eye and is com-
bined to a point to the retina. If a poor refraction of
the eye exists the point is shown as a blot or bar. The
reflected light strengthens the statement. Refraction ab-
normality further deforms the former punctual light. An
optimal refraction will reflect the light to the original
point. If divergent lights of the original light source
are shown they can be determined and quantified with
a light detector. Different conventional lenses that could
adjust eye refraction can decrease the aberration of the
light source. If the aberration is not detectable the re-
fraction of the previous lenses is equal to the wanted
optimal refraction.

For Scheiner’s principle a lens aperture is used that
produces two punctual lights. The light rays are broken
and focused through the breaking media into the eye.
Depending on the distance of the two aperture plates
and the refraction of the eye the light rays are focused
in front or behind the retina. By the use of changing
the distance between the plates the refraction can be
calculated by a defined globe length.

Picture measurement process is a modification of
Scheiner’s principle. Reflection of an incoming light ray

generates a dot-shaped light source which is projected
on the retinal surface. Because of the refraction of the
eye the light rays are broken and can be focused with
a lens again. Depending on the angle of incidence the
light is projected in different widths on the detector.
The determined distance is defined for an emmetropic
eye. In myopia the distance increases, in hyperopia it
decreases. The application of glasses enables the calcu-
lation of the refraction that leads to emmetropia.

Indication: An objective refraction should be part of
every ophthalmological examination. Before and after
a surgery (cataract surgery, refractive cornea surgery)
this measurement is strongly recommended.

Evaluation: Depending on the instrument three
automatic or manual measurements are needed for
an exact refraction. An integrated software calculates
a supposed refraction. A cause for falsification can be
the myopia of the machine. This happens if a patient
sees a blurred image and the immediate accommoda-
tion induces an increase of myopia. If astigmatism is
only minimal or even nonexistent false values from up
to 0.5 dpt may be determined. Characteristic of this is
a strongly changing astigmatismus angle.

Relevance: Today, automatic refractometers are part
of the standard equipment of every ophthalmologi-
cal practice or hospital. They allow a fast and easy
measurement of objective refraction. Generally, the
measurements taken using an automatic refractometer
can be done by medical assistants.

13.7 Visually Evoked Potential (VEP)
Subject: Visual evoked potentials are electric potential
differences that are deduced from the scalp over the
visual cortex after a light impulse. VEP are a special
form of evoked potentials. The measuring of the time
(latency) and height (amplitude) of the potential give in-
formation on the function of the optic tract. The visual
stimulation of the retina happens either with a light flash
(blitz VEP) or a pattern with contrast reversal (pattern
VEP). In pattern VEP the pupil should be not dilated.
A healthy person has latency for the primer cortical
potential of 100 ms.

13.7.1 Flash VEP

Measurement: The stimulation occurs with single
flashes from a xenon arc lamp. The lamp should be in-
stalled at a visual angle of 20◦ in front of the patient.

Alternatively, a standard flash like the GanzfeldERG
(electroretinography) or a flash with an intensity of
1.5–3 cd/m2 (< 1.5 Hz) can be used. The flash duration
should last a maximum of 5 ms.

Indication: This method is used to measure a re-
duction of the transduction velocity of the optic nerve,
which occurs in inflammatory disorders. Moreover,
other pathologies of the optic nerve or the optic tract
to the visual cortex can be detected. A comparison of
both sides of the nerve response impulse is recorded and
measured. The flash VEP examination is helpful in chil-
dren with a profound reduction of visual acuity, media
opacity, or limited compliance. An impression as to the
quality of the retino-cortical transmission is given.

Evaluation: Flash lights can induce a complex an-
swer beginning at about 30 ms and ending at 300 ms.
Positive and negative peaks are numerated in order of
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Time (ms)

ODAmplitude (μV)a)
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E1 60'
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G1 13.7'
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5 μV
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P100
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N75

N140

N140

Fig. 13.5a,b Pattern VEP in a healthy subject for (a) the right eye (OD) and (b) left eye (OS)

their occurrence: N stands for a negative and P for a pos-
itive peak. The most important vertex is located in N2
and P2 with about 90–120 ms. Flash evoked VEP can
be already evoked in infants in the 24th gestation week
with a peak at 300 ms.

Relevance: Flash VEP is thought to be inferior to
pattern VEP. The latency varies significantly interindi-
vidually. It is however, useful to follow patients over
a certain period.

13.7.2 Pattern VEP

Measurement: The patient is seated in front of a display
in a shaded room. For a period of 20 min a checker-
board pattern is presented on the display. A so called
reversal impulse takes place so that in a rapid exchange
the white array turns black and the black array turns
white. One eye is covered. The other fixates a certain
point on the monitor. Three electrodes are fixed on a cer-
tain area of the head to measure the impulses (small

needle electrodes/acupuncture needles can be punctured
underneath the scalp). After that the patient should
sit comfortably and fixate the specific point on the
monitor.

Evaluation: The latency can vary between different
measurements and this may add up to 5%. The am-
plitude varies up to 25%. Therefore the latency is the
more sensitive parameter in VEP. The maximum am-
plitudes are deduced by a stimulation of 10–20 min
(visual angle). With smaller or bigger impulse patterns
the amplitude of the P100 component decreases. By
a large impulse pattern (> 2◦) the results equal the re-
sults of the flash evoked VEP. The latency lengthens
with very big and small impulse patterns (> 15◦, > 2◦).
In general, the weaker the contrast of the stimulus, the
smaller the amplitude and the larger the latency. Pattern
VEP is one of the most important examinations in neu-
roophthalmology. However, this method is a secondary
measure. It can only confirm and support a diagnosis
(Fig. 13.5).

13.8 The Ganzfeld ERG (Ganzfeld Electroretinogram)
Subject: A light evoked electrical summation answer
(potential modification) of neuronal and not neuronal
cells can be measured.

Measurement: With an active electrode on the
cornea the ERG potentials are collected and deduced
against a reference electrode on the ipsilateral tem-

ple side temporal of the outer eyelid border. For the
active electrode different models can be used: Burian–
Allen, Henkes, Jet, and Dawson–Trick–Litzkow, and
Arden. The electrodes by Burian–Allen, Henkes, and
Jet are contact lenses. They are applied with a con-
tact gel (methylcellulose fraction ≤ 5%) like therapeutic
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contact lens or contact lens on the cornea. When us-
ing the Burian–Allen electrode closure of the eyelid is
not possible. The DTL (Dawson–Trick–Litzkow) elec-
trode is a wire electrode. It consists of a metal coated
nylon thread that is installed between the medial and
lateral eyelid angle. The nylon thread should lie on
the tear coating over the under eyelid border in the
lower quarter of the cornea. Arden’s gold membrane
electrode is fixed to the lower eyelid. Contact to the
conjunctiva has to be avoided. The use of an active
electrode that is fixed to the skin is not recommended.
As a reference electrode a silver chloride or gold cup
electrode is attached temporally to the eyelid border.
Before putting on the electrode the skin should be free
of greasy secretion. Otherwise the skin resistance is
much higher. Following the skin conductance should
be improved with an electrode gel. After that the skin
resistance should be < 5 kΩ (between 10 and 100 Hz).
For grounding a third electrode should be used. Usu-
ally the third electrode is applied to the forehead or
to the earlobes and should have similar impedance to
the reference electrode. The signals of the electrodes
are collected during the measuring in an electrode box
and isolated from the patient potentiated with the factor
1000–10 000. It is important that the incoming resis-
tance at the amplifier is 100 times greater than the
electrode resistance (active and reference electrode) and
it is at least 10 MΩ. The frequency width should be
at 0.3–300 Hz and variably adjustable. For illustrating
either an oscilloscope or an A/D changer is used. Nor-
mally today the last instrument is installed after the
multiplier. The multiplier should have a scan frequency
of at least 1000 Hz/channel to avoid loss of information.
Standardized light stimuli (with a certain background
lighting) are offered for measuring the potentials. The
potentials are varied after the examination (e.g. pho-
topic, scotopic ERG) in length, intensity, wavelength,
frequency and the interval to obtain a differentiation
between the cell specific summation results. For gen-
erating the light stimuli a complete area ball similar to
the perimetry hemisphere is used. For an optimal illu-
mination of the retina every ERG measurement should
be done with dilated pupils. Before the examination
a 20 min dark adaptation by scotopic and 10 min light
adaptation by photopic ERG is necessary. The relation
between the light stimulus (standard flash (SF)) and
background lighting (complete area lightning) should
be 3 : 34.

Indication: The most popular indications for the
ERG are hereditary retina diseases and inexplicit
view aggravations. With a discrepancy between the

ophthalmological indication and visual acuity an elec-
trophysiological examination is mandatory.

Evaluation: The electroretinogram consists of dif-
ferent components. They reflect a complex answer
to the different participating neurons and mechanism.
The diagram is divided into: early receptor potential,
a-wave, b-wave, oscillatory potentials, c-wave, and the
scotopic answer. The early receptor potential (early re-
ceptor potential (ERP), distal PIII-wave) consists of
a cornea positive component followed by cornea neg-
ative parts. They are probably associated with a voltage
transformation during the photochemical process. The
positive potentials (R1) are mostly generated by the
outer segment of the cones. The successive negative po-
tentials (R2) are generated by the outer segments of the
rods and the cones. Generally, a measurement is hin-
dered because an important light intensity and a special
impulse condition are needed.

The a-wave is generated by the inner segments of
the photoreceptors. Depending on the examination con-
dition (scotopic or photopic), the wave is generated
either by the cones or the rods. The wave develops
through hyperpolarization as an effect of phototrans-
duction cascade (sodium ionic channel closing) in the
different receptors. On the cornea a negative potential
develops, which is deduced from the active electrode.
In the ERG diagram only the negative branch of the
negative wave of the cornea is shown. The rest is su-
perposed through the successive b-wave. The amplitude
of the a-wave is measured from the baseline right at the
beginning of the a-wave amplitude until the maximum
negative amplitude of the a-wave. The peak time is de-
fined as a time from the beginning of the light stimulus
until the maximum of the amplitude. A determination
of the slope of the a-wave is possible by a any light
intensity. With this specific information on the photo-
transduction process can be done.

The b-wave is developed in bipolar cells. Depend-
ing on the light stimulus and the background lighting,
the results of different bipolar cells can be deduced. It is
assumed that – by a scopic answer and a low stimulus
(light flash period < 100 ms) – mainly the on-bipolar
cells of the rods are pictured. A high stimulus adds
the on-bipolar cells of the cones. The extra activated
off-bipolar cells of the cones are mainly not substan-
tial for the answer. When a measurement is done under
photopic conditions the b-wave is shown as a complex
answer of different (on- and off-) bipolar cells and fur-
ther neurons. The b-wave follows the a-wave and is
a positive amplitude. The amplitude of the b-wave is
measured from the maximum negative amplitude of the

Part
B

1
3
.8



256 Part B Functional Diagnostics Devices

a-wave until the maximum positive amplitude of the
b-wave. The peak of the b-wave is defined as the time
from the beginning of the light stimulus until the max-
imum of the amplitude of the b-wave. The ascending
legs of the b-wave have fast oscillating components at-
tached. They are called oscillating potentials. They have
very high frequency (100–160 Hz) and small ampli-
tude. The maximum of these potentials is located in
the inner granular layer and the inner plexiform layer.
The activity of the amacrine cells and the excitation cy-
cle (amacrine cells – bipolar cells and amacrine cells
– ganglion cells) of the inner plexiform layer are sup-
posed to be the cause for the potentials. There is no
uniform definition for the determination of the ampli-
tude of the oscillatory potential. The amplitudes are
measured depending on the certain laboratory either of
a previous negative minimum to the maximum peak
or from a peak of the amplitude to a later minimum.
It is possible to calculate an average of the ampli-
tude. Depending on the laboratory, the evaluation can
be different.

The c-wave is a summation of the cornea posi-
tive hyperpolarization of the retinal pigment epithelium
and the cornea negative hyperpolarization of the Müller
cells as a cause of the decrease of the extracellular
potassium concentration. The measurement should be
accomplished under scotopic conditions and with high
intensity stimuli (light density: 10 s). Difficulties in in-
terpretation and the risk of eyelid artifacts finally made
this a more scientific tool, which is not widely used
in the clinical routine. The scotopic threshold response
(STR) is a cornea negative potential that can be de-
duced from maximum dark adaptation conditions and
from poor light intensities. They should mainly gen-
erate from amacrine cells. However, in clinics this is
not of high relevance. For sufficient interpretation, ev-
ery laboratory should establish its own standard values.
A normal distribution of the values is assumed. Thus,
a median value of 5 and 95% percentile is routinely
used. Consequently, subnormal are values that are out of
this 5–95%-percentile. For further evaluation, the am-
plitudes and the peak time of the scotopic b-wave can
be imaged in a graph in dependence on the intensity.
The amplitude can be described as follows:

V

Vmax
= I

(In +σn)
,

where V stands for the amplitude, I for a stimulus inten-
sity, and σ for stimulus intensity where half maximum
amplitude Vmax is achieved; n is the value for the slope,
this can be equalized with about 1. A loss of photore-

Amplitude
b-waveAmplitude

b-wave

Start of stimulus

a)

Latency
a-wave

Peak time b-wave

Peak time a-wave

Start of stimulus

b)

Fig. 13.6 (a) Evaluation of the different components of the
ERG (amplitudes and peak time of the a and b-waves).
(b) Difference between latency and peak time

ceptors leads to a decrease of the maximum amplitude
(Fig. 13.6).

Examples: For differential diagnosis typical ERG
indication of retinal diseases are listed. Retinitis pig-
mentosa shows a decreasing amplitude and peak time
changes already in an early stage of the disease even be-
fore fundus changes occur. Typically, the scotopic ERG
by maximum light stimulus intensity shows a decrease
of the amplitude and peak time of the a-wave. The same
can be developed by an examination of the cones. With
the aid of the ERG differentiation, depending on hered-
ity pattern and characteristics, the affection and time
course can be judged. In congenital Leber’s amauro-
sis (LCA) there are only rudimentary or no answers of
the receptors. Very often the ERG is pathologic and the
fundus seems to be unremarkable. In cone dystrophy
a rod generating ERG is normal or strongly increased
(amplitudes), whereas the answer of the cone system is
subnormal, or even undetectable. The cone-rod dystro-
phy is marked through an early progressive modification
of the oscillatory potential and the rod dominated ERG.
With morbus Refsum the ERG amplitude reductions are
shown in both receptor types. A peak time elongation
is rare. Even with a normal fundus appearance the A-
betalipoproteinemia mostly shows a strongly affected
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answer of the rod system as compared to that of the cone
system and only rarely a peak time elongation. With the
ERG mucopolysaccharidoses can be classified. The mu-
copolysaccharidoses I-H (M. Pfaundler–Hurler) show
a subnormal to zero ERG for both receptor types with
a stronger affection of the rods. In the mucopolysac-
charidoses I-S (Scheie) a pathological ERG answer of
the cones and rods system is detectable until the third

to fourth life decades. The mucopolysaccharidosis II
(Hunter) shows an ERG modification with an existing
retinopathy. A pigment degeneration with subnormal
answer of the rods and cones system in ERG is detected
in mucopolysaccharidoses III-A (Sanfilippo Type A).

Relevance: In daily routine Ganzfeld ERG is one of
the most important examinations for differential diag-
nosis of retinal diseases.

13.9 Pattern Electroretinography (Pattern ERG, PERG)
Subject: Following constant illumination the electrical
answer of the central retina is measured.

Measurement: The measuring principle is similar to
Ganzfeld ERG. Only active electrodes are qualified for
conduction. This is the only way to image the impulse
patterns. Therefore, gold membranes or DTL electrodes
should be used, and the best close-addition should be
switched before. During the examination the patient
should look at the impulse pattern to avoid lateral eye
movements and artifacts. During the measurement the
signals will be augmentedly AC-linked with a factor
of 10 000. The incoming resistance for the amplifier
should be at least 10 MΩ and the bandpass used should
have a filter of 1–10 Hz. Because this technique has to
handle relatively small answer components with a size
of about 8 μV (maximum), the possibility of answer
averaging (> 150) and automatic artifact suppression
should be given. The latter should eliminate interfer-
ing answers of more than 100 μV. Further processing
occurs automatically through a computer determining
the wanted values with interpolation. The given stim-
ulus should match a checkerboard pattern. The size of
the impulse pattern is standardized. An array should add
up at 0.8◦ and the complete area 10−16◦. The con-
trast between the light and dark arrays should be at
least 80%. The light density for the white stimulating
array should be at least 80 cd/m2 at pale background
lighting. The offered impulses should change with
a frequency of 1–3 Hz (2–6 reverse impulses/s) at
a transient PERG and 8 Hz (16 reverse impulses/s) at
a steady-state PERG. The patient should be examined
at neutral pupil size. For a better fixation a binocular
examination may follow. To exclude falsification of the
revulsion at the worse eye, the better eye should be
covered in the second examination (Fig. 13.7).

Indication: The PERG reflects the activity of the
ganglion cell layer. Diseases of the third neuron such
as glaucoma and ocular hypertension, diabetic retinopa-

thy, optic neuritis, hereditary diseases of the optic nerve,
drusen of the optic nerve, and compressions of the optic
nerve can be diagnosed with the PERG. In combination
with the pVEP diseases of the anterior visual pathway
are evaluated.

Evaluation: Graphical imaging of the PERG results
in a curve along the time axis. The curve includes two
valleys and one peak, which are described as compo-
nents. The first component (= N35) is a valley at 35 ms.
This followed by a peak or positive component (= P50)
at 50 ms. The second negative component (= N95) is
at 95 ms. The components are investigated by using the
following values: peak time and amplitude height. The
amplitude of the N35 component is a deflection of the
baseline until the first negative maximum (valley) of the
N35-component. The amplitude of the P50-component
is measured from the first maximum negative deflection
of the curve (N35) to the highest peak of the curve. If
the N35-component is not determined, an average out of
the values at zero and the values from the beginning of
the P50 component should be taken. The amplitude of
the N95-component is either calculated from the peak of
the P50-component or from the baseline of its own max-
imum negative deflection. The peak time matches the
time period of the stimulus until the particular negative
or positive maximum (N35, P50 and N95). In humans,
the components are most likely generated by both neu-
ronal and nonneuronal structures. The P50-component
is generated by cells of the inner retina layers such as
amacrine cells. The N95-components are mainly gen-
erated by ganglion cells, and the P50-component is
generated mainly anterior the ganglion cells. A small
portion of the ganglion cell layer may also contribute to
the P50-component. The quotient N95 : P50 helps dif-
ferentiate the location of the pathology. A combination
of PERG values and pattern VEP is always reasonable
for differential diagnosis. A pathological P100-latency
in the pattern VEP helps to differentiate between dis-
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Fig. 13.7a–d Multifocal ERG. Physiological findings. (a) Focal ERG answers (trace arrays) calculated from 103 hexag-
onal stimuli in the central 25◦ (b). (c) three-dimensional presentation (scalar product) of the answers shown in (a).
(d) Focal ERG answers presented in five groups around the center (b). The value of the amplitude relates to the plane of
the respective ring groups (nV/deg2)

eases of the optic nerve (with and without ganglion cell
alteration) or retinal diseases.

Cases study: Patients suffering from open-angle-
glaucoma exhibit PERG changes (reduced amplitudes)
before visual field defect can be evaluated. Particu-
larly the N95-component is affected. A compression
of the optic nerve may lead to a decrease of the
N95-component and the quotient N95 : P50. In rare
cases, the P50-component can be reduced. Such a sub-
normal PERG is combined with a bad prognosis for
the visual function. In diabetics a neuronal damage
shown on PERG may occur even before detection of
fundus changes. Such patients show reduced ampli-
tudes, which are more pronounced with progression of
the disease. Patients suffering from diabetic retinopa-
thy who show a progression of the P50-component
alteration are judged as those with bad prognosis.

PERG is qualified for a good differential diagno-
sis in alterations of the ganglion cell layer induced
by macular diseases. Typically, the absolute values
of the P50 and the N95 components are reduced in
macular degeneration; however, the ratio N95 : P50 re-
mains unchanged. In 40% of the cases diseases of
the optic nerve result in alteration of the PERG. In
85% of the cases one may find an unchanged P50-
component and a reduction of the N95-component.
Depending on the stage of the disease, optic neuri-
tis results in a more or less pronounced alteration of
the PERG. In the acute phase (mainly in the second
to the fourth week) a reduction of the amplitude of
the P50-component can be found; this phenomenon is
reversible. Parallel to the recovering P50-component,
a reduction of the N95-component is found; this also
recovers during the first 2–4 weeks. Hereditary at-
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rophies of the optic nerve result in a decreasing
amplitude of the N95-component and a decrease of
the quotient N95 : P50. A subnormal amplitude of the
P50-component is uncommon. Leber’s disease shows
an acute and subclinical stage before visual acuity is re-

duced and a decrease or loss of the N95-component is
detected.

Relevance: PERG represents a good and efficient
instrument for the evaluation of the function of retinal
ganglion cells.

13.10 Multifocal ERG (mfERG)
Subject: The electroretinographical answers from dif-
ferent retinal areas of the central visual field (corre-
sponding to 25◦ isoptere) are recorded. Both the cone
system and the nerve function can be estimated.

Measurement: mfERG is similar to Ganzfeld ERG
and PERG. The active electrodes can be Burian–Allen
contact-len electrodes, or DTL-electrodes. It is impor-
tant that both the fixation and the visual acuity are not
affected by the lens. Like in Ganzfeld ERG and PERG,
a reference electrode is installed at the temporal margin
of the orbit of the ipsilateral site; another electrode is
placed in the middle of the forehead. The signal should
be intensified from 100 000 till 200 000 and filtered
with a bandpass of 10–300 Hz. Afterwards it is dig-
italized with a scanning rate of 16/picture frequency.
From the ERG summation answers at different stimuli
a local ERG answer can be extracted with m-transform-
algorithms. Additional calculation models help to gain
more information on the inner and outer retinal lay-
ers. The stimulation is done via a computer monitor
with a picture frequency of 75 Hz. The stimulation field
consists of close packed hexagonal (61, 103 or 241) ar-
rays. In the center the size of the arrays is about 4.7
times smaller as compared to the periphery. The light
density of each hexagon is modulated independently
of each other according to a pseudo-randomized bi-
nary m-sequence. Within this sequence each hexagon
alternates independently from each other between
black and white. The average light density should be
100–200 cd/m2 for bright and < 1 cd/m2 for dark stim-
ulus elements. The contrast should be at least 90% and
the brightness over the entire monitor field should not
vary more than 15%. The stimulation lasts about 8 min
divided into parts at 60 s. During this time period a light
density change of each hexagon takes place at a value
of 214 times. The measurement should be accomplished
at best possible visual acuity and with dilated pupils.

Indication: mfERG is qualified for the evaluation
and differentiation of macular diseases and is, therefore,
a further means for differential diagnosis of visual acu-
ity alterations and retinal changes of unknown origin.

With the aid of mfERG diseases can be detected even
before morphological signs are seen. This is true for
the following diseases: Morbus Stargardt, other macular
dystrophies, and toxic maculapathies such as chloro-
quine maculopathy.

Evaluation: The graphical imaging of the mfERG
can be done in many ways. The curves of each hexagon
can be imaged individually in the trace array. For
each hexagon a single ERG curve with two negative
maximums (valleys) and a positive maximum (peak)
exists. Here, the first negative maximum is described
as the N1-component, the first positive maximum as
the P1-component, and the second negative peak as the
N2-component. The N1-amplitude is measured from
the baseline to the maximum negative deflection of the
N1-component. The P1-amplitude is measured from the
maximum of the N1-component until the maximum of
the P1-component occurs. The peak time is measured
in analogy to the evaluation of the Ganzfeld ERG –
from the beginning of the stimulus until the particular
maximum of the curve occurs.

For facilitation of evaluation the computer creates
a scalar product from the point product of the local an-
swer and a sample. For the sample, the average focal
answer of a normal population, the normalized averaged
answer of the complete examination, or the area cor-
responding to a hexagon is used. The calculated scalar
products (in rare cases the amplitude of P1) are used
for one, two, or (rarely) three-dimensional pictures. The
sizes of hexagons are chosen that way so that the result
of each hexagon is equal. By the dividing the calculated
scalar answers through the area one obtains the cone
density per hexagon (nV/deg2). In a healthy patient the
three-dimensional mfERG image offers an image that
is pointed in the middle and surrounded by a flat sink-
ing area. The graphical image is a simplification of the
results, which may lead to a misinterpretation. Latency
shifting may lead to a decrease of the scalar product,
which can again change the graphical image.

However, more difficulties occur if the recording is
not done adequately. The automatic evaluation would
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take the measured noise as an answer and would di-
vide this through the different array sizes and lead to
a supposedly pointed mfERG image. Besides that the
three- or two-dimensional evaluations of the results can
also be used for the calculation of answer groups. In this
case, the hexagons are combined in a ring group around
the fixation center. Depending on the instrument, five to
six ring groups are created. The ring groups are num-
bered from 1 to 6 starting from the middle. In the graph
six curves are compared with each other and present
a statistics with receptor density, latency, and amplitude
heights per group. Besides that the mfERG can calculate
a record of the time of change between light and dark.
The different answers are classified in 1. kern (first order
kernel) for the deduction of brightness and 2. kern (sec-
ond order kernel) for the deduction of change between
light and dark. As the first order kernel is considered

as an answer of the outer and middle retinal layers, the
second order kernel is mostly a part of the inner retinal
layers. With extraction an optic-nerve-head-component,
a pure ganglion cell component, can be conserved.

Case study: Depending on the disease, a marred
function of the central retina is expressed differently.
Stargardt’s disease shows amplitude reduction even be-
fore the appearance of morphological changes. Peak
time changes may be found in 10% of advanced stadi-
ums. In contrast, retinitis pigmentosa shows – besides
an amplitude reduction – a distinct extension of the
peak time that accumulates to the periphery. Also car-
rier of an X-chromosomal retinitis pigmentosa can show
amplitude reduction and peak time extension.

Relevance: The mfERG is mostly a clinical tool
(next to fluorescence angiography and high resolution
OCT).

13.11 Electrooculograms (EOG)
Subject: The electrooculogram registers a constant ex-
isting potential on the eye. The origin of the potential
is a transepithelial electrical charge difference that lies
over the pigment epithelium.

Measurement: Silver chloride electrodes or light
polarized electrodes such as the Ganzfeld ERG refer-
ence electrodes are suitable for the measurement. The
electrodes should preferably be fixed very close to the
temporal and medial eye angle. The skin should be
clean and treated beforehand with a conductive paste.
The impedance should be less than 10 kΩ and should
have a frequency between 30 and 200 Hz. For ground-
ing an electrode should be fixed on the forehead. The
deduced signal should be amplified with 5 K. An al-
ternating current amplifier is used to avoid artifacts.
The stimulation is done in analogy to Ganzfeld ERG.
A stimulus light density of 50–100 cd/m2 is recom-
mended. To achieve a better illumination of the retina
the examination should be done with dilated pupils. If
dilation is not possible, it is suggested to use a higher
stimulus illuminating density (400–600 cd/m2). Dur-
ing the measurement smooth horizontal saccades with
the duration of 2–5 s should be evoked; there should be
at least 10 saccades/min. Before the examination illu-
mination of the eye (e.g. ophthalmoscopy) should be
avoided. To start the examination, a 15 min preadap-
tation phase should be maintained. This dark period
follows a light phase. At least 5 min before the begin-
ning of the light phase the patient should start with the

saccades. At the same time the recording of the signals
should start. The examination should not finish before
25 min after the beginning of the light phase. Next to
this standard examination with slow oscillation with
a slow change between dark and light, almost oscilla-
tion is established with faster changes between light and
dark. Here six cycles are done throughout the light and
dark phase (length: 60–80 s each). During this time the
patient has to make horizontal saccades such as slow
oscillation measuring.

Indication: The EOG is a noninvasive method that
gives information on the function of the pigment ep-
ithelium. Therefore, the EOG can give differential
diagnostic information on retinal diseases. It can be
used particularly for an exclusion of pigment epithe-
lium alterations resulting in unspecific visual acuity
reduction. You may differentiate between a vitelliform
Best-maculopathy and an adult vitelliform macular de-
generation.

Evaluation: The deduced signal of the slow oscil-
lation examination gives a rectangular swinging curve
(per one movement of the globe). The voltage difference
between the upper and lower maximum of the wave is
of high interest. After dark adaptation the difference de-
creases until a so called dark valley occurs. For the value
of the dark valley use the lowest voltage difference dur-
ing the dark phase. Normally it can be measured after
11–12 min of darkness. For the determination of the re-
maining potential, the average from the measurement
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of the beginning of the light phase should be used. Af-
ter the illumination, in the first 5 min there is a steep rise
in the voltage difference per bulb movement (passage).
At the end of the increase the light peak is reached.
The relation of the light peak to the dark valley (Ar-
den quotient) is an important estimation scale for the
EOG. Besides this there is a quotient from the light
peak and the rest potential that is always smaller than
the Arden quotient. Latency describes the time from the
beginning of the light phase until the light peak. Next to
the quotient from the light peak and dark valley, the val-
ues of the continuance potential (μV/deg) can be seen.
Like any other electrophysiological examination, the

EOG needs its own standard values for differentiation of
pathological indications. The almost-oscillation exami-
nation gives a voltage difference curve with changing
potential peaks and valleys. Out of the six cycles a peak
and valley average value is established. Out of it a quo-
tient is formed. Additionally, an average latency is
defined. The duration of the latency is called similar
to the slow oscillation examination, the time between
dark valley and light peak. It is possible for incorrect
measurement to develop by head movement. Then by
mistake a small quotient from light and dark values can
develop. Therefore, it is important that the head of the
patient always be in the straight ahead position.

13.12 Adaptometry

Subject: The time that is necessary to recognize a pat-
tern is measured. The identification of the pattern de-
pends on the light intensity. Through modification of the
variables different adaptation times can be calculated.

Indication: Adaptometry is qualified for the diag-
nosis of cone and rod dysfunctions such as cone-rod
dystrophy, retinis pigmentosa, retinis-pigmentosa as-
sociated syndrome, congenital night blindness, fundus
albipunctatus, Oguchi’s diseases, Stargardt’s disease,
and achromatopsia. In addition, inflammatory disorders
such as posterior uveitis, intoxications with chloroquin,
ethambutol, or iron oxide can be detected with the aid
of adaptometry as a reduced retinal function.

Measurement: For the measurement an illuminated
hemisphere like for the EOG and ERG examination is
used. The examination starts in a state of brightest il-
lumination with dilated pupils and with best corrected
visual acuity. The pupil diameter should be documented
before and after the examination. After 5 min adaptation
time, the patient may recognize a focusing screen with
a striped pattern; with the aid of a scanner the patient
can inform the examiner about the identification of the
pattern. The duration until to the signal is registered au-
tomatically. In the following steps the test light intensity
is always reduced after the identification of the pattern
about a constant level (about 1.8 log units). Then an ap-

proach of test light brightness until the odor detection
threshold of the patient is made. If the patient recog-
nizes the striped pattern, the wanted threshold is reached
and the process can be repeated.

Evaluation: The measured values result in a sink-
ing curve of the noticeable light intensity (relative
threshold impulse energy) along the dark adaptation
time. Depending on the wavelength (green or red), the
curve is steep or flat. Normally, the adaptation curve
shows a biphasic progress with a characteristic bend
at the crossing from light to dark. The bend, called
Kohlrausch’s bend, develops typically after 6–7 min;
it marks the end of the function of the cones. From
Kohlrausch’s bend a slope of sensitivity develops just
through the function of the rods. The slope of 3–4 dec-
imal power takes place typically over 30–50 min until
the absolute threshold in the adaptation is reached in the
end. Pathological curves are usually monophasic, be-
cause either the cone’s or the rod’s part is missing in
the curve.

Relevance: Adaptometry demonstrates a sensible
instrument for the detection and progress of retinal dis-
eases. It is used in both clinics as well as practice. Con-
cerning the diagnostical power, adaptometry is inferior
to Ganzfeld ERG because compliance of the patient is
needed and a relative long examination time is required.

13.13 Aberrometry (Wavefront Analysis)
Subject: Measurement of the alteration of retinal imag-
ing quality by higher order refractive errors.

For the quantification of the complete image, the
following terms of definition are accomplished: wave-
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front variance and Strehl ratio. The wavefront variance
quantifies the modification of the entire optics. In the
human eye it is depending on the pupil size. It is calcu-
lated directly from the single wavefront alterations (see
the evaluation). From the wavefront variance (RMS)
the optical quality can be calculated with the Strehl
number (Strehl ratio). This is a value that reflects the
image quality of the optics. It is calculated from the re-
lation between the generated intensity maximum and
the maximal possible intensity of the aberration free
image.

Indication: In refractive surgery aberrometry is sug-
gested to minimize calculation mistakes of higher order.

Principle: Aberrometry can be determined with the
aid of different instruments, such as the Hartmann–
Shack sensor, the Tscherning aberrometer, the ray-
tracing aberrometer, and the spatially resolved refrac-
tometer. The Hartmann–Shack sensor is a widespread
aberrometer that creates a sharp pictured focus point on
the retina. This is reflected from the retinal surface so
that a punctual light source is generated on the retina.
This punctual light source is the origin of the spheri-
cal wavefront that is broken in a bunch of parallel light
rays after the passage through the optics of the eye. With
the aid of micro lenses the bunch is broken as a lot of
small focal points that are pictured with a CCD camera.
If the optic is optimal, the images of the single rays are
located on the picture at a similar distance from each
other. If this is not the case and the pictures differ from
each other, the wavefront difference can be determined
with the aid of the divergence of the reference position
in x- and y-direction through deduction.

The Tscherning aberrometer uses a laser ray that is
divided in many rays with an aperture mask. The part
rays run through the optics in the eye and are projected
on the retina. The resulting pattern on the retina can
be observed with an ophthalmoscope lens. If the optic
is optimal, all points are on the retina at an equal dis-
tance like before the passage in the eye. If this is not
the case, out of the divergence in x- and y-directions
the wavefront difference can be determined like with the
Hartmann–Shack sensor.

With the ray-tracing sensor the eye is examined with
a laser ray parallel to the optical axis. The light ray
is broken by the cornea and the lens and at last hits
the retina. In the case of optimal optics the light rays

meet each other at the same location on the retina. If the
striking positions differ from each other it can be de-
termined with the position-sensing detector. Out of the
dislocation in x- and y-directions the wavefront can be
calculated analogously to the previous process.

The spatially resolved refractometer or Scheiner
aberrometer uses two laser rays. One beam is fixed and
the other is movable. The fixed laser beam processes
through the center of the pupil and the second light ray
is movable on different positions in the pupil. At nonop-
timal optics both rays hit misplaced of each other on the
retina. By adjusting the incoming angle and the incom-
ing position, the course of the ray can be changed in
such a way that the rays combine on the retina. With
the angle and the pupil position the wavefront can be
calculated.

Evaluation: A Strehl number of 1.0 stands for an
aberration-free refraction. In reality this is almost not
possible. Therefore, in practice a physiological optic is
seen as aberration free if the Strehl ratio is greater than
0.8.

The results are shown in dependency of the size of
the pupil. Normally, a pupil diameter of 4 mm is used.
The image is mostly color-coded: red describes a posi-
tive aberration (in μm) and blue a negative aberration.
The colors green and yellow represent an optimal wave-
front. In addition to the complete values, the wavefront
variance can be calculated.

The wavefront variance is also called RMS wave-
front mistake (root mean square wavefront mistake). It
is a radical from the average of the square of the RMS.
For evaluation the values are set in relation to the wave-
length. Afterwards, the optical quality is judged with the
Marechal criterium. The Marechal criterium says that
the optical image is optimal if the relation to the RMS
wavefront mistake to the wave lengths is smaller than
1

14 . If the pupil width of an eye is just as big as the re-
lation of the RMS and the wavelength is 1

14 , there is
a present critical pupil size.

Relevance: Aberrometry has become an important
instrument in refractive corneal surgery. In this field the
demand for visual quality is very high. The aberrome-
try is the last step for evaluating an optical image on the
retina. Navigating wavefront lasik leads to a better vi-
sual acuity as compared to a normal lasik. The numbers
of aberrations of higher order can be reduced.
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13.14 Keratometry

Subject: Keratometry describes the measurement of
the radius of curvature of the cornea in different
meridians.

Examination: With the aid of a cornea-mirror the
image can be examined. Both, the power and the axis
of the central corneal astigmatism are measured. With
the aid of a microscope the projection of the images on
the cornea can be seen. The entry angle can be changed
manually. At an optimum entry angle the two cornea
projections are getting in contact. If the angle is too big
the images are too far apart. If the angle is too small the
images are partly covering each other. The entry angle

is calibrated so that the radius of the curvature can be
calculated or read from the instrument.

Indication: The keratometry is important for the
diagnosis of a keratokonus, for contact lens ad-
justment and the calculation of an intraocular lens
(biometry).

Relevance: Today an automatic determination of
the radius of curvature of the cornea can be achieved
with modern instruments (e.g. automatic refractome-
ter, IOL-Master, corneal topography). Therefore Javal’s
ophthalmoscopic keratometry or the Zeiss bomb be-
came rare tools during the last years.

13.15 Retinoscopy or Skiascopy

Subject: The determination of the refractive state of the
eye by means of a retinoscope. Retinoscopy or skia-
sopy is performed with the patient fixating binocularly
a near object such as a letter, a word, or a pic-
ture mounted on, or held close to, the retinoscope
and wearing the distance correction. No working dis-
tance lens power is subtracted or added to the finding,
since the plane of regard is at the same distance as
the retinoscope. The examination criteria are the ob-
servation of light-shade-phenomena in the patient’s
pupil. Those phenomena develop when the projec-
tion of a light beam on the retina of the patient
occurs.

Measurement: The electric hand-held retinoscope
projects a light-beam into the pupil of the patient.
This results in a red light reflex. The examiner sits
at 50 cm distance in front of the patient with a cor-
recting glass of +2.0 dpt. This is to compensate the
distance and – in the case of emmetropia – to focus
the reflected light to the examination distance. By turn-
ing the skiascope around its vertical axis the examiner
can observe how the light reflex drifts in the pupil.
In hyperopia the light reflex moves in the same direc-
tion, in myopia it moves to the opposite. The examiner

may now change the refraction by applying correc-
tion glasses. If the correct refraction has been reached
the light reflex does not move when the skiascope is
turned. In an emmetropic eye the retina illuminates
very shortly when turning the skiascope. This flash
is called the flicker point. For the determination of
astigmatism, the skiascope must be used horizontally
and vertically with a bar-shaped light source. Alterna-
tively, the retinoscope can be moved to the direction
of the astigmatism axis and then vertically. The dif-
ference between both corrections is calculated. This
describes the cylinder value in the direction of the
astigmatism axis. Single glasses may be replaced by
a bar with integrated glasses at different diopter values.
For fast measurements these retinoscopy bars are very
convenient when examining children. Accommodation
power needs to be eliminated as with other procedures
(cycloplegia).

Relevance: The usage of automated refractometers
(AR) to obtain the refractive power is very popular and
AR have replaced the skiascope almost completely (ex-
cept for children or patients without cooperation). With
the help of skiascopy the refractive status of the eye can
be determined very quickly.

13.16 Ultrasound

Subject: Using ultrasound technology exact one dimen-
sional (A-Scan) or two-dimensional (B-Scan) measure-
ments of the length of the globe, anterior chamber

depth, or corneal thickness can be performed. An ul-
trasound signal is reflected from the boundary layers of
different media. For calculating the distance in mm the
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following formula is used

distance [mm] = velocity of sound [m/s]
× duration [μs/2000] .

The velocity of sound differs depending on the respec-
tive medium. In the vitreous body it is at 1532 m/s, in
silicone oil 984 m/s. The average velocity of sound in
the entire eye system of a phakic eye is at 1550 m/s.

13.16.1 A-Scan Ultrasound,
Ultrasound Biometry

Indication: A-Scan technology is mainly used for the
biometric measurement of the axial length. This has to be
performed before cataract surgery or lens implantation.
Other indications are the measurement of the thickness
and the evaluation of intraocular tumors (if necessary in-
traorbital tumors of the anterior orbita) and the imaging
of the retinal, choroidal detachments, or retinoschisis.

Measurement: An 8 MHz ultrasound probe with
parallel sonic rays is held over the eye surface, which
is covered with gel or water. When using water a cone
is placed over the cornea. The measurement results in
a two-dimensional diagram. On the x-axis the distance
of the ultrasound probe is shown; the y-axis represents
the intensity of the reflected sound. The measurement
is made between two echo peaks that develop at the
boundary of two media. Therefore, for the determina-
tion of the size the difference of the echo peaks is used.
An exact measurement for ocular biometry can be made
by means of the so called section biometries. It is rec-
ommended that the single sections (anterior chamber
depth, thickness of the lens, and distance from the lens
to the retina) be determined separately. A possible er-
ror source in biometry is the age of the patient and the
deformation of the globe. If the patient is younger than
14 years, the growth of the globe must be taken into ac-
count. A staphyloma in a high myopic eye can pretend
a short globe. The cooperation of the patient is very im-
portant. Eye movements may result in falsification of
the axis length values. Therefore, with a subject with-
out cooperation, the investigation should be done under
general anaesthesia.

For the determination of the axial length the average
has to be calculated from 4–5 measurements. In 90%
of the cases the axial length of the partner eye is al-
most equal. If not, the complete measurement procedure
should be repeated.

For the calculation of the intraocular lens the ax-
ial length value, the anterior chamber depth, the ker-
atometry results, or the refractive error and the A-

constant are needed. Many formulas exist for this pur-
pose. They can be divided into two main groups: phys-
ical or geometrical-optical formula that are based on
a theoretical model of the eye and empiric (regression)
formula that are calculated from statistical postsurgical
data. The A-constant depends on the lens that is to be
implanted. It varies depending on the design and mater-
ial. The empirically determined formula are very precise
in eyes with an axial length of 24 mm ± 1 mm. This
matches the majority of the population. With a longer
or shorter axial length it is recommended to use the the-
oretical formula, because in those cases the empirical
formula is mostly not adequate.

Relevance: Ultrasound biometry has become almost
completely replaced by laser interference biometry.
Only in media opacities such as a mature cataracts is ul-
trasound biometry still used to calculate the intraocular
lens.

13.16.2 Ultrasound Pachymetry A-Scan

Intention: The measurement of the corneal thickness.
Corneal pachymetry can be performed as follows:

Measurement of the cornea thickness with ultrasound
(20 MHz probe).

The determination of time that is necessary for the
sound to passage the cornea enables the calculation of
the corneal thickness.

13.16.3 Ultrasound B-Scan

Indication: The B-scan examination is suitable for
a two-dimensional imaging and measurement of reti-
nal or choroidal tumours, choroidal detachments, optic
nerve head and vitreal abnormalities, as well as intrav-
itreal foreign bodies.

Measurement: Similarly to the A-scan examination
the contact surface of the probe is moistened with gel
or water. When examining the anterior chamber a wa-
ter bath should always be used. The graphical image is
a cross-section through the eye or the anterior chamber.
With the help of moveable calipers the diameter of the
structures in the cross-section can be determined in all
directions. After marking the areas of the structures ex-
amined, some instruments can determine certain values
automatically.

Relevance: Because of its high resolution, the easy
handling, lack of side-effects such as x-rays, the low
costs, and the availability, the B-scan ultrasound is an
important method for the for the evaluation and follow-
up of many ocular changes and disorders.
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13.17 Corneal Topography

Subject: The shape of the corneal surface is measured
and imaged.

Measurement: There are different ways to measure
the shape of the cornea. In the following, a short sum-
mary on the placido plate and Astra-Max technique is
given.

The Placido plate imaging is based on a distortion,
or if needed a superposition of light rings projected
on the cornea. Pictorially, the pattern on the cornea is
reminiscent of a bull’s eye.

Rules: The closer the circles, the steeper the cornea,
or the further the circles, the flatter the cornea. The
Placido plate instruments may vary with the principle
of examination. There are two types of instruments that
are either working proximally to the eye (small tar-
get type) or examining it with a certain distance (large
target type). Both instruments have pros and cons.

The small target system need less light and can
examine a bigger area but is sensitive to movements.
Furthermore, depending on the face anatomy, the mea-
surement may be more difficult. The large target system
has opposite characteristics to the small target system.
It needs more lightning, can only examine a relatively
small area of the cornea but is not as sensitive to
movement artifacts. The Astra-Max three-dimensional
topography uses a concentrically oriented polar grid.
The pattern is recorded and automatically worked out
from three different angles. With the three-dimensional
image from geometrical calculation, the flexion of the
cornea over the complete cornea limbus to limbus can
be calculated in better quality.

Indication: Generally speaking, there are two fields
of application for corneal topography. The follow-up
of keratektasia and differential diagnosis as well as
pre- and postsurgical assessment of the cornea follow-
ing refractive surgery. Furthermore, pterygium-induced
astigmatism can be imaged and the indication for
surgery can be validated. Visual acuity alterations of
unknown origin may also be further examined by this
technique. Early or abortive forms of keratoconus can
be identified and quantified.

Evaluation: The results are usually imaged color
coded. If the corneal surface shows no astigmatism in
the center a round or oval area of light-yellow to light-
blue color is shown. By astigmatism a typical hourglass
figure is shown. If the axis of the hour-glass figure is
vertical it is called astigmatism rectus; if the figure is
horizontal it is called astigmatism inversus. In oblique
astigmatism the hour-glass figure is diagonal. If the
hour-glass is distorted this may be judged as an irreg-
ular astigmatism. It can be a precursor of a keratoconus
(lazy-eight) or induced by a scar. Other images that indi-
cate a keratoconus is a pronounced eccentric ectasia that
shows a red color on a green or dark-blue (later stage)
area.

Relevance: Corneal topography is an essential mea-
sure before every refractive procedure. After surgery it
is used to investigate the result. It is, therefore, manda-
tory in every refractive institution. It is also important
for diagnosis and follow-up corneal ectasia in diseases
such as keratoconus and for the investigation of new
therapeutic approaches (cross-linking) (Fig. 13.8).

13.18 The Orbscan

Subject: The shape of both the cornea surface and the
back face as well as the lens surface are measured. In
addition, the following information is collected: ante-
rior chamber depth, topography of the iris surface, pupil
localization and diameter, angle κ, white to white dis-
tance, and the thickness of the cornea.

Measurement: The measurement is made with
a movable chink of light that makes – like a slit
lamp – a cross-section of the anterior eye segment.
The images are made of the chink of light in less
than a second and they are evaluated automatically.
From the values the front and back face of the
cornea can be calculated. This technology gives im-

portant additional information on the anterior eye
segment.

Indication: The orbscan is an ideal instrument espe-
cially for refractive procedures because it enables not
only simple corneal topography but also a topography
of the corneal back face and the lens surface. Moreover,
the orbscan can determine the cornea thickness before
a laser examination.

Evaluation: The evaluation is made in analogy to the
diagnosis of the corneal topography, the pachymetry,
and the imaging of the anterior eye segment.

Relevance: The orbscan instrument is outstanding as
compared to other procedures for corneal examinations
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Fig. 13.8a–e Qualitative patterns in corneal topography according to Bogan et al. [13.1]. (a) Round, (b) oval with slight
hour-glass shape, (c) symmetrical hour-glass shape, (d) asymmetrical hour-glass shape, (e) irregular

because it can provide more information (topography,
pachymetry) in one session. In pachymetry the values

vary at ≈ 23–28 μm as compared to the ultrasound ex-
amination.
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13.19 Scheimpflug Examination

Subject: Imaging and measuring all visible anterior seg-
ment structures with a computer based reconstruction of
20–50 pictures.

Measurement: The measurement is made automati-
cally with a high-resolution camera that rotates around
the eye in less than a second. Afterwards, the images

gained are calculated to a three-dimensional holo-
gram.

Indication: Like the orbscan measurement the
Scheimpflug camera is an ideal instrument for imaging
and measuring different structures and proportions of
the anterior segment.

13.20 Fluorescence Angiography of the Retina (Sodium-Fluorescein)
Subject: The time of the influx and the dispersion of the
coloring in the retinal vessels and the choroid are im-
aged and documented with a specially designed fundus
camera (Fig. 13.9).

Indication: Today fluorescein angiography is the
standard imaging procedure in many retinal and cho-
roidal diseases.

Implementation: For the examination about 500 mg
sodium-fluorescein (10% solution in 5 ml or 5% so-
lution in 10 ml) is given intravenously. Incoming blue
stimulating light (excitation filter: 490 nm) lifts the elec-
trodes of the molecule sodium-fluorescein to a higher
energy level. Once the the electrodes slide back to the
ground state green light (530 nm) is emitted. A yellow-
green band elimination filter prevents a picture of the
reflected blue light. The picture is usually documented
digitally.

Sodium-fluorescein has a relatively low molecular
weight (formula: C20H10O5Na2), the molecule dif-
fuses through Bruch’s membrane and the pores of the
choroidal capillaries. Physiological diffusion barriers
are the large choroidal vessels, the retinal vessels, and
the retinal pigment epithelium.

The injection may lead to local irritations (by ex-
travasations of sodium-fluorescein), illness, vomiting,
syncopes, asthmatic attack (rare). In addition, ana-
phylaxia (very rare) has been described. Thus, an
angiography room should be equipped with the usual
emergency tools.

Evaluation: Phases of the fluorescein angiography.
Fluorescein angiography is a dynamic procedure.

Thus, the temporal process of the angiography is doc-
umented and divided into different phases. It starts at
about 12–25 s (arm-retina-time) after the beginning of
the injection.

• Prearterial phase (filling of the choroid): The fill-
ing of the choroid occurs about 1 s before the filling
of the retinal vessels. It can be observed as a ho-

mogenous background fluorescence. The intensity
negatively correlates with the pigmentation level of
the fundus.• Arterial phase: This starts immediately after the fill-
ing of the choroidal capillaries and ends with the
complete filling of the arteries.• Arteriovenous phase: This is marked by a complete
filling of the arterioles and capillaries and ends with
the beginning of a laminar filling of the veins.• Venous phase: This ends with a complete filling of
the veins and can be divided into an early (arteri-
oles and venules fluoresce at a similar level) and
a late venous phase (obviously less fluorescence of
the arterioles).• Late phase (recirculation phase): A retinal passage
(filtration) has occurred. This results in a distinct
decrease of the fluorescence in healthy subjects.

Hypofluorescence

Hypofluorescence can be either the cause of a blockade
of the regular fluorescence or the result of a filling defect
(less diffusion).

Hyperfluorescence: Hyperfluorescence can be the
result of an intensified background fluorescence follow-
ing a defect of the retinal pigmented epithelium. This
transmission defect develops from focal RPE atrophy
or missing RPE cells with the result of uncovering the
choroidal fluorescence. It is characterized by an early
hyperfluorescence. Its intensity is increasing and then
fades without modification in size or shape. In addition,
hyperfluorescence can occur by extravasation of fluo-
rescein from the choroidal vessels (defect of the outer
blood–retina barrier).

Defects of the retinal vessels or abnormal newly
formed vessels (such as proliferations) can lead to a flu-
orescein leakage. In addition, staining of the tissue can
be the result of dye retention. This occurs in drusen or
scars and can be seen in the late phase of the angiogram.
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a) b)

c) d)

e) f)

Fig. 13.9a–f Fluorescein angiography of a healthy subject. (a) Infrared image; (b) autofluorescence, (c) arterial phase,
(d) early venous phase: laminar venous phase, (e) late venous phase; (f) late phase
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13.21 Fluorescence Angiography of the Retina (Indocyanine Green)
Subject: see Fluorescence angiography

Indication: ICG angiography offers the advantage
of a better visibility of the choroidal vessels, a less in-
tense fluorescence blockade by the retinal pigmented
epithelium and a higher affinity to the choroid vessels.
Therefore, indications are diseases originating from the
choroid such as choroidal neovascularizations (CNV) in
age-related macular degeneration or primary choroidal
diseases (such as disorder of the choroidal circulation)

Implementation: 25–50 mg of the dye are given into
2–4 ml water (for intravenous injection). After the dye
has be soluted the fluid is injected quickly. Thereafter
5 ml physiological sodium-chloride solution should be

injected. With this procedure a sharp coloring front
can be achieved in the early phase. The fluorescence
of ICG conforms about 4% of the sodium-fluorescein.
Thus, very sensitive image detectors are required. ICG
is a water-soluable tricarbocyanin dye. 98% of the ICG
are bound to plasma proteins. It is not metabolized but
elimated via the liver and biliary tract. It is relatively
secure and has only few side effects (the mortality rate
as a result of the application of the ICG is 1 : 333 333
as compared to 1 : 222 000 for fluorescein angiogra-
phy). The most seen side effects are sickness (2.9%),
vomiting, flushing, itching, rash, dyspnoea, and syncope
(0.2%).

13.22 Visual Field Measurement (Perimetry)
General remarks: The visual field describes the area that
can be noticed with the eye without moving it. It em-
braces the complete field of view from the center to the
outer border. One may differentiate between the monoc-
ular and binocular visual field. Moreover, the visual
field depends on adaptation as well as the size and the
brightness of the observed object. In elderly subjects the
size of the visual field decreases as a result of a normal
aging process. For colors the visual field is smaller than
for white light. Objects that are located at the edge of the
field may, therefore, not be noticed as being colored.

Measurement: In all examinations the patient has to
fixate a certain point and is not allowed to move his
eyes. The examination must be performed separately on
both sides (one eye must be covered). The automatic
static perimetry is the method of visual field measure-
ment that is used the most. At the static perimetry the
patient sits in front of the perimeter in which randomly
blinking light points are shown. The subject under ex-
amination fixates a light in the middle of the display.
He/she should press a button whenever a light is shown
in the surroundings. If the button is not pressed, the light
intensity will be increased automatically and the point
will be re-tested. This will be repeated to a certain in-
tensity; if there is no answer a defect will be recorded.
A subtype of the automatic perimetry is the so called
blue-yellow perimetry. Here, the patient is presented
a blue light in a yellowish illuminated hemisphere. It
is especially sensitive to early visual field alterations.

The kinetic (Goldmann’s) perimetry is the oldest
method for visual field testing. Here, the person be-

ing tested sits in front of a hemisphere, very rarely in
front of a flat test display. Light dots move from out-
ward to inward (into the visual field). The moments at
which the points are recognized are recorded. This test
is done manually. For this examination light point at dif-
ferent (defined) brightness and size are used. Perception
thresholds are measured, they are called isopteres. For
the imaging of the blind spot one may start at 15◦ para-
centrally and then move outwards to the margins of the
blind spot. A detailed routine examination with Gold-
mann’s perimeter should proof the outer edges with the
following marks (spot sizes and intensities in chronol-
ogy as indicated): V/4, I/4, I/3, I/2, and I/1. The blind
spot is mostly proofed with the mark I/4. The determina-
tion of the outer margins is done with mark III/4 or V/4.

Finger perimetry (confrontation test, parallel try,
comparison perimetry) is the most simple and fastest
way to examine the visual field. The examiner and pa-
tient sit at distance of about 50 cm facing each other.
Both cover one of their eyes with the hand so that the
particular facing eye is fixed. Using the other hand the
examiner moves the object (a pen) into the visual field.
This is done out of every direction. The patient indi-
cates when he sees the pen and the doctor can compare
this with his own perception. Especially the outer bor-
ders and sideways deficiencies can be determined with
this test. The test is fast and can be done at the bedside
(Fig. 13.10).

Indication: Different diseases of the eye or the brain
such as glaucoma or perfusion disorders (stroke) may
affect the visual field. Defects of the visual field are de-
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termined by means of perimetry. The result is further
compared to a standard result.

The blue-yellow perimetry is more sensitive than
the automatic standard perimetry. Thus, this procedure
allows the identification of early visual field defects
such as early stages of glaucoma. For older patients the
blue-yellow perimetry is not recommended. As a result
of age-related lens opacification, the respective wave-
lengths are filtered. Therefore, blue-yellow perimetry is
used for early diagnosis in younger patients suffering
from ocular hypertension.

Fig. 13.10 Physiological visual field
of the right eye

Evaluation: To judge if the visual field of the pa-
tient is normal or abnormal the results are compared to
standard values of healthy persons. These are the visual
field margins for the left eye for a white light stimulus:
upper margin 50◦, nasally 60◦, lower margin 70◦, tem-
porally 95◦. Usually the blind spot is located temporally
between 10 and 20◦. Depending on the examination (ki-
netic or static), the outer margin may vary because of the
threshold of perception (higher for moved light sources
as compared to static lighting). When doing a perime-
try it is strongly recommended to always examine both
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eyes (separately). This ensures that central (brain) dam-
age can be differentiated from local (eye) damage. In
some rare cases, the binocular visual field is measured.
The results of the automatic perimetry can be imaged
in different ways: look-up table, difference table, defect
depth, gray scale, or shades of gray. A look-up table is
a point by point printout of the threshold in decibel. The
difference table is a point by point printout of the alge-
braic difference between the actual measured threshold
and the expected or age-corrected normal values. Differ-

ences of 4 dB or less are printed normally as a symbol.
Differences of 4–9 dB are marked as a small defect, of
10–19 dB as a moderate defect, and of 20 dB or greater
as a deep defect. The gray scale or shade of gray is
a graphical image of the measured thresholds. The com-
plete area of the available test stimulus is divided into
9–10 intervals and each area matches a shade of gray
according to a scale. Light gray tones are physiological,
dark gray and black tones (exception: the blind spot) are
considered pathological.

13.23 Exophthalmometry

Subject: Exophthalmometry measures the protrusion of
the globe.

Measurement: Different instruments can be used –
the exophthalmometer by Mutch, by Luede, and by Her-
tel. Hertel’s exophthalmometer is the tool that is mainly
used. Two movable connecting pieces touch the lateral
orbital margins. The distance between the two connect-
ing pieces is used as the base (basis line). The next step
is that the examiner reads the position of the corneal
apices with the deflections mirror inside the connecting
pieces.

Indication: The Hertel exophthalmometer is a sim-
ple and correct method for the diagnosis of a retrobulbar

mass. Exophthalmometry is part of the basic examina-
tion procedures in endocrine orbitopathy.

Evaluation: For a follow-up the same basis is
used. The distance between the orbital margins and
the apex of the cornea is 18–24 mm (European sub-
jects). A difference of more than 2 mm between the
two eyes or more than 24 mm is considered patho-
logical. A possible source of error might be a face
asymmetry.

Relevance: A simple method to quantify the eye
position by suspicion of protrusion of the globe.
This method is a standard procedure in ophthal-
mology.
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Functional Fo14. Functional Force Assessment of Skeletal Muscles

Paul A. Iaizzo, William K. Durfee

Measurements of muscle function and strength are

essential components of many clinical neurologi-

cal or physical exams, and they are important for

monitoring physiological function in various ani-

mal research studies. Evaluation of muscle strength

is necessary for differential diagnosis, to deter-

mine the presence of disability, to plan potential

treatments, and/or to track the effectiveness of

treatments. As outcomes-based medical practice

becomes more prevalent, the need for quantitative

outcomes assessment of muscle strength becomes

even more critical. Several assessment techniques

and tools are currently available, but most re-

quire a cognitively cooperative subject. Manual

muscle testing is the most widely used method

to assess muscle function, however its reliability

and accuracy are variable. When greater accu-

racy is needed, instruments that provide precise

readouts of resistive forces can be employed, for

example, hand dynamometers, pinch grips, and
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computer-controlled dynamometers. Stimulated

muscle force assessment is an alternative and

versatile approach for quantitative involuntary

muscle torque.

14.1 The Need for Skeletal Muscle Force Assessment

There is a growing need in clinical medicine to vali-
date the quantitative outcomes of an applied therapy. In
addition, the measurement of muscle function is an es-
sential component of most neurological and/or physical
exams. In general, muscle strength is often correlated to
function, potential work productivity, and/or quality of
life. Muscle function becomes reduced as we age, when
associated with a skeletal impairment, and as a sec-
ondary consequence of many disease processes, i. e.,
stroke, nerve compression, or demyelination. Therefore,
assessing muscle function is an important clinical skill
that is routinely used by neurologists, orthopedists, gen-
eral practitioners, anesthesiologists, and occupational
and physical therapists. Furthermore, the evaluation of
strength is used for differential diagnosis, to determine

if an impairment or disability is present, to decide if
a patient qualifies for treatment, and/or to track the rel-
ative effectiveness of a given treatment.

In a research setting, careful assessment of muscle
function is often required to further our understanding
of the normal or potentially impaired neuromuscular
system. In such experiments, muscle forces can be as-
sessed at the intact individual level (in vivo), in chronic
and acute animal models (in situ), within isolated mus-
cle strips or even within single myofibrils (in vitro),
and at the molecular/biochemical level. In this chapter,
only whole muscle testing (in vivo and in situ) will be
discussed.

There are several components of muscle perfor-
mance. The American Physical Therapy Association
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uses various definitions to explain the characteristics
of muscle function. Muscle performance is the capac-
ity of a muscle to do work, and muscle strength is the
force exerted by a muscle or group of muscles to over-
come a resistance in one maximal effort. Instantaneous
muscle power is the mechanical power produced by the
muscle relative to time (muscle force times muscle ve-
locity), and muscle endurance is the ability to contract
a muscle repeatedly over time [14.1]. Of these per-
formance indicators, muscle strength is the one most
commonly measured when assessing the muscle func-
tion of intact humans.

In assessing muscle strength, the conditions under
which the muscle contracts must be specified so that
the muscle test data can be interpreted properly. The
following conditions are relevant:

• Isometric contraction – the muscle contracts while
at a fixed length.• Isotonic contraction – the muscle contracts while
working against a fixed load, for example, a hanging
weight.• Isokinetic contraction – the muscle contracts while
moving at a constant velocity; generally, isoki-
netic contractions are only possible with the limb
strapped into a special machine that imposes the
constant velocity condition.• Concentric contraction – the muscle contracts
against a load that is less than the force produced
by the muscle so that the muscle shortens while
contracting.• Eccentric contraction – the muscle contracts against
a load that is greater than the force produced by the
muscle so that the muscle lengthens while contract-
ing.

Isometric muscle tests are the most common, as they
are the simplest to perform and reproduce and, because
the test conditions are well defined, they are the most
appropriate for comparing results within a population.
Two considerations are important when testing muscle
under isometric conditions. First, because muscle force
varies with muscle length, the length of the muscle must
be specified when planning and reporting a muscle test.
The manual muscle test has strict and well-defined rules
for the subject’s posture and joint positions that must be
followed if one is to make clinical decisions based on
the test [14.2].

Second, isometric muscle tests of intact human mus-
cle are conducted either with the limb held in a fixed
position by the examiner or with the limb fixed to

a brace or jig (Sect. 14.4). While these methods hold
the limb in a fixed position, the muscle will not be
strictly isometric because of tendon stretch. The mis-
match between limb condition and muscle condition
only causes problems when trying to infer details about
muscle dynamics such as rise time or contraction speed
from externally measured forces. Even if the whole
muscle could be fixed at proximal and distal ends,
during a twitch, the distance between z-lines in the
myofibril will shorten, which means the sarcomeres
are shortening due to internal muscle elasticity. This
is why the length tension and dynamic properties of
whole muscle deviate somewhat from those of the iso-
lated sarcomere [14.3]. Nevertheless, length tension
or ankle-angle/isometric-torque analyses can be done
in vivo [14.4, 5].

Testing of intact human muscle requires that mus-
cle output be measured external to the body and, as
a result, muscle force is never measured directly. As
shown in Fig. 14.1, muscles wrap around joints and at-
tach to limbs at the proximal and distal ends. There is
a kinematic relationship between the measured force
and the actual muscle force that depends on the de-
tails of muscle attachment and varies with joint angle.
To solve the kinematic relationship, one needs infor-
mation about muscle attachment location, the geometry
of the joint, and the joint angle. Such information can
be readily obtained from a magnetic resonance imag-
ing (MRI) scan, or a more generic geometry can be

Quadricep
muscles
(at rest)

Patella
(knee cap)

Patellar
tendon

Tibia
(shin bone)

Quadricep
muscles
(contracted)

Fig. 14.1 Muscles wrap around joints. Muscle force is re-
lated to external force produced by a limb through skeletal
geometry of joints and attachment points (Source: Medical
Internet Solutions, http://aclsolutions.com/)
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assumed through dimensions gathered from cadaver
studies [14.6, 7].

While often reported as a force, external testing of
muscles more correctly should be reported as a torque.
Figure 14.2 illustrates how force varies with location of
the resistive load along the limb, while torque does not.
Reporting muscle strength as torque about a joint elim-
inates this difficulty. If force is reported, the distance
between the joint and the resistive load point should be
measured to permit conversion to torque.

External measurement of torque about a limb joint
means that all of the forces acting on that joint are meas-
ured, and that the contribution of the muscle or muscle
group under study cannot be easily separated out. In
other words, there are confounding forces generated
by synergistic muscles; for example, when testing foot
plantar flexion to determine gastrocnemius strength, the
soleus may also be contributing to the measured torque
about the ankle. Yet another complicating factor may be
undesired activations of antagonist muscles. One exam-

T=Torque=4

Force

1 2

L=2 L=4

Force

Fig. 14.2 A torque of 4 is produced about a joint. It takes
an opposing force of 2 to balance the torque if the oppos-
ing force is applied at arrow 1. If the opposing force is
applied at arrow 2, it only takes a force of 1 to balance the
torque. Thus, the perceived torque, and therefore the scor-
ing of muscle strength, depends on where along the limb
the examiner places his or her hand

ple is when you flex your arm muscles. In general, the
resulting torque from the biceps and triceps are in bal-
ance, the arm does not move, and no external torque will
be measured even though the muscles are contracting
actively.

14.2 Manual Muscle Strength Testing

The simplest and most common method of assessing
muscle strength is the manual muscle test (MMT). Man-
ual muscle testing is a procedure for evaluating strength
and function of an individual muscle or a muscle group
in which the patient voluntarily contracts the muscle
against gravity load or manual resistance [14.2, 8]. It is
quick, efficient, and easy to learn; however, it requires
total cooperation from the patient and learned response
levels by the assessor.

The procedures for conducting the MMT have been
standardized to assure, as much as possible, that results
from the test will be reliable [14.2, 8, 9]. The specific
muscle or muscle group must be determined, and the
examiner must be aware of, and control for, common
substitution patterns where the patient voluntarily or in-
voluntarily uses a different muscle to compensate for
a weak muscle being tested.

To conduct a MMT, the patient is positioned in
a posture appropriate for the muscle being tested, which
generally entails isolating the muscle and positioning
so that the muscle works against gravity (Fig. 14.3).
The body part proximal to the joint acted on by the
muscle is stabilized. A screening test is performed by
asking the patient to move the body part through the
full available range of motion (ROM). The main test is
then performed either unloaded, against a gravity load,

or against manual resistance, and a grade is assigned to
indicate muscle strength.

Manual grading of muscle strength is based on pal-
pation or observation of muscle contraction, ability to
move the limb through its available ROM against or
without gravity, and ability to move the limb through its
ROM against manual resistance by the examiner. Man-
ual resistance is applied by the examiner using one hand
with the other hand stabilizing the joint. Exact locations
for applying resistive force are specified and must be
followed exactly to obtain accurate MMT results [14.2].
A slow, repeatable velocity is used to take the limb

Fig. 14.3 Manual muscle test of the iliopsoas (Source:
Spokane Falls Community College, Spokane)
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Table 14.1 Manual muscle test scores

Score Description

0 No palpable or observable muscle contraction

1 Palpable or observable contraction, but no motion

1+ Moves limb without gravity loading
less than one half available ROM

2− Moves without gravity loading
more than one half ROM

2 Moves without gravity loading over the full ROM

2+ Moves against gravity less than one half ROM

3− Moves against gravity greater than one half ROM

3 Moves against gravity over the full ROM

3+ Moves against gravity and moderate resistance
less than one half ROM

4− Moves against gravity and moderate resistance
more than one half ROM

4 Moves against gravity and moderate resistance
over the full ROM

5 Moves against gravity and maximal resistance
over the full ROM

Table 14.2 Grading of isometric manual muscle test

Score Description

3 Maintains position against gravity

3+ Maintains position against gravity
and minimal resistance

4− Maintains position against gravity
and less than moderate resistance

4 Maintains position against gravity
and moderate resistance

5 Maintains position against gravity
and maximal resistance

through its ROM, applying a resistive force just under
the force that stops motion. The instructions to patients
are to use all of their strength to move the limb as far as
possible against the resistance. For weaker muscles that
can move the limb but not against gravity, the patient is
repositioned so that the motion is done in the horizontal
plane with no gravity.

MMT grades are assigned on a 0 to 5 scale with
+/− modifiers: 1 = trace score, 2 = poor, 3 = fair,
4 = good, 5 = normal (Table 14.1). Grades above 1
demonstrate motion, and grades above 3 are against
manual resistance. Other comparable scoring scales ex-
ist [14.7].

A common alternative to motion-based MMT is the
isometric MMT in which the limb is held in a fixed
position while the examiner gradually applies an in-

creasing resistance force. The instructions to the patient
are, Don’t let me move you. The amount of force it takes
to break the patient is used to assign a score. Scoring
norms for isometric MMT are provided in Table 14.2.
Because isometric MMT always involves a resistance,
scores start at 3.

The assignment of scores is based on clinical judg-
ment and the experience of the examiner. The amount
of resistance applied by the examiner is also based on
clinical experience and is adjusted to match the mus-
cle being tested as well as the patient’s age, gender, and
body type. A major advantage of the MMT, as opposed
to almost any other method, is that it can be adapted to
measure the force in almost any muscle including fa-
cial muscles, tongue movements, and all of the intrinsic
muscles in the hand.

While the MMT is the most widely used method to
assess muscle function, its reliability and accuracy are
questionable [14.10,11]. MMT scores are least accurate
for higher force levels [14.10, 12, 13]. Interrater relia-
bility for MMT is not high, suggesting that the same
examiner should perform multiple tests on one subject
or across subjects [14.2]. MMT scores do correlate well
with results from handheld dynamometers [14.14], im-
plying that both are valid measures of muscle strength.
However, as explained in Sect. 14.4, all tests based on
voluntary activation of a muscle are prone to artifacts
because of patient motivation and examiner encour-
agement. An additional limitation of MMT is that the
scoring scale is nonlinear, making it challenging to
apply longitudinally in a given patient to follow dis-
ease progression or treatment response; for example, the
change in absolute muscle force between MMT scores 0
and 1 is much less than the force change between scores
3 and 4.

14.2.1 Apparatus

The appeal of the MMT is that it can be performed
simply with the patient, the examiner, and a bench or
table. This makes it ideal for the routine clinical en-
vironment, where specialized equipment is unavailable
and time is short. It is also well suited for situations in
which testing must be performed away from the clinic,
for example, in nursing homes, rural areas, or remote
emergency settings.

When greater accuracy of results is needed, instru-
ments are available that provide precise readouts of the
resistive force the muscle works against [14.15]. One
example is a handheld dynamometer such as the one
shown in Fig. 14.4. This instrument is sandwiched be-
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Fig. 14.4 Handheld dynamometer.
Pictured is the Lafayette MMT Sys-
tem (Lafayette Instrument Company,
Lafayette)

tween the examiner’s hand and the patient’s limb, and
provides a readout of force. The interrater reliability
for handheld dynamometers is good when used with
a standard procedure [14.16–18], as is the test–retest
reliability [14.14]. While the electronic dynamometer
delivers a quantitative force reading, standards relat-
ing force in Newtons to the 1–5 scoring of a MMT
have not been developed because the dynamometer does

a) b)

Fig. 14.5a,b The Jamar Hand Dynamometer (a) (NexGen
Ergonomics, Canada) and the B&L Pinch Gauge (b) (B&L
Engineering, Tustin)

Fig. 14.6 Biodex dynamometer for
computer-controlled muscle testing
(Biodex Medical Systems, Shirley)

not take the size and build of the subject into account,
an important, albeit subjective, part of assigning MMT
scores.

Other products have been developed for specific
tests of muscle strength, for example, the hand dy-
namometer and pinch grip devices shown in Fig. 14.5.
These are easy to use and common for diagnostic tests
of the hand. Despite their quantitative nature, readings
between different types and brands of dynamometers
can vary [14.19, 20]. Computer-controlled dynamome-
ters offer a variety of loading conditions for muscle
testing and for strengthening treatments [14.21, 22]
(Fig. 14.6). Along with isometric and isotonic loading,
dynamometer machines provide isokinetic conditions
in which the muscle group acts against a computer-
controlled resistance that moves the limb at a constant
angular velocity. While these and other quantitative in-
struments provide accurate readings of muscle force,
they are rarely found in the clinic because, for most
clinical purposes, the MMT is sufficiently accurate to
monitor muscle strength, is fast and easy to administer,
and requires no equipment.
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14.3 Advanced Muscle Assessment Methods

14.3.1 Measuring Muscle Dynamics

Muscle is a complex actuator whose external properties
of force and motion result from the action of thousands
of muscle fibers which, in turn, result from the action of
millions of structural and active proteins whose inter-
action is triggered by biochemical events. While most
muscle testing focuses on the overall strength of a mus-
cle or muscle group, more sophisticated assessment can
be useful for in-depth examination of muscle function,
including its dynamic, kinematic, and fatigue proper-
ties.

The approach used to measure muscle function
in more detail generally involves developing a math-
ematical model of muscle activity and then using
experiments to identify the parameters of the model.

Contractile
element

(CE)

Parallel
element

(PE)

Series
element

(SE)

Fig. 14.7 Hill muscle model. The contractile element (CE)
contains the active element with dynamics, force–velocity,
and force–length properties. The series element (SE) is the
inherent internal elastic element, and the parallel element
(PE) represents passive connective tissue

u
Activation dynamics

(2nd order)

CE force–length

Force

Passive element

Fscale

Active element

CE force–velocity

PE force–length

PE force–velocity

X

V

X

V

X

IRC

∑

∑

Fig. 14.8 A model that can
be used for muscle prop-
erty identification. The
active element has recruit-
ment and twitch dynamics
which multiplicatively
combine with active force–
length and force–velocity
properties and sum with
passive force–length and
force–velocity properties to
produce overall muscle force
(after [14.23,24]). IRC – iso-
metric recruitment curve; CE
– contractile element; PE –
parallel element

Overviews of these methods are provided in Zajac
and Winters [14.25], Durfee [14.23], Zahalak [14.26],
Crago [14.27], and Kearney and Kirsch [14.28]. The
modeler must first choose the appropriate complexity
of the mathematical model. The optimum choice is
a model that is sufficiently complex to reveal the be-
havior of interest, but not so complex that parameters
cannot be identified. Generally, Hill-type input–output
models [14.29, 30] are a good balance, as they capture
key force–velocity, force–length, and activation dynam-
ics at a whole-muscle level (Fig. 14.7).

Model parameters can be identified one at a time,
using the approach followed by Hill [14.29], or all
at once using modern system identification tech-
niques [14.23, 28]. Electrical activation of the muscle
is a particularly convenient means for excitation be-
cause, unlike voluntary activation, there is control over
the input, an essential component for an effective
system identification method. Testing can be done un-
der isometric conditions for determining recruitment
and twitch dynamic characteristics, or under arbitrary
loading to find active and passive force–length and
force–velocity properties.

Identification of muscle properties is most easily
accomplished using isolated muscle in acute animal
model studies. Here the muscle is unencumbered by
joint attachments and extraneous passive tissue. Mus-
cle tendon can be directly attached to a force sensor and
placed in a computer-controlled servo mechanism to ap-
ply known length and velocity trajectories, all while
being stimulated; for example, the isometric recruit-
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ment curve, the relationship between muscle force, and
stimulus strength can be identified using either point-
at-a-time or swept-amplitude methods, the latter being
efficient in implementation [14.31]. Using the model
shown in Fig. 14.8, active and passive force–length
and force–velocity properties can be estimated using
brief bouts of controlled, random length perturbations,
and then verified through additional trials where both
stimulation and length are varied randomly [14.23, 24]
(Fig. 14.9). Simultaneous identification of active and
passive muscle properties for intact human muscles is
more challenging and represents an ongoing area of
research [14.28].

14.3.2 Electromyogram

Contracting skeletal muscle emits an electrical sig-
nal, the electromyogram (EMG). Electrical recording of
the EMG using needle or surface electrodes is an im-
portant diagnostic indicator used in clinical neurology
to diagnose neuromuscular disorders including periph-
eral neuropathies, neuromuscular junction diseases, and
muscular dystrophies. EMG is also used in research
studies as an estimator of muscle activity for biome-
chanics and motor control experiments. The reader is
referred to Merletti and Parker [14.32] and Basmajian
and DeLuca [14.33] for a comprehensive discussion of
surface and needle EMG used in research applications,
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Fig. 14.9 Results from an isolated muscle experiment where mus-
cle active and passive properties were identified, then the resulting
model was verified against experiment data. Data were generated
while the muscle underwent simultaneous, random, computer-
controlled stimulation and length perturbations (after [14.24])

and to Preston and Shapiro [14.34], Kimura [14.35],
and Gnatz [14.36] for an introduction to clinical EMG.
EMG assessment is limited because it is only an indirect
indicator of muscle force.

14.4 Stimulated Muscle Force Assessment

Most devices used clinically to quantify muscle force
and increase objectivity rely on voluntary effort, which
can be problematic. Pain, corticospinal tract lesions,
systemic illness, and inconsistent motivation can sig-
nificantly affect voluntarily activated muscle force.
In addition, some very weak patients are unable to
complete a full range of motion in voluntary force as-
sessment tasks [14.37, 38]; for example, monitoring
muscle function in patients confined to the intensive
care unit is a challenge. Often such patients are on po-
tent pain medications (e.g., morphine) and are sedated,
and may have significant alterations in level of con-
sciousness due to underlying critical illnesses [14.39,
40]. Thus, it can be extremely difficult to ask these pa-
tients to provide reproducible voluntary efforts. Even
when cooperation is good, the standard measures of
force assessment are qualitative. The alternative is to
stimulate their muscles to contract without voluntary
input.

Stimulated muscle force assessment is a versatile
approach for quantitative involuntary muscle torque in
humans. A muscle is activated by noninvasive nerve or
motor point stimulation. A rigid apparatus is used to
secure the appropriate portion of the subject’s body in
a predetermined position which confines movement to
a specific direction, e.g., ankle dorsiflexion, thumb ad-
duction, arm flexion, or neck flexion [14.3, 5, 41, 42]
(Figs. 14.10 and 14.11). The innervating nerves or mo-
tor points of the muscle are stimulated using surface
electrodes, with either a single stimulus to generate
a twitch contraction or with short trains of stimuli (e.g.,
with 5 ms interpulse intervals) to produce tetanic con-
tractions [14.4, 5]. Strain gauges are used to measure
isometric torque and, via acquisition software, all data
are displayed and online analyses are performed. Var-
ious parameters of the isometric contractions can be
calculated including time between stimulus and torque
onset, peak rate of torque development, time to peak
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Fig. 14.10 Muscle force assessment system to determine
involuntary isometric torque of the human dorsiflexor
muscle. It comprises the following main components:
(1) a stabilizing frame with knee supports, (2) the torque
plate with mounted boot to fix the foot which can be ro-
tated between −40◦ and 40◦, (3) a Wheatstone bridge
strain gauge system that detects the evoked torque (not
shown), (4) a stimulator/amplifier unit that can supply vari-
able stimulus pulse amplitudes and pulse durations and can
amplify the voltage changes from the Wheatstone bridge,
and (5) a computer with data acquisition hardware and soft-
ware for recording, analyzing, and displaying all signals
(after [14.40])

torque, half-relaxation time, and others (Fig. 14.12, Ta-
ble 14.3).

Such information is predicted to correlate with un-
derlying physiological conditions and/or the presence
of a myopathic or neuropathic disorder. The average
torque generated by healthy control subjects varies

Table 14.3 Contractile parameters calculated from stimulated muscle force assessment

Parameter Units Definition

Peak torque N m Maximum amount of torque developed

Contraction time s Time from onset of torque to time of peak torque

Half-relaxation time s Time from peak torque to time when torque decays to half of peak torque

Peak rate of development N m/s Maximum rate of torque development

Peak rate of decay N m/s Maximum rate of torque decay

Time to peak development s Time from onset of torque to the peak rate of development

Time to peak decay s Time from peak rate of development to peak rate of decay

Half maximal duration s Time when the generated torque is maintained at a level of half of the peak torque

Latency to onset s Time from the stimulus to the onset of torque development

by less than 5% with repeated testing for contrac-
tions elicited from the muscle groups studied [14.5, 41,
42]. This assessment approach has utility in a num-
ber of research arenas, both clinical and nonclinical.
Specifically, it has added clinical value in diagnos-
ing neuromuscular disorders, tracking weakness due to
disease progression, and quantitatively evaluating the
efficacy of a therapy [14.38, 43–47]. Compared with
MMT assessment methods, measuring isometric muscle
torque generated by stimulation is quantitatively objec-
tive and reliable, and increases the types of patients that
can be studied, including those under sedation [14.40]
(Fig. 14.10). Stimulated muscle force assessment is par-
ticularly useful when studying patients with a known
genetic disorder, because it can provide important infor-
mation about genotype–phenotype associations [14.38].

The general configuration of the measurement sys-
tem consists of the following main components:

1. A stabilizing device that holds the subject’s limb in
a defined position

2. A force transducer that detects the evoked torque
produced by a specific muscle group

3. Hardware devices for nerve stimulation, signal am-
plification, and signal conditioning

4. A computer for stimulus delivery
5. Data acquisition software for recording, analyzing,

and displaying signals (Figs. 14.10–14.13).

The stabilizing device system used in most of our
previously published reports to study the ankle dor-
siflexors is a modification of a previously described
apparatus [14.4]. This device can be configured to main-
tain the subject’s leg in a stable position while allowing
access for stimulation of the common peroneal nerve
lateral to the fibular head (Fig. 14.11a). The torque
about the ankle joint, produced by the dorsiflexor mus-
cles (i. e., primarily generated by the tibialis anterior
with contributions from the peroneus tertius and exten-
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a) b)

c) d)

Fig. 14.11a–d Various
applications of stimulated
muscle force assessment:
(a) dorsiflexor muscles
in a seated individual
with stimulation of the
common peroneal nerve
lateral to the fibular head,
(b) adductor pollicis mus-
cle following ulnar nerve
stimulation, (c) activated
biceps force with mo-
tor point stimulation,
and (d) head stabiliz-
ing/force system to study
sternocleidomastoid mus-
cle function following
motor point stimulation
(after [14.5, 41, 42])

a) b)

Fig. 14.12a,b Prototypes of the next-generation dorsiflexor
stimulated muscle force assessment systems

sor digitorum muscles), is then measured. One or two
padded, adjustable clamps are used to maintain stabil-
ity of the leg (knee slightly flexed in supine position
or flexed at 90◦ while seated). Modified inline skate
boots of varying sizes are affixed to the torque plate
and adapted for either the right or left foot. The foot
and ankle can be rotated within a 40◦ range while se-
cured in the skate boot. The device can also be used
for subjects in supine position, in which case the sup-
port frame is secured to the upper leg proximal to the
knee (Fig. 14.10) [14.40,46]. More recently, our labora-
tories have initiated redesigns of these devices to make
them smaller, lighter, easier to position on a given sub-
ject, and have an easier user interface to the computer
and data acquisition control system (Fig. 14.12).
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Fig. 14.13 An example of a typical data display available to the investigator during subsequent offline analyses. Graph-
ically displayed are the muscle torque waveform and the stimulus administered (a double pulse with a 5 ms interpulse
interval). Numerically displayed are various contractile parameters. Time 0 is the time of stimulation. The red line in-
dicates the time when half of the peak torque has been generated. The display shown is the torque generated by the
dorsiflexor muscles of a normal, healthy subject

A stabilizing apparatus for the arm and hand, used
to measure muscle torque of the adductor pollicis, can
be attached to the main stabilizing frame (Fig. 14.11b).
Using straps, the forearm can be secured to the arm sta-
bilizing unit, which can be adjusted for varying arm
lengths. The digits (2–5) are placed in the hand well,
and the thumb is secured to the constructed thumb bar
attached to the torque plate. Shown in Fig. 14.11c is
the configuration which is used to record force gen-
erated by the biceps muscle. This approach can also
measure forces in the sternocleidomastoid muscle in
the anterior neck [14.42], which can be used to study
the effect of therapy in patients with cervical dysto-
nia. As for the aforementioned muscles, force can be
produced by peripheral nerve stimulation or by vol-
untary effort. In addition, motor point stimulation of
the muscle itself with large surface electrodes has been
employed [14.41]. The force of the isometric muscle

contraction is obtained as change in torque applied to
the instrument torque plate.

Stimulated force assessment has been used to study
patients with a wide variety of disorders including
amyotrophic lateral scoliosis, Brody’s disease, chronic
inflammatory demyelinating polyneuropathy, malignant
hyperthermia, muscular dystrophy, myotonia, peri-
odic paralysis, and nerve conduction blocks. Recently,
stimulated force assessment was employed by our lab-
oratory to evaluate athletes with potential overtraining
syndrome. The new insights to be gained by employing
this approach in a variety of healthcare and biomechan-
ics applications will improve clinical understanding
of underlying pathophysiologies, provide an accurate
means to determine clinical outcomes, and contribute
to the overall knowledge of muscle mechanics.

Stimulated force assessment has limitations. First, it
depends on the ability to easily stimulate nerves with
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surface electrodes so that supramaximal activation can
be achieved. Many muscles, and the nerves that sup-
ply them, are deep and cannot be activated with surface
electrodes. Second, the muscles must generate torque
on a limb in a measurable direction. This could be
a challenge, for example, with back muscles that act

on a multiple-degree-of-freedom structure. Third, it as-
sumes no spillover of the stimulus to antagonist muscles
that would contaminate the force readings. Because of
these limitations, not all muscles that can be tested by
voluntary force assessment methods can be tested by
stimulated force assessment.

14.5 Stimulated Muscle Force Assessment in Animal Models

To emphasize the versatility of this method, a spe-
cialized version of the device was constructed and
used to study ankle dorsiflexor torques in hibernat-
ing black bears in the Rocky Mountains [14.48, 49].

a)

b)

Fig. 14.14a,b The force assessment
system used in the field to study dor-
siflexor forces in overwintering black
bears (a). In this approach, we found
that positioning the animals on their
sides provided the most reproducible
results. In panel (b), one can observe
that the bear fur was shaved to al-
low for placement of the superficial
stimulating electrodes

Shown in Fig. 14.14 are recordings made in the field;
in some cases, environmental temperatures were well
below freezing. Black bears (Ursus americanus) stay
inside their winter dens for 5–7 months of the year, dur-
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a)

b)

Fig. 14.15a,b Muscle force assessment in the laboratory
setting. (a) Right hind limb of a canine secured to a force
plate to record muscle torque. In this case, the nerve
stimulation electrodes with clips and electrode optimize
nerve/muscle activation. (b) Complete system of a com-
puter, stimulation/force transducer unit, and the limb
torque unit

ing which time their body temperature drops to about
> 5 ◦C below normal and they do not eat, drink, urinate,
defecate, or show any other perceptible activity [14.48].

a) b) c)

Moveable
platform

Force
transducer

Anesthesia
chamber

Fig. 14.16 (a) Device setup employed for noninvasively studying leg force properties in a mouse, (b) leg setup and
electrode placements, and (c) online LabVIEW program display of measured forces (after [14.50])

Although inactivity in humans (i. e., as a result of con-
fined bed rest, weightlessness, or limb immobilization)
leads to atrophy of skeletal muscle, loss of muscle tone,
and impaired strength, the black bear does not suf-
fer similar deterioration. We found that overwintering
black bears lose less than 23% of their strength over
130 days, unlike humans who are weakened by a 90%
strength loss over the same period [14.48]. When we
employed stimulation protocols to study muscle fatigue
behavior as we previously used in humans to diagnose
mitochondrial myopathies [14.45], we observed that
black bear fatigue profiles did not alter during the hiber-
nation period [14.49]. Additionally, muscle contractile
properties, including contraction time, half-relaxation
time, half-maximum value time, peak rate of develop-
ment and decay, time to peak force development, and
time to peak force decay, did not change, indicating
that obvious alterations in whole-muscle function oc-
curred over the winter. This study further supported our
findings that black bears have a high resistance to atro-
phy despite being subjected to long-term anorexia and
limited mobility [14.48, 49].

Our group has also designed and constructed force
assessment systems that have been used to study force
properties in various animal models for muscle dis-
orders. Additionally, we have used these methods to
evaluate drug and anesthetic effects, hypermetabolism
(e.g., malignant hyperthermia), and compartment syn-
drome. Shown in Fig. 14.15 is the device that we have
developed to perform muscle force assessment in large
mammalian models (canine and swine) in the labora-
tory setting; as with the human systems, it is important
to stabilize the leg.

Most methods to assess murine (mouse) muscle
function are highly invasive and do not allow for
long-term testing in a given animal. Our laboratory de-
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scribed a novel murine assessment system developed
to measure skeletal muscle contractile properties on
multiple occasions over time in intact animals [14.50]
(Fig. 14.16). In control mice, we measured less than
8% day-to-day variability and also detected a differ-
ence (p < 0.003) in peak twitch tension (Pt) due to
cardiotoxin-induced muscle damage.

Duchenne muscular dystrophy (DMD) is a devastat-
ing disease caused by degeneration of striated muscle

due to the absence of dystrophin. In this study, when
control mice were compared with dystrophic mice
(MDX), differences in normalized torque and Pt per
body weight were detected (p < 0.003). The use of
stimulated muscle force assessment in mouse models
will be useful for investigators testing the efficacy of
novel therapies for DMD because it can noninvasively
take measurements at different time points and can sen-
sitively detect differences in function due to pathology.

14.6 Conclusion

The assessment of a patient’s muscle strength is an
important vital function. Strength assessment is neces-
sary for determining distribution of weakness, disease
progression, and treatment efficacy. The particular as-
sessment approach utilized is dictated by the clinical
circumstance or the severity of illness. Several assess-

ment techniques are currently available to the healthcare
provider and researcher, each with their unique at-
tributes. As outcomes-based medical practice becomes
the norm, the need for quantitative outcomes assessment
of muscle strength will grow, and stimulated muscle
force assessment may become increasingly important.
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Digital Radio15. Digital Radiography

Lothar Heuser

Digital imaging was developed and initially used

in astronomy. Computed tomography (CT) was the

first digital modality used in radiology, followed

by magnetic resonance imaging (MRI), digital

subtraction angiography (DSA), and phosphor

storage plates (computed radiography, CR).

A digital image consists of a certain number

of picture element cells called pixels which are

arranged like a chess board in rows and columns.

Matrix sizes range from 512×512 up to 4000×4000

pixels. The grey levels are stored as binary numbers

in a range of 8–16 bits (= binary digits).

In conventional film/intensifier screen radio-

graphy, the film fulfills all the roles of detector,

display medium and long term storage. In dig-

ital radiography, separate units for detection

or data acquisition, display, and storage are

required.

There are certain advantages to the digital

image, including lossless reproduction and dupli-

cation, and postprocessing, i. e., window setting,

enlargement, edge enhancement, as well as sub-

traction and integration procedures. Advantages

in workflow management are transport over net-

works and connectivity to radiology (RIS) and

hospital information systems (HIS).

Digital subtraction angiography (DSA), phos-

phor storage plates (computed radiography, CR),

and flat-panel detectors (planar detectors),
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as well as their special applications, are described

in particular in this chapter.

15.1 Historical Background

Ever since the discovery of x-rays, film has been used
as the imaging medium in projection radiography. Digi-
tal imaging techniques were developed for astronomical
photography and analysis. Computed tomography (CT),

invented in 1973, was the first radiological modality
which used digital imaging techniques. This was en-
abled by the development of more powerful, less space-
consuming computers and the fall in prices of micro-
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electronic devices. Compared with recent systems, pro-
cessing speed and capacity were very low. Therefore,
the first scanners, dedicated to scull and brain imaging,
used a small imaging matrix of 64 × 64 pixels. In the first
whole-body scanners, the matrix was extended to 128 ×
128 pixels. Spatial resolution was significantly lower as
compared with conventional x-ray films, but the dynamic
range, i. e., contrast resolution, was more than a hundred
times higher.

The introduction of this new technology caused
a new problem: in conventional x-ray technology the
film was both image detector and long-term storage
simultaneously. Rapid-access media for long-term stor-
age of CT data did not yet exist. Due to the low capacity
of hard-disc drives, CT data had to be stored on mag-
netic tapes. The latter were not suitable for long-term
storage and had the additional disadvantage of delayed
access to stored images. Therefore, CT images had to
be copied to Polaroid films and to conventional x-ray
films.

Magnetic resonance tomography (MRT) was the
second digital imaging modality introduced to clini-
cal radiology, in 1976. Data acquisition was different
from CT, but the algorithms for image reconstruc-
tion were similar. The image matrix was also quite
small, and conventional x-ray films were used for
storage.

Secondary digitization of fluoroscopic images led
to the development of digital subtraction angiography
(DSA), in 1981. The capacity and performance of com-
puters had extended in the meantime, and the imaging
matrix could be expanded to 512 × 512 pixels. Digital
fluoroscopy, the variant without subtraction, used a ma-
trix of 1000 × 1000 and later even 2000 × 2000 pixels.
The dynamic range was 10 bit, corresponding to 1024
gray scale steps.

Digitalization of conventional projection radiogra-
phy was achieved by the introduction of digital image

plates in 1984, which used cassettes with the same for-
mats as conventional x-ray films.

Digital image plates were developed from image
intensifier screens used together with x-ray films. In
intensifier screens, absorbed radiation energy is com-
pletely converted to light, whereas in image plates
that use storage phosphors the absorbed energy can
be stored and then released by a laser readout pro-
cess (photostimulable luminescence). Matrix size was
2000 × 2000 in the first system, with dynamic range of
10 bit. Although the spatial resolution of photostimula-
ble phosphor plates was significantly worse compared
with conventional film–screen combinations, monitors
able to display the full 2000 × 2000 pixel matrix did
not exist at that time. Therefore, images had to be
printed out on conventional films for analysis and
storage. The hardware required for image process-
ing was quite expensive, and there were no options
for dose reduction. These obvious disadvantages hin-
dered the early spread of computed radiography. After
expansion of the matrix to 4000 × 4000 pixels, photo-
stimulable image plates could be used for all diagnostic
purposes.

The introduction of flat-panel detectors in 2000 led
to the development of fully digitalized x-ray systems.
Due to their better dose quantum efficiency (DQE),
dose reduction could be achieved as compared with con-
ventional film–screen combinations. Further advantages
were the instant availability of images and the avoidance
of transport of the cassettes to the reading station. The
matrix consisted of 3000 × 3000 pixels.

Today, digital imaging technology is realized in the
majority of radiological departments, creating a film-
less workflow. Technical advances and price reductions
of hardware and storage media are the reasons why
digital imaging now does not suffer from any dis-
advantages compared with conventional film-based
imaging.

15.2 From Analog to Digital Image

In an analog image, the fluoroscopic screen or the film
serves as the detector. The generated signal is propor-
tional to the radiation dose. Within the first 100 years of
the discovery of x-rays, the conventional detectors con-
sisting of film and intensifier screens were optimized.
For fluoroscopy, image intensifier systems were devel-
oped. Both resulted in a marked decrease of radiation
dose.

15.2.1 Spatial Resolution, Dynamic Range,
and Dose Quantum Efficiency

Spatial resolution, grayscale dynamic, and dose quan-
tum efficiency are the most important criteria for
a digital image detector system. Optimized film–screen
combinations with light emission adapted to the color of
the film base were regarded as the most dose-effective
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Fig. 15.1 Gradation curve of the film (0 – fog; I – toe; II –
linear part; III – shoulder; IV – solarization)

detector systems. There was a reciprocal relationship
between sensitivity and spatial resolution, i. e., the
larger the grain size of the intensifier screen, the higher
the sensitivity and the worse the spatial resolution.
X-ray film contains 220 000 silver bromide grains per
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01100100 0
01000010 0
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Original image 9 × 9 pixel matrix Quantization (1 bit)

b)

a)

Fig. 15.2 (a) Scanning electron mi-
croscope image of a film emulsion,
showing the silver bromide grains.
(b) Digitization of an analog image;
matrix size and image depth were
chosen arbitrarily

cm2, which serve as picture elements. The dynamic
range (latitude) of the film is limited by the maxi-
mum optical density that can be generated by exposure.
The special criterion of the film is its gradation curve
(Fig. 15.1). Proportionality between the radiation dose
and attenuation exist only in section II of this curve.
This results in about 40 gray levels. Special low-grade
films can display up to 80 gray levels.

Digital images do not suffer from this limitation.
They utilize a matrix of discrete numerical values to
represent the image. This set of picture element cells
(pixels), which are arranged like a chessboard in rows
and columns, is called the matrix (Fig. 15.2). Used ma-
trix sizes range from 512 × 512 (262 144) up to 4000 ×
4000 pixels (Fig. 15.3). The gray levels are stored as
binary numbers in a range of 8–16 bits (binary dig-
its). Smaller numbers of gray scale levels (8 bit) are
used for ultrasound imaging and laser film printing,
and 10–14 bits are used for digital fluoroscopy and
digital radiography. Since monitors can display only
64 gray levels (6 bit) and the human eye can resolve
only 16 gray levels (4 bit), special window settings are
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CT 512 × 512

HR-CT 1024 × 1024

DSA 1024 × 1024

Digital fluoroscopy

Flat-panel detector 3000 × 3000

Digital luminescence radiography

2000 × 2000

4000 × 4000

Fig. 15.3 Examples of matrix sizes used by various imag-
ing methods in radiology

required to display the whole latitude of a digital im-
age [15.1].

15.2.2 Differences Between Analog
and Digital Images

Organization

In conventional film screen technology the film serves
as detector, display medium, and storage medium.
These three functions are separated in digital tech-
nology. Image intensifiers, photostimulable phosphor
plates, and flat-panel detectors with direct or indirect
conversion are used as detectors. They all generate ana-
log electric signals that have to be converted into digital
signals by an analog-to-digital converter (ADC). The
raw data of the digital image are specially processed
for perception by the human eye and can then be dis-
played on a monitor. For short-term storage, a hard-disc
drive (HDD) in the processing unit is used, while for
long-term storage the data have to be transferred to a re-
dundant array of independent discs (RAID) or saved
onto a magneto-optical disc, compact disc (CD) or dig-
ital versatile disc (DVD).

Digital Image Parameters

As mentioned above, the gray scale dynamic range of
a digital image is significant larger than that of film.
However, the spatial resolution of film is significant
better; for example, a 30 × 40 cm image plate contains
16 000 000 pixels in a 4000 × 4000 matrix. An x-ray
film of the same size contains 264 000 000 grains of
silver bromide that serve as picture elements. Since
the overall resolution is a product of spatial resolu-
tion and latitude, all relevant details can be displayed
on digital images. Expanding the matrix causes ad-
ditional problems: First, computer performance and
storage capacity have to be improved. Second, if all
other parameters stay unchanged, the signal-to-noise
ratio (SNR) decreases, as shown in Fig. 15.4. To com-

a) b)

16 pixel matrix 64 pixel matrix

Fig. 15.4a,b Effect of image matrix on noise. (a) Enlarg-
ing the image matrix size to 64 pixels. (b) 16-pixel matrix.
The number of image points without information increases
from 6 to 50

pensate for this disadvantage, tube loading, the DQE
of the detector system, or the readout process can be
altered.

Many studies have compared exposure levels and
image quality in conventional and digital radiography.
In conclusion one can state that:

• Using equivalent exposure, diagnostic information
from digital radiography is superior to conventional
radiography.• For equivalent image quality, digital radiography
requires less exposure than conventional radio-
graphy.

Digital radiography has certain advantages in terms
of exposure. The gray levels of the image are normal-
ized (signal normalization), and the brightness of an
image does not depend on the absorbed dose (Fig. 15.5).
Therefore, there is no loss of contrast in case of over-
or underexposure, unlike in conventional films, and un-

Dose

Gray value

Film Digital storage screen

Fig. 15.5 Signal behavior with films and with digital stor-
age screens
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Fig. 15.6a–d Illustration of a skull specimen with four
different exposure doses (a–d). Image (d) was obtained
using a radiation dose 500 times higher than image (a).
Image brightness and contrast remain constant under ex-
posure doses that vary by several orders of magnitude.
An excessively high dose (d) can no longer be recog-
nized visually based on the brightness or contrast of the
image �

der special conditions the exposure dose can be reduced
(Fig. 15.6). However, too much reduction of dose will
certainly result in increased noise and loss of detail in-
formation (Fig. 15.7). On the other hand, overexposure
results in an unnecessarily elevated dose to the patient
but is not seen directly in the digital image, unlike on
conventional films.

Image Reproduction, Image Processing,

and Image Postprocessing

The storage of a digital image as a binary-coded dataset
has many advantages: Lossless reproduction and du-
plication are possible. Brightness and contrast can be
adjusted for optimal perception by the viewing eye,
which may be very useful in case of large differences
of contrast or attenuation. Image processing means gray
scale processing, edge enhancement, as well as subtrac-
tion and integration of frames. A main application is
DSA.

In summary, digital imaging has the following fun-
damental differences from conventional cassette-based
film–screen systems [15.2]:

• Decoupling of image acquisition, presentation, and
storage, requiring further investments in worksta-
tions, storage devices, and picture archive and
communication systems (PACS)• Large dynamic range, with no effects of over- or
underexposure• Brightness and contrast can be modified indepen-
dently of the absorbed dose of the digital system• Risk of unrecorded overexposure due to signal nor-
malization• Image quality and detail resolution depend on the
quality of the detector and display systems.

Fig. 15.7a,b Signal normalization in digital radiography.
Radiographs of a femur specimen. (a) The dose was halved
while keeping the other radiation parameters constant. The
brightness remains unchanged, but there is a noticeable
increase in image noise and a decrease in recognizable
details �
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15.3 Digital Imaging Systems in Radiology

Figure 15.8 shows a comparison of the different digital
detector systems used in radiology.

15.3.1 Digital Image Intensifier
Radiography and Conventional DSA

In digital fluoroscopy and conventional DSA, an ana-
log image is generated on a fluoroscopic screen and is
enhanced by a factor of 300 by an image intensifier. It
appears rotated by 180◦ and demagnified on the output
screen. Conversion into an analog video signal is per-
formed either by a tube operated camera (Vidicon) or
charge-coupled device (CCD) chip. So far, this forms
a complete x-ray image intensifier chain. The analog
signal is then converted into a digital signal by an ADC
and sent to a processing unit (Fig. 15.9). For a long

Storage screens  (CR)

X-ray quanta

Storage screen

Light
(readout)

Photomultiplier
or

Photodiode

*BaFBr1–xJxEu2+

c)

Exposure

Readout

Film/screen system

X-ray quanta

Intensifier screen

Light

Film

*Noble earths

b)General

X-ray quanta

Absorption medium

Interaction

Measurement medium

a)

CCD systems

X-ray quanta

Scintillator

Light

CCD chip

*CsJ, GdOS, and others

f)Flat panel detectors
Indirect conversion

X-ray quanta

Scintillator

Light

Photodiode matrix (a-Si)

*CsJ, GdOS, and others

e)Flat panel detectors
Direct conversion

X-ray quanta

a-Se

Charge
(e–)

Capacitor matrix (a-Si)

d)

Fig. 15.8a–f Comparison of the various detector systems and their working principles (after [15.3])

time, display on a monitor required reconversion to an
analog signal. Today, digital monitors are available for
direct display. Matrix sizes are 1000 × 1000 for a series
of frames and 2000 × 2000 for single images. Compared
with conventional film–screen technology there are ad-
vantages in terms of image processing, reproduction,
duplication, as well as transport and archiving. Spa-
tial resolution is limited by the resolution of the image
intensifier and the matrix size.

In conventional DSA the image is also generated
in a conventional intensifier chain and digitized. Pro-
cessing is performed as a mask technique, with the first
frames of a series prior to contrast injection serving as
masks that are subtracted as single or integrated images
from the frames after contrast injection. In this way,
structures that are common to both the mask and post-
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Network

Tube Image intensifier
Video camera

Generator Interface

ADC Digital system DAC

Monitor

Laser camera

Hard-disc drive

Fig. 15.9 Schematic illustration of digital image intensifier radiography. The analog image is generated in an x-ray image
intensifier–television chain, and is then digitized by an analog-to-digital converter (ADC). Image processing takes place
on a computer. Thereafter, transmission and storage can proceed. Conversion back into an analog signal (digital-to-analog
converter, DAC) is required if the image is to be displayed on analog media (after [15.4])

contrast image are removed. The resulting (subtracted)
image contains just the contrasted vessels (Fig. 15.10).
The difference signal is additionally amplified, which
results in enhanced contrast. Since the images are stored
as binary digital datasets, the whole process is per-
formed in real time and circulation of contrasted blood
can be watched on a monitor.

This technique yields the following advantages:

• A reduced amount of contrast medium is required
compared with film angiography, with a correspond-
ing reduced risk of contrast-induced adverse effects• Display of vessels without overlay of other struc-
tures, which is especially useful in the scull base
where arteries cross dense bony structures• Utilization of negative contrast media such as
carbon dioxide for vascular imaging (Fig. 15.11),
which can be used in patients with contraindications
for iodine contrast media.

DSA is sensible to voluntary and involuntary move-
ments (heart beats, bowel movements) of the patient.

These cause a shift of the structures that undergo sub-
traction between the mask and postcontrast images. The
resulting artifacts can degrade image quality to such
a degree that vessel analysis becomes impossible. There
are two solutions to this problem: remasking and pixel
shift. In remasking, a different mask, probably closer to
the contrast frames, is chosen. By using this technique,
the time interval for movements is reduced, resulting in
fewer artifacts. Movements after contrast injection can-
not be eliminated by this method. Using the pixel-shift
method, the mask and contrast images are shifted with
respect to each other by pixels or subpixels until the
anatomic structures match up. In most cases, this tech-
nique leads to a marked improvement in image quality.

15.3.2 Digital Storage Screens

Digital phosphor storage plates have a similar structure
to intensifier screens. The storage medium (for exam-
ple, BaF) is applied as a powder on a polyester base.
However, in contrast to intensifier screens, in phosphor
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Mask image = mask

A B (A–B)

Filling image Subtraction image

Mask Filling image Subtraction image

Fig. 15.10 Schematic illus-
tration of mask technology
(top row) and original im-
ages (A. carotis interna) in
DSA

a) b)
Fig. 15.11 (a) Digital subtraction an-
giography with CO2 in a patient with
kidney transplant. (a) Unsubtracted
image after injection of 50 mL CO2.
(b) Subtraction image. The quality
of vascular imaging is comparable
to that with positive x-ray contrast
medium. This method is suitable
for patients with contraindications
to iodine-containing contrast media

image plates only a small fraction of the released elec-
trons are converted to visible light. The major part of
the generated free electrons are stored at a high energy
level. This is achieved by the phosphor being doped;
i. e., it contains impurities of another element (europi-
um) which modifies the crystal lattice structure, forming
electron traps. Instead of falling back to their ground
state by emitting fluorescent light, the electrons ex-

cited by exposure to x-ray quanta remain at a higher
metastable energy level (Fig. 15.12). This state persists
for several hours. In the readout unit, the screen is re-
moved from the cassette and scanned point by point by
a fine laser beam. The electrons now emit fluorescent
light and return to their stable original state. The emit-
ted light is measured by photomultipliers, converted
into electric signals, and digitized (Fig. 15.13). After the
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Conduction band
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Traps

Valence band
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+
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Fig. 15.12 Schematic illustration of
energy changes during the expo-
sure and readout process of a digital
luminescent screen

readout process, the screen is erased with bright visible
light and loaded into the cassette for the next expo-
sure. As in conventional intensifier screens, the system
suffers from the problem of the reciprocal relationship
between sensitivity and image sharpness; i. e., a thicker
conversion layer is more sensitive, but the increased
scattering of light quanta results in lower image sharp-
ness. This scattering by the luminescent layer needs
to be minimized as far as possible, which is achieved
partly by dyeing it and partly by using special binders
(e.g., a synthetic resin varnish).

The computer generates a raw data image, which
is processed further using special programs. Depending
on the type of processing, the result is either an image

Digital storage screen

Laser beam

Mirror

Digital storage screen

Light

Protective layer

Photodetector

Photomultiplier

Carrier
layer

Sensitive
layer

Opaque layer

Fig. 15.13 Schematic il-
lustration of the readout
process of a digital stor-
age screen. The laser
beam’s point-by-point
scanning releases the
trapped electrons, and the
light emitted as a result
is fed to the photomul-
tiplier either directly or
by means of a mirror. It
is converted in the pho-
todetector into an electric
signal

similar to the one obtained using conventional film or
a version with edge enhancement. Moreover, steeper or
flatter gradients can be created through special look-up
tables (LUT). Whereas early systems started with a 2 k
matrix, matrix sizes of 4 k are common today. The sys-
tem is used both in x-ray cassettes and as a built-in
device in complete x-ray units (e.g., chest imaging sys-
tems for standing patients). The detector’s input dose
is 2.5 μGy, i. e., comparable to that of a screen–film
system of sensitivity class 400 [15.2].

The advantages of this method are:

1. The use of normal cassette formats allows direct
replacement of film cassettes by digital cassettes
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Digital storage screen

Laser beam

Mirror

Digital storage screen

Light

Protective layer

Photodetector

Photodetector

Photomultiplier

Photomultiplier

Transparent
carrier layer

Sensitive
layer

Opaque layer

Fig. 15.14
Schematic illus-
tration of the
readout pro-
cess using the
dual scanning
method. Un-
like a simple
readout process,
the luminescent
screens have
a transparent car-
rier layer such
that the read-
out process can
be performed by
photomultipliers
on both sides

without the x-ray facility having to be upgraded or
converted.

2. Signal normalization always results in correct ex-
posure, i. e., the brightness and contrast remain
unchanged even under large dosage jumps. Ma-
jor dose reductions, however, are not possible with
these systems with the exception of a few situations,
as increased noise causes loss of image details.

A further development of this method consists in
dual scanning (Figs. 15.14, 15.15). By using a transpar-
ent carrier material, readout is possible from both sides
with an additional photomultiplier, which leads to better
SNR and a 40% DQE increase [15.5, 6].

Storage Screens with Needle Image Plates (NIP)

Instead of a powder as the luminescent material, a fur-
ther development of storage screen technology uses
CsBr needle crystals (Figs. 15.16, 15.17). The lumines-
cent light is guided inside the crystal needles, which
function as optical fibers, thus minimizing lateral diffu-
sion of the light. The detector layer is correspondingly
thicker, thereby increasing dose efficiency while main-
taining the same spatial resolution. During the readout
process, there are further benefits due to deeper pene-
tration of the laser readout beam into the luminescent
layer, which ultimately reduces image noise [15.7].
Since the configuration and arrangement of the crystal
are very similar to those of planar image detectors, the

DQE is improved. This results in a dose decrease of up
to 50% compared with powder image plates [15.7, 8].

15.3.3 Digital Flat-Panel Detectors
(Planar Detectors)

Flat-panel detectors are built-in components of x-ray
units. This means that the detector is connected online
to the computer using either a cable or a wireless system
[wireless local area network (WLAN), Bluetooth, etc.].
Whereas cassettes with digital storage screens, simi-
lar to screen–film cassettes, have to be removed from
the cassette holder after exposure and transferred to the
reading device, in direct radiography with flat-panel de-
tectors the image is available within a few seconds. Two
types of flat-panel detectors have been developed: with
direct and indirect energy conversion. In direct energy
conversion, x-ray quanta are converted directly into an
electric signal, whereas in indirect energy conversion
fluorescent light is generated, then converted into elec-
tric signals by photodiodes. The feature common to
both methods, however, is an active matrix made of ca-
pacitors and thin-film transistors (TFTs), consisting of
amorphous silicon and acting as a switch for spatial
coding (Fig. 15.18).

Detectors with Indirect Energy Conversion

Incoming x-ray quanta generate visible light in a scintil-
lator made of cesium iodide or gadolinium oxysulfide.
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This light is converted into electric signals below
the scintillator in a matrix of photodiodes made of
amorphous silicon. One problem with this method is
posed by scattering of light in the scintillator, lead-
ing to signal spreading and thus adversely affecting
spatial resolution. This problem, however, can be min-
imized by forming the cesium iodide (CsI) crystals
in the shape of needles, so that they behave like
optical fibers and permit directional transmission of
light. Systems with indirect conversion (optodirect sys-
tems) show the highest quantum efficiency among
all digital detectors in the field of skeleton radiology
(55–70 kV) (Fig. 15.20). At 70 kV, the DQE can reach
65%. The detector input dose required for posterior–
anterior chest x-rays is in the range of 1–1.5 μGy,
which is comparable to a screen–film system of sensi-
tivity class 800.

Detectors with Direct Energy Conversion

The direct method dispenses with the intermediate
step of light conversion. Electric charges are gener-
ated directly through the absorption of x-rays in the
500 μm converter layer made of amorphous selenium.
The schematic layout of such a detector is shown in
Figs. 15.18 and 15.19.

An applied high voltage causes electron–hole pairs
generated by the x-rays to separate. Under the selenium
layer there is a matrix of collecting electrodes, which
define the individual pixels. Below each electrode there
is a capacitor for charge storage and a switching tran-

10μm

a) b)

10μm

Fig. 15.16a,b Scanning electromicro-
graphs of the conversion layers of
a conventional screen with powdered
luminescent material (a) and a needle
crystal screen (b). The crystals behave
similarly to optical fibers and reduce
light scattering. They have a better
DQE

Fig. 15.15 The
Fujifilm FCR
PROFECT CS
readout unit. The
system operates
with four draw-
ers for different
cassette formats
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Fig. 15.17 Agfa DX-G readout unit for needle crystal
screens and conventional luminescent screens

sistor for readout. The DQE of systems with direct
conversion (electrodirect systems) is lower in this range,
but in the range 20–30 kV it is higher. In addition,
these systems have the advantage of higher signal in

143 μm

Trixell detector (Siemens/Philips)
–Parameters–

Indirect amorphous siliconDetector type

400–800Sensitivity

16 384 (14 bit)Gray levels

143 (3.5 lp/mm)Pixel size [μm] (MTF)

9 MioPixels

43 × 43Active format [cm]

Active matrix

Fig. 15.18 Illustration of the active matrix and the characteristics of a detector with indirect energy conversion

the case of small, high-contrast structures, therefore
being especially suitable for digital mammography.
However, they are used in automated chest x-ray work-
stations also, despite the poorer DQE in the hard beam
range.

The first direct detectors used in radiology were
CCD systems. Since CCD chips are only 2–4 cm2 in
size, the recording format needs to be decreased corre-
spondingly with a lens or with fiber optics, which leads
to considerable reductions in dose efficiency and im-
age quality. Alternatively, CCD chips can be mounted
in a linear array, and the image compiled sequen-
tially from full-format rows (the slot-scan method).
This slot technology decreases the scattered radiation
to such an extent that a grid can be dispensed with.
The resulting decrease in dose compensates as far as is
possible the lower DQE encountered in CCD technol-
ogy [15.9].

The advantages of direct detectors over storage plate
systems consist of higher dose efficiency (at least in the
case of powder-coated storage plates) and in a higher
performance speed, enabling display of the recorded
image within a few seconds, which facilitates monitor-
ing of critical patients and enables a higher examination
frequency (Fig. 15.21). Nowadays, there also exist mo-
bile devices with a portable detector which transmits
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Conversion of
x-rays to light quanta

Direct converter: conversion
of x-rays to charge. Transport
of charges to electrode by
means of an electric field

Active readout matrix

Conversion of light and
storage of electric charge

Electrodes: storage of
electric charge

Active readout matrix

X-rays X-rays

a) b)
Fig. 15.19a,b
Schematic illus-
tration of the
working prin-
ciple of planar
detectors with
indirect (a) and
direct (b) en-
ergy conversion
(after [15.10])

image data either over a cable or using a wireless
system. Thus, when x-rays are taken in the operating
theater or in the intensive care unit, this information is
made available directly afterwards. On the downside,
this system suffers from higher procurement costs (by
a factor of 3–4).

Flat-Panel Detectors for Fluoroscopy

and Angiography

Flat-panel detector technology has advantages when
compared with image intensifiers also, and has dis-
placed them in newer angiographic units. Depending on
the field of application (interventional radiology, neuro-
radiology, cardiology), detectors are available in various
sizes, as single- or dual-plane systems.
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Fig. 15.20 Signal intensity as a func-
tion of quantum energy for direct
energy conversion with amorphous
selenium (Se) and for indirect con-
version with cesium iodide (CsI) and
gadolinium oxysulfide (Gd2O2S). It
is evident that the latter detector has
a better signal yield in the kV range
for skeletal diagnostics, whilst the
selenium detector is superior to detec-
tors with indirect energy conversion
in the mammography soft beam range

As in static radiography, flat-panel detectors for
angiography and fluoroscopy exist as detector types
with indirect and direct x-ray conversion, as already
described above. For the x-ray spectrum used in an-
giography and fluoroscopy, cesium iodide (CsI) offers
considerable advantages as compared with selenium
due to the higher atomic number of the elements in-
volved. This means a higher DQE and results in a better
signal-to-noise ratio. The technical requirements im-
posed on flat-panel detectors for dynamic applications
are significantly greater than those in static radiography.
In particular, the demands in DSA, dual-plane x-ray
serial angiography, and fluoroscopy in terms of mini-
mizing the dose pose special challenges for DQE, image
readout speed, and the temporal resolution of dynamic
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a) b) Fig. 15.21a,b Planar detector (Trix-
ell) in the Siemens Axiom Aristos
x-ray unit. The advantages of direct
radiography are evident. The image
appears on the monitor a few seconds
after exposure

flat-panel detectors. One of the main problems is the
readout process, which should be made as short as pos-
sible to avoid blurring through movement during the
exposure. The duration of the readout process, how-
ever, affects the DQE. Pixel sizes lie between 150 and
200 μm. Image frequencies range from single images to
60 frames/s (in pediatric cardiology).

Compared with conventional x-ray image intensi-
fiers, flat-panel detectors offer several technical advan-
tages [15.10], such as:

Fig. 15.22 C-arm angiography unit with planar detector (Axiom Ar-
tis, Siemens). The physical dimensions of the detector are small

• Homogeneous image quality across the entire image
area (no distortion, by the Earth’s magnetic field)• Better imaging in high contrast (e.g., catheter tips,
guide wires, etc.)• Higher linear dynamic range (C-arm CT)• Better transmission of contrast differences [higher
modulation transfer function (MTF)]• Higher DQE• Square or rectangular geometry of the x-ray-
sensitive surface [advantageous for three-dimen-
sional (3-D) reconstructions]• Low volume and therefore geometrical layout
(Fig. 15.22) can be used in environments with strong
magnetic fields (magnetic navigation).

C-Arm CT (Planar Detector CT, PD-CT)

The first reports on attempts to acquire projection
data across a 180◦ fan beam angle go back to 1997–
2001 [15.11, 12]. They were performed with C-arm
systems equipped with conventional image intensi-
fiers. The smaller dynamic range, image distortions,
and susceptibility to interference from magnetic fields
during rotation limit the performance of image in-
tensifiers as detectors for CT systems and prevent
their use for classic CT-type applications such as
imaging of soft-tissue structures [15.13]. Therefore,
image intensifier-based systems have been used only
for high-contrast imaging and for 3-D rotation an-
giography (3-D DSA) [15.11, 12, 14, 15]. It may be
assumed that these systems will gradually be replaced
by PD-based C-arm CT systems (Fig. 15.23), since
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a) b)
Fig. 15.23 (a) Rotation angiogra-
phy image of the A. carotis interna.
(b) 3-D reconstruction with the image
of a small aneurysm (arrow)

a) b)
Fig. 15.24a,b Circumscribed cere-
bral hemorrhage with conventional
CT (a) and with C-arm CT (b).
The image quality of the C-arm
CT is virtually identical to that ob-
tained using the conventional method
(after [15.16])

they offer higher dose efficiency and better image
quality.

Generation of 3-D DSA images through PD-CT dur-
ing an intervention is already very common [15.16–
18]. Compared with image intensifier-based systems,
PD technology offers significantly better soft-tissue
imaging, resulting in images similar to spiral CT
(Fig. 15.24).

PD-CT is also referred to as cone-beam CT. It re-
quires special image reconstruction methods, due to
the pronounced divergence of the lateral rays. The
reconstruction method of choice is the Feldkamp al-

gorithm [15.19]. In principle, high image quality can
only be ensured for the central layer corresponding
to the central beam. Image quality decreases for re-
gions outside the central layer, and artifacts increase
with increasing distance from it. These artifacts are
generally referred to as cone-beam artifacts [15.20].
To avoid them, accurate reconstruction algorithms are
necessary, in general requiring high computing power
and not yet being practical for everyday applica-
tions. However, their eventual use is becoming ever
more realistic with ongoing advances in computer
technology.

15.4 Digital Image Processing

The raw data image generated by the detector is inad-
equate for imaging purposes. Artifacts must be elimi-

nated and the information processed in order to generate
a high-quality image. This requires robust programs that
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a) b)
Fig. 15.25a,b Effect of image pro-
cessing. (a) The raw image data
from a digital casette (CR)/direct ra-
diography (DR) system cannot be
utilized diagnostically. (b) After pro-
cessing with MUSICA 2 software
(Agfa), imaging of bone and soft
tissue contrast is optimized

provide constant brightness and contrast and that are
adapted to the specific organ of interest (Fig. 15.25).

In planar detectors, there exists the problem that
the crystals are not of uniform length (production toler-
ances) and, for this reason but also due to other errors,
provide variable signal intensities. These distracting ef-
fects are eliminated by flat fielding, in which all the
pixels are allocated individual correction factors. Offset
effects associated with pixels are captured with dark-
field images (image data acquisition without radiation)
and corrected also. Differences in pixel sensitivity and
variations in the signal amplification of pixels can be
corrected with flood field images (image data acquisi-
tion with constant, homogeneous radiation across the
entire detector area). The greatest challenge for im-
age processing software consists in the identification of
those pixels that require correction [15.21]. Nonfunc-
tioning pixels are easy to identify (through appropriate
limits being placed on the offset and gain), using the
specified procedures. Partially functional pixels and
those with nonlinear response are not affected by these
methods. If, on the other hand, the offset and gain limits
are set too narrowly, normal pixels are falsely identified
as defective. Another very widely used method for elim-
inating bad lines (line artifacts) or speckle noise caused
by pixel defects is the median filter [15.22], where the
defective pixel is replaced by the median of the neigh-
boring pixel values.

15.4.1 Frequency Filtering

Digital image processing is used, on the one hand,
to compensate for the nominally lower spatial reso-

lution of digital systems (MTF restoration), and on
the other, to exploit the intrinsic advantages of digi-
tal detectors; for example, in chest x-rays, as a result
of digital reduction of the dynamic range [dynamic
range reduction (DRR) or dynamic range compression
(DRC)], good contrast is maintained in the lungs and
improved transparency and contrast are obtained in the
mediastinum [15.3]. This overcomes an inherent draw-
back of conventional radiography, namely the inverse
relationship between contrast and dynamic range. In ad-
dition, appropriate filtering creates the effect of local
contrast enhancement, which facilitates recognition of
low-contrast structures but allows image characteristics
to deviate more strongly compared with conventional
x-ray images. For this reason, such procedures for local
contrast enhancement or structure emphasis (frequency
modulation) should normally be used cautiously.

As a general rule, the same image processing algo-
rithms are used for flat-panel detectors as for storage
screen systems. However, there exist differences de-
pending on the manufacturer, both in terms of features
and standards and in terms of the underlying filtering.
In chest x-rays in particular, it is important to adjust
the image processing characteristics of different imag-
ing systems and manufacturers uniformly where they
operate alongside each other, so as not to impair the im-
age analysis in control examinations. In systems with
blurred mask filtering, a large filter kernel should be se-
lected for dynamic compression and harmonization and
only a low weighting factor (0.5) used. DRC, DRR, and
comparable algorithms are mostly not as susceptible to
processing errors as edge-emphasizing filters. The lat-
ter, in particular, can distort the image characteristics
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(excessively emphasizing vascular structures) and then
mask spot or area shadows.

15.4.2 Multifrequency Filtering

Multifrequency filtering is offered nowadays by many
companies, e.g., as multiscale image contrast amplifi-
cation (MUSICA) by Agfa, UNIQUE by Philips, or
multiobjective frequency processing (MFP) by Fuji.
These are complex image processing methods that per-
mit contrast enhancement while taking into account the
original contrast and the size of the object being imaged
(spatial frequency composition) [15.23–26]. By select-
ing the filter parameters appropriately, low-contrast
structures (hard to recognize in the original image) can
be enhanced and high-contrast ones (those that are eas-
ily recognizable) reduced in contrast accordingly [15.4].
In summary, through multifrequency filtering, the low
image noise in direct radiography makes it possible to
optimize display of even the smallest or low-contrast
structures without limiting the resolution by superim-
posed image noise [15.27].

15.4.3 Dual-Spectrum Radiography
(Energy Subtraction)
and Temporal Subtraction

Two different techniques have been developed for en-
ergy subtraction: the single-exposure dual-detector and
the dual-exposure single-detector techniques.

In the single-exposure dual-detector technique,
there is only one exposure on two detectors positioned

one behind the other, separated by a filter (Cu). This
creates one exposure with an unfiltered spectrum and
a corresponding percentage of low-energy quanta, and
one with a hardened spectrum in which the higher-
energy quanta predominate.

The dual-exposure single-detector technique needs
only one detector. Two exposures are made, one at
tube voltage of 120 kV and a dose corresponding to
a 400 system, and one at 60 kV and a dose corre-
sponding to a 1000 system. This technique has been
employed in chest x-rays for detection and charac-
terization of calcified loci [15.28–30]. Although this
results in diagnostic advantages compared with con-
ventional x-rays, so far this technique has failed to
enter routine practice, since it does not solve the main
problem in the diagnosis of focal pulmonary lesions,
namely distinguishing between benign and malignant
ones.

Temporal subtraction has been used to assess new
lesions and changes that have occurred since the last
examination, relying on direct comparison with pre-
vious x-rays [15.31]. After using software algorithms
developed specially to achieve optimally artifact-free
subtraction (iterative image warping), changes appear
in the differential image as dark (increase) or bright
(decrease) spots. Temporal subtraction has proved to
be of benefit in the detection of isolated focal lesions
and of low-contrast, multifocal, blotchy changes, and
in the follow-up of extensive changes [15.32, 33]. Low-
contrast lesions and lesions in obscured locations (e.g.,
infraclavicular) were diagnosed more efficiently by em-
ploying this technique.

15.5 Image Communication and Archiving

A further advantage of digital image technology is that
digital datasets can be transmitted over data lines. The
corresponding global standard data format is called di-
agnostic imaging and communication (DICOM). The
transmission speed depends on the network’s band-
width. One must remember that transporting conven-
tional films involves human resources, and that these
resources are in short supply in today’s hospitals. This
creates difficult issues even for emergency staff. The
problems multiply when moving x-ray bags between
various departments or hospitals by post, by taxi, or by
means of public transport. Therefore, image transmis-
sion over a data network from the imaging system to
the referring physician is the only practical solution for

achieving an efficient workflow. This has led to the de-
velopment of local data networks in hospitals and medi-
cal practices. Regional networks that link medical insti-
tutions exist also and are being constantly expanded.

A similar situation applies to archiving of im-
ages. Conventional films require the building of heavy
archival systems that take up considerable space. Bear-
ing in mind that rapid developments in CT and MRI
have increased the number of individual images by
a factor of 10–100, it is easy to see that neither bud-
gets for films nor space for the growing archives are
available. The digital archive requires only a fraction
of the space taken up by conventional systems. The ini-
tial high costs needed for storage media have long since
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dropped to such an extent that digital archiving always
comes ahead in any comparison. The real advantage
for staff arises from the fact that images in a digital
archive are sorted alphanumerically and can be retrieved
at any time. The time-consuming search for films, e.g.,
for a particular therapy – the critical point in bygone
days – is no longer required.

Special picture archive and communication systems
(PACS) have been developed for radiology. They are de-
signed to support not only image communication and
archiving, but also the workflow in radiology depart-
ments. This means that such a PACS needs to be able
to do more than just storing, archiving, and distributing
the data generated by the various imaging modalities.
What is needed, rather, is interfacing and communicat-
ing with the radiology information system (RIS) and/or
the hospital information system (HIS). Communication
with the RIS and HIS takes places across an HL7 inter-
face, while interfacing to the modalities is via special
DICOM protocols. Normally, the workflow proceeds as
follows.

15.5.1 Example 1 – Hospital Outpatient
or Patient at a Doctor’s Surgery

1. The patient’s first contact is the central admission
counter. Here, the master data are recorded and sent
by the HIS to the RIS. In the case of an ambulatory
practice, the master data are entered directly into the
RIS.

2. The radiology job is generated in the RIS, and sent
via the DICOM worklist server to the appropriate
modality, where it appears on the worklist. Depend-
ing on the system and configuration, a prefetching
order is also sent to the archive server to fetch any
previous examinations of the patient.

3. The master data are sent automatically to the modal-
ity, so that the examination can be performed.

4. Once the examination is completed, the generated
images are sent to the PACS and the examination
data to the RIS.

5. The radiologist’s workstation normally consists of
three monitors: two for image viewing and one for
RIS data, which enables analysis of images stored
in the PACS and comparison with previous exami-
nations or other modalities. Other add-ons include
digital dictation and voice recognition, also imple-
mented in the RIS.

6. Images and diagnoses can be stored on a CD/DVD
and given to the patient. Hard copies on film or
paper can also be made.

7. Images are stored initially on the PACS server,
where they are kept for a period that depends on
the particular requirements (e.g., 3–5 years). At the
same time, they are copied into a long-term archive
and saved there in the form of a compressed dataset.
Image data and diagnoses can also be saved in
the PACS together with the images. The corre-
sponding originals, however, are also saved in the
RIS.

15.5.2 Example 2 – Hospital Inpatient

With the master data available, notification is sent via
an order entry module in the HIS. The data are sent to
the RIS, where they can be inspected. Using this inter-
face it is possible to confirm the indication or to reject
the order, if the circumstances require this (indication,
missing laboratory results, etc.). If the job is approved,
the sequence is as in example 1 from step 2.

Once the examination has been completed and the
findings approved, they are sent from the RIS to the
HIS to be entered into the electronic patient file, where
they are archived together with the rest of the patient’s
data (laboratory tests, surgery reports, outpatient and
discharge letters, etc.).
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Computed To16. Computed Tomography

Thorsten M. Buzug

In this chapter, historical milestones of computed

tomography (CT) (Sect. 16.2), recent technology

with a focus on generation and detection of

x-rays (Sect. 16.3), as well as image reconstruction

(Sect. 16.4) are discussed. Furthermore, the chapter

includes aspects of applications (Sect. 16.5), dose

exposure in computed tomography (Sect. 16.6),

and a brief overview on special CT developments

(Sect. 16.7). Since this chapter gives a review, the

interested reader is referred to recent literature

on computed tomography including a detailed

discussion of CT technology in the references

section.
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16.1 Background

Research in computed tomography is still as exciting as
at the beginning of its development during the 1960s
and 1970s; however, several competing methods exist,
the most important being magnetic resonance imaging
(MRI). Since the invention of MRI during the 1980s,
the phasing out of CT has been anticipated. Neverthe-
less, to date, the most widely used imaging technology
in radiology departments is still CT. Although MRI
and positron emission tomography (PET) have been
widely installed in radiology and nuclear medicine de-
partments, the term tomography is clearly associated
with x-ray computed tomography. In the USA, com-

puted tomography is also called computerized axial
tomography (CAT).

Computed tomography has evolved into an indis-
pensable imaging method in clinical routine. It was
the first method to noninvasively acquire images of the
inside of the human body that were not biased by su-
perposition of distinct anatomical structures [16.1–4].
This is due to the projection of all the information into
a two-dimensional imaging plane, as typically seen in
planar x-ray fluoroscopy. Therefore, CT yields images
of much higher contrast compared with conventional
radiography. During the 1970s, this was an enormous
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step toward the advance of diagnostic possibilities in
medicine.

Some hospitals have actually replaced their conven-
tional shock rooms with a CT-based virtual shock room.
In this scenario, imaging and primary care of the patient
takes place using a CT scanner equipped with anesthe-
sia devices. In a situation where fast three-dimensional
imaging of a trauma patient is necessary (and it is
unclear whether MRI is an adequate imaging method
in terms of compatibility with the patient), computed
tomography is the standard imaging modality. Addition-
ally, due to its ease of use, clear interpretation in terms
of physical attenuation values, progress in detector tech-
nology, reconstruction mathematics, and reduction of
radiation exposure, computed tomography will main-
tain and expand its established position in radiology.

Recently, interesting technical, anthropomorphic,
forensic, and archeological as well as paleontological

Fig. 16.1 Whole-body scans can be performed with the latest generation of CT systems, including multislice detector
systems. Even very small vessels of the feet can be precisely visualized (courtesy Philips Medical Systems)

applications of computed tomography have been devel-
oped. These applications further strengthen the method
as a generic diagnostic tool for nondestructive mater-
ial testing and three-dimensional visualization beyond
its medical uses. Magnetic resonance imaging fails
whenever the object to be examined is dehydrated. In
these circumstances, computed tomography is the three-
dimensional imaging method of choice.

Today, whole-body scans as well as imaging of
very small vessels, for instance, vessels of the feet,
belong to clinical routine (Fig. 16.1). Furthermore, the
preoperatively acquired CT image stack can be used
to synthetically compute projections for any given an-
gulations. A surgeon can use this information to get
an impression of the images that are taken intraoper-
atively by a C-arm image intensifier. Therefore, there
is no need to acquire additional radiographs and the
artificially generated projection images actually resem-
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ble conventional radiographs. Additionally, the German
Employer’s Liability Insurance Association insists on
a CT examination in severe accidents that occur at
work. Therefore, CT has advanced to become the stan-

dard diagnostic imaging modality in trauma clinics.
Patients with heavy trauma, fractures, and luxations
benefit greatly from the clarification provided by imag-
ing techniques such as computed tomography.

16.2 Milestones of Computed Tomography

Conventional x-ray imaging suffers from the severe
drawback that it only produces two-dimensional pro-
jections of a three-dimensional object. This results in
a reduction in spatial information (although an experi-
enced radiologist might be able to compensate for this).
In any case, a projection represents an averaging. The

a)

b)

Fig. 16.2a,b Conventional planar x-ray leads to low-contrast images that do not allow clinical diagnostics involving soft
tissue (a). The figure shows the cranial bone (left), in which details of spatial structures in the brain cannot be recognized.
In the image of the knee (right), even bone structures have low contrast. This low contrast is caused by the averaging
process during the x-rays’ passage through the body. The first attempts to create radiographic slices of the human body
were carried out using conventional or analog geometric tomography, also referred to as tomosynthesis if the acquired
x-ray images are digitally postprocessed (b)

result of the averaging can be imagined if one were to
overlay several radiographic sections on the light box
for diagnosis. It would be difficult for even an expert
to interpret the results, as averaging comes along with
a considerable reduction in contrast, compared with the
contrast present in one slice.
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Figure 16.2a shows conventional images of the cra-
nium (left) and of the knee (right). These images show
the high attenuation of x-rays within, for example, the
cranial bone and most notably around the dental fillings.
The small differences in attenuation that characterize
soft tissue, however, are not visible at all. The mor-
phology of the brain, in particular, is completely lost
in the averaging process. In the knee, even the bone
structures are imaged with poor contrast due to the
superimposition.

16.2.1 Analog Geometric Tomography
and Tomosynthesis

In the 1920s, the desire to undo the averaging process
that characterizes conventional x-ray radiography led
to the first tomographic concept. The word “tomogra-
phy” itself is composed of two Greek words: tomos
(slice) and graphein (draw). The use of the word “to-
mography” was considerably influenced by the Berlin
physician Grossmann, whose Grossmann tomograph
was able to image one single slice of the body [16.5].

The principle of the conventional or analog geo-
metric tomography method is illustrated in Fig. 16.2b.
During image acquisition, the x-ray tube is moved
linearly in one direction, while the x-ray film is syn-
chronously moved in the opposite direction. For this
reason, only points in the plane of the center of rotation
are imaged sharply. All points above and below this re-
gion are blurred, more so at greater distances from the
center of rotation. Hence, this method can be interpreted
as blurring tomography. It is called tomosynthesis if
there is digital postprocessing of the projection images.

The blurred information above and below the center
of rotation does not disappear, but is superimposed on
the sharp image as a kind of gray veil or haze. There-
fore, a substantial reduction in contrast is noticeable.
However, the gain in quality compared with a simple
radiograph is clearly visible in the example of the to-
mosynthetically acquired slice sequence of the knee
in Fig. 16.2b [16.6, 7].

Due to the increased availability of electronic x-ray
detectors, tomosynthesis systems are currently regain-
ing scientific attention [16.8]. In modern systems,
projection images are measured during movement and
stored digitally using an image intensifier system. This
allows subsequent image reconstruction that is superior
to the analog blurring technique.

A related method, called orthopantomography, is
now widely used in dental radiology. In this method,
a panoramic view of rows of teeth is produced on an

imaging plane that is curved to follow the jaw. How-
ever, sophisticated trajectories allow reconstruction of
slices by geometric tomography as well. Nowadays,
the term tomography, despite competitive modalities
such as magnetic resonance imaging (MRI) or positron
emission tomography (PET), is still most commonly
associated with computed tomography (CT) or, more
precisely, with x-ray CT.

16.2.2 Generations of CT Systems

Computed tomography avoids the superimposition of
blurred planes and produces such high contrast that even
soft tissue can be imaged well. The resulting leap in
the quality of diagnostic imaging led to the enormous
success of CT. Historically, four distinct generations
of CT have emerged. Their classification relates to
both the way in which x-ray tubes and detectors are
constructed, and the way that they move around the pa-
tient. Figure 16.3a–d illustrates the different generations
schematically.

First-Generation CT

The first generation of CT involves an x-ray tube that
emits a single, needle-like x-ray beam, which is selected
from the x-ray cone by means of an appropriate pin-
hole collimator. This geometry is referred to as pencil
beam. A single detector is situated on the opposite side
of the measuring field and the x-ray tube. The detector
is moved synchronously along with the x-ray tube. This
displacement is linear and is repeated for different pro-
jection angles γ (Fig. 16.3a). Depending on the specific
attenuation properties of the tissue, the intensity of the
x-ray is attenuated on its path through the body.

The amount of x-ray attenuation is measured by the
detector and subsequently digitally recorded. For each
angle γ , this step yields a simple, one-dimensional ra-
diograph. However, from this initial radiograph, it is
still not possible to determine the spatial distribution of
the tissue attenuation coefficients. It is clear that, to de-
termine the location of two consecutive objects on one
projection line, the situation needs to be viewed side-
ways as well. This is the approach taken by CT, which
views an object from all sides, since the projection angle
is varied from 0◦ to 180◦.

The first CT scanner, built by the company Electric
and Musical Industries Ltd. (EMI), was based on this
principle. In 1972, Hounsfield realized the scanner in
the EMI central research laboratories [16.9]. For his in-
vention, he jointly won the Nobel Prize for medicine
together with Allen M. Cormack in 1979. The first ex-
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a)

c) d)

b)

γ γ

γ

Fig. 16.3a–d First-generation CT devices are equipped with a pencil beam and a single detector. These are moved lin-
early, and the configuration is rotated through different projection angles (a); CT scanners of the second generation have
one x-ray source with fan-beam geometry, as well as a short detector array. The x-ray fan is created from a conical x-ray
source by means of a slit-shaped collimator (b); the third generation of CT scanners has a substantially larger angle of the
x-ray fan and a longer detector array, such that the entire measuring field can be x-rayed simultaneously for one single
projection angle (c), and the fourth generation has a stationary closed detector ring (d)
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periments by Hounsfield were performed in 1969 with
a radioactive americium source that was linearly dis-
placed along with the detector. Hounsfield collected
data from 0◦ to 180◦ necessary for image reconstruc-
tion. The first reconstruction of a two-dimensional
slice took 9 days – a clinically unacceptable process-
ing time. However, for the first time, a two-dimensional
slice image could be achieved that did not origi-
nate from averaging or blurring information, as in the
conventional geometric tomography mentioned above.
Figure 16.4 shows a very early EMI CT head scanner of
1972.

The first commercial scanners from EMI had a nar-
row focused x-ray beam and a single sodium iodide
(NaI) scintillation detector. This pencil-beam principle,
which is not practiced any more, is of fundamental im-
portance as its mathematical methods for reconstruction
can be understood most easily. Indeed, the mathematical
methods of more modern geometries can be obtained

a)

c) d)

b)

Fig. 16.4a–d Development steps of CT. (a) 1972: EMI head scanner (first generation); (b) 1974: Siemens Siretom (first
generation); (c) 1975: Philips Tomoscan 200 (second generation); (d) 2005 Philips Brilliance (third generation)

from the pencil-beam geometry using suitable coordi-
nate transformations. Figure 16.4a shows one of the first
tomographs of the first generation produced by Siemens
in 1972.

The subsequent rapid development of CT has been,
and still is, driven by three essential goals: reduction of
acquisition time, reduction of x-ray exposure, and, last
but not least, reduction of cost. Throughout the course
of optimizing these factors there are several historical
stages, which are briefly described below.

Second-Generation CT

The computed tomograph of the second generation has
an x-ray source with a narrow fan beam and a short
detector array consisting of approximately 30 elements
(Fig. 16.3b). However, since the aperture angle of the
fan beam is small, the x-ray tube and detector array still
need to be translated linearly before the projection angle
is adjusted for another projection. In the earliest of the
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second-generation scanners, the angle of the fan beam
was about 10◦.

Despite the need for linear displacement, the acqui-
sition time was reduced to a few minutes per slice, as the
detector array could measure several intensities simul-
taneously. However, the measuring field was still small.
For this reason, and due to their long acquisition times,
first- and second-generation scanners were mainly re-
stricted to use in imaging the cranium. Figure 16.4b
(right) gives an idea of the scale of the measuring field.
The cranium can be fixed in the scanner and shows
no large intrinsic movement during the acquisition time
(relative to the spatial resolution that could be achieved
at the time).

This is certainly not the case when imaging the area
of the thorax or the abdomen, as the intrinsic move-
ments of the heart and lung, as well as the movement of
the diaphragm and soft organs of the abdomen, produce
artifacts in the reconstructed images. The mathemati-
cal methods of reconstruction demand that all points of
one slice are x-rayed from all angles from 0◦ through
180◦. One object moving out of the imaging plane dur-
ing rotation of the x-ray tube, due to patient movement,
will inevitably result in errors in image reconstruction.
Such image errors, referred to as motion artifacts, are
described in detail in Sect. 16.4.4.

Third-Generation CT

The main goal of developments in the 1970s was to
reduce acquisition time to less than 20 s. This was in-
tended to give enough time to acquire an image of the
abdomen with minimal error, while the patient held
their breath. A major step toward achieving this goal
was an extension of the second generation’s fan-beam
concept, i. e., the introduction of a substantially larger
angle of the x-ray fan and a correspondingly longer
detector array. Figure 16.3c shows a schematic illus-
tration of this principle of third-generation scanners.
Nowadays, the angle of an x-ray fan beam is typically
between 40◦ and 60◦ and the detector array is usually
constructed as an arc with between 400 and 1000 ele-
ments. In this way it is now possible to simultaneously
x-ray the entire measuring field, which is currently wide
enough to cover the torso, for each projection angle γ .
As a result, the third generation of CT systems can com-
pletely abandon linear displacement of the x-ray tube.

The acquisition time for third-generation systems
is reduced considerably, since continuous rotation can
take place without interruption for linear displacement.
The majority of CT scanners currently in use are fan-
beam systems of the third generation. Figure 16.4c and

d show two CT scanners of the second and third gener-
ation from 1975 and 2005, respectively.

Fourth-Generation CT

The fourth generation of CT scanners does not differ
from the third generation with respect to the x-ray tube.
The fan-beam source also rotates continuously around
the measuring field without any linear displacement.
The difference is in the closed, stationary detector ring
with up to 5000 single elements. The x-ray tube rotates
either outside (Fig. 16.3d) or inside the detector ring.

If the x-ray tube is outside the detector ring, it is
necessary to prevent the x-rays from radiating through
the detectors from behind. Therefore, the detector ring
is dynamically tilted away from the path of the tube.
In this way, the line of sight between the tube and
the appropriate section of the detector ring only passes
through the patient (and patient table) and not through
the electronics behind the detectors.

Fourth-generation tomographs establish inverse
fans, which are centered on detectors rather than on the
x-ray focus. An inverse fan is also referred to as a de-
tector fan. An inverse fan can be very dense, limited
only by the sampling rate at which individual detec-
tors can be read out. As a result, unlike third-generation
tomographs, this scanner is not limited to the spatial
resolution of a single fan beam.

16.2.3 Spiral CT

Another development, which was a great leap forward
in capability from that of the third generation, led to
what is identified by Bushberg et al. [16.10] as the sixth
generation of tomography scanners. This refers to the
introduction of slip-ring technology, which enables spi-
ral or helical sampling.

As the x-ray tube must be continuously supplied
with energy, the rate of circular movement was previ-
ously limited by the attachment of an electric cable,
which was mounted on a spool. In this process the cable
was unwound in one direction and carefully wound up
in the other. This represented a huge obstacle to the re-
duction of acquisition time. The x-ray sampling unit had
to stop and start again after a certain angle of rotation.

Although data could be collected throughout both
clockwise and counterclockwise rotations, limits were
placed on high velocities due to the increasing torsional
moment. This problem was solved by the introduction
of slip-ring technology. In this technology, the energy is
provided via sliding contacts situated between the out-
side of the sampling unit, in what is called the gantry,
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and the rotating sampling unit. This enables the sam-
pling unit carrying the x-ray source and, in the case
of third-generation scanners, the detector array to ro-
tate continuously. As a result of slip-ring technology,
rotation frequencies of two rotations per second, i.e.,
subsecond scanners, are nowadays commonplace.

However, there are also smaller, more compact de-
vices, in which the sampling unit is independent from
an external energy supply during rotation, making use
of accumulators. An example is given by the mobile
Philips Tomoscan M CT scanner, where accumula-

tors are mounted on the rotating sampling disk and
a capacitive radiofrequency (RF) link is used for data
transfer.

The slip-ring innovation enabled a new acquisition
technique. Along with a continuous motion of the pa-
tient table through the sampling unit, it became possible
to measure data in the shape of a spiral (strictly speak-
ing, the x-ray tube trajectory is a helix). The spiral CT
technique was demonstrated successfully using a pro-
totype by Kalender in 1989 [16.11]. The spiral CT
technique is discussed in more detail in Sect. 16.4.3.

16.3 Computed Tomography Technology

Computed tomography systems consist of a front-end,
i.e., the scanner unit, and a back-end, i.e., the con-
trol console and viewing station. All components of
the front-end, i. e., the x-ray tube, x-ray filter, aperture
unit, collimator, detector system, high-voltage genera-
tor, cooling system, data-acquisition system (DAS), slip
ring, patient table, motors, motor controllers, as well
as mechanical components, are highly developed today.
However, due to their key position in the system, only
two main components of the front-end will be discussed
here: the x-ray tube and the corresponding detector sys-
tem. For a detailed discussion of the physics of x-ray
generation, photon–matter interaction, x-ray detection,
and photon statistics the reader is referred to [16.4].

16.3.1 X-Ray Generation

X-ray radiation is of electromagnetic nature; it is a nat-
ural part of the electromagnetic spectrum, with a range
that includes radio waves, radar and microwaves, in-
frared, visible and ultraviolet light, to x- and γ -rays.
In electron-impact x-ray sources, the radiation is gen-
erated by deceleration of fast electrons entering a solid
metal anode and consists of waves with a range of wave-
lengths roughly between 10−8 and 10−13 m. Thus, the
radiation energy depends on the electron velocity ν,
which in turn depends on the acceleration voltage Ua
between the cathode and anode. In medical diagnos-
tics, acceleration voltages are chosen between 90 and
140 kV, for radiation therapy they lie between 10 and
300 kV, and for material testing they can reach up to
500 kV.

Electrons are emitted from a filament, which is di-
rectly heated to approximately 2400 K to overcome the
binding energy of the electrons to the metal of the fila-

ment. Filaments are usually made of thoriated tungsten
with a melting point of 3683 K. Due to their ther-
mal energy, electrons are boiled off from the filament.
This process is called thermionic emission. To produce
a small electron focus on the anode, the trajectories of
the accelerated electrons must be controlled by electron
optics. The focusing device is a cup-shaped electrode
(frequently named a Wehnelt cylinder) that forms the
electric field near the filaments such that the electron
current is directed to a small spot on the anode.

While the acceleration voltage determines the en-
ergy interval of the x-ray spectrum, the intensity of the
generated x-ray spectrum or the number of x-ray quanta
is solely controlled by the anode current. The accelera-
tion voltage and the anode current can be controlled by
the user.

With the entry of accelerated electrons into the
anode, sometimes also called the anticathode, several
processes take place close to the anode surface. Gener-
ally, the electrons are diffracted and slowed down by the
Coulomb fields of the atoms in the anode material. The
deceleration results from the interaction with the orbital
electrons and the atomic nucleus. As known from clas-
sical electrodynamics, acceleration and deceleration of
charged particles creates an electric dipole, and electro-
magnetic waves are radiated. Usually, several photons
emerge throughout the complete deceleration process
of one single electron. It can happen, however, that the
entire energy eUa of an electron is transformed into
a single photon. This limit defines the maximum energy
of the x-ray radiation.

Due to the fact that the slowing down of electrons
in the anode material is a multiprocess deceleration cas-
cade, a continuous distribution of energies is produced,
the so-called bremsstrahlung. Since the free electrons
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are unbound, their energy cannot be quantized. The
continuous bremsstrahlung is superimposed by a char-
acteristic line spectrum, which originates from direct
interaction of fast electrons with the inner shell elec-
trons of the anode material. If an electron on the K-shell
or K-orbital is kicked out of the atom by a collision
with a fast electron, i. e., the atom is ionized by the loss
of an inner electron, an electron of one of the higher
shells fills the vacant position on the K-shell. As the in-
ner shells represent states having lower potential energy
than the outer shells, this process is accompanied by the
emission of a photon. This process creates sharp lines
in the x-ray spectrum that are characteristic fingerprints
for the anode material.

It should be noted at this point that the image quality
of CT specifically suffers from the fact that x-ray at-
tenuation is a complicated function of wavelength. The
details of the functional behavior are given in the next
section. Generally, one has to bear in mind that a low-
energy x-ray, i. e., radiation with a longer wavelength, is
more strongly attenuated when passing through matter
than high-energy x-ray. (Low-energy quanta are gener-
ally undesired in x-ray imaging. They increase the dose
to the patient, but do not contribute to imaging, because
they are almost totally absorbed by the human body.) As
a consequence, the center of the polychromatic x-ray
is shifted to higher energies (harder radiation). This is
the origin of what is called beam hardening, which pro-
duces artifacts in the reconstructed images.

Generally, a flat metal filter measuring a few mil-
limeters is mounted onto the x-ray tube. The filtering
of the useful beam reduces the number of x-ray quanta
while increasing the average energy of the radiation.
This prehardening of the radiation reduces beam-
hardening artifacts during image reconstruction and the
dose to which the patient is exposed.

Unfortunately, the quantum efficiency of the con-
version from kinetic energy into x-ray radiation, for
a tungsten anode (W, Z = 74) working with an accel-
eration voltage of Ua = 140 kV, is roughly on the order
of η = 0.01. This means that 99% of the kinetic energy
is transferred locally to the lattice, heating up the an-
ode. As a result, CT x-ray tubes have serious heating
problems.

Since it is the energy deposition in the target vol-
ume that produces the heat load, the tube current and
the duration of exposure, or more precisely the prod-
uct of current in milliamperes and exposure time in
seconds, are two important parameters of the practical
scan protocol that the radiologist has to choose appro-
priately. The heat capacity of an x-ray tube is measured

in heat units. Therefore, for several decades, rotating
anode disks have been used to distribute the thermal
load over the entire anode. The anode target mater-
ial is rotated about the central axis, and therefore new,
cooler anode material is constantly rotated into position
at the focal spot [16.12]. In this way, the energy of the
electron beam is spread out over a line, called the fo-
cal line, rather than being concentrated at one single
point. In Fig. 16.5a–c a modern Philips MRC 600 x-ray
tube is shown. A liquid-metal-filled spiral-groove bear-
ing allows very high continuous power compared with
conventional ball bearings. Often, a heat exchanger is
placed on the rotating acquisition disk to cool the anode.

Ideally, x-rays should be created from a point
source, because an increase in source size will result in
a penumbra fringe in the image of any object point. The
size and shape of the x-ray focus seen by the detector
determines the quality of the resulting image. The effec-
tive target area, called the optical focus, depends on the
orientation of the anode surface that is angulated with
respect to the electron beam. The projection of the fo-
cus shape onto the detector must be minimized to obtain
a sharp image. However, this surface angle increases the
tube power limit, because it allows the heat to be de-
posited across a relatively large spot while the apparent
spot size at the detector will be smaller by a factor of
the sine of the anode angle [16.12]. The image quality
is degraded by a large focus diameter, due to signif-
icant partial shadow areas of each object point. The
mathematical expression that measures the image qual-
ity is called the modulation transfer function (MTF).
A large angle between the incident electron beam and
the anode surface normal is generally not desired, be-
cause there is a certain probability that the electrons
will be elastically reflected from the surface and thus
not contribute to x-ray generation. The probability of
this backscattering effect increases as the atomic num-
ber of the anode material increases and as the angle
between the surface normal and the anode rotation axis
decreases.

Typically, the x-ray focus diameter for diagnostic
tubes is found to be between 0.3 and 2 mm. The pene-
tration depth of electrons into the anode depends on the
kinetic energy and the anode material and can be found
to be up to 30 μm. The radiologist may have the option
of choosing between two focus sizes. This is techni-
cally realized by focusing the electron beam onto two
target points with different anode orientations. In some
systems the spatial resolution of the detector can also
be doubled by switching between two foci during data
acquisition. This concept is called a flying focus.
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a) c)b)

d)
e)

f)

6 × 1.25 mm 40 × 0.625 mm

25 mm

40 mm (32 × 1.25)

6 × 1.25 mm

Fig. 16.5a–f Modern high-power x-ray tube (a,b) and schematic illustration of a modern x-ray tube with a rotating anode
disk (c), schematic illustration of a multislice detector (d), a detector unit of a 64-row CT system (e), and the realization
of a 41 × 41 cm2 flat-panel detector with 2048 × 2048 pixels (f)
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A second effect that influences imaging quality is
caused by the anode surface. X-ray beams leaving the
anode tangentially to the anode surface are reduced in
intensity when arriving at the detector. This intensity
reduction is due to the self-absorption of photons by
the anode, caused by the microscopic roughness of the
anode surface. The x-ray intensity decreases gradually
with a reduction in the angle between beam and an-
ode surface. This effect, which is called the heel effect,
grows during the lifetime of any x-ray tube, because
the roughness of the anode surface increases due to ero-
sion by electron bombardment along the focus line. In
modern CT systems the cone of the utilized x-rays is
becoming larger and larger. Therefore, it is important
to know the radiation characteristics of the anode, be-
cause the basic assumption of the imaging principles
of fluoroscopy and of CT reconstruction is that the ob-
ject to be scanned is illuminated homogeneously. Slight
deviations from a homogeneous beam profile can be
compensated for by specially formed filters mounted on
the x-ray tube and by detector calibration.

16.3.2 Detector Systems

Typically, x-ray quanta are not measured directly, but
are detected via their interaction products (for ex-
ample, emitted photoelectrons). The overall detection
efficiency is primarily determined by the geometric ef-
ficiency (also called the fill factor) and the quantum
efficiency (also called the capture efficiency). The ge-
ometric efficiency refers to the x-ray-sensitive area of
the detector as a fraction of the total exposed area, and
the quantum efficiency refers to the fraction of incident
quanta that are absorbed and contribute to the signal.
The overall detection efficiency is the product of the
geometric and the quantum efficiencies.

Gas Detectors

X-ray radiation is able to ionize gases. This fact was
discovered very early in the last century and led to the
development of the well-known Geiger–Müller counter.
In the first tomographic experiments carried out by
Cormack and Hounsfield, the Geiger–Müller counter
was used as a detector in pencil-beam geometry. In
the early days of clinical CT, gas-based detector arrays
were also manufactured for what are known as third-
generation scanners in fan-beam geometry. Even today,
some scanners using high-pressure xenon are in use.
The photoelectric interaction, hν + Xe → Xe+ + e−,
describes the first part of the detection process chain.
Xenon ions and electrons are attracted by high volt-

age to a cathode and an anode, respectively. A series
of alternating cathode and anode pairs forms the detec-
tor array [16.4]. The current produced by recombination
is a measure of the x-ray intensity entering the detector.

A weak quantum efficiency (a low probability for
photoelectric absorption) can be compensated for by
high-pressure and tall ionization chambers. Another
advantage of tall chambers is improved directional se-
lectivity of the detector element. Since the ionization
probability is proportional to the travel length of x-ray
quanta inside an element (one cathode–anode block),
detection of x-ray quanta with an oblique entrance will
be suppressed. In this way, a tall detector element has
built-in collimation. However, the septa between detec-
tor elements are insensitive regions that will decrease
the geometric efficiency of the detector.

Scintillation Detectors

Today, almost all modern CT systems are equipped with
scintillator detectors. Such a detector essentially con-
sists of two main components: a scintillator medium
and a photon detector. In a first step, the short-wave
x-ray radiation entering the detector is converted into
long-wave radiation (light) inside the scintillation ma-
terial. Typical scintillator materials used are cesium
iodide (CsI), bismuth germanate (BGO), and cadmium
tungstate (CdWO4). The choice of material is critical
and depends on the desired quantum efficiency for the
conversion from x-ray to light and on the time constant
for the conversion process, which determines the after-
glow of the detector. For very fast fluorescence decay,
i. e., a very small time constant, as required by modern
subsecond scanners, ceramic materials made of rare-
earth oxides such as gadolinium oxysulfide (Gd2O2S)
are used.

On the rotating sampling unit, the series of detector
elements is arranged in a circle segment with the x-ray
source at its center. In Fig. 16.3c this is schematically
shown for a third-generation scanner. X-rays that have
been scattered may undergo deflection through a small
angle and finally reach the detector. This detection is
undesired because it reduces the contrast of the im-
age. To suppress the measurement of scattered x-ray
quanta, collimator lamella are attached to each element.
Such an antiscatter collimator grid is directed toward
the x-ray focus to filter out photons not traveling in the
line of sight between the x-ray source and the detector.
Without an antiscatter grid, the image quality would be
significantly reduced.

However, there is an obvious disadvantage of the
antiscatter grid. To block an oblique entrance of scat-
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tered x-ray photons effectively, a minimum lamella
thickness of 0.1 mm is required. In practice, the detec-
tor elements have a total geometric efficiency of about
50–80% [16.13]. This decreased fill factor leads to an
undesired reduction in spatial detector resolution.

Solid-State Multislice Detectors

Crystal- and ceramic-based solid-state detectors de-
scribed in the previous section can be extended to
multirow or multislice detector systems. The key fea-
ture of such multirow arrays is a maximum effective
x-ray-sensitive area. This feature is quantified by the fill
factor, which is explained below. Xenon high-pressure
gas detector array systems cannot be easily extended to
flat area detector systems. Therefore, all modern mul-
tislice CT systems are based on solid-state scintillation
detectors.

In Fig. 16.5d, a cone-beam detector system is shown
schematically. In contrast to detector systems in tech-
nical CT systems, for example, in micro-CT (where
flat-panel detectors are employed), almost all clinical
CT systems are equipped with cylindrical detector units.
As illustrated in Fig. 16.5d, the multiarray system forms
a cylindrical barrel with the x-ray source as its center.
If the number of rows of such multislice detector sys-
tems is chosen to be very high, the orientation of the
respective x-ray fan inside the cone beam, relative to the
axial slice, becomes significant, and the requirements
of image reconstruction increase. However, modern CT
systems are equipped with cone-beam sampling units
due to improved spatial resolution and faster image ac-
quisition. Image reconstruction in cone-beam systems
is discussed in Sect. 16.4.

Different technical configurations of multislice de-
tector systems are available today. Usually, detector
units can be partitioned and combined. This flexibility
is achieved by the electronic interconnection of pairs of
detector segments leading to a desired slice thickness.

Solid-State Flat-Panel Detectors

Without reconstruction mathematics that are adapted to
the cone-beam situation, image artifacts arise for higher
x-ray fan angulations, even in a 16-row detector sys-
tem. This leads to clinically unacceptable image quality.
In any case, the reconstruction algorithms used for the
cone-beam geometry need to be revised for practical
implementation. Therefore, a logical step forward is to
leave multirow detector arrays and move in the direction
of real flat-panel detector systems, which have recently
become commercially available. However, they were
not originally designed for use in CT systems, but rather

to compete with established radiography systems us-
ing film cassettes, computed radiography cassettes, and
image intensifiers.

Each sensor element of a flat-panel detector con-
sists of a photodiode and a thin-film transistor (TFT).
Both are made of amorphous silicon on a single glass
substrate. The pixel matrix is coated with an x-ray-
sensitive layer. Multichip modules are used as readout
electronics at the edge of the detector field. The x-ray-
sensitive coating is, for instance, a cesium iodide layer.
The basis is the single glass substrate with a silicon ma-
trix of 2048 × 2048 sensors, each 200 μm in size. The
monolithic structuring is done with thin-film technol-
ogy such that a composition of a set of medium-sized
subpanels, which have undesired dead zones at the in-
terfaces, potentially producing imaging artifacts, is not
required. A final cesium iodide (CsI) coating forms the
scintillator layer of the detector.

The CsI layer is applied directly onto the pixel ma-
trix by a physical deposition process. The production
technique is known from semiconductor production.
Physical and chemical processing steps, i. e., the combi-
nation of photolithography and further etching phases,
are applied to produce the finely structured detector el-
ements. This leads to an x-ray-sensitive detector field
with a desired high fill factor, i. e., the ratio of the x-
ray-sensitive area of the detector to the total area of the
detector.

X-ray quanta entering the detector are converted
into visible light in the upper CsI scintillator layer. The
light photons are guided to the photodiodes of the next
processing layer. The photons are absorbed, thereby
producing an electric charge in the photodiodes that is
proportional to the intensity of the x-ray radiation.

During detector exposure, the electric charge is in-
tegrated and stored in the detection element, which acts
as a capacitor. The actual readout process is initialized
by the thin-film transistor, which switches the charge to
the readout electronics via a data link. There, amplifica-
tion and analog-to-digital conversion are performed on
the same chip, resulting in fast operation with low noise.
In Fig. 16.5f, a preassembly, raw detector with ribbon-
cable data links [16.14] is shown. Its 4 194 304 pixels
are integrated onto a 41 × 41 cm2 active area.

A highly desired system property of the digital scin-
tillation detector system is linear dynamics over a wide
range of illumination. In this way, high- and low-dose
applications have the same contrast information, i. e.,
excellent contrast resolution. Film systems are capa-
ble of imaging objects with high contrast within a very
narrow exposure range only. If the object is over- or
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underexposed, the contrast of the image can easily be
too low. Due to the linear response characteristic curve
of the digital system, it is robust against over- and un-
derexposure. However, within the range of low-contrast
imaging, flat-panel systems do not achieve the quality
of the dedicated CT detector systems described in the
sections above [16.13].

In addition to a linear detector dynamics charac-
teristic, another important advantage of the flat-panel
detector is its excellent spatial resolution. To optimize
the spatial resolution, CsI is evaporated onto the matrix
so that direct contact between the scintillation material
and the carrying photodiode matrix is established. This
manufacturing step is designed in such a way that CsI
grows anisotropically, forming needles on the matrix.
If x-ray quanta are converted into visible light inside
the CsI structure, the emerging photons are, in all like-
lihood, traveling along the needles, because they act

as a fiber-optic cable. In this way, photons are guided
directly onto the photodiode or in the opposite direction.

The photons that are traveling in the opposite di-
rection face a mirror on the top side of the CsI layer
that ensures that eventually almost all photons find their
way to the photodiode. This light guidance effect of the
CsI fiber structure is the reason for the high quantum
efficiency of digital flat-panel detectors. The x-ray-
sensitive CsI coating can be made very thick to obtain
high quantum efficiency and also to suppress broad
photon scattering, which would reduce the spatial reso-
lution. The scintillation light is bundled by the CsI fibers
onto a small point on the photodiode matrix. However,
an isotropic CsI layer must always find a compromise
between high quantum efficiency and high spatial reso-
lution. Figure 16.12b in Sect. 16.7 shows a a prototype
volume or cone-beam CT equipped with a flat-panel
detector.

16.4 Image Reconstruction

The fundamental problem of computed tomography can
be easily described: Reconstruct an object from its shad-
ows or, more precisely, from its projections. An x-ray
source with a fan- or cone-beam geometry penetrates
the object to be examined, such as a patient in medical
applications, a skull found in archeology, or a specimen
in nondestructive testing (NDT). In so-called third-
generation scanners, the fan-shaped x-ray beam fully
covers a slice section of the object to be examined.
Depending on the particular paths, the x-rays are attenu-
ated to varying extents when passing through the object;
the local absorption is measured with a detector array.

Of course, the shadow that is cast in only one di-
rection is not an adequate basis for determination of the
spatial distribution of distinct structures inside a three-
dimensional object. To determine this structure, it is
necessary to irradiate the object from all directions. Let
pγi (ξ) represent the attenuation profile of the beam as
a function of the x-ray detector array coordinate ξ under
a particular projection angle γi . If the different attenu-
ation or absorption profiles are plotted over all angles
of rotation γi of the sampling unit, a sinusoidal arrange-
ment of the attenuation or projection integral values is
obtained. In two dimensions, these data pγi (ξ) represent
the Radon space of the object, which is essentially the
set of raw data. From a mathematical point of view, im-
age reconstruction in computed tomography is the task
of computing the spatial structure of an object from the
shadows that it casts. The solution to this problem is

complex and involves techniques from physics, mathe-
matics, and computer science. The described scenario is
referred to as the inverse problem in mathematics.

In computed tomography, the meaning of the math-
ematical term inverse problem is immediately apparent.
The spatial distribution of attenuating objects that pro-
duce the projection shadow is not known a priori. This,
actually, is the reason for acquiring the projections
along the rotating detector coordinate ξ over a projec-
tion angle interval of at least 180◦. It is an inversion of
integral transforms. From a sequence of measured pro-
jection shadows {pγ1 (ξ), pγ2 (ξ), pγ3 (ξ), . . .}, the spatial
distribution of the objects, or more precisely the spa-
tial distribution of the attenuation coefficients μ(ξ, η)
within a chosen section through the patient, must be
estimated.

In 1961, the solution to this problem was applied
for the first time to a sequence of x-ray projections
by which an anatomical object had been measured
from different directions. Allen MacLeod Cormack
(1924–1998) and Sir Godfrey Hounsfield (1919–2004)
were pioneers of medical computed tomography and in
1979 received the Nobel Prize for medicine for their
epochal work during the 1960s and 1970s.

16.4.1 Fourier-Slice Theorem

Depending on the path η which the x-ray quanta take
through the body – starting at the x-ray tube η = 0 and
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Fig. 16.6a–g From the raw data to the reconstructed image. Sinogram of attenuation or projection values (a), high-pass-
filtered projection values (b), backprojection of the filtered projection (c), accumulation of all backprojections of the
high-pass-filtered (d) and the native (e) projection profiles; data acquisition of spiral CT (f), row-data interpolation for
spiral CT (g) �

ending at the detector η = s – the intensity of the rays
will be attenuated differently. After taking the logarithm
of the intensity measured on detector element ξ the sum
of attenuation values pγ (ξ) is obtained along the x-ray
path for the projection angle γ .

The x-ray source rotates around the object to be
examined, penetrating it with x-rays. The sum of atten-
uation values, the so-called projection integral pγ (ξ),
is measured and saved for each angle. Therefore, the
projection integral – plotted over all angles – takes a si-
nusoidal course (Fig. 16.6a). This plot that collects the
raw data of the measurement is called a sinogram and
represents the Radon space of the object, named after
the Austrian mathematician Radon [16.15].

The key theorem that describes the relation be-
tween the Fourier transform of the projection integral
and the Fourier transform of the desired image is the
Fourier-slice theorem. One is interested in the spatial
distribution of attenuation values f (x, y) = μ(ξ, η) hav-
ing measured only the projection data pγ (ξ).

The Fourier-slice theorem ensures that the one-
dimensional Fourier transform Pγ (q) of the measure
projection integral pγ (ξ) can be identified with a ra-
dial line in the Cartesian Fourier space F(u, v) of the
object f (x, y) drawn at the angle γ of the correspond-
ing measurement, with u = q cos γ and v = q sin γ .
Filling the Fourier space in that way over all an-
gles γ leads to a complete Fourier representation
of the object, which can be reconstructed in prin-
ciple by an inverse two-dimensional Fourier trans-
form. For a detailed discussion the reader is referred
to [16.4].

16.4.2 Filtered Backprojection

The Fourier-slice theorem is not directly implemented
due to some interpolation problems that would arise.
In today’s CT systems, so-called filtered backprojec-
tion is widely used. Within this method, which is also
called the convolution method, the projection integral
data pγ (ξ) are digitally filtered. Figure 16.6a,b shows
how this is done in the frequency domain. The lin-
ear weighting |q| of the Fourier-transformed projection
profile Pγ (q) is essentially a high-pass filter. Conse-
quently, the filtered projection profile hγ (ξ) shows the
changes along the profile only. The result of the high-

pass filtering of the measured attenuation profile pγ (ξ)
is illustrated in Fig. 16.6b. It can be seen that the si-
nusoidal structure of the data is preserved. However,
due to the high-pass filtering, only changes of pγ (ξ) are
represented by hγ (ξ).

This filtered profile hγ (ξ) is projected back in the di-
rection γ of the measurement of pγ (ξ). In Fig. 16.6c this
is exemplarily demonstrated for a single backprojec-
tion angle γ . Obviously, a single filtered backprojection
alone does not represent the image of the object.
However, the errors of one direction are consistently
compensated by accumulation of the backprojections of
all available views in the interval γ = [0, π).

The concept for reconstruction of the tomo-
graphic image f (x, y) from the projection values
pγ (ξ) is demonstrated by a successive backprojection.
In Fig. 16.6d the intermediate results of the recon-
struction process of a tomographic abdomen image
are shown for an increasing number of projection
angles Np = {1, 2, 3, 10, 45, 180}. This sequence re-
veals that a sufficiently high number of projection
angles is needed to reconstruct the image of the
object. In Fig. 16.6e the intermediate results of the
simple backprojection, i. e., the direct backprojec-
tion of the measured projection integral pγ (ξ), is
shown. This naive strategy leads to a blurred im-
age independent of the number of backprojection
angles.

When CT images are compared, it is important
to know the exact weighting function within the fil-
tered backprojection. The linear weighting with |q| as
described above is the mathematically ideal case. In
practice, the filter is often less progressive in the high-
frequency domain. The actual type of weighting can be
chosen at the console of the scanner. The operator is
asked to choose a filter kernel from a filter bank in-
cluding a variety of gradually changing weightings from
very sharp to very smooth. The optimal choice of a fil-
ter kernel is always a compromise between a high noise
level with fine spatial resolution and smooth images
with low spatial resolution [16.4].

16.4.3 Raw-Data Interpolation for Spiral CT

A first step toward a true volume image is the so-called
spiral CT method (Sect. 16.2.3), which was proposed by
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Kalender in 1989 at the annual Radiological Society of
North America (RSNA) conference [16.11].

The inadequacies of the simple slice stack produced
by conventional CT are easy to understand. Due to the
preset collimation, each slice has a certain width, which
is also referred to as the slice thickness. Within this slice
thickness the intensity is weighted with its sensitivity
profile – given by the source intensity distribution inside
the collimation and the detector sensitivity profile – and
then averaged.

This averaging process is a problem in all cases in
which the object is characterized by boundaries which
are angulated with respect to the axial slice, i. e., where
structures to be displayed quickly change in the di-
rection of the table feed. In these cases, the averaging
process results in a step-like slice stack so that the
structure to be displayed has a staircase-like appear-
ance. The development of slip-ring technology, which
has already been briefly discussed in Sect. 16.2.3, made
it possible to rotate the sampling unit, i. e., the tube
and detector array system, continuously. If the table
feed is kept constant during the rotation, then the x-ray
source rotates around the patient on a spiral path; strictly
speaking, this movement describes a helical trajectory
(Fig. 16.6f).

This orbit interpretation is based on a coordinate
system attached to the patient table, since the x-ray
source does of course still run along a circular path. The
spiral path only arises from the patient’s view. With this
concept, complete projection data acquisition of an ob-
ject is possible, and the scan time for a volume could be
considerably reduced in comparison with conventional
tomography.

Indeed, it is remarkable that spiral CT technology
works at all. An essential requirement for the recon-
struction methods described in Sects. 16.4.1 and 16.4.2
is the completeness of the raw data. This means that
an object in the measurement field can only be recon-
structed if all points of the object are illuminated from
all sides, i. e., over 180◦. This condition is the reason
why artifact-free conventional CT scans of the heart are
practically impossible because the heart motion shifts
parts out of the slice to be reconstructed while the sam-
pling unit rotates around the heart.

Thus, the projection data to be used for the re-
construction process do not fulfill the consistency
condition. Rather, the differences between the projec-
tion data of a complete cycle should only be caused
by the change of perspective. The reconstructed tomo-
gram is thus impaired by motion artifacts, which will be
described in detail in Sect. 16.4.4.

In spiral CT scanners, the motion of the objects to
be reconstructed is in fact the decisive innovation com-
pared with conventional CT scanners. The object to be
examined is no longer scanned in a single plane. The
reason for this is that, due to the continuous patient table
feed, the source trajectory is not a closed circular orbit.
Therefore, a complete set of raw data is not available for
the reconstruction process – the data are inconsistent in
terms of Sect. 16.4.1.

The key idea governing the reconstruction process
of the spiral CT method is based on the assumption that
the missing data of one slice can be completed by in-
terpolation (Fig. 16.6g). If this has been done, then the
two-dimensional reconstruction procedures described
in Sect. 16.4.2 are again available without any restric-
tion. Figure 16.6g shows the simplest principle of a slice
interpolation. The helical rise, i. e., the path along which
the table is moving during one 360◦ rotation of the
sampling unit, will be denoted with s here.

One may now select an arbitrary slice position zr
because no preferred axial position regarding the data
basis exists due to the constant table feed. For the se-
lected slice there initially is only a single projection
angle γr for which the projection dataset pγr (ξ) is avail-
able. The projection data pγ (ξ) of all other projection
angles must be provided accordingly by means of inter-
polation. For this purpose, the data that have not been
measured under the other required projection angles in
the selected slice position zr must be interpolated on the
basis of the closest neighboring angles of the helical tra-
jectory that have actually been measured. Contrary to
conventional CT, one has to consider the table speed v

as a function of the rotation frequency 1/Trot of the sam-
pling unit. This yields the table feed per rotation or the
helical rise s = v/Trot. If one includes the width or thick-
ness of the x-ray fan d defined by the collimator, then
these parameters are usually combined to define the new
scan protocol parameter pitch p = s/d.

16.4.4 Artifacts

Artifacts are image errors that may emerge due to
a variety of reasons. Artifacts can originate from a sim-
plification of the reconstruction method – to date
usually the filtered backprojection – which assumes
monochromatic radiation or continuous representation
of the projection signal. Artifacts may also stem from
the use of special sampling technologies and detector ar-
rangements, or simply from defective detector elements.
Corrective actions may only be taken if the causes of
such artifacts are known. Such countermeasures are in
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fact very important, since the filtered backprojection has
the disadvantage that artifacts are projected back over
the entire image so that the overall diagnostic value of
the image is reduced or completely destroyed. In this
section a brief overview of CT artifacts is given [16.4].

Partial-Volume Artifacts

If a detail of an object consists of a sharply contrasted
boundary, the limited resolution of a detector system of
course becomes particularly noticeable. The boundary
will usually not be located directly at the edge between
one detector element and another. Therefore, the x-ray
intensity at the corresponding element that has to image
this boundary will be linearly averaged over the detec-
tor width Δξ . Due to this averaging step, the object
is blurred. Due to the superposition of filtered back-
projections from all directions, this inconsistency leads
to artifacts within the reconstructed image which are
visible as streaks from the origin of the inconsistency
along the backprojection path. Partial-volume artifacts
are thus observed, for instance, as ghost lines that ex-
tend, particularly, from straight object boundaries. This
is due to the fact that the backprojections from the other
directions are not able to consistently correct an erro-
neously detected value, which has been projected back
over the entire image. As a countermeasure, the beam
may be collimated finely and the corresponding artifacts
will be reduced.

Beam-Hardening Artifacts

X-rays produced by electron-impact sources, where
fast electrons are entering a solid metal anode, cannot
be monoenergetic or monochromatic. In Sect. 16.3.1,
the different spectral x-ray components have been
introduced, such as the continuous spectrum of the
bremsstrahlung (from fast electrons decelerated by the
Coulomb fields of the atoms in the anode material) and
the characteristic emission lines. Radiation attenuation
does not only depend on the path length but is also
a function of the specific, wavelength-dependent inter-
action between x-rays and the material concerned. The
reconstruction is in this case – similar to the partial-
volume artifact described above – impaired by the
nonlinearities which occur here. The beam-hardening
artifact is caused by the nonlinear relation between
the attenuation values μ and the measured values of
the projection p. If an x-ray beam with broadband en-
ergy spectrum passes through an object, the spectrum
changes along the path. This is due to the fact that
different bands of the frequency spectrum are differ-
ently attenuated, depending on the specific attenuation

coefficients μ = μ(ξ, η, E) of the material being ra-
diographed. In general, low-energy, i. e., soft, x-ray
beams, are more strongly absorbed than high-energy,
hard x-ray beams. This is the reason why this effect
is named hardening of the x-ray spectrum and the cor-
responding image error is named the beam-hardening
artifact. Similar to the partial-volume artifact, the beam-
hardening artifact can be explained by the inconsistency
of the individual projection values from different direc-
tions, which cannot complement each other correctly
within the filtered backprojection method. One correc-
tive method applied in virtually all CT scanners consists
of filtering the soft radiation next to the source, i. e.,
before the radiation reaches the tissue. This may, for
example, be done with thin aluminum or copper foils,
and for a single material with known properties, it is of
course possible to correct for beam hardening computa-
tionally.

Metal Artifacts

One known problem in CT is the appearance of
metal artifacts in reconstructed CT images. Low-energy
x-rays are attenuated more strongly than high-energy
x-rays. Recall that the absorption is given by α ∝ Z4λ3.
Due to the Z4 dependence, this beam-hardening effect is
prominent for metals that are introduced into the human
body, such as dental fillings or hip prostheses, and leads
to inconsistencies in the Radon or projection space.
These inconsistencies observed in the integral attenua-
tion values are due to the polychromatic x-ray spectrum
produced by the x-ray tube. Additionally, without ap-
plying the dual-energy principle, the total attenuation
of the x-ray intensity is an a priori unknown combina-
tion of the photoelectric effect and the Compton effect.
This often leads to artifacts in the reconstructed images
in the form of dark stripes between metal objects with
light, pin-striped lines covering the surrounding tissue.
Besides beam hardening, another origin of metal arti-
facts is a higher ratio of scattered radiation to primary
radiation, causing a low signal-to-noise ratio (SNR)
in the metal shadow. This effect will be discussed in
the next section. However, inconsistent projection data
can also be repaired with surrogate data created by
interpolation or be treated as missing data in order to ig-
nore the inconsistent data in a statistical approach. The
problem with interpolated surrogate data is that they al-
ways include residual inconsistencies due to missing
information during interpolation. On the other hand,
within the missing data approach, a brute-force method
is applied to eliminate inconsistencies. However, the
problem with this strategy is that the reconstruction
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actually suffers from voids in the projection data. Re-
cently, it has been shown [16.16] that both strategies
may be combined. A weighted maximum-likelihood
expectation-maximization (MLEM) approach can be
used to reduce the influence of the residual inconsis-
tencies from interpolation in such a way that optimal
imaging quality is obtained by optimizing the compro-
mise between residual inconsistencies and data voids.

Motion Artifacts

So far it has been assumed that the morphology in
the slice to be reconstructed does not change during
data acquisition. However, if one also has to take into
account the temporal variation of the attenuation coeffi-
cient μ = μ(ξ, η, E, t), one faces the problem of image
reconstruction with a changing data basis; that is, the
data measured during the rotation are inconsistent. As
a countermeasure, one fundamental goal for engineers
developing new CT scanner generations is the accel-
eration of data acquisition, particularly with respect to
the time constants related to anatomical and physiolog-
ical motions. The presently used scanners are multislice
subsecond CTs, which, however, are not able to display
perfect radiographs of beating hearts without electrocar-
diogram (ECG) triggering.

Sampling Artifacts

As in general in any signal processing task, Shan-
non’s sampling theorem must not be violated in CT.
This applies to both the reconstruction of an axial slice
and the subsequent reconstruction of three-dimensional
(3-D) data presentations by slice stacking (Sect. 16.5.3).
Subsampling of a signal also results in the typical alias-
ing artifacts. An inherent sampling problem discussed
in [16.4] arises particularly for a detector array with
a rectangular sensitivity profile of the single detector el-
ements, namely that the individual elements would have
to be arranged at half the distance of their own width.
As this requirement cannot be met due to obvious tech-
nical reasons, one makes use of an elegant mechanical
trick. The corrective action, which is nowadays used
to prevent aliasing, is based on either the quarter de-
tector shift or the so-called flying focus of the x-ray
tube.

Electronic Artifacts (Ring Artifacts)

There are several electronic defects that can deteriorate
the image and in most cases destroy it. The most fa-
mous, or rather notorious, electronic defect is the failure
of a detector channel. In third-generation CT scanners,

such a detector defect will result in prominent so-called
ring artifacts. As the x-ray source and the detector array
are tightly joined at the sampling unit, the failure of an
individual detector element, or the corresponding pro-
cessing channel, becomes specifically visible. During
the filtered backprojection the virtual lines connect-
ing the corresponding detector element and the x-ray
source, which are sometimes called defective beams,
form the tangents of a circle. This means that all values
outside the circle are seriously affected by this artifact.
Inconsistencies with the measured values of the cor-
responding other projection directions in fact arise for
each point of each line. Due to the backprojection, all
image areas are again affected by the artifact.

Scatter Artifacts

For the detector element located in the unscattered,
direct beam path, in principle it does not make any
difference which physical mechanism of interaction ac-
tually reduces the intensity. Other detector elements
located outside the direct line of sight may in fact be
impaired by certain interactions. Particularly in the area
of strongly attenuating anatomical objects such as the
shoulder, abdomen, and pelvis, the measured values
may be distorted due to scattered radiation. These scat-
tered x-rays may become a considerable part of the
overall signal. Whereas the scattered radiation is almost
the same for all projection angles, it is very different
for the wanted signal. In projection directions in which
highly absorbing objects are located one after another,
the wanted signal may become extremely weak, so that
the scattered radiation dominates the signal. Within the
filtered backprojection, inconsistencies then arise from
this projection direction, which result in streak arti-
facts. With regard to the interfering radiation caused
by scattering reaching the detector, third-generation CT
scanners are superior to fourth-generation CT scanners.
The detector array of such scanners is designed such
that the row of detector elements is arranged on a cir-
cular segment with the x-ray source located at the circle
center. It is therefore possible to collimate the radiation
by septa so that scattered radiation – with an incident
angle into a false detector element, which is larger than
a threshold angle – is effectively shielded. The critical
angle is determined by the length and the spacing of
the detector segments. In fourth-generation scanners the
detectors are located on a circle, the center of which is
the isocenter of the measurement field. An x-ray source,
to which a detector collimation might be focused on
successfully, obviously cannot be located there.

Part
C

1
6
.4



Computed Tomography 16.5 Scan Planning and Applications 329

16.5 Scan Planning and Applications

In the following sections, some important practical as-
pects of computed tomography (CT) will be discussed.
Among others, these aspects concern scan planning,
data processing, and representation – particularly gray
value scaling. In particular, scan planning plays an im-
portant role in clinical applications of CT, since scans
cannot be arbitrarily repeated due to the system-inherent
radiation dose to which the patient is exposed.

Therefore, it is furthermore not only important to
plan the scan properly, i. e., to prepare the image ac-
quisition, but also to be informed about how the image
data may be represented, i. e., how to postprocess the ac-
quired data appropriately to maximize the information
that is available from the images by means of modern
visualization techniques.

16.5.1 Scan Planning

The first and most important step in planning a CT scan
is the acquisition of an overview scan, which is called
a topogram (Siemens), scanogram (Philips), scout view
(General Electric) or pilot scan by the different manu-
facturers. To acquire this overview scan, the rotation of
the sampling unit is stopped at a desired angle. In princi-
ple, any angulation is possible, but typical positions are
anterior–posterior (a.p.), i. e., x-ray examination from
the patient’s front to the patient’s back, and lateral, i. e.,
x-ray examination from the side.

During acquisition of the overview scan, the pa-
tient table is continuously moved through the measuring
field. Figure 16.7a exemplarily shows images resulting
from an a.p. and a lateral overview scan. The resulting
images are quite similar to conventional x-ray images.
However, both imaging techniques differ in that a paral-
lax in the axial direction of the patient does not occur for
the overview scan because of the minimal divergence of
the x-ray beam due to slice collimation.

By means of the a.p. overview scan, it is possi-
ble to plan and program a particular slice plane, the
slice thickness, and the number of slices or the vol-
ume. When using the lateral overview scan it is also
possible to program special slice orientations by appro-
priately tilting the entire gantry. This is especially useful
in skull radiographs and spinograms to exclude sensitive
organs (e.g., eyes) from the scan. Figure 16.7a shows an
a.p. overview scan of a thorax. Here, axial slices with
a thickness and distance of 8 up to 10 mm are typically
scanned. If the lumbar vertebrae are to be examined, the
gantry must be tilted such that it is adapted to the ori-

entation of the individual vertebral bodies. Figure 16.7a
also highlights that this is the only possibility for ac-
quiring planar images of, for instance, the intervertebral
disks.

Figure 16.7b,c shows two different orientations of
the skull. If one aims to acquire coronal skull images,
it is necessary to place the patient appropriately on the
table. In Fig. 16.7b, a lateral overview scan of the pa-
tient can be seen. The patient is lying on his abdomen
with his head heavily hyperextended. This hyperexten-
sion of the head is indeed required due to the limitations
in the angle of gantry tilt. Two tomographic slices are
shown on the right in Fig. 16.7b. Such radiographs are
frequently used either to diagnose chronic sinusitis or to
evaluate bone fractures. In slice 1, artifacts due to dental
fillings can clearly be identified. Slice 2 shows a sec-
tion of the frontal calvarium of the skull with spongiosa.
Both slices allow unobstructed paranasal sinuses to be
discerned. In comparison, axial images without gantry
tilt are shown in slices 3 and 4 of Fig. 16.7c.

16.5.2 Hounsfield Units
and Gray-Value Mapping

In CT, the attenuation values μ from (16.1) are usually
represented as gray values. In this context, an approach
developed by Hounsfield has proven to be appropriate
and is nowadays commonly used. Here, the attenua-
tion values are transformed onto a dimensionless scale
and are related to the attenuation value of water. The
definition of these CT values reads

CT value = μ−μwater

μwater
1000 . (16.1)

In honor of Hounsfield, the unit of these values

[CT value] = HU (16.2)

is called the Hounsfield unit (HU). On this scale, the
CT value of −1000 HU is assigned to air and the CT
value 0 HU to water. In principle, this is an open-ended
scale, but in practice it ends at ≈ 3000 HU. The range of
4000 HU overall can be captured quite well by means of
12-bit gray-value images. This scaling is arbitrary, but
nevertheless has practical consequences. Since the at-
tenuation values of almost all organs – except the bones
– are quite similar to those of water, the difference from
the attenuation value of water that is given by (16.1) is
of per mill.
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Fig. 16.7a–c Preparation
of an overview scan to
plan the slice plane posi-
tion (a). With a fixed tube
detector position, the ta-
ble is continuously moved
through the gantry. This
produces projection im-
ages similar to x-ray
fluoroscopy. Two geome-
tries are typically used:
lateral – the patient is
x-rayed from the side;
anterior–posterior (a.p.)
– the patient is x-rayed
from the front to the back.
Lateral overview scan for
planning the slice posi-
tion of head tomograms
(b,c). Due to the limited
tilt of the gantry, the pa-
tient has to be bedded
face-down and with his
head hyperextended to
the neck to be able to
acquire a coronal rep-
resentation of the facial
cranium (slices 1 and 2).
In comparison, axial im-
ages without gantry tilt
(slices 3 and 4)
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Radiologists are accustomed to considering CT val-
ues as absolute values which can unequivocally be
assigned to the organs. Deviations of these CT values
for certain organs indicate pathology. Section 16.4.4
already pointed out the dependence of the x-ray attenua-
tion on the wavelength of the radiation and the potential
artifacts arising from this. This problem, which emerges
in the case of all CT scanners used for diagnostic imag-
ing, is a consequence of the usage of polychromatic
radiation spectra.

While passing through the body, the spectral distri-
bution of the radiation changes such that unequivocal
assignment of attenuation values is actually not pos-
sible. Nevertheless, the view of the radiologists is
largely justified, since most organs behave like wa-
ter with regard to radiation physics. Therefore, it
is possible to correct the beam hardening for these
objects by means of a calibration measurement per-
formed with a water phantom. Thus, for the CT
values of soft tissue, the definition of the Hounsfield
value is directly linked to the tissue density ρ. In
this context, Fig. 16.8b is of special interest because
different organs and organ changes can be readily dis-
tinguished.

It is sensible to divide the whole Hounsfield
scale into diagnostically relevant intervals as shown
in Fig. 16.8. Figure 16.8a shows a histogram of the rela-
tive frequencies of the CT values of an abdominal slice.
The accumulations of air, the foam plastic of the pa-
tient bed, as well as the fat and the organs can be seen.
In the representation of the tomographical slice of the
parenchymatous organs, the problem arises that many
organs are mapped into overlapping intervals of CT val-
ues. Therefore, a sound diagnosis is actually not easy;
thus, textures of organs are also important in clinical
practice.

The human visual system cannot resolve the com-
plete dynamic range from −1000 HU up to 3000 HU
with 4000 gray-value steps. This is the reason why, in
practice, gray-value discriminations of only 256 or 512
steps are resolved on display devices.

Recent studies have shown that the human observer
is able to discriminate between 700 and 900 shades
of gray for the available luminance range of current
medical displays and in optimal conditions [16.17]. To
be able to detect differences between organs that have
rather similar visual representations in their attenuation,
it is necessary to map the respective anatomically sensi-
ble Hounsfield interval appropriately to the perceptible
gray-value range. For this, one uses the piecewise linear
function

G = 255 ·

⎧⎪⎪⎨
⎪⎪⎩

0 for CT value ≤ WL− WW
2

WW−1
(
CT value−WL+ WW

2

)
1 for CT value ≥ WL+ WW

2

,

(16.3)

where WW denotes the window width and WL the win-
dow level.

Figure 16.8b,c shows the corresponding piecewise
linear function for a bone window (WL = +300 HU,
WW = 1500 HU) and a soft tissue window (WL =
+50 HU, WW = 350 HU), as well as their effects on
the representation of an abdominal tomogram. Den-
sity differences in the spinal process are visible only in
the bone window, but differentiation of the soft tissue
is hardly possible due to the large width of the win-
dow. In the soft tissue window, organs such as the liver
and the kidney can be distinguished quite well. How-
ever, in this relatively narrow window, all CT values
above +225 HU are displayed undifferentiated as white
areas.

Figure 16.8a also exemplarily shows the results of
applying different windows to an image slice of the
thorax. Again, the relative frequency of the CT val-
ues is given. These images are especially challenging,
since lung tissue, soft tissue, and bone tissue might
be interesting from a diagnostic point of view. For the
classification of the areas, three windows turned out
to be quite useful. Thus, the lung or pleura window
(WL = −200 HU, WW = 2000 HU), which allows the
lung tissue with its low density to be differentiated, is
added to the already mentioned soft tissue window and
bone window.

16.5.3 Three-Dimensional Data
Representation

In the previous sections, the reconstruction of two-
dimensional images has been considered. However,
today, medical applications of computed tomography
are mainly related to three-dimensional imaging. In
a first step, a stack of two-dimensional slices must be
acquired. A conventional technique is given by a se-
quential procedure where the patient, lying on the
patient table, is moved slightly in the axial direction of
the scanner, i. e., the scanner’s z-axis. The table then
stops and a complete raw data set of a single slice is
measured. The stack of tomogram slices is subsequently
used to compute the three-dimensional representation
of the depicted anatomy. This procedure is called sec-
ondary reconstruction.
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Fig. 16.8a–c Attenuation
values in Hounsfield
units (a). The data are
compiled from the col-
lections in [16.18]. The
principle of windowing.
The complete interval
of practically sensible
Hounsfield values (HU),
ranging from −1000 HU
up to 3000 HU (relative
frequency of the values
for the abdomen area –
lower left), cannot be
recognized and distin-
guished by the human
visual system. Therefore,
the different anatomically
interesting Hounsfield in-
tervals have to be mapped
to appropriate grayscale
intervals that can be dif-
ferentiated. The lower
right image provides the
characteristic curves for
two anatomically rele-
vant windows. The upper
images show the result
of the bone window
((b): WL = +300 HU,
WW = 1500 HU) and
the soft tissue window
((c): WL = +50 HU,
WW = 350 HU)

Part
C

1
6
.5



Computed Tomography 16.5 Scan Planning and Applications 333

As for the surface visualization method, it is nec-
essary to select a gray value threshold representing the
surface. In this context one has of course a certain de-
gree of freedom, as different objects may be visualized
as long as their Hounsfield values are clearly different
from one another. The gray-value isosurface will then
be illuminated with a virtual light source so that the cor-
responding light reflections can be computed to display
the result.

An alternative visualization method of 3-D CT data
is multiplanar reformatting (MPR). MPR is used to
show angulated sections through the three-dimensional
stack of slices. Typically, the principal sections (the
sagittal, coronal, and axial slices) are presented to

a) b) c) d)

e)

g) h)

f) i) Fig. 16.9 (a–d) Angiographic im-
age acquisition with CT (CTA).
(a) Maximum-intensity projection
(MIP), (b) volume rendering, (c) zoom
into the knee and visualization from
the back, and (d) virtual bone elimina-
tion with the bone removal technique.
(e–i) Three-dimensional represen-
tation of the abdomen. (e) Coronal
reformatting, (f–i) volume and sur-
face rendering, (g) virtual endoscopy
of the intestine together with (i)
the representation of the virtual
endoscopy trajectory, and (h) virtu-
ally opened intestine in cylindrical
coordinates

the radiologist. In Fig. 16.9e, a coronal reformatting is
shown.

Figure 16.9b,c illustrates the volume rendering tech-
nique. This method assigns a physical light reflection
and scattering value to each voxel (spatial pixel). The
computer is then used to illuminate this data fog with
a virtual light source and to model the optical impres-
sion artificially. To do so, real reflection and scattering
of light is simulated. If bones, organs, and contrast-
media-enhanced vessels are assigned different optical
properties, interesting insights into the pathological
status of the patient can be gained. In a postpro-
cessing step, certain tissue types can be suppressed.
In Fig. 16.9d, for example, bone is eliminated by a spe-
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cial bone removal technique for better visualization of
the vessel tree.

An alternative to volume rendering is surface ren-
dering, as illustrated in Fig. 16.9f–i. The individual
shades of gray of the layers (images) in the data stack
represent the degree of physical attenuation of the x-ray
beam. In a clinical context, deviations from the normal
distribution of these values may indicate pathological
changes in the patient.

a)

b)

c)

d)

Fig. 16.10 (a) Perfusion measurement
for stroke patients, (b) visualization of
lung emphysema, (c) CT angiography
of the cranial vessels, and (d) imaging
of a coronary stent

During visualization, it is possible to visualize
certain ranges of values and to selectively suppress
others. If the viewer chooses a constant gray value,
i. e., a threshold, all spatial points with this value may
be displayed in space as an isosurface. This surface
is approximated by triangles using a technique called
triangulation. Then, the mosaic of triangles is again
illuminated and displayed using the virtual method de-
scribed above. The larger the number of mosaic pieces
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chosen for the reconstruction of the surface, the more
lifelike the result.

In addition to the three-dimensional representation
of organs or bone surfaces, which may be interactively
rotated on the computer screen, an interior view of hol-
low organs and airways of contrast-enhanced vessels
can be produced. In this way, virtual flights into the
body – for example, into the bronchial tubes or the intes-
tine – can be visualized. In Fig. 16.9i, a virtual insight
into the human intestine is shown. The value of such
a three-dimensional diagnostic approach lies in the re-
duction of the large amount of data otherwise inherent
to the hundreds of single slices.

16.5.4 Clinical Applications

The final section of this chapter describes the broad va-
riety of clinical applications of modern CT imaging by
means of some examples. In Fig. 16.10, four typical ap-
plications are illustrated. Important fields of application
are summarized in the following.

• Brain perfusion: The blood flow in the brain (cere-
bral blood flow, CBF), blood volume in the brain
(cerebral blood volume, CBV), mean transit time
(MTT), and peak time of the bolus maximum (time
to peak, TTP) are acquired and displayed as colored
overlays on the relevant CT slices. In this way, col-
ored maps of tissue vitality give indications of an
acute or chronic infarct (Fig. 16.10a).• Liver perfusion: Arterial and portal measurements
of perfusion in liver studies.• Tumor perfusion: Characterization of known lesions
via their perfusion.

• Lung measurement: Diagnostics of lung emphy-
sema (Fig. 16.10b); automatic detection of lung
nodules.• Calcium scoring: Quantification of coronary calcifi-
cation.• Vessel analysis: Visualization of vessel trees
(Fig. 16.10c); analysis of stenoses and aneurysms;
planning of stents.• Cardio CT: Identification and quantification of
stenoses; planning of stents and visualization of im-
planted stents (Fig. 16.10d).• Virtual endoscopy: Three-dimensional CT data as
a basis for anatomical interior views of hollow
organs (Fig. 16.9i) and contrast-enhanced vessel
trees.• Trauma: Fast imaging of the entire body for diag-
nostics of accident injuries.• Dental planning: Three-dimensional reconstruction
and slices through the maxilla and mandible as
a planning basis for implantation of prostheses for
the oral surgeon.• Planning of radiotherapy: Three-dimensional CT
reconstruction as a basis for dose planning in the
radiation therapy of tumors.• Image-guided surgery: Three-dimensional CT re-
construction as a basis for planning and navigation
of surgical interventions.• Interventional imaging: Visualization of a surgical
instrument tip during a biopsy.

In particular, perfusion measurements show that today
CT is on its way towards becoming a functional modal-
ity. This technique allows the blood flow to be measured
after contrast media injection into different organs.

16.6 Dose

The gain in diagnostically valuable information ac-
companying the advent of computed tomography was
considered to be exceptional. This is one of the main
reasons why the applied dose was not considered to
be of vital importance during this developmental stage.
Based on the number of devices currently installed in
Germany and an average of 3500 examinations per year,
an annual total number of several hundreds of millions
of slices can be estimated to be acquired each year.

This approximately lies within the same range as
the total number of standard projection radiographs ac-
quired in clinical practice. Considering the different

types of radiological examinations (x-ray examina-
tions), one immediately becomes aware of the following
discrepancy. Although CT examinations represent only
about 4% of all radiological examinations, their share
of the total dose amounts to ≈ 35%. In short, CT ac-
counts for the largest portion of medically related x-ray
exposure.

Considering new generations of CT scanners, such
as spiral multislice CT, the applied dose indeed is
not reduced. In fact, it is more likely that the dose
applied during one single imaging session will in-
crease. This is mainly due to the fact that, in modern
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scanners, longer sequences and thinner slices can be
easily measured [16.19]. Initiated by reports about
unnecessarily high x-ray exposure in pediatric CT ex-
aminations [16.20], which were actually performed on
the basis of the same scanning protocols as were used
in human adults, a high sensibility concerning the ap-
plied dose has emerged among both manufacturers and
users. Recent developments such as automatic exposure
control take the problem of dose into account. With this
technology, one can easily adjust the dose according to
the anatomy of the patient or likewise take into account
whether the individual under examination is an adult or
an infant.

Figure 16.11a schematically illustrates that one ini-
tially has to differentiate patients according to their
physique and between infants and adults. If we adopt the
same tube current–time product for infants as is used in
scan protocols for adults (Fig. 16.11a, left), the obtained
intensity of the x-ray at the detector and thus the applied
dose, with respect to the achievable diagnostic quality
(i. e., the SNR = μ/σ ), is unnecessarily high. There-
fore, in the case of a pediatric examination, it indeed is
reasonable to decrease the anode current to a level that
allows a comparable diagnostic quality to be obtained
as achieved in the examination of an adult (Fig. 16.11a,
right). Such automatic exposure control (AEC) can be
steered by means of the scanogram.

Figure 16.11b illustrates dynamic adaptation of the
x-ray tube current or dose with respect to the anatomical
situation observed along the axial z-axis (longitudi-
nal dose modulation). In anatomical areas in which, as
known a priori, low attenuation of the x-ray intensity is
to be expected (for example, within the lung area) the
tube current and thus the dose can be lowered, with-
out decreasing the image quality. If all areas are imaged
with the same tube current, this will result in either dose
rates that are too high or noise levels that are too strong.

Figure 16.11c illustrates dynamic adaptation of the
tube current across the projection angle γ to the inte-
gral attenuation of the radiated body area (angular dose
modulation). At all sections through the body, which are
oval rather than circular, the angular dose modulation is
to be applied. In particular for image acquisitions of the
shoulder, strong dose modulation is to be used.

Another possibility for dose reduction arises in car-
diac imaging. In Fig. 16.11d, a trigger sequence of an
ECG-triggered image acquisition of the heart is de-
picted. Since data are only acquired within the resting
phase of the beating heart, the overall dose can be
significantly reduced, provided that the tube current
is switched off outside the data window. This effec-

tive and efficient procedure is called temporal dose
modulation. Figure 16.11e shows the effect of the com-
bination of longitudinal and angular dose modulation
on the attenuation of the x-ray beams and on the tube
current.

Apart from device-related measures for reduction of
radiation exposure, for which the manufacturers bear
responsibility, there is a set of user-related measures
which also affect the applied dose. The quantities and
their connection to the dose, adjustable in the scan
protocol, are given in the following. For a detailed dis-
cussion on radiation exposure in CT, one is referred to
the book by Nagel [16.19].

• Current–time product (mAs product): Dose and
mAs product, i. e., the product between the x-ray
tube current and acquisition time, have a linear de-
pendence. However, the standard deviation, i. e., the
image noise, increases proportionally to the inverse
of the square root of the mAs product.• Acquisition time: At constant x-ray tube current,
the dose increases linearly with acquisition time.
However, the mAs product is always to be con-
sidered as a total, so that, at a constant dose, the
acquisition time can be reduced along with simul-
taneously increasing the tube current. Thereby, the
image noise is unaffected; however, motion artifacts
are less likely to occur at short acquisition times
(Sect. 16.4.4).• Tube voltage: With increasing tube voltage Ua
(Sect. 16.3.1), the efficiency of the x-ray tube as
well as the penetration of the radiation are increased.
The intensity of the radiation increases with Ua on
average following a power of 3.5. With deeper pene-
tration of the radiation, the image contrast obviously
decreases. However, this is more than compensated
for by the better quantum statistics. Therefore, the
image quality generally is improved – obviously at
the expense of a higher dose being applied to the pa-
tient. If the voltage is, for instance, increased from
120 to 140 kV, in order to reduce the dose whilst
maintaining image quality, the mAs product must be
reduced by 40%. Thus, a dose reduction of ≈ 15%
is obtained [16.19].• Thickness of the object to be imaged: For infants and
frail patients, one has to bear in mind that a smaller
mAs product has to be adopted. Due to lower atten-
uation, the statistics of the x-ray quanta are still as
good as for adults or heavier patients. Correspond-
ingly, image quality is not affected. For heavier
patients, an increase in x-ray tube voltage is prefer-
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able to an increase in the mAs product, since the
increase in radiation exposure is less intense.• Slice thickness: The slice thickness can typically be
adjusted by means of a tube sided collimator from
1 up to 10 mm. Thereby, the slice thickness does
not affect the dose if the same body section is to be
measured. The advantage of a finer slice sequence
is the reduction of partial-volume artifacts as well
as step artifacts occurring on coronal or sagittal re-
formatting of the image. The disadvantage is that,
at a finer collimation, fewer x-ray quanta will reach
the detector such that the image noise will corre-
spondingly increase. If the image quality is to be
kept constant, the mAs product and thus the dose
will have to increase inversely proportionally to the
slice thickness.• Pitch factor: A pitch factor of p = 1 means that, in
the case of a rotation of the sampling unit through
360◦, the patient table is moved linearly by a length
equal to the adjusted slice thickness (Sect. 16.4.3). If
p < 1, the individually measured slices have a larger
overlap, such that the image quality is increased.
However, this results in an increased dose. Accord-
ingly, if p > 1, the dose can be reduced. In theory,
an artifact-free image reconstruction should be pos-
sible up to a pitch of p = 2. With this, the scanning
length is increased such that, for the same mAs
product, fewer x-ray quanta are available for the
image formation of a coevally larger body section.
Therefore, the image noise increases.• Scanning length: If the imaged body section is en-
larged, the dose applied to the patient will increase
accordingly. This is expressed by means of the ef-
fective dose or the dose–length product. The number
of slices always has to be limited to the diagnosti-
cally relevant section, which has to be specified in
the overview scan (Sect. 16.5.1).• Filter kernel: The choice of the respective filter
kernel at first glance does not directly influence
the dose. However, as described in Sect. 16.4.2, the
choice of the high-pass filter of the filtered backpro-
jection does indeed affect the image resulting from
the reconstruction, since the choice of the filter ker-

nel represents a trade-off between noise and spatial
resolution. If one wants to reduce the noise while
maintaining high spatial resolution, this is only pos-
sible at the expense of an increase in dose. Thus,
it always depends on the diagnostic question as to
whether an appropriate choice of the filter kernel
can be used for dose reduction.• Window width: The window width (Sect. 16.5.2)
used for adjusting the display of the CT images
does not initially have a direct influence on the dose.
However, the higher the contrast selected by con-
stricting the window width, the stronger the noise
present in the images. Conversely, it is possible to
smooth the image by enlarging the window width.
If there is a contrast reserve due to the diagnostic
question, smoothing of the visualization can already
be incorporated during the planning step. This will
decrease the mAs product and thus the radiation
exposure.• Field of view (FOV): When using a very small FOV,
i. e., a very strong detail magnification, as a gen-
eral rule, a very sharp reconstruction filter has to be
used. This is due to the fact that the magnification
of the section under examination is chosen because
a locally more detailed image needs to be analyzed.
This immediately has consequences for the image
noise, which can only be reduced with an increase
in the mAs product and, therefore, an increase in the
applied dose.

Finally, it should be mentioned that the progress to-
ward smaller detector elements also influences the dose.
It can be shown that, for constant signal-to-noise ra-
tio, the dose increases with the inverse fourth power
of the detector element size, as described in detailed
in [16.4]. If in the formula of Brooks it is assumed
that b = d = Δξ for the sampling distance at the cen-
ter of rotation and for the slice thickness, respectively,
then, in consideration of the definition of the signal-
to-noise ratio SNR = μ/σ , one obtains the relation
D ∝ (SNR)2/(Δξ)4. Obviously, this limits a further re-
duction of the size of the detector elements, since the
dose may not be arbitrarily increased.

16.7 Special System Designs

In the last few decades, special CT imaging designs
have been developed for certain applications, and this
chapter concludes with a brief review of five of these.

For coronal imaging, the problem of motion artifacts
(Sect. 16.4.4) arises with the conventional CT imaging
concepts described above. Third-generation CT systems
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therefore require ECG-triggered data acquisition, be-
cause with respect to the time constants of heart motion,
even subsecond CT scanners without ECG-triggered
data acquisition are too slow.

For this kind of clinical application, electron-beam
computed tomography (EBCT) has been developed and
will be described below in Sect. 16.7.1. Furthermore,
a short description of volume or cone-beam CT – of-
ten abbreviated as VCT or CBCT, respectively – will
be given in Sect. 16.7.2. These systems are subsequent
steps beyond multislice CT (MSCT). However, if very
small object details in the micrometer range must be im-
aged, the spatial resolution of conventional clinical CT
is insufficient. For this task, special micro-CT systems
have been developed (Sect. 16.7.3). Since nuclear imag-
ing is able to visualize the metabolism of a patient, and
x-ray transmission computed tomography gives com-
plementary morphological information, a consequent
idea is the combination of both modalities into so-
called PET-CT scanners, which will be introduced in
Sect. 16.7.4. In the last section (Sect. 16.7.5), a system
extension to include two sampling units, i. e., two x-ray
tubes and two corresponding multislice detector arrays
in a so-called dual-source system, is described.

a)

c) d)

b)

Fig. 16.12 (a) Electron-
beam CT, (b) volume or
cone-beam CT, (c) PET-
CT, and (d) dual-source
CT [16.21]

16.7.1 Electron-Beam CT

If there is a need for extremely short acquisition times,
the concept of moving sampling systems must be
left behind entirely. One approach to achieving this
is the use of electron-beam computerized tomography
(EBCT). This type of CT was developed for cardiac
imaging.

In EBCT, there is no longer a localized x-ray
tube rotating around the patient as in conventional
CT technology. Instead the patient is situated, in
a manner of speaking, inside the x-ray tube. An
electron beam is focused onto wolfram target rings,
which are arranged in a half circle around the pa-
tient, and generates the desired x-ray fan beam upon
impact with the wolfram target. The x-ray irradi-
ation is measured with a stationary detector ring.
Such systems have mainly been sold to cardiologists
by the company Imatron. The electron-beam tech-
nique is able to acquire an image slice in 50 ms.
Figure 16.12a shows a diagram of an EBCT sys-
tem as well as an illustration of a modern Ima-
tron system. Further technical details can be found
in [16.22].
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16.7.2 Volume CT

There has so far not been a common definition of the
generations of development of CT. In [16.10], scan-
ners equipped with a cone-shaped x-ray beam and
a plane detector are referred to as the seventh gen-
eration. However, even within the cone-beam scanner
itself, one needs to distinguish between systems that use
only a small cone opening, as in the case of a multi-
slice (multiline) detector system or indeed a symmetric
x-ray cone. In particular, the necessary reconstruction
methods differ extensively between these systems. To
understand the motivation behind the development of
cone-beam CT systems, recall that the step from the
pencil-beam to the fan-beam concept came along with
the advantages that the x-ray source was exploited
more effectively, and that there was a reduction in
acquisition time. The efficiency of the energy trans-
formation in the generation of x-ray radiation is just
about 1%.

As the heat produced inside the x-ray tube essen-
tially defines the physical capacitance, and therefore
limits the measuring time, the next straightforward step
in the development of CT scanners involved the use of
a cone-shaped x-ray beam, which is already produced
in the x-ray tube. Both the pencil-beam and the fan-
beam geometry are created by means of appropriate
pinhole or slit collimators, which reshape the original
x-ray source intensity profile, reducing efficiency.

Technologically, there are three important problems
that had to be solved before the successful application of
cone-beam geometry to CT imaging. First of all, a flat-
panel detector, which did not exist at the time, had to be
introduced to replace the line or multiline detector ar-
rays. Second, the huge amount of raw data that quickly
emerge on subsecond scanners in particular had to be
transferred from the rotating sampling unit to the im-
age reconstruction computer. The bandwidth required
for the data transfer poses a challenge even today. Third,
there is the problem of reconstruction, whose mathe-
matics is slightly more sophisticated compared with the
two-dimensional methods.

Figure 16.12b schematically shows the cone-beam
geometry of an imaging system with a planar detector
(flat-panel detector, Sect. 16.3.2). The planar detector
geometry was first applied for technical applications
in micro-CT, since the required charge-coupled device
(CCD) chips were only available for this geometry.
Figure 16.12b shows a prototype of a so-called vol-
ume CT (VCT) developed by General Electric Medical
Systems.

16.7.3 Micro-CT

Recently, micro-CTs, which essentially comprise
a miniaturized design of the cone-beam CTs mentioned
in the previous section and which are typically used for
nondestructive, three-dimensional microscopy, have be-
come commercially available. The x-rayed measuring
field, often as small as 2 cm3 in volume, is so small
that medical applications might seem to be ruled out.
Indeed, these scanners are more commonly used for ma-
terial testing and analysis, but medical applications are
on their way to taking center stage. An example in hu-
man medicine is the analysis of trabecular structures in
bones. Micro-CTs are also ideal scanners for radiolog-
ical examinations of small animals [16.23]. Micro-CTs
are often produced as desktop devices and have a mea-
surement chamber that is entirely shielded by lead walls
against scattered x-ray beams, so that no further means
of protection are necessary. The object to be examined is
placed on a rotating specimen disk, which is controlled
by a stepper motor.

The two most crucial components of micro-CTs are
the x-ray tube and the two-dimensional detector array.
In particular, it is the size of the focus and the size
of the detector elements that, apart from the mechani-
cal accuracy of the rotary motion, determine the spatial
resolution. Therefore, micro-CT systems need a micro-
focus x-ray tube. An x-ray focus size of bF < 10 μm is
desirable. Unfortunately, when using such a small target
area for the electrons, the anode current cannot be very
large. The current is typically less than 100 μA. Since
the current controls the intensity of the x-ray spectrum,
there are certain constraints with respect to the materials
being examined.

A 12-bit x-ray charge-coupled device (CCD) chip
with a pixel matrix of 1024 × 1024 or higher may be
used as a detector, which can be connected to a scin-
tillation crystal by fiber optics. The size of the picture
elements typically has an order of magnitude of around
bD < 10 μm. SkyScan specifies a resolution of about
10 μm. As micro-CTs are cone-beam x-ray systems,
three-dimensional reconstruction methods are required
to calculate the images [16.24].

16.7.4 PET-CT

With the exception of contrast-enhanced angiography
and perfusion techniques, CT, on its own, is only
able to provide morphological information, i. e., infor-
mation on the shape of objects. On the other hand,
positron emission tomography (PET) provides informa-
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tion on metabolism, i. e., the biomedical function of an
anatomical region [16.25]. CT, however, is based on the
attenuation of x-ray radiation. Different organs, hav-
ing different absorption properties, are therefore only
imaged according to their shape, and the patient is con-
sidered to be passive during imaging.

In PET, the patient is injected with a radioactively
marked tracer, which is metabolized inside the body.
One very important tracer is 2-(fluorine-18)-fluoro-2-
desoxy-d-glucose (18F-FDG), which can be used to
trace glucose metabolism. This is especially impor-
tant for oncology studies, since, due to their faster
metabolism, the 18F-FDG uptake of tumors exceeds the
uptake of nonmalignant tissue. Compared with ordinary
glucose, 18F-FDG differs in the presence of the tracer
atom. As such, it behaves like glucose only at the begin-
ning of the metabolic chain. Thereafter, the molecule is
detected but not catabolized any further, leading to an
accumulation of the tracer inside the tumor.

18F-FDG is a positron emitter, so wherever the
tracer accumulates, the process of positron annihilation
is intensified; i. e., upon collision with an electron, the
positron entirely dematerializes, becoming two gamma-
ray photons that fly away in opposite directions. These
gamma-ray photons are then measured by two detec-
tors, located opposite each other, in what is called
a coincidence measurement. By means of, for instance,
filtered backprojection or statistical reconstruction, the
location of the dematerialization can be reconstructed,
and tumors are represented as hot spots inside the im-
age.

An interesting approach to imaging diagnostics is
the combination of both morphological and functional
imaging methods. The goal of displaying function along
with morphology in a single image has been realized for
some time using methods of image registration. Regis-
tration is an image processing step that must overcome
problems caused by the different positioning of the pa-
tient in the two different scanners and changes resulting
from the time that passes between the two acquisitions.

In the case of combined techniques, the patient
is successively scanned using the different imaging
modalities. Using a combined PET-CT scanner, such as,
for instance, the biograph from Siemens (Fig. 16.12c),
the images are acquired almost simultaneously, with the
patient effectively in the same position, so that the loca-
tion of a tumor relative to the surrounding anatomy can
be displayed immediately.

16.7.5 Dual-Source CT

Figure 16.12d shows a recent development in the field,
the so-called dual-source CT. Two complete sampling
units, both of which consist of an x-ray tube and a de-
tector array, are installed perpendicular to each other.
Best images of the beating heart are obtained when the
acquisition interval is set to the diastolic phase. Since
the patients are usually agitated, this resting phase of
the heart is often so short that motion artifacts are in-
evitable. Usually, images have to be acquired across
180◦, in order to obtain a complete raw dataset within
the relatively short resting phase of the heart. How-
ever, when employing a sampling unit taking advantage
of the dual-source technology, only a rotation of about
90◦ is necessary. Thereby, the sampling time is halved,
such that motion artifacts are significantly reduced.
If one wants to abandon the administration of beta
blockers, which are used to lower the pulse, artifact-
free image reconstruction by means of a single source
scanner is no longer possible. Here, the strength of
the halved acquisition time becomes apparent. Using
these modern dual-source subsecond scanners a tem-
poral resolution can be achieved that only differs by
a factor of 2 from the acquisition speed achieved by
electron-beam CT. Considering the applied dose, the
ECG-supported triggering of the acquisition window
is of great importance. Here, compared with the stan-
dard CT scan protocol in which the tube current is
not modulated, a dose reduction of up to 50% can be
achieved.
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Ultrasound D17. Ultrasound Diagnostics

Rudolf Götz, Frank Schön

Today, ultrasound diagnostics is an impor-

tant imaging method in virtually all medical

fields. The fact that it is quick, simple and in

particular cost-efficient plays a major role in

this. Further advantages are provided by the

mobility and the broad spectrum of use of mod-

ern ultrasound diagnostic systems. Not least,

these properties and also the absence of ioniz-

ing radiation make its use indispensable these

days.
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According to data from the German Electrical and Elec-
tronic Manufacturers’ Association (Zentralverband der
Elektrotechnischen Industrie – ZVEI), the ultrasound
market for new devices has a sales volume in Germany
of approximately € 200 million per year. Approximate-
ly 50% of this volume is from acquisitions in clinics
and hospitals, and approximately 50% is from doctors
in private practices. The distribution of sales between
the different specialist fields gives the following pic-

Table 17.1 Overview of the advantages and disadvantages of imaging methods

Ultrasound CT MRI X-ray Angio Nuclear medicine

Ionizing radiation No Yes No Yes Yes Yes

Real-time Yes No No No Yes (Yes)

Type of image Slice Slice Slice Section Section Section

Overall costs Low Very high Very high High High Very high

ture: approximately 30% gynaecology, approximately
30% internal medicine and approximately 20% cardi-
ology.

The high density of devices used in everyday diag-
nostics is due to there being a large number of different
technical and applicative methods (Table 17.1) and
a number of different industrial suppliers. Ultrasound
diagnostics has partly replaced or supplemented other
methods, such as conventional x-ray diagnostics but
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also computer tomography (CT) and magnetic resonace
imaging (MRI).

In contrast to these methods, ultrasound is a so-
called real-time method. The organs being investigated
are displayed on a monitor in real time in this sectional

imaging technique. They therefore correspond to a to-
mographic sectional image familiar from CT and MRI.
Ultrasound imaging thus differs substantially from the
method of looking through the body in a conventional
x-ray examination.

17.1 Basic Physical Principles

17.1.1 Principle

The following explanations regarding the generation of
ultrasound images follow theoretical considerations and
are presented in an idealized form. They are based on
physical principles which are intended to be presented
to the reader in a way which is simple and easy to un-
derstand. The actual generation of ultrasound images
is much more complex, however. An essential part of
image generation is based on the phenomenon of scat-
tering, which makes the process which actually takes
place much more complicated, and this will only be
referred to here in passing. It will not be discussed in
further detail in the text below.

In ultrasound diagnostics, the transmitter and re-
ceiver are combined in the ultrasound probe. The probe
is connected to the ultrasound unit via a cable, thereby
enabling very free positioning of the ultrasound probe
on the body and thus also virtually any desired exami-
nation plane and slice orientation.

In contrast to the x-ray method, which is a trans-
mission method, ultrasound is a so-called reflection
method. The ultrasound probe transmits a short ultra-
sound pulse which penetrates the body and is partially
reflected at interfaces, e.g. between liver and kidney.
Once the pulse has been emitted, the unit switches the
ultrasound probe to receive mode. The ratio of transmis-
sion to reception time is approximately 1 : 1000.

The reflected components of the sound wave trans-
mitted are then recorded by the ultrasound probe and fed
to the unit for further processing. With the exception of
the continuous wave method (Sect. 17.3.2), ultrasound

16 (Hz) 20 kHz

Infrasonic sound Audible sound Ultrasound

f (Hz)
0.1 1 10 100 103 104 105 106

Fig. 17.1 Frequency ranges

units therefore basically work with what is known as the
pulse method. This principle is also wide-spread in the
natural world and is used, for example, by bats, dolphins
and other animals for orientation.

17.1.2 Generation of Sound Waves

Special, cut piezoelectric crystals are used to generate
sound waves. These synthetic crystals are manufac-
tured industrially, for example from fractions of barium
titanate, lead zirconate, lithium compounds or other
ceramics. These are subject to what is known as
the piezoelectric effect, which was described by the
brothers Jacques and Pierre Curie using crystals of tour-
maline. As soon as a voltage is applied to a crystal of
this nature, it changes its form or geometry. Depending
on the polarity of the voltage, dilatation or contraction
of the piezoelectric crystal occurs.

If a high-frequency alternating current is therefore
applied, then it oscillates at precisely that frequency
and generates high-frequency sound waves. If the al-
ternating current applied is at a correspondingly high
frequency, this produces ultrasound waves which are
no longer audible to humans (Fig. 17.1). In the re-
ceive mode, however, sound waves impinging on the
crystal are converted into an electrical alternating
current which is then processed further by the unit
(Sect. 17.3).

17.1.3 Reflection

On the way through the tissue, components of the trans-
mitted sound wave are reflected at interfaces between
different organs and sections of organs. The energy of
the waves which are reflected is determined in each case
by the differences in the so-called wave impedance (Z)
of the individual organ parts and sections scanned. There
is more or less reflection at these multiple interfaces de-
pending on the relationship between the individual wave
impedances, on the angle of impact with respect to the
interface and on the surface texture (scattering).
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In order to contribute towards the generation of an
image, the reflected wave must have sufficient energy as
energy is also lost on the return path to the crystal. The
ideal reflected component is approximately 1%, which
corresponds to a reflection coefficient of R = 0.01.
Higher reflection coefficients result in a greater loss of
energy of the propagated wave overall, thus resulting
in insufficient penetration of the ultrasonic beam into
deeper tissue.

The reflection coefficient is by definition between 0
and 1, where R = 0 means that there is no reflection
taking place and R = 1 corresponds to total reflection.
The reflection coefficient R is calculated from the wave
impedances of the two media which form the inter-
face (Fig. 17.2). The difference between the two wave
impedances is crucial here.

As can be seen from (Fig. 17.3), the wave impe-
dance of air is vastly different from that of human tissue,
with the result that there is a high reflection coefficient
of nearly R = 1 and total reflection occurs. An interface
with air is therefore an obstacle to ultrasound which
cannot be overcome. In order to achieve the best pos-
sible transmission from the probe to the body without
any loss of energy, ultrasound gel is used as a coupling
medium. On account of its very high water content,
the gel conducts sound well and should ensure air-free
contact with a reflection coefficient of roughly R = 0.

However, it is not only air but also metal parts, bones
and calcium particles which can present problems that
produce virtually total reflection. This explains acoustic
shadows behind bones, gall stones or endoprostheses,
for example.

17.1.4 Spatial Mapping – Transit Time

The spatial mapping of the scanned tissue and reflect-
ing interfaces is done by measuring the transit time
from transmission of the pulse to receipt of the respec-
tive reflected components. Early echoes means that the
waves have been reflected by interfaces close to the ul-
trasound probe. Late echoes means that the waves have
been reflected by interfaces a long way from the ul-
trasound probe. This difference in time is represented
on the monitor display by a corresponding distance be-
tween the pixels in the sound beam direction. However,
this presupposes knowledge of the speed of sound con-
duction in the tissue, which is assumed to be on average
1530 m/s (Fig. 17.4). Since different tissues also have
different wave impedances, this average is inevitably
a generally accepted compromise and is used in stan-
dard commercial ultrasound units.

No reflection R = 0

Ideal case R = 0.01

Medium 1
Z1= ρ1C1

Medium 2
Z2= ρ2C2

Total reflection R = 1

ρ = Density of the medium
C = Sound velocity in this medium
Z = Wave impedance

R = Reflection coefficient
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Fig. 17.2 Reflection coefficient and wave impedance
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Fig. 17.4 Sound wave travel speed in tissue
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Only very modern ultrasound units take into ac-
count these differences in the speed of travel of the
sound waves when calculating the ultrasound images
and compensate for the differences in the transit time,
either manually with intervention by the user or else
automatically.

17.1.5 Penetration Depth, Axial Resolution
and Frequency Ranges

It is not only the number of reflecting interfaces and
their reflection coefficients but also the frequency of
the sound waves which influence the penetrative power
of the sound waves. Higher transmission frequencies
lose more energy over the same travelling distance
than lower transmission frequencies and thus achieve
a shorter penetration depth than lower frequencies.

Fig. 17.5 Illustration of two reflectors at different distances
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Fig. 17.6 Frequency ranges of diagnostic ultrasound

However, high frequencies have an advantage in
terms of the axial resolution on account of their shorter
wavelength (λ). In a theoretical best-case scenario, the
minimum wavelength for separate imaging of two in-
terfaces is a single wavelength. A frequency of 5 MHz,
for example, gives a wavelength of 0.3 mm, whereas
a frequency of 10 MHz corresponds to a wavelength
of 0.15 mm. More individual interfaces can therefore
theoretically be resolved at 10 than at 5 MHz (Fig. 17.5).

As can be seen in the figure, a pulse packet does
merely not consist of a single wave with a positive and
negative amplitude but also includes attack and, in par-
ticular, decay amplitudes. These lengthen the overall
pulse packet by several oscillations. In modern high-end
units on the market, a considerable degree of technical
complexity is sought after in order to control the tran-
sient phenomena in the crystals. The aim is to generate
the shortest possible pulse packets, ideally with only
a single sine pulse. This can only be achieved through
precise knowledge of the respective crystal characteris-
tics of the ultrasound probe and with appropriate control
using customized electrical pulse lengths and pulse
forms. As a result of this electrical behavior of the crys-
tals, pulse packet lengths are achieved which are nearly
the size of a single wavelength. The theoretical resolu-
tion of 0.15 mm at 10 MHz can therefore approximately
be achieved, as mentioned in the example above.

The axial resolution is thus proportional and the
penetration depth is inversely proportional to the fre-
quency. For practical applications of ultrasound, this
provides a necessary compromise between the desire for
high axial resolution and a good penetration depth.

Figure 17.6 gives an overview of the different fre-
quencies used to produce images of different organs.

17.1.6 Influencing Factors:
Pressure and Temperature

As already mentioned, the speeds at which sound waves
pass through a medium are primarily dependent on
the material properties of the medium. A change in
the atmospheric conditions of temperature and pressure
likewise influence the propagation velocity of the ultra-
sound pulse. Both an increase in temperature and a rise
in pressure go hand in hand with faster propagation of
sound waves.

In this context it is significant that the ultrasound
pulse itself exerts positive and negative pressure in pe-
riodic alternation on the transmission medium. This
means that the ultrasound pulse itself influences the
sound-conducting properties of the medium with its
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pressure fluctuations. These effects on the medium and
the resulting interactions continuously change the prop-
erties of the ultrasound pulse during the propagation
through the tissue. This change has an effect on the
signal quality and can be put to technical use.

17.1.7 Second Harmonic

During the course of time of a sinusoidal wavelength,
the periodic pressure fluctuation triggered by the ul-
trasound pulse leads to a regularly changing sound
propagation speed. The positive half-wave (pressure)
moves with greater speed than the negative half-wave,
with the result that the negative-going edge of the pos-
itive sound wave becomes increasingly steep as the
distance from the sound source increases (Fig. 17.7).

A similar phenomenon can be observed in sea waves
on the beach. The lower section of the wave, which is
close to the sea bed, moves more slowly because it is
braked by the ground which is getting closer all the
time. The upper section of the wave is largely uninflu-
enced by this and thus moves more quickly. At some
point, this effect becomes so great that the crest of the
wave falls forwards, as it were, and the wave breaks.

The pulses from an ultrasound unit emitted into the
body also experience this deformation on their path
through the tissue. Whereas the sound wave still ex-
hibits a virtually sinusoidal pressure curve when it is

Fig. 17.7 Change in the shape of a
sound wave as a result of nonlinear
sound velocity

close to the crystal, as the distance from the crystal
increases the shape of the wave increasingly resem-
bles a saw-tooth. The higher the intensity of the sound
emitted, the earlier and more pronounced this defor-
mation. Every nonsinusoidal oscillation can be broken
down into multiple sinusoidal oscillations of different
frequencies by means of Fourier analysis (Fig. 17.8).

The saw-tooth-like shape of the changing pulse
contains firstly a sinusoidal fundamental wave (a),
furthermore a sinusoidal oscillation with a relative-
ly low amplitude and half wavelength (b), and also
other sine oscillations with constantly decreasing am-
plitudes which correspond to an integral quotient of
the fundamental wavelength (c). These high-frequency
components are also known as harmonic frequencies.
This harmony of sound is familiar to us all from mu-
sic, as the generation of sounds in musical instruments
is subject to similar principles.

Conventional signal processing suppresses the
higher-frequency signal components, so that the dom-
inant fundamental of each reflected signal is primarily
used for imaging. In the method known as second
harmonic imaging, however, the first overtone (second
harmonic) is isolated and used to obtain an image. The
fundamental (first harmonic) and all other overtones are
filtered out and are not used further.

Using the second harmonic frequency has a number
of advantages. The main advantage is the significantly
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(a)

(b)

(c)

Fig. 17.8 Transformation of a nonsinusoidal oscillation into various
sinusoidal oscillations

clearer differentiation between liquid and solid tissues.
The reason for this is the more pronounced saw-tooth-
shaped signal deformation in solid structures (tissue)
and the lesser degree of deformation in liquid tissues,
in which virtually no reflected harmonic waves are gen-
erated. Some companies therefore also refer to this
technique as tissue harmonic imaging. Another advan-
tage of using harmonics is that the amplitude of the
interfering side lobes which occur automatically at the
fundamental frequency is too low to generate overtones.

Tissue harmonic imaging is therefore a technique
which reduces artifacts in the ultrasound image and
makes it possible to more cleanly and clearly delimit
liquid-filled cavities in particular, such as the amniotic
cavity, the bladder, the cardiac cavities or cysts. These
days it is also used in devices in virtually all price ranges.

17.1.8 Broadband Harmonics

One disadvantage of using the second harmonic is
that the reflected second harmonic has less penetra-
tive power as a result of the doubling in the frequency.
Because these waves must cover the distance to the
ultrasound probe, however, the depth of field of the
ultrasound image which can be displayed is overall re-
duced. Use of this technology should therefore be left
to the user, who differentiates depending on the organ
being investigated by switching the unit on and off.

Some modern high-end devices provide another
possibility for using harmonic signals, however. In ad-
dition to the harmonics already described, Fourier anal-
ysis also shows so-called half-waves (subharmonics)
with half the fundamental frequency of the transmission
pulse.

The simultaneous use of half-waves and second
harmonics to calculate an image compensates for the
disadvantage of the short depth of field because of the
lower frequency of the half-wave and its better pen-
etrative power. The reception and processing of these
signals place high demands on the frequency spectrum
of the ultrasound probe which can be effectively used
and also on the signal processing electronics. In gen-
eral, the ultrasound probe and the piezoelectric crystals
used in it have optimized frequency ranges due to their
material and design. The broadband capability of the
ultrasound probe is indispensable for the simultaneous
reception of half-waves and harmonics and is crucial
to the quality of this reception. In high-end devices,
this technology is found under the name broadband
harmonics.

17.2 Visualization of the Blood Flow and Vascular System

17.2.1 Doppler

In addition to calculating the depth of a reflecting in-
terface, the pulse reflection method generally used in
ultrasound also provides the possibility of detecting
a moving structure and measuring its speed. This is
possible due to technical processing of the reflected sig-
nals, which differs from the method described before
of determining the transit time and which, in addition
to displaying the tissue morphology, also enables func-
tional diagnosis of moving tissue volumes and liquids
(blood, muscle, urine).

This method is named after the Austrian physicist
Christian Doppler and is based on the phenomenon,
which we know from everyday life, that the frequency
of sound of a moving object changes according to its
speed and direction. Everyone is familiar with the phe-
nomenon of the changing sound of a passing ambulance
which has its siren turned on. This phenomenon is
known as frequency shifting.

The measurable change in frequency between the
emitted and the reflected signal, which in ultrasound is
called the Doppler shift or the Doppler frequency shift
( fD), is proportional to the speed of the moving struc-
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Fig. 17.9 Formula for describing the Doppler effect ( f1

transmission frequency, f2 reception frequency, Δ f meas-
ured Doppler shift, v speed of the target particle, ϕ angle of
incidence between the sound beam direction and the direc-
tion of movement of the target particle, c sound velocity)

ture. The relationship between the Doppler shift and the
speed of the target particle is illustrated in Fig. 17.9.
The speed of the movement can be calculated by de-
termining fD in the ultrasound unit and with the aid
of the known variables of sound velocity, transmission
frequency and reception frequency.

A fundamental problem in the practical Doppler
measurement is its reliance on angles. As can be seen
in Fig. 17.9, there is a connection, dependent on the an-
gle ϕ, between the moving structure and the position of
the observer. Extreme cases are, firstly, direct measure-
ment in or against the direction of movement (ϕ = 0◦)
and, secondly, measurement at right angles to the di-
rection of movement (ϕ = 90◦). In the first case, fD
corresponds to the actual speed, whereas in the second
case the result given by the correction factor (ϕ = 90◦,
which gives cos ϕ = 0) does not give a measurable
speed.

For practical use, it holds that an angle of between
0◦ and no more than 60◦ to the direction of movement
should be used when using the Doppler technique.

17.2.2 B-Mode

In the B-mode, too, visualizations of the blood flow are
also possible to a limited extent, since the reflection co-
efficient of blood is approximately 1000 times lower
than that of tissue. On certain conditions (immedi-
ate proximity to the blood-conveying organ, slow-flow
phenomenon, haematocrit, etc.), the blood flow is visu-
alized spontaneously, which is known as spontaneous
flow or spontaneous echo.

However, by subtracting two consecutively recorded
image lines and subsequently superimposing them

with one of the noncontrast lines, modern signal
processing technology provides the possibility of imag-
ing the movement of the reflecting structures which
takes places between the two recordings. The ad-
vantage of this method (B-flow) is that it does not
rely on angles. The spatial resolution of the illus-
tration of the flow is dependent on the resolution
of the B-image, however, and this can have a nega-
tive effect on the diagnosis. This method is therefore
currently much less widespread than the Doppler
method.

17.2.3 Ultrasound Contrast Medium

Depending on the medical indication and in order to
achieve an accurate representation of the organ perfusion
and the perfusion dynamics, ultrasound contrast medium
is increasingly used in diagnosis. Ultrasound contrast
medium is applied intravenously, passes largely unaf-
fected through the lungs and is then pumped into the
muscles and organs by the left heart in a highly diluted
solution with the blood. Ultrasound contrast medium is
composed of countless tiny gas bubbles with a diameter
of between 2 and 4 μm and reflects ultrasound which is
beamed in significantly better than the natural corpus-
cular constituents of the blood. There is also a second
effect, which increases the visualization of the gas bub-
bles and therefore of the blood: the gas bubbles are
considerably smaller than the spatial dimension of the
sound waves.

In the compression wave of an ultrasound pulse,
areas of elevated and reduced pressure periodically
surround each bubble completely. In the area of el-
evated pressure, bubbles are compressed. Conversely,
bubbles in the low-pressure area dilate. On account
of these rhythmic changes in volume, the bubbles be-
come a source of sound as they begin to oscillate.
However, the acoustic pressure of the initial sound
field and the change in diameter are not in a linear
relationship with one another. If the pressure dou-
bles, for example, the bubbles do not reduce in size
to the same degree. As a result of this nonlinear os-
cillation and the slight difference in the size of the
individual bubbles, they emit a broadband frequency
spectrum back to the ultrasound probe. Just like the
wave breaking on the beach, this broadband, nonsinu-
soidal signal can be understood as the sum of multiple
sinusoidal single frequencies (Fig. 17.8). The second
harmonic (Fig. 17.8) is usually particularly pronounced
here, meaning that it can be selected in the receiv-
ing component of the ultrasound unit and used for the
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imaging. This method is known by the term contrast
harmonic.

The so-called mechanical index (Mi) measures the
mechanical effects of the sound waves on tissue and
contrast medium bubbles

Mi = p−
√

f
.

Here, Mi is the mechanical index (dimensionless), p−
is the negative acoustic pressure (MPa) and f is the
transmission frequency (MHz).

At a low Mi and thus a low acoustic pressure,
bubbles still behave in a linear fashion, and at higher
acoustic pressures their behaviour becomes nonlinear
and they generate harmonics.

17.3 Equipment Technology

17.3.1 The Basic Design
of an Ultrasound Unit

The fundamental components of an ultrasound unit are
the devices shown in the diagram (Fig. 17.10).

The combination of these components constitutes
a medical device which is approved in accordance
with the respective applicable regulations, which sat-
isfy EU and international agreements. Any change
to these components or their parts (e.g. repair with
a structural change, such as recoating of an ultrasound
probe) means that this approval is automatically re-
scinded.

Table 17.2 Types of probes and their application

Organ Application Type of probe

Brain Transcranial Sector

Brain Intraoperative/burr hole Convex/sector

Pituitary Transnasal Linear, flexible

Thyroid, neck vessels Transcutaneous Linear

Heart, aorta Transthoracic/transesophageal Sector

Lung, mediastinum Endobronchial ultrasonography (EBUS) Convex

Pleura Transcutaneous Convex/sector

Breast Transcutaneous Linear

Spine Intraoperative Linear/convex

Liver, gall bladder, bile ducts, kidney Transabdominal/endosonographic (EUS) Convex

Pancreas, spleen, stomach, intestines Transabdominal/endoscopic Convex

Liver, spleen, pancreas Laparoscopic Linear/sector

Major abdominal vessels Transabdominal Convex

Uterus, ovaries, pregnancy Transabdominal/transvaginal Convex/RT3D

Bladder, prostate Transabdominal/transrectal Convex/linear

Scrotum Transcutaneous Linear

Hip Transcutaneous Linear

Peripheral vessels Transcutaneous Linear

Joints, muscles, skin Transcutaneous Linear

Ultrasound Probe

Specific ultrasound probe designs are available for dif-
ferent fields of use. They differ essentially in the design
of the crystal array. The standard designs described in
the section below can be found in different sizes, widths
and radii of curvature, and in a wide variety of other
ultrasound probe designs. The shape of the housing dif-
fers depending on the intended use of the respective
instrument.

Base Unit with A/D Converter

The base unit of a modern ultrasound unit is essen-
tially composed of two parts. The interface between
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Ultrasound
probe

A/D converter Base unit
Viewing unit and

interfacing

Fig. 17.10 Components of an ultra-
sound unit

A-mode B-mode M-mode

Fig. 17.11 Diagram of A-mode, B-
mode, and M-mode

the analogue-functioning ultrasound probe and the dig-
ital processor is in the analogue/digital (A/D) converter.
The purpose of the A/D converter is firstly to generate
all of the electrical pulses and pulse sequences required
for steering the sound beam and also to receive the re-
flected signals and convert them to digital form. It thus
becomes clear that the image quality in particular is
heavily dependent on the quality of the A/D converter.

The base unit also has the task of scan conver-
sion (spatial mapping of the scan lines recorded) and
further processing the digitized signals by means of
image processing. Other functions include the operator-
controlled computer dialogue, provision of measuring
and calculation programs, as well as archive functions
and generation of signals for viewing units (monitors)
and interfaces.

Monitor and Interfaces

Today, digital flat-screen monitors are predominantly
used. Only a few ultrasound units still work with
conventional video signals. The interfaces for data

transmission, printer control and archiving which are
normally used today are also digital.

A-Mode

Historically, the A-mode method (amplitude mode) was
the first ultrasound method used. It has been almost ex-
clusively replaced in the medical field by the methods
described below, as the diagnostic value of the A-mode
is very limited. Measurements of depths and distances
can only be carried out at a single point.

Along the sound propagation line, signals reflected
through media boundaries are displayed as individual
peaks on the depth scale depending on the transit time –
the pulse reflection method (Fig. 17.11). The value of
the amplitude is dependent on the ratio of the wave
impedances between the media boundaries.

B-Mode

In the B-mode (brightness mode), the display of the A-
mode signal is modified such that the reflected signal
is no longer displayed as a peak but rather as an indi-
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vidual, depth-dependent (transit time) pixel. The value
of the amplitude is represented by the brightness of this
pixel, so that a line is generated with points of vary-
ing brightness. The simple B-mode method cannot be
used diagnostically. However, it was the basis for the
development of the M-mode and the 2-D B-mode.

M-Mode

The M-mode (motion mode) is produced by the horizon-
tal deflection (time axis) of a B-mode line and storage
and display of the resulting images. The M-mode is in-
tended to be used for the diagnosis of moving organ
parts, such as cardiac valves or cardiac muscle. It stands
out in this area in particular due to its high time resolu-
tion, as just one individual line is repeatedly scanned.

2-D B-Mode

The 2-D B-mode method (two-dimensional brightness
mode) is these days the most important sectional imag-
ing technique in ultrasound diagnostics and is generally
referred to as B-mode. The image is produced by
quickly stringing together a number of individual B-
mode lines (scanning lines) horizontally to give a flat
2-D image. Here, the image geometry is determined
by the relative arrangement of the individual B-mode
lines. It is also dependent on the design of the ultra-
sound probe. As in the traditional simple B-mode, the
brightness of the individual pixels is determined by the
amplitude of the reflected signals. Today, at least 256
shades of grey are required as standard.

Digitally Encoded Ultrasound

The practical applications of ultrasound require a nec-
essary compromise between the desire for high axial
resolution and a good penetration depth. Digital en-
coding of ultrasound pulses significantly improves
this compromise, with the benefit of better penetra-
tion.

During transmission, a typical digital encoding is
superimposed on the ultrasound pulse as an identifica-
tion pattern. This encoding can also be detected in the
ultrasound pulse after it has been reflected at the dif-
ferent interfaces in the patient’s body, with the result
that, when processing the reflected signals in the ultra-
sound unit, the encoded pulses can be separated from
unencoded, unwanted signals (e.g. noise, artifacts). This
means that only those signals which include the relevant
individual code are processed further.

An example from the natural world shows that the
same principle is used by bats. The individual encoding

of the transmission pulses emitted by a bat allows it to
identify its own pulses from a wide number of pulses
from other bats. Every individual bat is therefore able,
despite a large number of other pulses, to move about
safely in space with its own signals.

In addition to the encoding, signal compression also
takes place, making it possible to produce an encoded
transmission signal with a lower level of energy, which
can then form a signal with a higher level of energy
again at a later point as a result of adding together the
individual digital pulses.

Two fundamental advantages of digital encoding
emerge from this:

1. Unwanted signals are suppressed.
2. The useful signal is amplified.

Unwanted signals such as noise and artifacts are
suppressed, and at the same time the useful signal is am-
plified and raised above the ambient noise level. At the
same frequency and thus also at the same resolution, the
effects mentioned bring about an increase in the pen-
etration depth. This significantly reduces the problem
of achieving a high resolution whilst at the same time
obtaining a high penetration depth. This method does
not put us in a position to be able to do away with the
compromise between frequency (resolution) and pene-
tration depth. A significant improvement in the situation
is possible, however.

17.3.2 Doppler Ultrasonography

As outlined in the introduction to the fundamental prin-
ciples, Doppler ultrasonography is used to detect blood
flow. Different methods can be used technically:

• Pulsed-wave (PW) Doppler• High-PRF Doppler• Continuous-wave (CW) Doppler• Color Doppler.

With Doppler ultrasonography, a distinction is also
drawn on the basis of whether a device operates solely
in the Doppler mode or whether it operates in the
so-called duplex mode by superimposing a B-mode.
In duplex mode, the scanning point (sample volume)
at which the velocity of blood flow is measured is
displayed in B-mode. The anatomical mapping at the
point of the velocity measurement is therefore defined
precisely. A Doppler device for use in duplex mode
must also include all the technology for generating
a B-mode.
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Fig. 17.12 Duplex Doppler, B-mode
with sample volume (left), and PW
spectrum (right)

PW Doppler

The pulsed-wave (PW) Doppler technique uses the
pulse reflection method and also the A-, M- and B-mode
imaging methods. The processing of the transit time in-
formation is used here to determine the sample volume
position. Reflected signals from the sample volume are
not used to display an image but rather to measure the
velocity according to the Doppler principle.

Similar to the M-mode, the time profile of the ve-
locity of blood flow is displayed on the monitor. The
position of the sample volume can be changed and posi-
tioned accurately by sight in duplex mode (Fig. 17.12).

The maximum velocity of blood flow which can
be measured using PW is limited by the repetition fre-
quency of the pulses (PRF). By using other, additional
sample volumes, this limitation – which results from
what is known as aliasing – is shifted into a velocity
range which is no longer diagnostically relevant.

High-PRF Doppler

The PW Doppler technique is limited by what is known
as aliasing. Above a certain frequency and velocity of
blood flow, this causes incorrect display (alias display)
of the Doppler signal, which can lead to incorrect inter-
pretation of the flow direction.

This effect is dependent on the frequency of the
pulse (scanning frequency or pulse repetition frequency
(PRF)), which should be as high as possible. An artifact
such as this can be observed in Western films, for exam-
ple, when the carriage wheels suddenly appear to rotate

backwards because the scanning frequency (television
frame frequency) is too low.

The high-PRF Doppler technique which should
be found in all modern duplex systems was devel-
oped to avoid this effect of aliasing while maintaining
the depth selectivity. It allows the aliasing cut-off
frequency to be shifted upwards by increasing the
PRF. The price paid for this is multiple sample vol-
umes, which results in a slight restriction in the depth
selectivity.

The use of duplex systems with automatic switching
from PW to high-PRF is a useful addition to the pure
PW mode.

Today, duplex devices should include frequency
analysis in order to make it possible to detect patholog-
ical flows in the characteristics of the Doppler spectrum
displayed. The Doppler signal is broken down and
displayed in its individual frequency components by
Fourier transform or similar methods (Fig. 17.8).

When the angle of incidence is known, frequency
components can be equated with velocity components.
Further information about the velocity is thus obtained.
The most important here is the information about the
degree of turbulence, which gives insights into patho-
logical flow.

CW Doppler

The CW Doppler (continuous wave) technique is the
only ultrasound method which is not a pulsed method.
Two physically separate crystals, a transmission crys-
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tal and a reception crystal, are accommodated in
a probe and operate simultaneously. Whereas one crys-
tal constantly transmits, the second crystal continuously
receives the reflected signals. Alternatively, it is also
possible to use groups of crystals, e.g. in a phased array
ultrasound probe.

Due to the continuous transmission, depth mapping
is no longer possible, however, as is it is not possible
to measure pulse transit times. The velocities measured
are rather divided along the entire path of the mea-
suring beam. The resulting advantage is the ease with
which it is possible to measure high velocities of blood
flow, such as those which are to be found in high-grade
stenoses. The disadvantage of this method compared
with the PW Doppler technique is the lack of depth
selectivity.

Color Doppler

The industrial development of the first color Doppler in
Japan (ALOKA, 1985, SSD-880) was an important step
in the development of ultrasound diagnostics.

The color Doppler is in principle a PW Doppler.
Here, it is not just a single sample volume which is
used but several hundred. These sample volumes are
combined in lines to form an extensive two-dimensional
Doppler image. The Doppler image is superimposed in
the correct position on the black-and-white B-mode im-
age. These two images can be viewed together in real
time in the real-time mode.

Fig. 17.13 Color Doppler with alias-
ing

In order to be able to distinguish the Doppler
information from the morphological black-and-white
information (B-mode), it is displayed with color-coding
(Fig. 17.13).

A generally accepted illustration of the direction
of flow is given with the colors red (towards the ul-
trasound probe) and blue (away from the ultrasound
probe). However, it must be mentioned that there is no
additional standardized color coding system. In the indi-
vidual color Doppler systems, too, various color coding
systems (color charts) can be accessed which more or
less follow subjective preferences.

The effect of aliasing mentioned above occurs as an
artifact in the color Doppler technique, too. This has
the effect that, in the middle of a flow which is color-
coded blue, for example, a red spot appears which is
completely surrounded by blue (Fig. 17.14). This can
be seen when the maximum velocity which can be dis-
played is exceeded at precisely this point. The color then
turns into the other color.

As it is obviously impossible for a red island of re-
verse flow to suddenly appear in the middle of a blue
flow, the user can easily identify this phenomenon as
aliasing.

The velocity (cut-off frequency) above which alias-
ing occurs is called the Nyquist limit

Nyquist limit = fNy = PRF

2
.
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Fig. 17.14 Vascularization in the fetal
brain, imaged using eFlow technology

Aliasing can even be useful here in that it shows us
the point in the blood flow with the highest velocity.
In order to measure the highest velocity, we position
the sample volume at this alias position. Using the color
Doppler technique it is then possible to detect and pin-
point the extent of pathological flows such as jets and to
locate small vessels in real-time mode.

If the color Doppler technique is also added to the
duplex mode so that the B-mode, color Doppler and
Doppler spectrum are all displayed, this is referred to
as the triplex mode.

Power Doppler

The term power Doppler is understood as meaning an-
other version of the color Doppler technique. It is also
known by the following synonyms:

• Amplitude Doppler• Color angio• Power color, etc.

The power Doppler technique also uses the Doppler
shift to image blood flow. However, it does not dis-
play the velocity of the flow using color-coding, but
merely shows the amplitude of a point of movement
in the received signal detected by the Doppler shift
present. The amplitude represents the number of reflec-
tors (mainly erythrocytes) and is not displayed in the
normal color Doppler technique. The power Doppler
is generally more sensitive and can more easily detect
slow-moving blood particles. It therefore fills the vascu-

lar lumen better than the normal color Doppler is able
to, as the low amplitudes of the available signal infor-
mation are not sufficient for further analysis with the
normal color Doppler.

High-Resolution Modern Color Doppler

Techniques

At this point it is worth mentioning a further de-
velopment of the power Doppler technique which is
known by various different names (e.g. eFLOW, dy-
namic flow, etc.). In some modern units, the method
can be found with markedly higher spatial resolution
values (<0.3 mm). It is extremely well suited for accu-
rate, two-dimensional illustration of the vascular lumina
through which blood is actually flowing. This method
is of advantage particularly in the case of slow veloci-
ties or small vessels and when imaging a complex organ
vascularization, but also in the case of stenoses.

It is made possible using modern pulse generators
(beamformers) which shorten and optimize transient
phenomena in transmission pulses. This makes ex-
tremely short pulses possible, which enable a higher
spatial resolution.

Tissue Doppler Imaging

A special Doppler technique has become established for
imaging the heart, and this technique does not color-
code the blood flow but rather the cardiac tissue, which
is to say the cardiac wall (myocardium). This is referred
to as tissue Doppler imaging (TDI). Since the move-
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Fig. 17.15 Tissue Doppler imaging
(TDI)

ment in the myocardium is considerably slower than
that of the blood, low-pass filters are necessary here in-
stead of the high-pass filters which are customary in the
blood flow Doppler. This technology enables conclu-
sions to be drawn regarding the velocity of individual
segments of myocardium (Fig. 17.15) and thus allows
specific diagnosis in the case of disorders concerning
the movement of the wall, e.g. as a result of a my-
ocardial infarction or diastolic dysfunction. Additional
information can be found in the further reading.

Linear Convex Sector

a) b) c)

Fig. 17.16a–c Sound field geometry
of various types of probes

17.3.3 Types of Probes

The types of probes used today are primarily divided
into two groups. Mechanical probes and electronic
probes, or combinations of the two, are almost exclu-
sively used.

Mechanical Probes

Today, these are still used for special applications (e.g.
radial technique, skin diagnostics). Here, the deflection
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for generating a two-dimensional image is carried out
by a small electric motor in the ultrasound probe.

Electronic Probes

Electronic probes are used far more frequently, and we
know these as linear, convex and sector scanners. They
differ in principle due to their deflection geometry and
their deflection method (Fig. 17.16).

The deflection of the ultrasonic beam is realized
electronically by time-shifted activation of a large num-
ber of crystals; no mechanical wearing parts are used
whatsoever. The maximum transmission frequency is
usually approximately 15 MHz.

Linear Probes. The simplest form of an electronic probe
is the linear scanner. It consists of a large number of
crystals arranged next to one another, and depending on
the size of the probe it can contain up to approximately
400 crystals (Fig. 17.17).

Scanning principle 
of a linear array Ultrasound probe

Tissue

Fig. 17.17 Scanning principle of a lin-
ear probe

A scanning line is always constructed using sev-
eral crystals, and in this case six crystals lying next to
one another are used, for example. This group of ac-
tive crystals is also called an array, which has given
us the frequently used term linear array. Each crys-
tal is activated by an electronic pulse and transmits
a sound wave which merges with the others to form
a wave front. As a result of various physical effects,
a sound field with a focal constriction is generated in
the typical sound field geometry illustrated (solid line).
Another six crystals are then activated, forming the next
(dashed) sound field. According to the same principle,
the next (dotted) sound field is then generated in turn,
and this is repeated in the direction of the arrow until
a complete image can thus be constructed from the re-
flected pulses. In order to generate a real-time display
with 20 images per second (20 Hz), all of the processes
described must have taken place within approximately
1/20 s.
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Time-shifted 
electrical pulse

Compound 
sound wave

)

Fig. 17.18 Phased array principle

Convex Probes. In the convex probe, also known as
a curved array, the same method is used. The only differ-
ence here is that the crystals are not arranged on a linear
contact surface but on a convex contact surface. Differ-
ent radii of curvature are available for different fields of
use (Fig. 17.16b).

Sector Probes. In the electronic sector, also called
a phased array, considerably fewer crystals are used
than in the linear or convex array. The electronic activa-
tion is carried out with a time shift or phase shift, which
is where the term phased array comes from. However,
this is no longer done from the outside in but contin-
uously from one side to the other, with the result that
an oblique wave front is generated (Fig. 17.18). Chang-
ing the activation at an appropriate speed achieves an
oscillation in the beam, which in turn produces a two-
dimensional image in the form of a sector.

The advantage of sector probes can be clearly seen
from the example of avoiding rib shadows (Fig. 17.19),
as the small contact surface of the sector probe enables
examination through the intercostal spaces.

A disadvantage of the sector technique is caused by
the divergence of the ultrasonic beams at greater depths,
which results in the lateral resolution becoming increas-
ingly poor in deeper tissues. The gaps which appear are
filled in by the device using interpolations.

17.3.4 Focusing

The focal constriction, mentioned above, is important in
all electronic probes, and this is known as the focal area.
The narrower the sound field in this focal area, the better
the lateral resolution of the system, that is to say in the
lateral direction, perpendicular to the sound propagation
direction. The diameter of the ultrasonic beam in the
focal area depends on the different electronic focusing
techniques of the device. Resolution values cited by the

manufacturers usually relate to the focal area. The focal
position is also crucial, however. Ideally, the focal posi-
tion should be precisely where the organ to be examined
is located. This is where the biggest advantage of elec-
tronic probes over mechanical probes is to be found: the
possibility of shifting the focal position electronically.

Dynamic Focusing

In dynamic focusing, the crystals are no longer all ac-
tivated simultaneously; instead, the outer crystals are
activated first, followed by the central crystals. The po-
sition of the focus is determined by the time-shifted
activation between the outer and inner crystals (delay
line). In addition, in electronic probes it is possible to
use multiple focal zones simultaneously, which makes
it possible to produce a sharp image over virtually the
entire depth of field, although this comes at the expense
of the image frequency. This is called dynamic focusing
(Fig. 17.20). The image regions of the individual focal
zones are recorded one after the other using a buffer
memory and are finally combined to form a complete
image which is focused throughout (Fig. 17.20b).

Modern devices have up to ten focal zones, but only
four of these are usually used simultaneously for dy-
namic focusing because, as already mentioned, the use
of a buffer memory reduces the image frequency. When
using conventional array technology, this focusing tech-
nique is only possible in the longitudinal direction of the
ultrasound probe, however, and only affects the lateral
resolution.

Slice-Thickness Focusing

At right angles to the ultrasound probe, and thus also at
right angles to the section plane, the scanning lines are
only focused at a depth which is dependent on the shape
of the crystals. Both at close range and at distant range,
the ultrasound can propagate relatively uncontrollably.
The actual two-dimensional sound field therefore also
extends in an unwanted fashion at right angles to the
section plane. This unwanted extent is called the slice
thickness.

As a result, very small vessels, cystic hollow bod-
ies or low-echo lesions are not intersected exactly in
the middle, and every scanning beam also records echo-
genic structures which are behind or in front of the small
structures. Other echo signals from exactly this depth
therefore impinge on the ultrasound probe, and these
cannot unambiguously be attributed to the small struc-
ture (Fig. 17.21a). Only in the focal area is the extent of
the slice thickness of the sound field so small that no
tissue parts outside of the small structure are affected.
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a) b)

Linear Sector

Rib shadows

Fig. 17.19a,b Comparison of sector
and linear probes

a) b)
Fig. 17.20a,b Principle of dynamic
focusing

The matrix array technique is a new ultrasound
probe technique which also provides electronic focus-
ing at right angles to the section plane and thus provides
a reduced and uniform slice thickness from close range
to about 25 cm.

Conventional ultrasound probes consist of a single
row of piezoelectric crystals lying next to one another
and therefore also only permit focusing in this single

lateral plane. The matrix array ultrasound probe has
a two-dimensional arrangement of up to approximately
1000 tiny square crystals which can be activated selec-
tively. Electronic focusing as described by time-shifted
activation of the individual elements is therefore not
only possible in the lateral plane but also perpendicular
to it (elevation plane). This technique largely eliminates
slice thickness artifacts (Fig. 17.21b) and also enables
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a) b)
Fig. 17.21 (a) Conventional technique
versus (b) matrix array

very small structures to be visualized without artifacts
and with a high resolution.

Another positive effect of the matrix array technique
is the considerable improvement in the penetrative
power on account of the reduction in beam diver-

gence and thus the increase in the energy density which
accompanies it at the same time. It allows higher ul-
trasound frequencies to be used while maintaining the
same penetration depth, thus enabling an improvement
in the frequency-dependent axial resolution.

17.4 Three-Dimensional Ultrasound (3-D, Real-Time 3-D)
The development of three-dimensional ultrasound tech-
nology took into account the needs of many users
for three-dimensional imaging of anatomical structures.
The objective was among other things to simplify and
improve the diagnosis of structures which can often
only be assessed with difficulty in 2-D images.

17.4.1 Acquisition Techniques

Modern ultrasound diagnostics can also record and dis-
play three-dimensional blocks of data. To this end,
a third dimension perpendicular to the 2-D plane is
added to the two-dimensional (B-mode) ultrasound im-
ages and processed as a 3-D data set.

In everyday clinical practice, 3-D technology was
only able to establish itself with the development of
efficient computer processors, which enabled a true
real-time 3-D display. When 3-D technology emerged
in the 1980s, computing times were still in the region
of hours. As a result of precisely this real-time capa-
bility of the systems, 3-D technology has recently also
become known and marketed as 4-D ultrasound.

Hands-Free Technology

Without Position Sensors

This simple technology uses the conventional 2-D ul-
trasound probe, which is moved or panned as uniformly
as possible by the examiner parallel to the 2-D plane
or around a fixed point in order to record an image se-
quence. The number of images to be recorded which
will later be used to reconstruct the 3-D data set is spec-
ified before the procedure is begun (Fig. 17.22). This
hands-free technology does not allow accurate three-
dimensional mapping, however, as the distance actually
recorded is not known and there is no guarantee of a pre-
cise and straight recording movement. This also means
that no measurements can be made and volumes cannot
be determined.

Hands-Free Technology

with Position Sensors

This hands-free technology is a development of the
technology without position sensors and is used to avoid
the disadvantage of undefined recording. By attaching
a position sensor to the 2-D ultrasound probe, constant

Part
C

1
7
.4



Ultrasound Diagnostics 17.4 Three-Dimensional Ultrasound (3-D, Real-Time 3-D) 361

y

x

z

Fig. 17.22 Data block from multiple
parallel sectional images using 3-D
hands-free technology

determination of the position of the ultrasound probe
and thus spatial mapping of the individual 2-D images
becomes possible. Data sets recorded in this way allow
measurements to be made and volumes to be deter-
mined.

The position detection can be achieved using dif-
ferent techniques and position sensors. In addition to
sensors in the electromagnetic field, infrared, ultrasound
and acceleration sensors (gyro sensors) are also used.
These forms of sensor technology all have their own
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Fig. 17.23 Integrated 3-D/4-D ultrasound probe with me-
chanical deflection

methodological advantages and disadvantages. The dis-
advantages predominantly have an adverse effect on the
spatial resolution.

Integrated 3-D Ultrasound Probe

with Motorized Deflection

In order to overcome the problems described with
hands-free technology and ensure simple handling,
motor-driven 2-D crystal arrays have been combined
with mechanical displacement transducers which en-

Fig. 17.24 3-D frustum of a pyramid, generated with a ma-
trix phased array ultrasound probe

able reproducible recording of a 3-D data block. The
array oscillates in a special liquid-filled ultrasound
probe housing and scans the anatomical structures re-
peatedly at such a speed that a real-time representation
of the volume can be calculated (Fig. 17.23).

This type of ultrasound probe is currently primarily
used in gynaecology to image the foetus, as it achieves
very good resolution with integrated convex arrays.

Integrated 3-D Ultrasound Probes

with Electronic Deflection

This smaller and lighter construction manages without
mechanically moving components. As with the matrix
array ultrasound probe, the array of these probes con-
sists of a two-dimensional, usually square arrangement
of tiny piezoelectric crystals which can be activated se-
lectively. According to the principle of the sector phased
array method, the crystals are electrically activated at
different points in time, so that the scanning beam forms
a narrower or wider angle with respect to the array sur-
face. By time-shifted activation of the respective crystal
rows and columns, unlike with the conventional phased
array ultrasound probe the direction of the beam can be
determined in both horizontal axes (Fig. 17.24).

This type of ultrasound probe is currently used pri-
marily in cardiology, as it is predestined for intercostal
use due to its small contact surface.

17.4.2 3-D Reconstruction

Irrespective of the scanning method, in all 3-D methods
all of the sectional images acquired are lined up during
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Fig. 17.25 Surface 3-D

the scanning process such that their positions and angles
are correct, providing a three-dimensional data set.

This spatial data block represents the basis for all
further calculations. Different display calculations are
used here:

• Surface display• Multiplanar display• Transparent display.

Surface Display

Surface display requires a considerable difference be-
tween the wave impedances of the tissue structures
(change in impedance), which generally exists between
liquid and solid structures. In order to visualize the de-
sired interfaces, it must be possible to clearly delineate
the object under examination from its surroundings.

These conditions can often be found when perform-
ing diagnosis during pregnancy, as the skin of the foetus
is demarcated from the amniotic fluid by a considerable
change in impedance.

Specific algorithms for representing surfaces in 3-D
data sets (rendering) and further calculations from the
graphical image processing, such as the generation of
artificial shadows, for example, allow a display which
is photorealistic (Fig. 17.24).

Multiplanar Display

This technology allows the examiner to image section
planes which cannot usually be displayed from an ap-

plication point of view. It is possible to simultaneously
display multiple sections through an organ or structures
which are at any desired angles with respect to one an-
other. The examiner thus gains the possibility of better
visualizing anatomical or pathological structures spa-
tially, measuring them and determining their volume.

Transparent Display

By using filtering, it is possible to suppress faintly re-
flecting structures to the advantage of structures which
reflect signals strongly. This allows clear 3-D imaging
of bones, for example, which is usually necessary when
searching for anomalies in the foetal skeleton.

17.4.3 New and Additional Technologies

This section gives an overview of particular new tech-
nologies which have started being used in recent years
in ultrasound technology:

• Extended field of view• Trapezoidal technique• Steered compound imaging (real-time compound
imaging)• Speckle reduction• eTracking.

Extended Field of View

The term extended field of view (EFOV) is under-
stood as meaning the extension or widening of the 2-D
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Fig. 17.26 Scrotum imaged using
extended field of view

imaging plane. By shifting the ultrasound probe in its
longitudinal axis, an extended two-dimensional image
is generated.

This does not involve extending the information in
the 3rd plane (perpendicular to the 2-D plane) as is the
case with 3-D, but rather extended the 2-D plane itself.
Using image processing algorithms, matching sections
of the respective individual images are lined up together
using pattern recognition, and these individual images
therefore produce a calculated, new and coherent pic-
ture of the organ structures (Fig. 17.26).

This technology is also known by other trade names:
SieScape, Freestyle, LOGIQ View, Panoramic Ultra-
sound, etc.

Trapezoidal

With the trapezoidal technique, the width of the sound
field of a linear probe is extended. By time-shifting
the activation of the outer groups of crystals (phasing
or steered beam principle), a trapezoidal sound field is
generated (Fig. 17.27).

This technology is known by other names, such as
Virtual Convex, for example.

Steered Compound Imaging (SCI)

The conventional electrical activation of linear and con-
vex array ultrasound probes has the effect of emitting
a transmission pulse at right angles to the surface of the
ultrasound probe. Anatomical structures or interfaces
running parallel to the ultrasonic beam are struck by the

ultrasonic beam either tangentially or at a very acute
angle. Under these conditions, the portions of the ultra-

Sound field
without 

trapezoidal

Trapezoidal
sound field

Fig. 17.27 Extension of sound field using trapezoidal tech-
nique with linear probes
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Optimized zone

Fig. 17.28
Image opti-
mization using
steered com-
pound imaging

sonic beam reflected in the direction of the ultrasound
probe are very low. These structures therefore appear
only faintly or not at all. The scanning beam also barely
reaches the structures lying distal to these interfaces, be-
cause the majority of the energy of the ultrasonic beam
is deflected by reflection.

In addition to the known lateral edge shadows artifi-
cial inhomogeneities also appear in the distal structures
and interfaces. The consequences of these phenomena
can be reduced if the structures being examined are
sounded not just from one direction but from differ-
ent directions using beam steering (phasing) and the
resulting sound reflections are superimposed using im-
age processing to form a compound ultrasound image.
Usually, three consecutive images are generated, which
have been recorded in a range between −30, 0 and
+30◦ (Fig. 17.28). Modern devices furthermore also al-
low angle steering, adapted according to requirements,
in various intermediate stages which makes it possi-
ble to image different depths of field. Every reflecting
interface is therefore optimally sounded from different
directions.

This technology is also known by other trade names,
such as Realtime-Compound-Imaging, SonoCT, Cross-
Beam, etc.

Speckle Reduction

Because of their physical properties, ultrasound images
are always accompanied by noise. The signal-to-noise
ratio is in the region of approximately 1.9 and can only
be visually and subjectively improved by correspond-
ing image processing. As a result of the constantly
increasing computational power of computers, further
image-processing steps can be added after the actual
acquisition of signal data. Special algorithms allow
image characteristics to be emphasized and changed.
This includes image homogenization and the accom-
panying subjective noise suppression, and also, for
example, edge enhancement of adjacent organ struc-
tures.

These image-processing measures can in many
cases aid fast and easy diagnosis, but they are not al-
ways and exclusively of use, as both false positive and
also false negative image information can be generated.
The trained operator should therefore always be free to
decide on their use and also their degree of use.

Vessel Distension Analysis

(Echo Tracking, eTracking)

The growing awareness of relationships between car-
diovascular diseases and vascular function and also
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a)

b)

Fig. 17.29a,b Vessel distension anal-
ysis using eTracking

vascular mechanics has meant that diagnostic param-
eters can be raised by means of a series of different
technical methods (ultrasound, tonometry, plethysmog-
raphy, etc.).

Ultrasound can be used to calculate a number of
relevant parameters, such as the pulse wave veloc-
ity (PWV), vascular elasticity (β-Index), augmentation
index (AIx) and arterial function (FMD), from the vas-
cular distension. The distension is determined in real

time by analysing the raw data signal. Using special-
ist software, the movement of moving organ structures
is followed by user-defined points along an ultrasonic
beam (tracking). This is done with a high level of
temporal (1 kHz) and spatial precision (1/16 of the
wavelength).

A development of this analysis method is based on
the simultaneous and colocated detection of the veloc-
ity of the blood flow using Doppler technology. This
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allows further parameters to be calculated, e.g. pulse
wave propagation or wave intensity, which describe the

coupling between the heart and the vascular system
downstream (Fig. 17.29a,b).

17.5 Operation of an Ultrasound Unit

17.5.1 General Conditions

Operation of an ultrasound unit has today become stan-
dard in most medical fields. Some important general
conditions should be observed and are detailed below.

Documentation

The operator of an ultrasound unit is generally required
by the accounting body and by legal authorities to doc-
ument findings.

All suppliers of ultrasound equipment provide rel-
evant advice and solutions on request for the analogue
and digital storage of data and images for the findings.
In the simplest scenario this includes thermal printers
or internal digital memory with CD/DVD/USB stor-
age or export interfaces, such as the vendor-neutral
DICOM (digital communication in medicine) standard
for network-based archiving of still images or image
sequences and measurement data.

The DICOM standard not only governs the archiv-
ing of medical image data as well as other modalities
such as CT and MRI, but also provides further functions
and procedures which support work-flow (e.g. work list,
print, structured report, etc.).

Application-Specific Additions and Upgrades

Modern digital ultrasound units allow additional hard-
ware or software to be installed to extend the scope of
use of the unit. This includes, for example, units for si-
multaneous ECG recording, memory upgrades, specific
analysis programs (stress echo, contrast medium assess-
ment, TDI evaluation, analysis of the vessel distension
and pulse wave velocity, etc.).

In addition to these device-specific upgrades, there
is also always the possibility of extending the intended
use of a device with additional ultrasound probes.

Maintenance and Repair, Updates

The ultrasound unit manufacturers provide recom-
mendations for safe operation and warnings against
improper use of units and probes. The user should find
this information in the safety instructions provided with
the equipment documents.

Important: in line with the Medical Devices Op-
erator Ordinance (Medizinische Betreiberverordnung,

MedBetreibV), the operator of an ultrasound unit has
certain duties to ensure the safety of the systems
used. To this end, the ultrasound unit manufacturers
and retailers offer tailored maintenance and inspection
agreements which conform to the law support service
for their customers. These contracts often also include
the option of insuring against damage to the units and
probes. There are also offers for regular updates of the
device software.

Hygiene

In general, the operator should inform him or herself
about possible legal hygiene regulations in the context
of the planned examinations. In addition, the guidelines
of the professional associations include recommenda-
tions regarding hygiene which should also be observed.

For the cleaning of units and also the cleaning,
disinfection and sterilization of ultrasound probes and
auxiliary equipment, such as puncture adapters, the
manufacturers provide information about the methods
to be used and approved cleaning, disinfection and ster-
ilization agents.

Safe Use of Ultrasound Diagnostics

According to current scientific knowledge, the diagnos-
tic use of ultrasound which complies with standards
does not have any unwanted side effects. However,
it is recommended that the Doppler mode be used
cautiously, particularly for the purpose of foetal ex-
aminations. Because ultrasound energy is absorbed
and converted into heat at the transition between tis-
sues in bony structures, it is not possible to rule out
cell-damaging effects with certainty. It is therefore
imperative that the recommendations of the relevant
professional associations are observed.

Further Reading• V.M. Shami, M. Kahaleh (Eds.): Endoscopic Ultra-
sound (Springer, Berlin Heidelberg 2010)• F. Gress, T. Savides: Endoscopic Ultrasonography
(Wiley, New York 2009)• M. Hofer: Ultrasound Teaching Manual (Thieme,
Stuttgart 1999)• S. Delorme, J. Debus: Sonographie (Thieme,
Stuttgart 2004)
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• K.D.M. Resch: Transendoscopic Ultrasound for
Neurosurgery (Springer, Berlin, Heidelberg 2006)• C.F. Dietrich: Endosonographie (Thieme, Stuttgart
2008)• H. Madjar: Kursbuch Mammasonographie (Thieme,
Stuttgart 2005)• E. Merz: Sonographische Diagnostik in Gy-
näkologie und Geburtshilfe (Thieme, Stuttgart
2002)• M. Thelen: Bildgebende Kardiodiagnostik (Thieme,
Stuttgart 2007)

• H. Lambertz, H. Lethen: Transösophageale Echo-
kardiographie (Thieme, Stuttgart 2007)• P. Hoskins, A. Thrush: Diagnostic Ultrasound
(Greenwich Medical, London 2003)• C.R. Hill, J.C. Bamber, G. Haar (Eds.): Physical
Principles of Medical Ultrasonics (Wiley, Chich-
ester 2004)• K.K. Shung: Diagnostic Ultrasound (Taylor Fran-
cis, New York 2006)• B. Block: Color Atlas of Ultrasound Anatomy
(Thieme, Stuttgart 2004)
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Medical Infra18. Medical Infrared Imaging

Gerald C. Holst, Thorsten M. Buzug

This chapter describes passive as well as ac-

tive thermal methods and their applications in

medicine. To keep the body temperature at a con-

stant level, excess heat is released by evaporation,

convection, conduction, and radiation. Evapora-

tion of sweat is the most obvious mechanism. Its

effectiveness depends upon the ambient temper-

ature and relative humidity. Convective cooling

is most noticeable when standing in front of

a fan. Conduction occurs when physically touch-

ing an object. Conductive cooling depends on

the temperature difference between the object

temperature and the skin temperature. Feverish

patients are sometimes immersed in cool wa-

ter. Radiative cooling is a function of the skin

temperature and the environmental tempera-

ture. It is experienced when placing your hand

in a freezer. An infrared (thermal) imaging sys-

tem is calibrated to provide surface temperature.

Local variations in skin temperature is a func-

tion the above quantities as well as metabolism

(cancers and exercise), inflammation, circulatory
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disturbances, and skin condition (scabs, moles,

and hair).

18.1 Background

Variations in skin temperature are related to local meta-
bolic differences. These variations may be normal (e.g.,
during exercise) or abnormal (e.g., presence of cancer).
Temperatures may be measured with either a con-
tact or noncontact device. Contact devices include the
common liquid-in-glass thermometer, resistance ther-
mometer, and thermocouple. Noncontact devices may
be either a nonimaging or imaging infrared (IR) system.
A nonimaging system (such as a radiometer) simply
measures the radiation. The system’s calibration con-
verts the output voltage to a temperature value. Imaging
systems create a two-dimensional image of the skin. As
with the radiometer, the IR imaging system measures
the radiation that appears to emanate from the skin.

What is most striking about IR imaging is that it
is one of the few modalities which is noninvasive and
contactless. Recently, this was manifested in a case
where feverish individuals potentially infected with se-
vere acute respiratory syndrome (SARS) were identified
among a huge number of persons in airport security ar-
eas by their facial temperature profile. However, since its
invention it has been conjectured that medical infrared
imaging is a functional imaging modality (infrared func-
tional imaging, IRFI) that can be used to visualize patho-
logically increased metabolism by its temperature sig-
nature. Especially for some types of cancer, detection
of tumors follows the thermographic paradigm that the
strong growth of malignant tumors is accompanied by an
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increase of metabolism, leading to a conspicuous ther-
mal signature. Since cancer cells have a high metabolic
rate, a localized elevated skin temperature may warrant
further tests for the presence of cancer.

IR imaging can be expected to yield sensible results
in cases of inflammation processes, arthritis, rheuma-
tism, circulatory disturbances, any cases of allergy with
skin symptoms as well as burning and scalding, frost-
bite, monitoring the success of skin transplantation, etc.
For qualitative measurements, IR images are also used
in pain diagnostics. An overview of the general causes
of fluctuations of skin temperature that can be measured
with IR camera systems can be found in [18.1].

Although the medical community has known about
IR imaging for years, there is now significant re-
newed interest. The medical IR imaging community is
small compared with the overall nondestructive test-
ing (NDT) community (SPIE has hosted Thermosense
since 1978 [18.2]). Increased temperature is an indicator
of potential failure in electrical power distribution and
machinery [18.3]. Industries such as automobile, petro-
chemical, die casting, and paper manufacturing use IR
imaging systems for process control [18.3]. Numerous
manufacturers have developed IR imaging systems for
NDT. These calibrated systems lend themselves to med-
ical applications.

18.2 Infrared System Design

Due to the atmospheric spectral transmittance, elec-
tronic imaging system design is partitioned into seven
generic spectral regions (Fig. 18.1) of which four are as-
sociated with thermal imaging systems. The ultraviolet
(UV) region ranges in wavelength from 0.2 to 0.4 μm.
The visible spectral region ranges in wavelength from
0.4 to 0.7 μm. Televisions and electronic still cam-
eras operate in this region. The near-infrared (NIR)
imaging spectral region spans ≈ 0.7–1.1 μm. Image
intensifiers, starlight scopes, and night-vision goggles
operate in this region. The first infrared imaging band
is the short-wavelength infrared (SWIR) imaging band,
which covers approximately 1.1–2.5 μm. The second
infrared band is the mid-wavelength infrared (MWIR)
spectral region that covers ≈ 2.5–7.0 μm. The third
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Fig. 18.1
Representative
atmospheric
transmittance
as a function
of wavelength
λ over a 1 km
path length. The
transmittance
varies with tem-
perature, relative
humidity, and
airborne par-
ticulates. Note
the nonlinear
wavelength scale

infrared band is the long-wavelength infrared (LWIR)
spectral band. It covers the spectral region from ≈ 7
to 15 μm. The fourth infrared band is the far-infrared
(FIR) or very long-wave infrared (VLWIR) region. It
applies to all systems whose spectral response extends
past 15 μm. The MWIR and LWIR regions are some-
times called the first and second thermal imaging bands,
respectively. Note that SWIR, MWIR, and LWIR are
generic terms; for example, a LWIR system’s spectral
response can be anywhere in the LWIR region (e.g.,
8–14 μm, 7.5–10.5 μm, 8–12 μm, etc.).

For convenience, targets are labeled as either hot
or cold with respect to the immediate background. For
MWIR and LWIR systems, the term thermal is mis-
leading. IR imaging systems do not sense warmth or
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25 26 27 28 29 30 31 32 33 34 

Cold Hot

Fig. 18.2 Representative calibration (25–34 ◦C). The tem-
perature scale can be adjusted to any value

cold (they are not thermometers) but rather the radiation
emitted by an object. Hot refers to a target that ap-
pears warmer than its immediate background and cold
means that the target appears cooler than its immediate
background.

The detector output is simply a voltage. After cali-
bration, a specific voltage level represents a temperature
value. This voltage can be mapped into pseudocol-
ors. Consistent with human feelings, cold objects are
represented as blue and hot objects as red (Fig. 18.2).
Whether the output is displayed on a grayscale or
as pseudocolors is a matter of personal preference.
However, pseudocolors generally facilitate image inter-
pretability.

18.2.1 Detectors

The detector is the heart of an imaging system because
it converts infrared radiation into a measurable electri-
cal signal and converts target spatial information into
electrical temporal information. Current terminology
lists detectors generically as cooled or uncooled. Within
each category, there are many different types of detec-
tors. Early IR imaging systems contained only a few
detectors, necessitating scanning mechanisms. Current
systems are staring arrays that contain 320 × 240 de-
tectors or 640 × 480 detectors. With the smaller array
(320 × 240), data interpolation creates a 640 × 480 out-
put to be consistent with most displays.

Cooled Detectors

LWIR photon detectors must be cooled below 100 K,
with 77 K considered a typical temperature. These tem-
peratures can only be reached with a mechanical cooler
or with liquid nitrogen. Many MWIR detectors can
operate at 200 K, and this temperature can be easily
achieved with a thermoelectric cooler (TEC). TECs ap-
pear to have an infinite lifetime, whereas mechanical
coolers degrade over time. Coolers add cost and bulk,
and consume power.

InSb, a high-quantum-efficiency MWIR detector,
has replaced the low-quantum-efficiency Pt:Si detector.
Although generally labeled as HgCdTe, it is a mixture

(Hg1−xCdxTe). By varying the ratio, the spectral re-
sponse can be tailored to the MWIR or LWIR region.
The most popular is the LWIR detector with a peak re-
sponse near 12 μm. A filter is used to limit the response
to the LWIR region. The quantum-well infrared pho-
todetector (QWIP) is based upon mature GaAs growth
technology. The response can be tailored from 3 to
19 μm. The LWIR version typically has a spectral re-
sponse from 8.3 to 10 μm. The responsivity and noise
are temperature sensitive, so QWIP devices are typi-
cally cooled to less than 60 K.

Uncooled Detectors

Microbolometers with either VOx or α-Si coating can
operate at room temperature and therefore are called un-
cooled devices. Although called uncooled, these devices
may have a TEC to stabilize the detector temperature.
Uncooled devices are lightweight, small in size, and
easy to use. Because they use very low power, they
lend themselves to handheld, battery-operated devices.
Uncooled detectors generally have much lower respon-
sivity than cooled detectors.

18.2.2 Performance Metrics

Thermal sensitivity refers to the smallest temperature
differential that can be detected. It depends upon the
light-gathering properties of the optical system, the de-
tector responsivity, and the system noise. A laboratory
measure of thermal sensitivity is the noise equiva-
lent differential temperature (NEDT). It is also called
the noise equivalent temperature difference (NETD)
or noise equivalent temperature (NET). Generally, the
NEDT for cooled detectors is less than 10 mK and may
be as high as 100 mK for uncooled sensors.

Spatial resolution provides valuable information re-
garding the finest detail that can be discerned. It is usu-
ally specified by the instantaneous field of view (IFOV)
and is also called the detector angular subtense (DAS)

IFOV = DAS = d

lf
, (18.1)

where d is the detector linear dimension and lf is the
system’s effective focal length. The field of view (FOV)
is simply the IFOV multiplied by the number of detec-
tors.

The minimum resolvable temperature (MRT) is
a composite metric that combines thermal sensitivity
and spatial resolution [18.4]. It is used primarily to char-
acterize military systems and, as such, has less value to
the medical imaging community.
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18.2.3 Image Processing

Many cameras have built-in image processing capabil-
ity. Indeed, we can say the modern thermal imaging
system is a microcomputer with a detector attached.
Cameras come with a large variety of image processing
software. For temperature-measuring devices, typical

built-in functions include isotherms, color rendition,
spot temperature measurements, temperature profile,
and area-weighted temperature. Area-weighted func-
tions are also called region-of-interest (ROI) functions.
Most systems offer emissivity correction that allows the
user to enter both the target emissivity and the surround-
ing temperature.

18.3 Infrared Physics

A comprehensive infrared physics equation is quite
complex. For simplicity, it is assumed that the skin ra-
diates isotropically and that the radiant exitance follows
Planck’s blackbody law. Reflectance of ambient radi-
ation can significantly affect the target signature. For
convenience, skin reflectance is assumed to be essen-
tially zero.

18.3.1 Planck’s Blackbody Law

The spectral radiant exitance of an ideal blackbody
source, whose absolute temperature is T , can be de-
scribed by Planck’s blackbody radiation law

Me(λ, T ) = c1

λ5

(
1

e(c2/λT ) −1

)
W/(m2 μm) .

(18.2)

where c1 = 3.7418 × 108 W μm4/m2 and c2 = 14 388
μm K. As shown in Fig. 18.3, as the absolute temper-
ature increases, the spectral radiant exitance increases
at shorter wavelengths. A blackbody must be heated to
600 K before it appears to glow (heated to incandes-
cence). Equivalently, visible imaging systems can only
sense the radiation from sources whose temperature is
greater than 600 K. Clearly, only an IR imaging system
can detect skin temperatures (nominally around 310 K).

Spectral radiant exitance (W/(m2μm))

0.1 1.0 10.0 100.0
Wavelength (μm)

108

106

104

102

0

4000 K

2000 K

1000 K

600 K

400 K

300 K

Fig. 18.3 Planck’s spectral radiant exitance as a function
of wavelength for different temperatures T

18.3.2 Camera Formula

When viewing an ideal target, the camera formula pro-
vides the system output voltage

VSYS = G

λ2∫
λ1

RD(λ)AD

4F2
Me(λ, T ) dλ , (18.3)

where G is the system electronic gain, RD(λ) is the
system spectral response (detector spectral response
multiplied by the optical spectral transmission), AD is
the detector area, and F is the f -number (the focal
length divided by the aperture diameter). The limits of
integration depend upon the spectral response of the
system (e.g., MWIR or LWIR)

What is of interest is the difference between a target
and its immediate background

ΔVSYS

= G

λ2∫
λ1

RD(λ)AD

4F2
[Me(λ, TT)− Me(λ, TB)] dλ .

(18.4)

Although the differential voltage is proportional to the
radiant flux difference, it is convenient to specify the
flux difference between a target and its immediate back-
ground by an equivalent temperature difference ΔT .
Using a Taylor series expansion for the flux difference
and keeping the first term (valid for small temperature
differentials)

ΔVSYS ≈
⎛
⎜⎝G

λ2∫
λ1

RD(λ)AD

4F2

∂Me(λ, TB)

∂T
dλ

⎞
⎟⎠ ΔT

= kCALΔT . (18.5)

The partial derivative is called the thermal derivative
and must be evaluated at the background temperature.
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Typical LWIR

Wavelength (μm)
3 4 5 6 7 8 9 10 11 12 13 14

1.5

1

0.5

0

Spectral radiant exitance difference (W/(m2μm))

+1K

+2K
Typical MWIR

Fig. 18.4 Planck’s spectral radiant exitance difference
from 37 ◦C (310 K)

The bracketed term is a calibration term that is unique
for each type of IR imaging system. After calibration,
the output voltage differential is proportional to ΔT .
The differential voltage is mapped into an intensity or
pseudocolor. Figure 18.4 illustrates the differential ra-
diant exitance for small skin temperature increments
above 37 ◦C (310 K). While there is more differential
signal in the LWIR, MWIR systems perform equally
well; they just have different calibrations.

18.3.3 Emissivity and Reflectivity

By Kirchhoff’s law, when an object is in thermal equi-
librium with its environment, the absorption α(λ, T ) is

equal to the emissivity ε(λ, T ). This leads to the popu-
lar saying that good absorbers are good emitters. Real
blackbodies do not emit all the radiation described by
(18.2) but only emit a fraction of it. The ratio of ac-
tual radiant exitance to the theoretical maximum is the
emissivity. The radiation that appears to emanate from
a target is actually a combination of emitted and re-
flected radiation. Expressed as a ratio,

ε(λ, T )+ρ(λ, T ) = 1 . (18.6)

For an ideal blackbody, α(λ, T ) = 1 and ρ(λ, T ) = 0.
For nonideal blackbodies, the amount of radiation that
appears to emanate from the target is

εT(λ, TT)Me(λ, TT)+ρT(λ, TT)Me(λ, TAMB) ,

(18.7)

where TAMB is the effective ambient temperature. The
apparent background radiation is

εB(λ, TB)Me(λ, TB)+ρB(λ, TB)Me(λ, TAMB) .

(18.8)

For example, when imaging an expected tumor, εT
is the skin emissivity over the tumor and εB is the
emissivity of normal skin. The reflective component
makes calibration difficult. In the next section it is
shown that skin emissivity is sufficiently high that
the reflective component can be neglected in many
situations.

18.4 IR Imaging in Medical Applications

For bare skin, ε ≈ 0.98±0.01, and this tends to be inde-
pendent of skin color [18.5]. While hair does not affect
skin emissivity, it acts as an insulator which prevents
accurate skin temperature measurements. Neglecting
reflection (i. e., assuming εT(λ, T ) = εB(λ, T ) ≈ 1) in-
troduces a small error in temperature measurement.
While this error is considered minor, it is appropriate
to discuss apparent temperature differentials rather than
absolute temperature differences ΔT . While quantita-
tive imagery is always desired, qualitative differences
may suffice. It is advisable to have a baseline image

Table 18.1 Image pairs for qualitative imaging

Desired image Baseline image

After or during exercise Resting before exercise

After or during smoking Before smoking

Potential tumor on left breast Right breast

(assumed normal)

(Table 18.1). This is called differential infrared ther-
mography (DIT). The difference can be magnified by
subtracting the baseline image from the desired image.

Very often IR imaging is the interpretation of sub-
cutaneous processes from the cutaneous temperature
distribution. As shown in Fig. 18.5, as the tumor depth
increases, lateral heat flow provides a larger hot area
than the actual tumor. Furthermore, the edges are
diffuse, making precise location difficult. Core temper-
ature (37 ◦C) is generally held constant for depths larger
than 20 mm, and therefore the thermographic paradigm
holds for near-to-skin processes only.

Subcutaneous
tumor

Fig. 18.5
Heat diffusion
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Table 18.2 Local temperature signature of certain patholo-
gies

Medical condition Apparent ΔT (K)

Inflammations 1–2
(e.g., rheumatism, arthritis)

Vascular diseases (e.g., thrombosis) 1–2

Breast cancer 1.5–4

Malignant melanoma 2–4

Although local temperature increases are relatively
small [18.6] (Table 18.2), these values can easily be
measured with current IR imaging systems. Image qual-
ity is considered very good when the signal-to-noise
ratio (SNR) is greater than 10 and excellent when

SNR > 40 (SNR = ΔT/NEDT). For the values listed in
Table 18.2, both cooled and uncooled systems will pro-
vide adequate SNR. For subtle changes (ΔT < 0.5 K),
a cooled system may be required.

Finally, surface scabs and certain moles act as insu-
lators and thus prevent heat from reaching the surface.
Here, the area will appear cold compared with normal
skin. Mathematically, this is a negative ΔT but is com-
monly reported as a positive ΔT .

It is important to recognize that reflectivities in the
visible and the IR are usually different. Infrared imagery
will always look different than visual imagery. Features
seen in thermograms may or may not be present in
visual images. It is prudent to record both visual and
infrared imagery.

18.5 Specific Applications

Skin variations may be measured either passively or
actively (also called passive thermography and active
thermography). This far, this chapter has described pas-
sive temperature methods. High metabolic rate appears
as an elevated skin temperature. For surface insulators
(e.g., moles), the active method is preferred. Here the
mole and surrounding skin is either heated or cooled and
the time history of the temperature is measured (e.g.,
natural thermoregulation). The normal skin will reach
normal temperature before the mole does.

18.5.1 Circulatory Disturbance

As an example of a prominent circulatory disturbance,
Fig. 18.6 shows the effective cooling of a hand of a per-
son smoking a cigarette. This qualitative example shows
the vascular narrowing and the subsequent reduction
in blood perfusion associated with smoking. For this
image sequence a simple (MWIR) line-array detector
scanner (NEC TH5104 Thermo Tracer) was used. This
camera employs a detector array of 255 × 223 pixels
and a temperature resolution of NEDT = 100 mK. Ob-
viously, smoking restricts the blood flow as a result
of vasoconstriction. As a consequence of the reduced
blood flow, the metabolic rate is reduced and, with lower
metabolic rate, the hand cools to ambient temperature.

18.5.2 Sports Medicine

Figure 18.7 shows the temperature distribution on the
femoral skin during exercise testing on a bicycle er-
gometer. After 2.5 min at rest, the subjects underwent

a load-graded exercise test. Brake resistance (measured
in watts) was increased every 3 min, thus increasing
the workload up to the submaximal condition corre-
sponding to 65% of the maximal heart rate value. The
recovery phase was defined as the time necessary to re-
store the rest heart rate by means of recovery exercise
and rest. With blood demand from the working muscles
there is skin vasoconstriction and skin surface cooling.
As the muscles stop working and the recovery and the
restoration phases start, thermoregulatory control is in-
voked to limit body temperature increase. Here the skin
vessels dilate to increase heat conduction to the skin.

Figure 18.7 highlights the results of Merla
et al. [18.8], who recorded images every minute dur-
ing exercise and the recovery phase. The images were

a) b)

c) d)

Fig. 18.6a–d Cooling of a male hand as a result of vaso-
constriction due to smoking. Blue represents cold and red
represents hot. For the measurement the NEC TH5104
Thermo Tracer was used, shown in the left image [18.7].
Image (a) is before smoking. Images (b–d) were taken
at 2 min intervals after smoking (courtesy IASTED and
ACTA Press)
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Rest 25 W 50 W

75 W Sub-maximal (100 W) Recovery

Recovery Recovery Rest

Fig. 18.7 Variation of the thigh skin
temperature during exercise on a bi-
cycle ergometer. The barely visible
vertical temperature scales next to
each image are identical to Fig. 18.2.
Note that the skin temperature is less
than the core temperature (37 ◦C) (af-
ter Merla [18.8]). The temperature
scale (blue to red) is 30 to 38 K

taken with an AEG camera AIM 256 Pt:Si (MWIR).
Its detector array consists of 256 × 256 pixels and has
a temperature resolution of NEDT = 100 mK.

These sports-medical measurements were corre-
lated with the corresponding oxygen intake. It was
shown that the degree of skin cooling and the ther-
moregulation depends on the individual fitness level of
each subject. Currently, the extent to which IR imag-
ing is able to estimate the hemodynamics of the thigh
muscles is being studied.

18.5.3 Skin Cancer

In the last 30 years the number of patients diagnosed
with skin cancer has increased dramatically. However,
there is no appropriate and sound way to decide non-
invasively if a skin tumor is benign or malignant.
Generally, the diagnosis is made with Stolz’s tradi-
tional ABCD rule of dermatoscopy based on the four
main criteria or lesion parameters: asymmetry, border,
color, and diameter, with a semiquantitative score sys-
tem [18.9, 10]. Frequently, this method is improved
by computerized scanning methods based on polarized
light surface microscopes [18.11]. With both methods
a suspicious spot has to be observed over a period of

time to obtain a reliable result, i. e., the evolution of the
spot is important, which refines the ABCD method into
the ABCDE method [18.10].

For the time being the only way to get an accurate
diagnostic finding is an invasive histological exami-
nation. IR imaging may avoid redundant excision of
tissue and potentially enables detection of malignant
melanoma at an early stage. Thanks to the facts that ma-
lignant melanoma has higher consumption of glucose
caused by a higher level of metabolism and augmented
branching of blood vessels, so-called angiogenesis, the
temperature should differ from surrounding healthy tis-
sue. Associated with the increased demand of energy, it
is conjectured that malignant melanoma shows a higher
temperature (2–4 K) than its surrounding skin [18.6].
Infrared imaging has a high potential to detect the be-
ginnings of angiogenesis, when cancer cells first try
to develop their own blood supply, which is a neces-
sary step before they can grow rapidly and metastasize.
Other types of skin cancer (e.g., basalioma) will be-
have differently due to an encapsulation strategy of the
tumor.

For screening of suspicious moles, a clinical proto-
col has been proposed that consists of an IR imaging
sequel after provocation of the skin area by cool-
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Basalioma

Healthy tissue

Fig. 18.8 Thermoregulation se-
quence of a basal-cell carcinoma
(basalioma) after forced cool-
ing [18.12]. The boreholes of the
circular plate are used as fiducial
landmarks for motion compensation.
The temperature pattern of the marker
does not disturb landmark detection
(courtesy IEEE)

ing [18.12]. To be accepted into clinical routine
a simple, reproducible measurement protocol of the
thermographic image acquisition and patient prepara-
tion has to be set up. To get the characteristics or tem-
perature signature, respectively, the relevant skin area
has to be provoked. Generally, two directions are pos-
sible with active thermography. On one hand the skin
can be warmed up or, on the other hand, the skin can
be cooled down. One major risk of the warming method
is that the protein denaturation process starts when the
skin temperature exceeds 42 ◦C. For that reason the
cooling-down method is used to produce a substantial
temperature difference within a few minutes.

The cooling is carried out using direct contact with
cooled gel packs. An area of about 10 cm by 10 cm is
cooled to 20 ◦C. After this patient preparation step, the
signature of the thermoregulation process is recorded
by the LWIR FLIR SC 3000 camera. The QWIP de-
tector array consists of 320 × 240 pixels. It can resolve
temperature differences as low as NEDT = 30 mK.

During thermoregulation the tumor shows up
as a cold spot compared with surrounding tissue
(Fig. 18.8). A difficulty in the evaluation of the ther-
moregulation process is that a spot cannot be automat-

ically detected on the basis of the temperature image
alone, because at the starting point of thermoregulation
the entire skin region of interest has a homogeneous
temperature distribution (20 ◦C).

To overcome this problem a circular marker with
boreholes used as fiducial landmarks is attached to the
skin and a normal digital photograph is taken prior to
the thermographic session (see the inset to the temper-
ature regulation graph in Fig. 18.8). By assigning the
corresponding marker borehole location of each IR im-
age with the respective digital image, motion of the
patient can be compensated. This is important because
a small motion in an image acquisition with a macro-
scopic lens can cause errors in the correlation between
the frames of the thermographic sequence (details of
the image sequence registration process can be found
in [18.7]). Without stable motion compensation, auto-
mated comparison of the temperatures of skin and spot
is not possible.

The signature of the curves is exponential. How-
ever, focusing on the thermoregulation of the spot,
it can be seen that there is synchronous warming to
32 ◦C in the first 90 s. As can be seen in Fig. 18.8,
the temperature of the basalioma increases more slowly

Part
C

1
8
.5



Medical Infrared Imaging 18.7 Summary 377

than the surrounding healthy skin when the tempera-
ture exceeds 32 ◦C. The basalioma is not visible in the
temperature image during the first 90 s of the record-
ing; however, it is clearly recognizable in the end. One
possible explanation for the lower temperature is based

on the physiological characteristics of a basalioma.
A basalioma is created from cells which can produce
an isolation layer, as already mentioned in the study by
Maleszka et al. [18.13], who saw this effect for psoriatic
arthritis [18.14].

18.6 Limitations of IR Imaging in Medical Applications

While the physical principles of infrared imaging are
clear there are a variety of problems one has to cope
with in medical applications of thermographic imag-
ing. Typical sources of errors in diagnostic imaging are
given in the following list:

• Complexity of an exact model of the medical
thermoregulation process. Even the simple bioheat
equation of Pennes [18.15]

ρc
∂T

∂t
= ∇(k∇T )+ cbwm(T )ρb(Ta − T )

+ Qm + P(z, t) , (18.9)

where ρ, c, and k are the density, specific heat, and
thermal conductivity of tissue, respectively, cb is the
specific heat of blood, ρb is the density of blood, T is
the local tissue temperature, Ta is a reference tem-
perature (typically arterial blood temperature), t is
time, Qm is the metabolic heat production per vol-
ume, and P(z, t) is the heat deposited per volume
due to spatially distributed heating. In this general
form, wm is a function of temperature to include
the specific case of temperature-dependent perfu-
sion [18.16] which is an ill-posed problem, because
of:

– Patient-dependent variability of the thermoregu-
lation process due to different biofeedback time
constants

– Spectral specification as well as accuracy and
resolution of the infrared camera

– The lack of a definition of a standard in active
thermography concerning the methodology of
thermal excitation or provocation

– Vagueness of determination of thermal charac-
teristics of skin cancer, i. e., variation of the
emissivity coefficient of suspicious moles

– Only the surface temperature is imaged
– Unknown relation between thermoregulative

time constants and the amount of applied energy
in active thermography

– Inhomogeneity and speed variation of energy
transfer in active thermography

– Spurious reflection of background radiation
– Insufficient patient acclimatization before imag-

ing (patient-induced uncertainty, e.g., time of
patient’s most recent warm meal, as well as am-
bience induced, e.g., unstable thermoregulation
of the examination room, etc.).

For a discussion of some of these points see
Nowakowski [18.17].

18.7 Summary

Undoubtedly, infrared imaging or thermography is an
effective medical screening modality. However, if a tu-
mor inside the breast is actually resulting in a specific
heat signature on the breast skin, then, in most cases,
the tumor is in an advanced state. Therefore, cancer di-
agnosis using IR imaging should be restricted to some
special types of skin cancer. Currently, several studies
are underway to examine the suitability of IR imaging
as a screening modality for skin cancer. It is expected,
for instance, that a malignant melanoma will show

a faster temperature increase than its surrounding tissue.
This assumption is motivated by the fact that this kind
of cancer has a very active metabolism and possibly an-
giogenesis. However, the basalioma shows the opposite
behavior because it is encapsulated from the surround-
ing tissue. A point which should be mentioned again
is that one can only see the temperature distribution on
the surface of the human body. IR imaging cannot di-
rectly reveal the inside of a body. A further discussion
of technical difficulties can be found in [18.17].
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Endoscopy19. Endoscopy

Martin Leonhard, Klaus-Martin Irion

Endoscopy has an established position in modern

medical diagnosis and treatment. The advantages

of endoscopy are important for all those involved

and are decisive for the success we enjoy today: for

the doctor it means improved diagnosis and treat-

ment; for the patient it means minimally invasive

approaches, reduced trauma, reduced risk of in-

fection, quicker wound healing, and often, shorter

stays in hospital; and as a result for the hospital

and society this translates into reduced costs. This

general statement can also be looked at in con-

siderably more detail for individual indications,

but that is not the purpose of this chapter. The

age of purely diagnostic endoscopy is far behind

us. Endoscopy is either replacing open surgery and

microsurgical procedures or now exists in com-

petition with them in a wide range of fields. In

this respect, medical and medical technological

advances are occurring continuously, and there

appears to be no end to this development in sight.

The field is seen as highly innovative with new

approaches emerging continually, of which, how-

ever, only some will prove to be both a financial

and a clinical success.
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19.1 Basics

Endoscopes can either be introduced through natural
orifices (mouth, nose, ear, esophagus, trachea, urethra,
rectum, vagina or even the tear duct in the eye or the
lactiferous ducts of the breast) or via small, artificial in-
cisions in order to reach the organs of the abdominal
cavity or enter joint spaces.

Successful endoscopic concepts always reflect the
challenge between the maximum possible reduction of
trauma associated with the surgical approach, by re-
ducing the external diameter of instruments on the one
hand, and, on the other, the maximum image quality and
possibility for manipulation and interventions which fa-
vor larger telescopes and large instruments or working
channels. In addition, the general parameters are defined
by human anatomy and technological capacity.

19.1.1 Terminology

Endoscopy concerns the visualization of concealed
body cavities, as is clear from the Greek roots of
the word (endos, Greek: inside) and
(skopein, Greek: to look). Endoscopy is a medical tech-
nology and not a clinical speciality in its own right.
Today it is daily routine in many medical fields [e.g.,
gastroenterology, abdominal surgery, urology, gynecol-
ogy, sports medicine, ear–nose–throat surgery (ENT),
pneumology] – in fact there are only a few fields in
which endoscopy is not represented.

The names of different endoscopic procedures are
generally composed of the term for the organ which
is the object of the investigation, followed by the
suffix “scopy”, e.g., gastroscopy, laparoscopy, cys-
toscopy, hysteroscopy, arthroscopy, laryngoscopy, and
bronchoscopy, to give a selection of examples from the
fields listed above.

Seen from this angle, names such as resectoscopy
and videoscopy are inappropriate, although we en-
counter them from time to time. These terms are derived
from instruments or types of endoscope. In this case, the
instrument concerned is the resectoscope (an instrument
from urology and gynecology), or the videoendoscope,
which can now be found in a wide variety of applica-
tions and describes an endoscope which, amongst other
things, is equipped with a distal image sensor.

The term keyhole surgery is often employed in sci-
entific journalism as a striking term for endoscopy,
which restricts the possibilities of endoscopy to pur-
portedly secretive observation. On the contrary, thanks
to the modern possibilities for using images in the

training of doctors and when informing the patient, en-
doscopy has, in fact, become very transparent and with
its diverse treatment possibilities has advanced far be-
yond the boundaries of optical diagnosis. We regard
the term endoscopy as being established; the surgical
element of endoscopy is often referred to as mini-
mally invasive surgery (MIS). We thus use these terms
throughout.

19.1.2 Endoscopy and the Strengths
of Optical Perception

When we are faced with a complex situation, the first
thing we want to do is to get a picture of it. When we
have correctly understood something, we say “I see.”
This idiomatic representation brings the optical sense
and our sight into the focus of our perception. It is
not merely coincidence that sight is our most important
sense. The retina is one of the few places in the body
where the cellular bodies of neurons can be found out-
side of the actual central nervous system. Based on the
image processing which occurs in the retina, we can re-
gard this from a technical point of view as a type of
optical coprocessor.

For the purposes of our discussion, optical image
formation is based in principle on three compo-
nents [19.1]:

1. illumination with visible light,
2. an object with characteristic absorptive and re-

flectance properties, in special cases with fluores-
cence and other effects; these properties modulate
the illumination light,

3. observation with photosensitive and color-sensitive
sensors, either our eye or a semiconductor sensor,
and processing in the retina and in the brain or tech-
nical means of image processing.

This list already identifies two central components
of endoscopy for us: high-quality illumination and
imaging. The details of the endoscopic image chain are
discussed in Sect. 19.2.3.

Magnification and Resolution

With the naked human eye we can see objects of approx-
imately 0.1 mm, using optical aids such as a microscope
this can even be extended to view structures in the sub-
micrometer range. Special endoscopic procedures can
be used to view structures measuring just a few micro-
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meters. In principle, it can be asserted that with modern
endoscopic equipment the accuracy of detail and resolu-
tion of the image considerably surpasses the perception
during open surgery and thus allows the doctor to work
more precisely. This is also due to the characteristic that,
at a short distance from the object, endoscopes have
a magnifying effect. Furthermore, this advantage is re-
inforced by the continuous improvement of optical and
electronic systems, most recently by the introduction of
high-definition (HD) camera systems.

The resolution of an endoscopic system depends on
the optical parameters. As a result, image enlargement
with optical zoom is associated with an increase in the
information gained, while a digital zoom is not.

Color Vision

Our color vision provides us with an additional dimen-
sion that other imaging procedures such as magnetic
resonance imaging and ultrasound do not offer. In
normal observation conditions, the human eye can-
not differentiate between more than 256 grey levels
(8 bits) [19.2], whereas the endoscopic image delivers
10 bits in three color channels. This is particularly im-
portant with respect to the fact that the doctor must
differentiate between a multitude of red tones in tissue.

This is not to be confused with procedures such
as color Doppler ultrasound, in which a further meas-
ured variable (flow speed) is superimposed over the grey
value image via a false-color representation.

Significance of Surfaces

One obvious weakness of light is that it cannot penetrate
tissue deeply and can only visualize surfaces. Our inter-
nal organs are composed of manifold internal surfaces,
which have been made accessible by the use of endo-
scopes. In addition, a multitude of pathological changes
occur on surfaces, making endoscopy a very effec-
tive diagnostic and treatment procedure. A carcinoma,
commonly referred to as cancer, is a malignant tumor
originating in epithelial tissue, which can be found on
the (internal or external) surface.

It is important to understand that surface structures
can be visualized considerably better and more pre-
cisely with optical procedures than with other imaging
procedures thanks to the color rendering and the ex-
cellent spatial resolution. As a result, with the current
technical possibilities, all procedures of virtual en-
doscopy via computed tomography (CT) and magnetic
resonance using interpolation procedures only appear to
be as accurate but are in practice considerably inferior
to optical procedures.

Perception and Processing of Visual Stimuli

The biological aim of sight is to recognize objects, dan-
gers, and surroundings, not primarily to act as an optical
or spectral recording system. When it comes to recog-
nizing what is visible in an image, the human observer
is usually superior to technical procedures.

Goethe, a well-recognized German poet, focused in-
tently on colors, sight, perception, and their complex
interaction. His argument of cause and effect, i.e., one
only sees what one knows, was expanded by Berci in his
ground-breaking work Endoscopy [19.3] in 1976 into
what ones sees should become known and documented.
Even today this remains a central pillar of endoscopy.
Image processing and recognition is one of the tasks for
which we are still searching for a final solution.

However, current research is also focusing on the
advantages of optoelectronic and biophotonic proce-
dures over pure imaging with white light in order to
achieve better, i. e., more objective, tissue differentia-
tion [19.4].

Classification

Information which we cannot see, such as ultrasound,
magnetic fields, and x-rays, must first be converted into
something that we can understand. The preferred solu-
tion is an optical image, which is why these procedures
are often referred to as medical imaging modalities,
even though the original information cannot be seen
at all, but is rather measured. Endoscopy is generally
not defined as an imaging modality in standard nomen-
clature, although based on modern endoscopy this is
a point which could definitely be discussed further.

19.1.3 Challenges

Sight

Endoscopy has deprived the doctor of a direct view of
the site of examination or operation. Although in the
meanwhile resolution has been improved to such an ex-
tent that it considerably surpasses conventional sight,
stereoscopic vision remains limited.

Haptics

The digital (digitus, Latin: finger) feeling and grasping
of organs with the fingers is another important sense
which could be relied upon in open surgery but which
is now translated by long instruments and thus barely
perceivable.

Manipulation

The space available to move and manipulate is restricted
by the choice of access; appropriate planning and ex-
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perience are required to compensate for this. Complex
procedures are sometimes performed with expensive
telemanipulation systems, although this can normally
not be justified from an economic point of view. In ad-
dition, the desire for miniaturization restricts the size of
instruments (e.g., forceps), which can result in longer
interventions.

Conclusion

The restrictions placed on the senses of sight, touch,
and to a certain extent, smell as well as the restricted
manipulation possibilities which a doctor is prepared to
accept in endoscopy must also be clear to the engineer
when designing new instruments so as not to broaden
this deficit even further. The target should be to open up
possibilities with endoscopy which were previously not
available.

19.1.4 History

The desire to look into concealed body cavities goes
back thousands of years. There is written evidence
that instruments for proctoscopy were in use in an-
cient Egypt [19.5], and specula have been retrieved
from Pompeii dating from the first century AD.
Technical possibilities and medical advances were mu-
tually dependent. A few milestones are listed here
to serve as examples; more detailed information can
be found in, for example, Reuter’s work on en-
doscopy [19.6]:

1806 Philipp Bozzini builds the first instrument for in-
troducing light into body orifices, his so-called
Lichtleiter (light conductor), in Frankfurt (Ger-
many) [19.7].

1868 Adolf Kußmaul (Freiburg, Germany) performs
the first gastroscopy on a sword swallower using
an open tube and a candle.

1877 Max Nitze (Berlin, Germany) uses an optical lens
system and a glowing platinum wire for illumina-
tion.

1902 Georg Kelling (Dresden, Germany) performs di-
agnostic laparoscopy on two female patients.

1912 The Dane Severin Nordentoft reports for the first
time on knee arthroscopy. Kenji Takagi (Tokyo)
begins performing arthroscopy with a cystoscope
in 1919, and Otto Bircher in 1921 in Aarau
(Switzerland).

1929 Heinrich-Otto Kalk (Berlin, Germany) is seen as
a true pioneer of diagnostic laparoscopy through
his work.

1934 John C. Ruddock (Los Angeles, CA) describes
laparoscopy as a valuable diagnostic method.

1950 Publications on gynecological laparoscopy begin
to appear: Raoul Palmer (Paris, France, 1950),
Hans Frangenheim (Wuppertal, Germany, 1958).

1958 Basil J. Hirschowitz presents a flexible gastro-
scope, which still features a distal light bulb
(University of Michigan, MI, USA).

1959 Harold H. Hopkins (Reading, UK) patents a rod
lens system that dramatically improves image
transmission in endoscopes; the invention is in-
troduced in rigid endoscopes in 1965 by Karl
Storz.

1963 Karl Storz introduces illumination with glass
fibers in the endoscope as a new technology (cold
light).

1985 Erich Mühe in Böblingen (Germany) performs
the first laparoscopic cholecystectomy (removal
of the gallbladder).

19.2 Endoscopes and Endoscopic Accessories

Modern endoscopy systems are composed of a vari-
ety of components. Basically, these core components
serve to generate light and illuminate the intracorpo-
real treatment area optimally while producing images
which are then relayed out of the body and visualized
optimally. Alongside purely endoscopic visualization,
numerous instruments and devices are also required to
enable minimally invasive treatment. In principle, one
differentiates between rigid and flexible endoscopes.

19.2.1 Light Sources and Illumination

Light transmission has been performed in both rigid and
flexible endoscopes via optical fiber bundles since the
1960s. Physically, the transmission of light via a light
conducting fiber is based on the principle of total in-
ternal reflection between the core and the sheath of the
individual glass fiber. Halogen, halide, and xenon light
sources are employed as extracorporeal light sources.
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This light, focused via the proximal plug, is coupled into
the endoscope. Recently, the first light-emitting diode
(LED)-based light sources have also become available
for endoscopic applications.

The quality of any illumination must be compara-
ble to sunlight. One criterion is the color temperature of
a light source, which is based on quantum-mechanical
considerations on the radiation of ideal, black bodies.
The color temperature of the sun is the same as its sur-
face temperature of approximately 6500 K. A further
measured variable is the color rendering index, which
is a measure of the quality of the color reproduction.

Light sources based on xenon high-pressure short-
arc lamps are now the standard light sources for
endoscopy, both in the field of flexible endoscopy and
in minimally invasive surgery. These systems are char-
acterized by a very homogeneous white light spectrum
and high light intensity. Due to the excellent focusing
possibilities, xenon light systems can be used just as
efficiently in large- and small-caliber endoscopes. The
color temperature comes very close to that of daylight;
the color rendering index is excellent. Systems with
180 W are now sufficient for almost all endoscopic ap-
plications. The light is guided from the light source
over an orderless glass fiber bundle (light cable) to
the endoscope by means of total reflection in the glass
fiber.

With technical advances in the field of LEDs,
the first super-bright semiconductor elements are now
available, which can also be used in endoscopic il-
lumination. The advantage of this technology lies in
the considerably longer lifetime of the illuminant, the
high efficiency factor (i. e., less heat generated), and
the small dimensions. This means that, alongside self-
contained light sources, LEDs can also be installed
distally and proximally in endoscopes. The current dis-
advantage of this lies in the inhomogeneous white light
spectrum and the poor focusability of LEDs in small
cross-sections of glass fibers.

19.2.2 Imaging: Endoscopes
and Image Sensors

Today, endoscopic image transmission is performed op-
tically, fiber-optically or optoelectronically depending
on the type of endoscope. The common element in all
endoscopes is a distal objective, which determines the
direction of view and the image field.

The image field of an endoscope or the numerical
aperture (NA) of the endoscope objective is dependent
on the refraction index of the ambient medium. If an

examination, for example, a cystoscopy, is performed
in an aqueous medium, for the same optical conditions,
the image field is smaller than in applications in air or
in CO2, as is the case in laparoscopy.

Rigid Endoscopes

In traditional rigid endoscopes, images are transmitted
completely optically via a lens system. In this field, the
so-called rod lens system of Hopkins has managed to
win widespread recognition because of its outstanding
quality. Transmission systems based on rod-shaped gra-
dient lenses have failed to gain ground. Alongside rigid
endoscopes with fixed, standard directions of view at
0◦, 12◦, 30◦, 45◦, 70◦, 90◦, and 120◦, rigid endoscopes
have recently been introduced which feature adjustable
directions of view [19.8]. This has the advantage of
being able to adjust the direction of view during an in-
tervention without changing the external contours of the
endoscope.

Image Transmission with Glass Fiber Bundles

Image transmission over ordered optical fiber bun-
dles occurs primarily in flexible endoscopes. Today
we differentiate between so-called fully flexible image
waveguides and semiflexible image waveguides. While
semiflexible image waveguides are predominantly used
in semiflexible mini-endoscopes and micro-endoscopes
(Fig. 19.1) due to their small-caliber variants of ap-
proximately 1 mm (35 000 pixels) or less, traditional
flexible fiber endoscopes with flexible image waveg-
uides are increasingly being replaced by optoelectronic
endoscopes.

Electronic Image Sensors

Miniature charge-coupled device (CCD) and also com-
plementary metal–oxide–semiconductor (CMOS) im-
age sensors are integrated in the tip of the endoscopes
with an objective lens and signal processing technol-
ogy, delivering electronic images with resolutions many
times that of fiber endoscopes. In gastroenterologi-

Fig. 19.1 Marchal miniature endoscope sialendoscope
(Source: Karl Storz)
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cal applications, almost all traditional fiber endoscopes
have already been replaced with videoendoscopes.

Video Technology

The first flexible videoendoscopes over 20 years ago fea-
tured black-and-white image sensors; the hollow organ
was illuminated with sequential red–green–blue (RGB)
light, and the compilation of the three color separations
was used to calculate and visualize an endoscopic color
image continually by means of image conversion. Mod-
ern videoendoscopes have color CCD and/or CMOS
image sensors with on-chip RGB color filters or color fil-
ters for complementary colors (Fig. 19.2).

Video technology is an elementary component of
endoscopy. This is not just applicable to the field of
flexible videoendoscopes (Fig. 19.3), for which minia-
turized image sensors are primarily installed distally,
but also to rigid endoscopes, and particularly in the
applications of minimally invasive surgery. The use of
high-quality, proximal camera systems makes it possi-
ble to reproduce the extremely high transmission quality
of Hopkins rod lens systems almost perfectly.

Endocameras: 1-Chip and 3-Chip

Proximal endocameras are equipped with one or three
image sensors and usually have parfocal zoom objec-

CCD unit

Working
channel

Light guide

Cable

Objective lens

CCD sensor

Fig. 19.2 Distal
construction of a
videoendoscope
with miniatur-
ized electronic
image sensor
(Source: Karl
Storz)

tives (Fig. 19.4). Color rendering is considerably better
in 3-chip cameras than in 1-chip systems.

While 1-chip and 3-chip camera systems in stan-
dard phase alternating line (PAL) or National Television
System Committee (NTSC) standard versions did not
come close to the resolution limits of rod lens tele-
scopes, these limits are almost being reached by the
latest 3-chip HD endocameras. Alongside the HD endo-
camera, the remaining components of the transmission
elements such as the control unit, monitors, and digital
recorders have also been adapted to the high-resolution
standard. There is thus no technical reason standing in
the way of HD camera systems penetrating the market.
The HD requirements are specified by television. There
are transmission standards with 1280 × 720 p (progres-
sive) and 1920 × 1080 i (interlaced). The progressive
standards (1280×720 p/1920×1080 p) only are applied
to cameras or monitors. Modern HD image sensors
with CCD and CMOS technology satisfy these stan-
dards.

Stereoendoscopes

Although the image quality of today’s endoscopic
systems is extraordinarily high, particularly when
performing endoscope-assisted MIS interventions sur-
geons sometimes miss the depth perception offeredPart
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Fig. 19.3 Videocystoscope with distal electronic image
sensor

by their visual system in open operations. There was
thus the desire from very early on – as with stereomi-
croscopy – for stereoendoscopes.

Stereoendoscopes compile endoscopic image infor-
mation from two different spatial directions – similar to
the human eyes. This stereo image pair is delivered to
the eyes of the beholder separately via special visualiza-
tion units.

The first patent for a stereoendoscope was awarded
in 1905 [19.9] and was built jointly by Berlin urolo-
gist S. Jacoby (Germany), a student of Max Nitze, and

a) b)

Fig. 19.4a,b
High-resolution
3-chip endocam-
era IMAGE1
HD (a) endo-
scope and 3-chip
CCD camera
head (b) cam-
era control unit
(CCU)

”Ocular“
Entfernung
verstellbar

Prismen Prismen

Objektive

b)a)

1904 S. Jacoby

Fig. 19.5a,b Jacoby stereocystoscope (1904) (Source:
Reuter, Endoscopy) (drawing adapted)

the Berlin company Louis & Heinrich Loewenstein in
1904 (Fig. 19.5). It was not until the mid 1990s that
a number of manufacturers introduced stereovideoendo-
scope systems for minimally invasive surgery onto the
market. None of these systems proved successful. Stud-
ies showed that three-dimensional vision was possible
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over the monitor, but the associated disadvantages such
as lower resolution, lower color rendering, less image
transparency, and less light meant that operations could
not be performed any more efficiently.

Even autostereoscopy systems were offered which
did not have any real three-dimensional (3-D) informa-
tion. Improvements in visualization of 3-D information
in particular are necessary for stereoendoscopy to
achieve acceptance. One approach is to make the im-
age not only visible from two perspectives, but also
to visualize it volumetrically using different focus lev-
els [19.10].

19.2.3 Video Chain

Having dealt with the fundamental components of the
light source, light cable, endoscope, and electronic im-
age converter, the following will introduce the term
video chain. As in every chain, it is important that all
links are strong and of high quality, as the overall re-
sult of a good endoscopic image is determined by the
weakest link in this chain.

It is often the small things which can bring a high-
quality system to its knees. It is thus particularly
important to pay attention to all coupling and con-
nection points, for example, as regards cleanliness of
optical surfaces. In the same way, electrical connections
and signal cables must be checked carefully for kinks or
damaged connections which can affect the result. When
choosing a video signal, the highest available quality
should be selected.

In the video chain, the endoscopic camera (image
converter) is followed by the monitor and optionally the
image and video documentation system or telemedicine
possibilities.

19.2.4 Monitors

Today, thin-film transistor (TFT) monitors are used
almost exclusively in the visualization of endoscopic
images. Their quality has increased considerably in re-
cent years. The change in the operating theater away
from cathode-ray tube (CRT) monitors towards flat-
screen monitors around 2005 occurred at a time when
the image reproduction of flat-screen monitors was still
considerably below the possibilities offered by CRT
monitors. The aura of the new, the expectation that
this deficit would be resolved, and the weight advan-
tage, which allows easy and flexible positioning of the
screen, paved the way for this premature technological
change.

Important criteria when selecting a good monitor are
excellent color rendering, as large as possible a viewing
angle, and very low latency, i. e., no delay between the
operator’s actions and visualization thereof on the mon-
itor. In particular the latter point represents an important
difference in comparison with monitors for nonmedical
applications. In contrast to monitors for other imaging
modalities, in endoscopy excellent color resolution is
decisive – particularly with respect to the color tones
of human tissue. Technical specifications are good for
an initial comparison, but true performance and differ-
ences between units only become visible in a direct
comparison in the operating theater.

19.2.5 Image and Video Documentation

In the beginnings of endoscopy, image documentation
was an almost secretive art, as only the examiner was
in a position to view the examination field. However,
the wish to share this view with fellow examiners was
expressed from early on.

Today, the doctor is obliged to document patholog-
ical findings and the properly performed operation in
image or digital video form. The commonplace, high-
quality, electronic image sensors available today make
excellent image documentation possible. Of course, an
important factor when recording images is that there is
optimal visibility and that the site is well irrigated.

Digital archiving of still images is standard today.
Because, in general, an electrical connection exists be-
tween the recording unit and the image sensor and thus
at least indirectly with the patient, the documentation
unit must be designed as a medical device. Conventional
consumer products are not permitted.

Additionally, systems tailored especially to medical
applications allow the doctor to record images sys-
tematically and specifically for the intervention being
performed and then to prepare these in the corre-
sponding surgical reports. The units must be simple to
handle, and in particular, images must be simple to cap-
ture [19.11]. There are a number of different systems
on the market, which in some cases are tailored to very
specific medical applications (Fig. 19.6).

Alongside the capture of still images, documenta-
tion of video sequences is playing an increasingly im-
portant role. With the increased requirements vis-à-vis
resolution, video sequences in HD format (720 p, 16:9)
in MPEG2 can achieve data rates of approximately
12 Mbit/s or memory requirements of 90 MB/min. For
1080 p, approximately 20 GB is required per hour of
recording time.
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a) b)

Fig. 19.6a,b Clinically approved system for digital storage of patient, image, and video data. This model is tailored to
orthopedic applications: (a) AIDA compact ortho, (b) documentation mask for the surgical protocol of partial resection
of a medial meniscus

The integration of patient-related (image) data in ex-
isting hospital information systems (HIS) and picture
archiving and communication systems (PACS) is be-
coming ever more important and should be delivered
by high-quality endoscopic image and video memory
systems (Sect. 19.3).

19.2.6 Telemedicine in Endoscopy

Broadband data links now allow us to transmit endo-
scopic video images to any location. This can be in
order to get a second opinion or for teaching purposes;
it could be to a location within the same hospital or
even another continent. The possibility to interact with
the recipient is important, either simply via speech or
even additionally via graphic interfaces (telestration).
For telemedical applications in endoscopy, it is very
important that image transmission be temporally syn-
chronized.

19.2.7 Endoscopic Instruments

Alongside the endoscope, which takes care of optical
imaging, endoscopy requires a range of further instru-
ments for insertion and manipulation.

Access Instruments

Flexible endoscopes are generally used without fur-
ther insertion aids. If required, a lubricant may be
applied and/or local anesthetic administered. This
applies to gastroscopes, colonoscopes, cystoscopes, na-
sopharyngoscopes, bronchoscopes, etc. These flexible
endoscopes are inserted under visual control.

Rigid endoscopes are usually inserted via an inser-
tion tube, which is referred to differently depending on
the application. Rigid endoscopes are usually inserted
under local or general anesthetic.

To examine the bladder in urology, a single shaft is
required for a diagnostic procedure and a double shaft
system for a surgical intervention, whereby the con-
tinuous irrigation provides clear visibility and removes
resected tissue or liquid clouded by blood.

In laparoscopy, access to the abdominal cavity (peri-
toneum) is achieved using a Veress-needle. This step
allows, once the peritoneum has been insufflated with
gas (CO2), the creation of a working space without vi-
sual control. A rigid endoscope is then introduced via
the trocar which is equipped with a sharp trocar mandrel.
Additional instruments can then be introduced into the
operating region via other trocars under visual control.

Manipulation Instruments

Depending on the application, endoscopy allows the use
of a wide variety of instruments which can be used to
manipulate tissue, such as exploratory probes, grasping
forceps, dissectors, retractors, scissors, hooks, suction
and irrigation catheters, resection loops, needle holders,
staplers, and clip applicators. Figure 19.7 shows exam-
ples of different grasping forceps and a complete set for
laparoscopic partial nephrectomy. The range of differ-
ent instruments is enormous; the leading manufacturers
offer several thousand different instruments for the most
diverse medical indications.

Dimensions of Minimally Invasive Instruments

The dimensions of the instruments are once again
subject to two parameters: As minimally invasive as
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a) b)

Fig. 19.7a,b Laparoscopic grasping forceps. (a) A selection of different jaws, and (b) an endoscopic set for laparoscopic
partial nephrectomy

possible, and as effective as possible as far as opti-
cal image and mechanical manipulation are concerned.
For this reason, purely diagnostic instruments are gen-
erally more slender and are used without or only under
local anesthetic; surgical treatment endoscopes are usu-
ally larger in diameter and normally require general
anesthetic. The typical diameter of minimally invasive
instruments ranges from 10 to 5 mm, which can be seen
as standard in laparoscopy, through to 1.9–3.5 mm for
minilaparoscopy instruments. Minilaparoscopy is a re-
discovered method originally used in internal medicine
for liver diagnosis. The approach was first elected by the
internists Georg Kelling, Heinrich-Otto Kalk, and John
C. Ruddock at the beginning of the 20th century.

Instruments which are introduced into the working
channels of flexible endoscopes generally have a diam-
eter ranging from 2.2 to less than 0.5 mm.

19.2.8 Preparation of Endoscopes
and Instruments

The significance of hygiene and proper instrument pro-
cessing has been becoming ever more important in recent
years, particularly due to new versions of pathogens
which are not sufficiently deactivated by the traditional
and often manually performed methods of instrument
decontamination and thus potentially pose a hidden risk
of human-to-human transferral of infectious microor-
ganisms via surgical instruments. A further reason for
this is the ever smaller and more complex nature of
instruments, which accordingly places higher require-

ments as regards the creation of a hygienically sterile
state. In principle, all instruments contaminated with
microorganisms, particularly invasively and minimally
invasively employed instruments, can cause infections. It
is thus essential that they be subjected to a safe, validated
reprocessing before being reused [19.12].

The reprocessing cycle usually consists of the fol-
lowing steps:

• Cleaning, defined by bioburden reduction by 1–4
log levels (bioburden reduction to 10−1 –10−4 of
initial contamination).• Disinfection with bacteria reduction to 10−4 –10−5.• Or high level disinfection (bacteria reduction to
10−6 ), if appropriate for the procedure and surgical
instrumentation.• Sterilization with bacteria reduction to 10−6 (killing
99.9999% of bacteria or leaving just one out of one
million alive).• Sterilization process with a double safety factor (so-
called overkill processes with bacteria reduction to
10−12) which destroys all forms of microbial life.

Cleaning

Cleaning is primarily the mechanical depletion of con-
taminations, for example, by brushing the surfaces,
rinsing, and/or auxiliary use of ultrasound. The effec-
tiveness can be boosted through the use of chemical
agents based on enzymes, aldehydes, and other ac-
tive agents. Thorough cleaning is essential before (high
level) desinfection and sterilization because inorganic
and organic materials that remain on the surfaces of the
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instruments can interfere with the effectiveness of these
processes.

Disinfection

Disinfection is based either on the use of chemical sub-
stances with the corresponding spectrum of activity or
on the action principle of the thermal denaturing of
organic compounds with the help of water at a tempera-
ture of 93 ◦C or higher, which fully coats the surface of
the instrument.

In the meanwhile it has become commonplace
to perform these procedures in automated washer–
disinfector machines, whereby the parameters relevant
for success, such as the concentration of the chemicals,
their exposure times, and the temperature, are controlled
and monitored accordingly. This avoids the possibility
of human error. The reduced handling of contaminated
instruments and aggressive chemicals thanks to such
fully automated processes also helps to protect staff.

High Level Disinfection. High level disinfection
(HLD) is a process that eliminates all pathogenic mi-
croorganisms, with the exceptoon of bacterial spores.
HLD is normally accomplished using a chemical disin-
fectant solution.

Sterilization

Following properly performed cleaning and disin-
fection, the instrument is subjected to sterilization
depending on the application at hand. The internation-
ally preferred procedure, in health care facilities due to
sterility assurance and cost efficiency, remains steam
sterilization (autoclaving) with moist heat (pressur-
ized saturated steam) at a temperature of 134–137 ◦C
(272–279 ◦F) for an exposure time of 3–5 min, which
is subject to different regulations in each country (in the
USA, AAMI ST 79) [19.13].

For instruments declared as thermolabile (based
on the materials used) there are a number of alterna-
tive, low-temperature sterilization processes available
such as traditional gas sterilization with ethylene ox-
ide or formaldehyde. Additionally, there are also newer
processes available which are based on hydrogen per-
oxide (H2O2), peracetic acid or ozone, which must be
assessed and selected for the individual goods to be
sterilized in terms of their efficiency, suitability, and
material compatibility.

Care

An additional, important aspect in the scope of the re-
processing process of a medical device is service and
care, which are usually performed as part of the func-

tional check after successful cleaning/disinfection but
before sterilization, and which serve to ensure the func-
tioning and value retention, particularly for instruments
with moveable parts. In this step, the moving parts are
oiled locally with a silicone-free instrument oil which
is biologically harmless (biocompatible) and does not
hinder the selected sterilization process (e.g., steam
penetration through the care agent film to the surface
beneath). The instrument is operated several times to
ensure distribution of the care agent within the joint.

Structural Design

Reprocessing of medical devices is a complex process,
the success of which is dependent on multiple factors
including, importantly, the instrument itself and its me-
chanical design layout and also the selection of the
materials used.

Requirements and Directives

On the topic of hygiene, the legal and regulatory pa-
rameters require qualified processes and staff who are
suitably trained and qualified.

Cleaning [19.14], disinfection, and sterilization
[19.15, 16] are subject to a multitude of field-specific
recommendations [19.17], international standards, and
national regulations and represent a continuous chal-
lenge for both users and manufacturers of medical
devices.

19.2.9 Peripheral Units

Alongside the units for videoendoscopic image capture
and documentation, a whole range of additional units
for assisting surgery are required.

Insufflators and Suction/Irrigation Systems

All MIS interventions performed in the abdomen re-
quire the creation of a pneumoperitoneum, which allows
organs and tissues to separate slightly and become visu-
ally and instrumentally accessible while the abdominal
wall remains closed. Gas insufflators are used for the
generation and maintenance of the pneumoperitoneum.
The regular changing of instruments and suction, e.g.,
of liquids, result in continuous pressure and volume
losses, which place great demands on modern gas in-
sufflation units. The units should provide a maximum
flow rate of 30 l/min and not exceed an intra-abdominal
pressure of 15 mmHg. To avoid hypothermia in patients
undergoing longer interventions, the new generation of
units have an integrated module for warming and/or
moistening the gas.
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Alongside the insufflation of gases it is often neces-
sary in MIS interventions to irrigate the operating site
or the lens with liquid or remove blood and tissue rem-
nants. In addition, efficient irrigation can also be used
for hydrodissection, i. e., to dissolve adhesions. Modern
suction and irrigation systems unite both requirements.

Energy Application Systems

A therapeutic effect is achieved by applying energy in
order to cut, separate, initiate hemostasis, coagulate,
disintegrate calculi, and for many other actions.

High Frequency

Amongst other things, high-frequency (HF) current
(Chap. 34) is used to create thermal effects endoscop-
ically (Fig. 19.8). This can be used to dissect soft
tissue and coagulate existing hemorrhaging under endo-
scopic visual control. There is a general differentiation
between monopolar and bipolar HF electrosurgery.
Monopolar technology is used most often in endoscopy.

Laser

Lasers have been used in medicine since shortly af-
ter their technical implementation at the beginning of
the 1960s. Different media allow different laser wave-
lengths in the visible, infrared, and ultraviolet ranges
of the spectrum. Depending on the wavelength, pulse
duration, and interaction duration, it is possible to
achieve a truly characteristic interaction in the tis-
sue [19.18]. Important interaction partners are water and
hemoglobin, the absorption properties of which define
how deeply the light penetrates (Chap. 29). Lasers are
used widely in ENT [19.19] and urology [19.20], where

Fig. 19.8 High-frequency units
(monopolar/bipolar) with an endo-
scopic instrument set for transurethral
resection (TUR)

they are employed for lithotripsy, for tumor coagulation,
to separate stenoses, and for prostate enucleation.

Laser light is transmitted in endoscopy via flexi-
ble, thin glass fibers; for special applications in the far
infrared, mirror systems (CO2 lasers) are also used. Re-
cent years have seen these systems become ever more
compact and also very service-friendly thanks to the use
of laser diodes.

Other Energy Delivering Systems

With photodynamic therapy (PDT) an endoscopic tu-
mor treatment is possible which exploits the interaction
of (laser) light, oxygen, and a photosensitizer that accu-
mulates selectively in malignant tissue [19.21].

Energy can also be withdrawn endoscopically using
cryoprobes to destroy tumor tissue by localized super-
cooling, or be delivered in concentrated form using
ultrasound to separate tissue.

Systems for Further Interventional Procedures

As endoscopy is very multifaceted, special inter-
ventional systems are used for the most diverse of
applications. These include

• implants such as endoluminal stents or occluders,
which can be introduced endoscopically,• motorized instruments used to ablate bone and hard
tissue (shavers, drills) or to cut soft tissue (morcel-
lators).

19.2.10 Endoscopy Workstations

Endoscopy workstations are tailored to the require-
ments of the respective application.
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a) b)

Fig. 19.9a,b Two different endoscopy workstations: (a) compact system for outpatient departments with camera control
unit, light source, monitor, keyboard, and suction/irrigation pump (Gastropack), (b) equipment trolley for the operating
theater additionally with HF surgery system, insufflator, and still image and video archiving system

For clinical outpatient departments, emergency
medicine, and even doctors’ practices specializing in
endoscopy, the focus is on a compact system which is
fundamentally concentrated on illumination and image
rendering. Biopsies and minor interventions are possi-
ble. These systems are light and easy to transport, and
have been available on the market for quite some time
(Fig. 19.9a).

Day clinics, which usually perform routine opera-
tions endoscopically and under general anesthetic, and

fully equipped operating theaters in hospitals require
a larger range of treatment options. As a result, a modu-
lar concept is called for, exactly calibrated to the needs
at hand. The components are installed on a mobile
equipment trolley and can be positioned at the required
location in the operating theater. Mobility over greater
distances is also possible to some extent (Fig. 19.9b).

Newly designed operating theaters are now pre-
dominantly equipped with fully integrated workstations
(Sect. 19.3).

19.3 Integrated Operating Theaters

As a result of the rapid development in minimally in-
vasive surgery, there is now a wide variety of devices
in the operating theater in comparison with the past.
The operation and handling of these systems, which
are often from different manufacturers, have thus be-
come more and more complex and time consuming. In
addition, the surgeon requires a considerable amount
of time to document all the points relevant to surgery
and compile a report. On top of all this, the surgeon
is continuously being confronted with more complex
MIS interventions, and time budgets are always being
cut. These increasing requirements can only be satis-

fied by improving the ergonomic handling of units and
instruments and comprehensive computer-assisted doc-
umentation and data provision [19.22]. The design of
system workstations and new concepts for integrated
operating theaters set benchmarks for the logistical har-
monization of operating activities, reduce stress for the
surgeon and assistants, and thus reduce operating and
changeover times.

System integration allows, amongst other things,
central control and operation of endoscopy units and
further devices capable of being integrated such as HF
units, operating tables, operating lamps, and operating
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light cameras, as well as documentation systems and the
telemedicine unit via a central touch-sensitive monitor
(touchscreen) directly from the sterile area and/or at the
nurse’s workstation [19.23]. There is also the possibility
to preset start configurations for the system parame-
ters and telemedicine basic settings with personal or
intervention-specific presettings, so that the units set
themselves automatically when the respective config-
uration is selected. This saves time on the one hand
and contributes to quality assurance on the other. The
user interfaces of the integrated devices are represented
one-to-one on the system’s user interface. Users thus do
not have to familiarize themselves with a new concept.
Alongside the realistic user interface for each individ-
ual unit there is also a freely definable overview display
of the most important unit parameters. The individual,
selected units can also be controlled from this display
mode. In addition, the visualization of unit parameters
as well as alarm and status messages from the operating
system is realized in a section of the touchscreen clearly
visible to the surgeon.

A further dimension of operating room (OR) in-
tegration is data management, which results from the
obligatory documentation requirement. In this respect,
the systems offer all necessary functions for holistic,

Fig. 19.10 Fully integrated operating room OR1 Karl Storz (Source: Karl Storz)

accurate documentation of all endoscopic and open in-
terventions. User-friendly entry systems allow the sim-
ple capture of still images, video sequences, and spoken
commentaries on findings and operative interventions
directly from the sterile area by simply activating the
touchscreen, a footswitch or the camera head buttons.

A digital imaging and communications in medicine
(DICOM) interface can be used to give the system
access to DICOM worklists available on the hospital
network, which allows rapid transfer of patient data.

Alongside system integration and data management,
audio and video technology for communication and data
transfer also form part of the holistic concept of an opti-
mally integrated operating solution. The different video
signals from endoscopic and room cameras as well as
from the PACS and HIS systems can also in principle
be connected and routed as required and even telecom-
municated, thus allowing them to be displayed outside
of the operating theater. Audio and video technologies
are also controlled via the touchscreen at the nurse’s
workstation. The man–machine standard interfaces of-
ten already feature intelligent voice-controlled systems.

The focus on integrated OR systems (Fig. 19.10),
which is increasing productivity and efficiency in many
surgical procedures, has put hospital administration in
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a position to see the operating theater as an important
source of income. In terms of profitability, the operat-
ing theater has become a decisive factor in the success
of a hospital.

These integration technologies have been recently
complemented by efficient OR management systems.
Efficient OR management is based on the harmo-
nization of all processes and integrated components
combined with the possibility to connect seamlessly
with the hospital information system. Such a system
(e.g., Orchestrion [19.24]) makes it possible to opti-
mize the planning of operations and staff schedules, and
ensures efficient flow of information between the oper-
ating theaters and the hospital information system. By

optimizing the way in which the operating theater is
used, the hospital achieves smoother processes and is
thus in the position to offer patients a higher quality of
treatment. This tool is helpful in preplanning of opera-
tions and coordinates and controls the use of available
OR resources. It is thus an important element in the de-
velopment of strategies for optimal utilization of limited
resources. Thanks to the implementation of standard-
ized interfaces, these tools can be easily integrated into
the existing information technology (IT) structures of
a hospital. The modular design of the system can be
adapted to suit the individual requirements of every
hospital and offers a dynamic platform to be able to
integrate future developments and improvements.

19.4 Medical Applications

Endoscopy is employed in a wide variety of medical
and surgical disciplines for diagnosis and treatment. It
is routinely used in, amongst others, the different sub-
disciplines of ear–nose–throat medicine, pneumology,
gastroenterology, abdominal surgery, urology, gynecol-
ogy, and also sports medicine.

Users are found in all strata of the healthcare sys-
tem, from specialists to ambulatory healthcare centers
and day clinics as well as all types of hospitals from
primary health care to university hospitals.

19.4.1 Most Common Procedures

The most common surgical endoscopic interven-
tions are arthroscopic interventions, endoscopic sinus

Fig. 19.11 Miniaturization in en-
doscopy using pediatric urology as
an example. Top: resectoscope for tis-
sue ablation with HF current, shaft
diameter 3.7 mm; bottom: cystoscope
shafts (Source: Karl Storz)

surgery, laparoscopic gallbladder removal, transurethral
resection of bladder tumors, and benign prostate tissue
(BPH) [19.25]. Hernias, bariatric surgery hysterectomy,
and appendectomy are some of the most common
surgical procedures, although they are only partially
performed endoscopically. Additionally, in 2008, more
than 16 million diagnostic endoscopic examinations
were performed in the US.

19.4.2 Special Procedures

The following illustrates some special endoscopic ap-
plications to demonstrate the potential and particular
possibilities, but by no means does it claim to be ex-
haustive.
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Fig. 19.12 Spinal system for treatment of disc herniations and spinal
canal stenoses (Source: Karl Storz)

19.4.3 Miniaturization

Endoscopes can be miniaturized so that they are suitable
for operations on children and newborns. To give an
example, we cite the incision of the closed ureteral ori-
fices in a newborn baby with hydronephrosis, whereby
a small scalpel is introduced via a delicate pediatric
cystoscope and used to remove an anatomical anomaly
(Fig. 19.11). Today it is even possible to operate en-
doscopically on the fetus while it is still in the womb.
Other applications for mini-endoscopy include exam-
ination of the tear duct in the eye, salivary ducts in
the mouth (Fig. 19.1), lactiferous ducts in the breast
or the fallopian tubes. This is where the finest, flexi-
ble fiber-optic endoscopes with diameters of 0.3 mm to
approximately 1 mm come into use.

19.4.4 Controlled Access

In some medical applications it was previously not pos-
sible or usual to work under visual control. In terms
of more minimally invasive and safer accesses, endo-
scopic assistance has become established in anesthesia
and emergency medicine in recent years in attempts to
find the right access in cases of difficult intubation.

Endoscopic examination of the uterus (hysteroscopy)
is also on the advance in this respect, particularly for
performing targeted biopsies or removal of polyps, in
comparison with blind curettage. This is driven by
improved reimbursement and new indications such as
transcervical sterilization. Even if hysteroscopy could
be used without causing pain and without anesthesia by
any specialist in a practice, enhanced training and lo-
gistics is needed to support this procedure in an office
environment.

19.4.5 Alternatives to Surgical Microscopes

In the fields where surgical microscopes are used, en-
doscopic procedures are gaining ground. Endoscopic
procedures are becoming increasingly popular in laryn-
geal surgery, neurosurgery, and in delicate operations
in spinal surgery (Fig. 19.12). The depth of field of
endoscopic systems is considerably larger than with mi-
croscopes. Moreover, endoscopes can be used to look
around corners, which is not possible with microscopes
as a result of the large working distance.

19.4.6 Gastroenterological Endoscopy

Possibilities to examine the digestive tract are offered
by a wide range of extremely differentiated endoscopy
systems which can be coupled with ultrasound, zoom
or fluorescence procedures. In addition, a piggyback
procedure is used for examination of the bile ducts,
in which a small-caliber endoscope is introduced
through a large-caliber duodenoscope. Gastroscopy and
colonosopy are amongst the most commonly employed
diagnostic procedures. Fig. 19.13 shows a typical, flex-
ible endoscope from gastroenterology with a distal
image sensor.

19.5 Tissue Differentiation

As discussed in Sect. 19.1.2, illumination is modulated
by the illuminated tissue and perceived by an image
sensor. A variety of procedures now make it possible

to gather information about the tissue, being consider-
ably more detailed than the information offered by the
colored white-light image.
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a) b)

Fig. 19.13a,b Flexible videocolonoscope with distal, high-resolution solid-state image sensor: (a) video cart, (b) close up
look of videocolonoscope, CCU and lightsource

19.5.1 Molecular Imaging/
Fluorescence Endoscopy

Molecular imaging is one of the great beacons of
hope in the field of cancer research and early detec-
tion, as it makes pathological changes visible at the
cellular level. Fluorescence-based endoscopy systems
are also of great importance as optical detection units.
The procedure itself uses the distinct metabolism of
abnormal cells to display fluorescent substances accu-
mulated in the tumor via a molecular mechanism. This
optical form of molecular imaging, in which the suspi-
cious area in the endoscopic image lights up in color,

a) b)

Fig. 19.14a,b Endoscopic cystoscopy
of small exophytic tumor with small
satellite tumors: (a) photodynamic
diagnosis (PDD) mode, (b) white
light (Source: Karl Storz)

was initially used in bladder cancer with great suc-
cess [19.26].

Carcinomata in situ with a thickness of just a few
micrometers (< 30 μm) can be visualized with this
technique at a very early stage (Fig. 19.14). No other
imaging procedure is in a position to do this.

Nowadays, the procedure is also used for numerous
other organ systems. The target of various initiatives
in molecular imaging is to have new disease-specific
marker substances and tailored detection systems avail-
able in the future. This can only occur through
cooperative alliances between pharmaceutical compa-
nies and device manufacturers.
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19.5.2 Infrared Endoscopy

Infrared endoscopy, i. e., endoscopic representation of
image information in the infrared range, has been on
the wishlist of diagnostic medicine for many years.
For example, it could be used to recognize inflamma-
tory conditions better. However, this target is subject
to technological limitations. Endoscopic capture and
transmission of near-infrared (NIR) light from 650 nm
up to approximately 1000 nm and a maximum of
2000 nm is possible with existing technologies. Image
transmission beyond that cannot be achieved with stan-
dard optically transparent lenses.

Current research and development activities have
thus concentrated on the NIR range. Attempts are be-
ing made, amongst other things, to determine perfusion
following transplants or visualize enteroanastomotic
insufficiencies at an early stage. For intraoperative
examination of the anastomosis following intestinal re-
section, the surgeon has visual and manual control
available in open surgery; in laparoscopic interventions,
however, only visual, endoscopically assisted control
under white light is available. For better control of in-
testinal perfusion, Carus et al. [19.27] first employed
intraoperative fluorescence diagnostics for laparoscopic
colorectal anastomosis. The basis for these applications
is the NIR-transmitting endoscope as well as cameras
and optical contrast agents, which are excited by special
excitation light to exhibit NIR fluorescence. The intra-
venously administered marker indocyanine green (ICG)
is excited to fluoresce in the infrared region at around
830 nm on exposure to red light. The diagnostic princi-
ple has been used since the 1960s to examine the retina,
and as a result ICG is approved for the most diverse
of applications in many countries. It is hoped that use
of ICG fluorescence laparoscopy technology will sig-
nificantly reduce the relatively high rate of anastomotic
insufficiencies in the colon and rectum.

Technically, the ICG fluorescence system is based
on an endoscopic 300 W xenon light source, into the
light path of which an ICG excitation filter can be swung
alternately. As a result of this deep red excitation light,
the presence of ICG in blood can be detected as NIR
fluorescence even in deeper tissue structures. This flu-
orescence is detected by an imaging laparoscope via
an observation filter, separated from interfering light
rays, and converted into an electronic image signal by
a special camera which is sensitive to the NIR range.
A type of false-color coding is used to convert the in-
frared (IR) fluorescence information to a visible range
and display it on the monitor. Optionally, one can

swap between the standard white-light mode and the IR
mode.

19.5.3 Zoom Endoscopes, Endomicroscopes

Today, histological microscopic examination is the gold
standard for assessing tissue with regard to its nature or
malign degeneration. There has long been a desire to be
able to perform this laboratory examination in situ at the
time of the operation.

As early as 1980, Hamou [19.28] described a proce-
dure in Paris in which he dyed the tissue to be examined
with methylene blue and then viewed it with a rigid
endoscope, which normally delivers a standard wide-
angle image or, in contact with tissue and by altering
the optical focus level, an endoscopic image with 150×
optical magnification. This allowed the recognition of
the size of the cell nuclei and anomalies in the cell
structure. The procedure was commercialized by Karl
Storz under the term contact endoscopy and used in the
detection of cervical dysplasia and to examine the lar-
ynx. The procedure did not become widely used. Today,
magnification endoscopy has found a new impetus in
gastroenterology.

The optical magnification of extended tissue struc-
tures superimposes the information of many tissue
layers on top of each other. Recent years have seen
the further development of procedures from microscopy
which can be used to produce a defined slice level en-
doscopically using the confocal principle. To do this,
one requires either a distal microscanner or a proximal
scanner, which is technically demanding. Alternative
procedures are visible on the horizon, but clinical evi-
dence is not yet available.

19.5.4 Ultrasound Endoscopes

Endoscopy is an unrivalled procedure for assessing
the surfaces of organs. Ultrasound technology is used
to assess deeper structures and processes. Endoscope-
assisted ultrasound examinations allow tissue charac-
terization and conclusions about deeper layers, which
remain invisible in purely endoscopic observation.
Piezoceramic ultrasound elements are integrated ei-
ther as individual elements or in the form of an array
into the tip of the endoscope and emit short, high-
frequency ultrasound pulses into the tissue. These sonic
pulses are reflected by tissue interfaces and other tis-
sue inhomogeneities at different penetration depths,
captured by the same ultrasound element again, con-
verted into electrical signals, and transmitted to an
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evaluating processor unit. The information from various
ultrasound echograms is compiled to create so-called
ultrasound B-mode images (brightness images) and vi-
sualized for the doctor for further evaluation on the
monitor. The frequencies of endosonographic systems
are currently in the range 5–30 MHz. Earlier elec-
tromechanical scanner units have now been exclusively
replaced by electronically controlled array transduc-
ers (linear/radial scanners). Interventional operations in
particular, e.g., fine-needle biopsies, can be performed
under endosonographic control.

19.5.5 Optical Coherence Tomography

Optical coherence tomography (OCT) can be seen as
an optical equivalent to ultrasound imaging. The basic
principle of OCT is based on white-light interferome-
try. In this, an arm with known optical path length is
used as a reference to the measuring arm. The interfer-
ence of the signals from the two arms provides a pattern,
which one can use to determine the relative optical path
lengths within a depth profile. In a one-dimensional
raster scan, the ray is then directed transversally in one
or two directions, which allows one to record a two-
dimensional (2-D) or 3-D tomogram.

Today, OCT is routinely used in ophthalmology; in
endoscopy, current applications are still experimental
(Fig. 19.15), mostly on the larynx and in the bladder.
The penetration depth is around 2 mm.

19.5.6 Virtual Chromoendoscopy

Differentiation between benign and malignant struc-
tures is an important aspect of endoscopic diagnostics.
To improve conclusions with regard to tissue charac-
terization and tissue differentiation, the application of
coloring methods with, e.g., methylene blue, toluidine
blue, and indigo carmine has been common for many
years. Similar contrast accentuations are achieved by

a) b)

Fig. 19.16a,b Virtual chromoen-
doscopy: (a) white-light image of the
palate, (b) defined vascular structure
(Source: Karl Storz)

a

c

b

a) b)

Fig. 19.15 (a) Endoscopic OCT images in false-color
rendering. Healthy urothelium (a urothelium, b lamina
propria, c muscularis propria); (b) muscle-invasive lesion,
the layer structure is no longer identifiable, scale 1 mm
(Source: A. Goh, S.P. Lerner, Baylor College of Medicine,
Houston)

the use of acetic acid, for example, in early detec-
tion of carcinomata in the cervix, esophagus, and oral
cavity.

Several years ago these technologies were joined
by spectral image processing technologies, which can
be used to perform special real-time color anal-
yses of videoendoscopic images. We differentiate
between purely software-based systems (virtual chro-
moendoscopy) (Fig. 19.16) and systems which visualize
a combination of narrowband illumination with spe-
cific, electronic color assignment (narrowband imaging,
NBI). The idea behind the spectral processing tech-
niques is to improve the recognizability of special
structures by limiting optical image information to
a narrowband range in comparison with the whole
visible spectral range, thus suppressing less relevant
spectral information. For this reason, the wavelengths
which are of greatest interest in endoscopic examina-
tions are those which correspond to the range in which
the blood pigment hemoglobin displays the highest ab-
sorption. These lie in the blue between approximately
410 and 440 nm and in the green between 530 and
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580 nm. Restriction to such spectral ranges allows con-
trast accentuation between tissue regions with higher
and lower hemoglobin concentrations. This allows for

better differentiation of vascular structures near to the
surface. Pathological structures, e.g., in the region of the
esophagus, are easier to identify.

19.6 Further Future Developments

Alongside the procedures for tissue characterization
(Sect. 19.5) there are a whole host of further innovative
approaches. The first clinical implementation has al-
ready occurred, but for the most part clinical acceptance
cannot yet be foreseen.

19.6.1 Natural Orifice Translumenal
Endoscopic Surgery – NOTES

For some years now there have been intense discus-
sions in surgical and gastroenterological circles about
further reduction of the trauma associated with the sur-
gical approach. It is starting to look possible to cross
the boundaries between internistic gastroenterology and
abdominal surgery. To do this, it is accepted that a previ-
ously intact organ structure (e.g., the stomach or vagina)
will need to be penetrated surgically. In contrast to
trauma associated with the surgical approach through
the abdominal wall, however, this is seen as acceptable
by the protagonists.

Operating via natural orifices appears possible.
NOTES stands for natural orifice translumenal endo-

a) b)

Fig. 19.17a,b Flexible, interventional platform for performing transgastric operations, ANUBISCOPE with three work-
ing channels, two of which can be angled for triangulation of flexible working instruments. The two half-shells can be
moved: when closed they serve as an atraumatic introduction and dilation aid; when open they act as a retractor and
secure the operating region against the nonvisible region. (a) Whole system, (b) distal close-up with coagulation hook,
grasping forceps, and suction catheter (Source: Karl Storz, FDA approval pending)

scopic surgery. The aims were laid down in 2005 in
a white paper [19.29] led by Rattner and Kalloo. To
date, amongst other things, gallbladders and appendices
have already been removed from patients transgastri-
cally (via the stomach) and transvaginally [19.30] (via
the vagina). We can assume that, by the beginning
of 2010, over 500 patients have undergone NOTES
procedures across the world. A large percentage have
been performed on women transvaginally, as this ap-
proach has been well known for a long time and the
access site can be closed easily in open surgery with-
out any problems. In principle, the transgastric approach
is preferred, but no satisfactory method of closing the
stomach wall has yet been found. Some of the op-
erations are performed as hybrids with the help of
a laparoscopic port.

The very high initial expectations placed on in-
struments and surgical techniques have still not been
met. Nevertheless, some technological innovations have
been realized in this regard.

Figure 19.17 shows the ANUBISCOPE from Karl
Storz as an example. It is used for transgastric appli-
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cations with total reflection option (210◦ angle in four
directions). This is a platform with a flexible shaft; the
working channels are larger and intended for flexible
instruments, which can be angled and used to manip-
ulate tissue accordingly. Triangulation, which is not
possible in traditional, internistic endoscopy, is made
possible here by the instruments which can be angled.
The special mechanism on the tip of the endoscope al-
lows atraumatic introduction as with a blunt trocar in
laparoscopy (closed state), and in the operating area,
thanks to the open position of the half-shells, offers pro-
tected operating, stabilization of the instruments, and
their triangulation. A third working channel can be
used to introduce further instruments such as an artic-
ulating catheter for suction or as a guide for a laser
fiber.

It is still too early to sum up the history of NOTES,
as it is far from finished.

19.6.2 Single Port

Once the enormous challenge of NOTES (Sect. 19.6.1)
became apparent to physicians and engineers working
at companies active in the field, they began to search for
alternative innovations. The idea of reducing the trauma
associated with the surgical approach and not leaving
any scars was expanded on so that work should only be
performed via a single laparoscopic site or a single port.
As a matter of preference, the umbilicus was suggested
as the approach, because this would at least avoid creat-

a) b)

Fig. 19.18a,b Single-port
approach systems and in-
struments display various
differences, particularly
when it comes to their
shape. (a) CUSCHIERI
ENDOCONE, (b) X-
CONE consisting of two
half-shells, which are
locked together via a seal
(Source: Karl Storz)

ing a new scar (the umbilicus being, to a certain extent,
a natural scar).

A multitude of different terms were developed,
which although they might differ slightly in the details,
all basically follow the same principle. Single-port la-
paroscopic surgery refers to an approach port which can
accommodate several instruments (Fig. 19.18).

Despite its potential advantages, the procedure is as-
sociated with considerable ergonomic restrictions and
limitations, as it is more difficult to perform laparo-
scopic interventions via this procedure and it demands
extraordinary dexterity and expert knowledge on the
part of the surgeon. The Dundee ENDOCONE sys-
tem was realized as an integral insertion–instrument–
retraction system to resolve this problem and facilitate
the performance of single-port operations. The system
features curved, instruments in order to enlarge the op-
erating space between the surgeon’s hands.

19.6.3 Simulation

The establishment of minimally invasive surgery (MIS)
brought with it an increase in training requirements
for new endoscopic techniques. Hand–eye coordina-
tion training with endoscopic instruments using simple
in vitro models is not sufficient for basic MIS train-
ing. Intensive courses using in vivo large-animal models
have been necessary to date in order to teach prospective
MIS surgeons the requisite instrumental interactions
and manoeuvres. The availability of high-performance
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computers and graphic processors means that it is now
possible to produce virtual simulators, which on the
one hand present the operating site relatively realisti-
cally and, on the other hand, can already simulate the
interactions between the instruments and the soft tis-
sue almost as in real life. The requirements vis-à-vis
real-time performance and image resolution are largely
met.

There are different simulators for the different spe-
cialities, e.g., urology [19.31], gynecology, visceral
surgery, coloscopy, etc. The simulator system for ab-
dominal surgery comprises a monitor, a control unit,
a simulation personal computer (PC), a patient torso
with trocar modules including tactile force feedback,
and endoscopic instruments (Fig. 19.19).

The available training scenarios offer the possibility
to practice the individual techniques such as handling
of the endoscopic camera, the endoscopic grasping for-
ceps, and a suction/irrigation handle, etc. Combinations
can also be trained. The variation of the individual
scenarios happens via different difficulty levels and dif-
ferent directions of vision (0◦, 30◦, 45◦) on the one
hand, and different laparoscopic views on the other,
which are varied within the simulation but are also de-
pendent on the position of the trocar modules, which
can be placed in almost any position on the patient
module.

The simulators offer an easy-to-use user interface.
All possible actions are described within the inter-
face with text or additionally with images, so that the
user can start with the system directly. The user can
choose between different scenarios, tasks, and difficulty
levels. In addition, there is usually also an integrated
student–teacher system. Individual students then have
the possibility to create user accounts in which the re-
sults of the training scenarios are saved. This presents
the opportunity of monitoring training progress. Ad-
ditionally, the teacher can view the results of all the
created user accounts via his login.

19.6.4 Endorobotics

Robots are stationary or mobile machines which per-
form specified tasks according to a defined program.
One possible task is the use in medical environments
to move or position instruments or visual systems.
Problematic, however, in the medical environment, is
the autonomous movement of such a system. Today
we do not speak of robots, but of handling sys-
tems, which operate under direct interactive control
of the surgeon. In endoscopy, one currently differ-

Fig. 19.19 Virtual MIS simulator for laparoscopic inter-
ventions

entiates between two types of robot systems. Firstly,
there are so-called telemanipulation systems, which are
used to position and activate endoscopic instruments
and endoscopes by remote control. Secondly, wireless
videocapsules are sometimes referred to as endorobots,
as they pass through the gastrointestinal tract as an au-
tonomous endoscopic visualization system, compiling
corresponding image information for transmission to
the outside (Sect. 19.6.5).

The following describes endoscopic telemanipula-
tion systems [19.32–35]. The first attempts at tele-
manipulation systems were made by a team led by
Taylor [19.36]. A positioning system for laparoscopes
was launched onto the market in the mid 1990s by
Computer Motion, Inc. [19.37]. Speech input was used
to guide the endoscope in the abdomen and position
it. This system was later superseded by the Da Vinci
telemanipulation system from Intuitive Surgical. The
Da Vinci system is composed of a control unit with
stereo monitor and, on the patient side, a three-armed in-
strument positioning/activation unit and a positionable
stereolaparoscope. During laparoscopic interventions,
the surgeon sits at the control console and moves the in-
struments on the operating table from this position. The
software-assisted 3-D visualization provides the doctor
with a detailed, 3-D view of the operating field and
a great depth of field. The doctor controls the instru-
ments from the control console using control elements.
In doing so, the exact movements of his wrist, hand,
and fingers are acutely enacted by the remote-controlled
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instruments. The camera-assisted laparoscope can be
moved and positioned in the body; simultaneously, the
image section can be magnified. This provides the sur-
geon with optimal vision over the operating field. The
operating and, in particular, the performance of criti-
cal manoeuvres are facilitated for the doctor, but due to
the high cost of the system and the extensive time and
effort needed pre- and postoperatively, the system has
only enjoyed success in a single MIS application.

19.6.5 Capsule Endoscopy

The endocapsule contains an image sensor, an illumina-
tion unit based on mini LEDs, and usually a localization
element which can be used to determine the position of
the capsule in the gastrointestinal tract. An external con-
trol unit receives the image information and saves it in
the form of a series of pictures spanning several hours.
In addition to the visualization of the esophagus, this
type of wireless endopill diagnostics allows inspection
of the entire small intestine in sufficiently good image
quality. This new procedure is easy to perform, very pa-
tient friendly, and considerably more informative than
conventional radiological intestinal contrast agent ex-
aminations. Prior to capsule endoscopy, there was no
satisfactory way of visualizing the small intestine, be it
endoscopically or radiologically. A number of systems
are currently available on the market.

However, capsule endoscopy is still not an alter-
native to videogastroscopy or videocolonoscopy for
examining the stomach or colon. This is due to the
fact that there is no way of controlling the movement
and direction of the pill and that there is no possibil-
ity for direct treatment when the respective findings are
detected.

Current research activities are thus concentrated on
the remote control of endopills [19.38].

19.6.6 Endonavigation

The first steps in researching endonavigation were taken
at the end of the 1980s in paranasal sinus surgery [19.39,
40]. The position of endoscopic paranasal sinus surgery
instruments was compiled in three dimensions and
then visualized in a preoperatively recorded three-
dimensional CT data record. Position detection is
effected via the instrument tip; the instrument itself
was held in a holding arm with six degrees of free-
dom; the position was then determined by an angle
encoder system [19.41]. Further developments at the

Fig. 19.20 Endonavigation system SURGICAL COCK-
PIT (Source: Karl Storz)

beginning of the 1990s allowed so-called noncontact
navigation systems. Camera systems detect the position
of instruments based on reflectors mounted on the in-
struments (Fig. 19.20). Such systems have managed to
make a place for themselves in neurosurgery, orthopedic
surgery, and paranasal sinus surgery. As optical position
detection of the instruments occurs via the extracorpo-
real portion of the instrument, use of these navigation
systems is only possible in combination with rigid in-
struments and/or endoscopes.

The use of innovative electromagnetic-based navi-
gation systems has now made it possible to detect the
intracorporeal position of (flexible) instruments. This
requires the integration of a miniaturized coil element in
the instrument. The advantage lies in the possibility of
determining the intracorporeal position, i. e., the local-
ization of flexible instruments and endoscopes [19.42].
An associated disadvantage is that ferromagnetic ma-
terials around the measurements can lead to measuring
errors. In the future, navigation techniques in com-
bination with other sensor technologies will facilitate
new endoscopic visualization and documentation tech-
niques [19.43, 44].
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Cone-Beam C20. Cone-Beam Computed Tomography
and Navigation

Dirk Schulze, Gerhard Hoffmann

Cone-beam computed tomography (CBCT) is

a rather new image modality which is now espe-

cially in use in dentistry and ENT surgery. Image

acquisition comprises a rotating system of x-ray

tube and detector deploying 200–600 fluoroscopic

image from an examination object. Image recon-

struction starts subsequently where mainly filtered

back projection and its modifications are used. The

reconstructed dataset is displayed in specialized

viewers. Moreover these DICOM (digital imaging

and communications in medicine) stacks can be

used for purposes in image guided surgery.
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20.1 Technical Background of Dental Digital Volume Tomography

Since the late 1990s, devices for cone-beam computed
tomography (CBCT) have been used, but already one
decade before, the very first clinical prototypes had been
applied for angiographic applications.

Finally, adaptations of used detectors as well as
the available processing power in combination with
radiographic tubes applied in dentistry resulted in
a practicable design of CBCT systems.

In contrast to fan-shaped ray beams used in conven-
tional computed tomography, CBCT utilizes conical or
pyramidal ray beams. The area-shaped absorption re-
liefs resulting from exposure are captured by flat-panel
detectors and visualized by special three-dimensional
imaging algorithms (Fig. 20.1).

20.1.1 Data Acquisition

In CBCT systems, a conical or pyramidal projection
geometry is used, with its shape depending on the re-
spective aperture system. A displacement of this system
in the z-axis as found in spiral computer tomography
(CT) is currently not applied. Therefore, the recording
system rotates around the object with a fixed z-axis. The
extent of rotation is currently determined by conven-
tional imaging algorithms – as a rule, rotation angles
of π +φ (where φ is the cone or pyramidal angle of the
beam) to 2π are used. For extension of the field of view
(FoV), rotation may take place both horizontally and
eccentrically; however, in the majority of appliances,
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X-ray source X-ray source

‘Fan’ 
of x-ray ‘Cone’ 

of x-ray

Detector Detector

Fig. 20.1 Comparison between fan-beam and cone-beam radiation
geometry

centric revolution is carried out. On the orbit described,
between 200 and 600 radioscopies (fluoroscopies) of
the object are acquired within 10–20 s. For instance,
depending on the device and the recording mode, the
effective exposure time is between 20 and 50 ms per
projection. Moreover, continuous, unpulsed exposures

Fig. 20.2 CBCT device. Infinitely adjustable FoV: 5 × 5 to
24 × 19 cm2 (Source orangedental)

are carried out as well. For legal reasons, the tube pa-
rameters are globally subject to substantial fluctuation
ranges; in general, however, tube voltages between 80
and 120 kV and a tube current between 0.5 and 10 mA
are applied [20.1].

The actual acquisition of the absorption relief is
done by flat detectors or detectors coupled with image
intensifiers, e.g., charge-coupled device (CCD) sensors.
This creates fluoroscopies of the examination volume
for each position of the orbit. As flat detectors, arrays of
amorphous silicon are used that are coupled to a scin-
tillator (e.g. Csl, GdO) via glass fibers. X-ray quanta
hitting the scintillation layer create light quanta that pro-
duce a proportional quantum of electric charge in the
detector layer. According to the detector configuration,
they are collected line by line, analog/digital converted,
and spatially encoded. Apart from this indirect detec-
tion, application of arrays of amorphous selenium also
allows the use of direct quantum detection [20.2]. As far
as image intensifier systems are concerned, signal am-
plification is connected upstream of detection, which is
achieved by chain-linking of secondary electron mul-
tipliers. This procedure, which has been known for
about 60 years, produces high output signals even in the
event of small input signals; however, at the same time
the dose decrease associated therewith directly leads to
a deterioration of the signal-to-noise ratio as well [20.3].
This is why image intensifier systems are still used to
a limited extent in dental CBCT.

In many cases, it is currently already possible to
vary the acquired section (field of view) of the ex-
amination volume, providing FoVs between 4 × 4 and
24 × 20 cm2 [20.1]. In terms of perspective, variable
FoVs represent the most futureproof systems for the
user, since acquisition may be controlled according to
indication and unnecessary radiation exposure can be
avoided by fading out uninteresting areas (Fig. 20.2).

20.1.2 Data Reconstruction

Fluoroscopies collected (raw data) may be recon-
structed to an imaging volume via different mathemat-
ical algorithms, with the modified Feldkamp algorithm
being the most frequently used. This represents a three-
dimensional (3-D) modification of the filtered back-
projection (FBP) method known from computed tomog-
raphy (CT). In this process, the recorded information
is back-projected into the acquisition zone, folded back
mathematically. The overlapping of all back-projections
results in a three-dimensional reflection of the absorp-
tion occurring during acquisition. The blur occurring
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during this process is adjusted by filtering, which at the
same time helps to improve the contrast. In the event
of strong absorptions, for example, due to metallic fill-
ing materials or implants, typical artifacts arise within
this reconstruction algorithm, spreading out across the
overall image in a linear or laminar way [20.2]. Image
quality may be improved by iterative procedures.

Algebraic reconstruction (ART) represents another,
more complex kind of image reconstruction. In this
process, the absorption information is decomposed in
matrices, and the original absorption values are recon-
structed by systems of equations (Fig. 20.3). If carried
out exactly, these arithmetic operations are substantially
more complex than FBP and therefore are not yet regu-
larly applied.

In general, data reconstruction in the meantime is
done on specialized graphics processor units (GPU),
leading to a reduction of reconstruction time to below
1 min. Reconstruction is frequently done on isolated re-
construction processors, delivering the result to a review
station or a server.

Depending on the kind of detector, the result of
reconstruction is a spherical (round detector) or cylin-
drical (rectangular detector) volume. Unlike in classic
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Fig. 20.3a–f Principle of filtered backprojection (a–f). (a) Examination object, (b) numbers representing absorption values of the
object, (c) two projections and their results row by row and column by column, (d) back projected values and their sums, (e) image
representing the sums, (f) image after filtering

CT, in CBCT this is composed of isotropic voxels
(Fig. 20.4). According to the absorption, a grayscale
value can be assigned to each individual voxel. The as-
signment of grayscale values on a histogram is based
on primary instrument calibration. There are substantial
differences between CBCT systems which should be
considered in subsequent data processing. Since the re-
sult of reconstruction in CBCT is usually a volume file,
subsequent decomposition of the dataset in individual
layers across the length of the z-axis is required.

20.1.3 Data Evaluation

Evaluation of reconstructed data is done either in
viewing programs provided by the manufacturer or
in software applications of third-party distributors or
classic digital imaging and communication (DICOM)
viewers. Usually, a view of all three spatial planes
is offered in the form of secondary multiplanar re-
constructions (MPR). Frequently, there is a complete
three-dimensional representation in a further window,
with the MPR representing the diagnostically substan-
tial information value, since they allow exact inspection
of any anatomical field marker or pathological change
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Fig. 20.4 Difference between isotropic and anisotropic voxels

in the acquired volume. Moreover, analysis of these
datasets requires specialized MPR in dentistry. For ex-
ample, free, non-axis-related MPR are created along the
dental arch to provide a panoramic view of all the teeth.
Historically, this kind of reconstruction is above all at-
tributable to the fact that, for assessment of changes of
the teeth, the periodontium, and the bone, dentists usu-
ally fall back on panoramic tomography. In a further
step, it is then possible to create transversal represen-
tations positioned at right angles to the reconstruction
axis, showing a cross-section through the respective
jaw. Depending on the bit depth, the grayscale repre-
sentation along a histogram is distributed into several
hundred grayscale values. However, since this repre-
sents an inadequate number for the human eye, adequate
imaging is achieved by displacement of the center

of representation and a limitation of the number of
grayscale values (windowing). In so doing, it must be
considered that, due to the exposure parameters used,
CBCT provides a poorer representation of the soft tis-
sue than classic CT. A further spreading of absorption
values of different soft tissues such as fat and muscles
is only achievable by increasing the dose. Therefore,
CBCT currently remains reserved for diagnostics of
high-contrast structures.

The decisive advantage over projection radiography
of course is the generally available three-dimensional
localization by different MPR levels.

Pathological changes and geometrically exact in-
formation can only be documented and transported by
screenshots or different report functions (according to
software).

Three-dimensional reconstructions are frequently
realized using the volume rendering technique (VRT).
Within this system, the overall dataset of the volume is
reconstructed to another object, which may be modified
manually in its position and transparency. At the same
time, modification of the grayscale values is possible by
overlapping of color spectra, i.e., using a color lookup
table (CLT).

Metric analyses as used for planning of implants
or for measuring spatial requirements are subject to
inherent measurement errors in dental CBCT, albeit
substantially smaller than in classic CT. Since a voxel
represents the smallest information unit in a CBCT
dataset, measurement is only possible between at least
two voxels. In the ideal case, a measurement may coin-
cide with the length of a voxel edge. In the worst case,
measurement may take place between the two further-
most points. There is an incremental measuring error
which, in the ideal case, is already considered by the
viewing software.

20.2 Areas of Application of Dental CBCT

Structured use of CBCT required a scientifically based
analysis of existing data records [20.1, 4, 5]. Therefore,
guidelines for application of CBCT have been available
since April 2009, authorized by the German Society of
Dental, Oral and Craniomandibular Sciences (GSDOM).
The following indication areas are defined individually.

20.2.1 Preservative Dentistry

In the event of unfilled teeth, high-resolution CBCT
examination achieves the sensitivity of film-based or

digital intraoral recordings [20.6, 7]. However, metal
artifacts as well as artifacts due to the hard sub-
stance of neighboring teeth occur in the neighborhood
of metal restorations, making approximal caries di-
agnostics in clinical applications impossible [20.8].
Therefore, CBCT is hardly suitable for caries diagnos-
tics, particularly of approximal lesions.

The following indication areas within the individual
specific fields in which a CBCT examination may be
carried out are currently under discussion or are already
evidence-based.
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Endodontics• Apical changes in the event of existence of clin-
ical abnormalities, if they are not detectable on
two-dimensional recordings or spatially correlat-
able [20.9, 10].• Root fractures, since for purely mathematical rea-
sons their identification is safer than using two-
dimensional imaging [20.11].• Root resorption, e.g., following dental trauma [20.12]
(Fig. 20.5).

Periodontics• Visualization of the osseous periodontal situation,
thanks to the excellent representation of the three-
dimensional periodontal morphology [20.13–15].

20.2.2 Prosthodontics

In prosthodontics, CBCT provides additional possibili-
ties for diagnostics and therapy planning. In the future,
CBCT data in combination with digital data from in-
traoral scanners by integration in planning software
may provide additional possibilities for therapy plan-
ning in the sense of a virtual setup. At the time of
guideline creation, evidence-based data regarding this
subject were available only to an insufficient extent or
not at all. Currently, the following areas of indication for

Fig. 20.5 CBCT dataset 12 × 8.5; root
canals are clearly visible (Source
orangedental)

prosthodontics are becoming apparent where a CBCT
examination may take place:

• Additional information regarding diagnostics of
tooth abutment significance (root surface, furcation
findings, etc.).• Visualization of quantitative and qualitative bone
material available (implant-supported dental pros-
thesis, removable prosthetics).• Representation of nerve exit points (implant-
supported dentures, removable prosthetics).• Diagnostics of osseous diseases of the temporo-
mandibular joint [20.16–20].• Virtual planning of implant-prosthetic restora-
tions [20.21].• Linking of 3-D data to the construction software
of computer-aided design (CAD)/computer-aided
manufacture (CAM) systems (e.g., for CAD/CAM-
manufactured drilling templates, long-term tempo-
rary appliances or definitive denture).

20.2.3 Functional Diagnostics and Therapy

In the area of diagnostics and therapy of craniomandibu-
lar dysfunctions, clinical and instrumental diagnostic
procedures are complemented by imaging procedures.
Within this process, tomographic x-ray procedures
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principally are exclusively conducive to the repre-
sentation of osseous changes in the region of the
temporomandibular joint. Several scientific studies have
revealed that use of CBCT achieves at least the same re-
sults as when using classic or computed tomographies
of the temporomandibular joint [20.16,22,23]. With re-
gard to quantitative analyses, CBCT shows very good
consistency with actual measurements at macroscopic-
anatomic preparations [20.24, 25].

For representation of cartilage structures, magnetic
resonance imaging remains the procedure of choice,
more so as osseous contours are also represented in
three-dimensional (3-D) cross-sections. Currently no-
table main indications for CBCT in temporomandibular
joint diagnostics are:

• Exclusion of primary temporomandibular joint dis-
eases• Recording of differentially therapeutically rele-
vant findings (extent of erosive processes of the
condyles, sclerosis, position of condyles, malposi-
tions of the condyle in the mandibular fossa).

20.2.4 Surgical Dentistry

In dental surgery, CBCT predominantly serves for di-
agnostics of osseous (pathological) findings and spatial
conditions that have been partly described already under
the other special fields. At present, the possible fields of
application becoming apparent within the special fields
where CBCT may be used for x-ray diagnostics are:

• Root fractures (although with signs indicating that
sensitivity for fresh fractures may be reduced im-
mediately after trauma) [20.26, 27]• Fractures of alveolar processes [20.26]• Intraosseous pathological changes such as odon-
togenic tumors or larger periapical osseous le-
sions [20.28]• Positional anomalies of teeth• Preoperative tomographic diagnostics during planned
surgical removal of (partly) retained wisdom teeth.
Use of CBCT may be suitable here if the spa-
tial positional relationship between the mandibular
canal and the wisdom tooth cannot be interpreted
with sufficient security based on already existing,
conventional radiographs or is estimated to be crit-
ical [20.29, 30]. Based on its low impact in terms
of therapeutic benefit, however, routine application
prior to removal of wisdom teeth is not recom-
mended [20.31].

20.2.5 Implantology

In implantology, CBCT is predominantly used in
therapy planning, typically for visualization and mea-
surement of the initial osseous situation as well as
for visualization of three-dimensional implant pros-
thetic treatment planning (i.e., templates). This requires
a metric measurement whose accuracy depends on the
actually achieved spatial resolution, the contrast resolu-
tion, and the signal-to-noise ratio. Identification of the
measuring points has a decisive impact on the measur-
ing accuracy as well. All published data are based on
in vitro examinations which do not show any blurring
artifacts due to patient movements. For linear measur-
ing sections typical in implantology, maximal relative
errors of 3–8% have been established [20.32, 33]. For
a measuring section of 10 mm this means a possible
inaccuracy of approximately 0.5 mm.

Based on these recordings, using software it is
possible to simulate and evaluate planned implants, su-
perstructures, augmentations, incisions, dentures, and
prosthetics. Values and findings gained in this way may
be used for planning of possibly exact, prosthodon-
tically oriented positioning of implants with the best
possible utilization of the available bone material.
Moreover, it is possible to detect deficits in the existing
tissue range and to anticipatorily recognize the ne-
cessity of augmentations/distractions/implant-preparing
measures and where appropriate plan corresponding
measures. Transfer of spatial information from the
planning system to surgical reality takes place via
computer-based manufactured transfer and drilling tem-
plates or using direct instrument navigation. In vitro,
axial deviation of up to 4◦ and linear deviations of
up to 2.4 mm are stated [20.34]. Related in vivo data
barely exist, although a preliminary analysis based on
a very small number of cases states maximal linear de-
viations of 6 mm and 11◦ axially [20.35]. So far, there
exist few valid data concerning clinical application of
CBCT-supported implantation using drilling templates.
However, first results have shown good conformity of
CBCT planning with the clinical situation [20.36]. In
the future, it is likely that CBCT may be used directly
for intraoperative navigation procedures as well [20.37].
In principle, these processes require observation of
system-immanent possible inaccuracies and keeping to
safety margins, to avoid injury of sensitive neighboring
structures.

Since, due to the high absorption of a titanium im-
plant, there arise hardening artifacts in the further beam
path, an evaluation of the direct peri-implantary region
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as well as of the region between implants in the direc-
tion of the beam path is possible only to a very restricted
extent.

20.2.6 Cranio-Maxillofacial Surgery

In addition to the surgical fields of application of den-
tal surgery and implantology already mentioned, CBCT
may be applied in cranio-maxillofacial surgery for the
following indications, for instance [20.38]:

• Odontogenic tumors [20.39]• Anomalies of bone pathology and structure partic-
ularly in the event of osteitis, osteomyelitis, and
osteoporosis• Maxillary sinusitis• Salivary stones• (Osseous) temporomandibular diseases• Craniofacial traumatology• Representation of the spatial course of intraosseous
structures (osseous nerve and vascular channels)• Diagnostics and surgical planning in the event of
complex malformations (Fig. 20.6).

20.2.7 Orthodontics

In general, children are subject to increased risk of
suffering consequential damage due to ionizing beam

Fig. 20.6 CBCT, 20 × 19 dataset,
overview image for surgery (Source
orangedental)

exposure. This should be absolutely, and of course
increasingly, considered in orthodontics, and the indi-
cation must be adapted accordingly [20.40].

Although knowledge is currently based on a rela-
tively low level of evidence, the following orthodontic
indications are currently becoming apparent for which
CBCT-based diagnostics could be recommendable:

• Diagnostics of anomalies of tooth findings.• Diagnostics of anomalies and dysplasia of dental
roots.• Differential-diagnostic assessment of tooth eruption
disorders.• Representation of the periodontal bone material for
prognostic assessment of planned tooth movement.• Diagnostics of craniofacial malformations.

Even if existing CBCT datasets in principle are suit-
able for calculation of two-dimensional (2-D) cephalo-
grams, they are only convenient as a starting point for
intended 3-D cephalometry, because of the inevitable
loss of information [20.13, 41]. Fundamental work has
already been presented [20.27, 42, 43].

Particularly with regard to the frequently juvenile
patients, the choice of a suitable radiographic ex-
amination procedure requires special consideration of
radiation protection. Possibilities for dose reduction
must be exhausted (e.g., reduced optical resolution, re-
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duced exposure angles, reduced number of projection
recordings). Moreover, examination procedures with-
out any ionizing radiation should be considered as an
alternative.

20.2.8 Technical Restrictions
of the Procedure

Unlike classic CT, CBCT imaging is substantially more
sensitive to patient movements. They may be initiated
by random movements such as, e.g., during swallowing,
or due to constant tremors.

This may have a lasting effect on the quality of the
overall volume dataset, while in CT only one (in the
event of sequential acquisition) or a few axial layers (in
the event of spiral acquisition) are concerned. At the
same time, differentiated representation of soft tissues
using CBCT is impossible. However, a huge advantage
of this procedure is the comparatively low occurrence
of metal artifacts, enabling also diagnostic assessment
of structures within a layer near metal fillings, while
in conventional CT metal artifacts may render whole
layers unusable.

20.2.9 Dose

Depending on the system and the imaged volume, beam
exposure (effective dose) is between 30 and 150 μSv,
sometimes even lower.

Even if applying low-dose protocols, conventional
CT systems currently cannot achieve the spatial resolu-
tion of CBCT systems.

20.2.10 Navigation

Navigation combines recording of preoperative data of
a patient with his intraoperative position. In such a way,
it is comparable to the methodology known from the
global positioning of vehicles or other objects.

Fundamentally, one distinguishes between active
and passive navigation.

In the case of active navigation, real-time data to
support a surgical intervention are displayed on a sep-
arate monitor or even shown in the operating field
(augmented reality) [20.44]. At the same time, it is
possible to bring active instruments into the navigation
window. At an additional stage of extension, situational
changes of tissue qualities can be communicated to the
user via haptic (forced feedback) mechanisms to decide
on the operative procedure [20.45].

In the event of passive navigation, preoperative data
are exclusively used for planning a therapeutic interven-
tion. As a result, computer-assisted planning, e.g., may
be stored in the form of a template or a splint and re-
leased via CAD/CAM procedures. This object is then
applied during surgery as a positioning guide or suc-
cess control; there is no direct back-coupling as in active
navigation.

20.2.11 Prerequisites
for Navigated Procedures

Acquisition of a preoperative or pre-interventional
dataset is absolutely required for navigation [20.46,47].
Acquisition essentially takes place using slice-imaging
procedures such as CBCT, CT, and/or MRI, with all
datasets being able to be merged with each other as well.
Prior to data acquisition, data registration in the navi-
gation or planning software at a later stage should be
considered, insofar as it may be required to introduce
reference markers. Moreover, it is necessary to adapt
the quality of the gained cross-sectional data for fur-
ther applications (radiation beam length, necessity of
soft-tissue information).

20.2.12 Further Processing

The cross-sectional data gained from the above-
mentioned modalities is imported in planning surfaces
and converted for processing. As a rule, the voxels
are tetrahedronized here or abstracted in similar pro-
cedures; in general, this is called segmentation. All
information that is not essential is dismissed from the
dataset, and only interesting data are processed. There
exist different algorithms for segmentation; for ex-
ample, it is possible to filter data according to their
absorption values (threshold method) [20.48]. Apart
from this, there are also other methods available that are
substantially more subtle (watershed algorithm, march-
ing cubes) [20.49]. Finally, all of them lead to an
anatomic model which is generated from the cross-
section dataset and shows a considerably lower data
volume than the original dataset.

20.2.13 Registration

With regard to registration, one distinguishes between
active and passive navigation procedures. For pas-
sive procedures, the segmented datasets are usually
collocated using models (plaster models in special
articulators or other appliances), so that transfer of
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software-assisted implementations such as drillings to
the model or model-supported templates becomes pos-
sible. Since the information transfer is taking place
a priori here, this process is called passive navigation.
The resulting information, e.g., in the form of a posi-
tioning or drilling template, is then implemented in the
operative situs.

For active navigation, the prepared data are adjusted
to the patient’s position in a quasi-live way. This process
may require integration of reference markers, which
are recorded on the spot for triangulation using in-
frared cameras and used for collocation of the dataset.
Moreover, there exist systems using existing anatomic
landmarks for data matching [20.50, 51]. However,
in comparison with passive navigation, correspond-
ing implementations are carried out intraoperatively

and therefore are substantially more cost intensive.
However, this enables real-time analysis of preopera-
tively gained data and so allows minimally invasive
interventions and a particularly protective procedure.
Furthermore, use of intraoperative three-dimensional
data acquisition is possible here, as currently available
with so-called three-dimensional C-arms, to provide the
preoperative dataset with a live update and investigate
the preoperative planning in detail [20.52].

Consequently, navigation procedures are subject to
a number of modifying influences, making accuracy
in the submillimeter range currently almost impossi-
ble. Furthermore, careful selection of the preoperative
imaging procedure, exact planning, and choice of suit-
able reference objects are indispensable for successful
navigation.
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Intervention21. Interventional Radiology – Angiography

Doris Pommi

Interventional imaging in radiology and cardiology

needs systems with enhanced imaging capa-

bilities and cutting-edge technology. After the

definition of digital subtraction angiography in

Sect. 21.1, its range of application is described in

Sect. 21.2. The advantages of interventional radi-

ology procedures are outlined in Sect. 21.3 on the

basis of existing angiography systems. Section 21.4

give an overview on trends in interventional

radiography.

21.1 Definition
of Digital Subtraction Angiography ........ 417
21.1.1 Components Required for DSA ........ 418

21.2 Application Range for Angiography ........ 419

21.3 Advantages
of Interventional Radiology Procedures .. 420

21.4 Trends of Development ......................... 420
21.4.1 Enhanced Computer Performance... 420
21.4.2 Special Visualizations.................... 420
21.4.3 Hybrid Applications ...................... 420

After radiologists had learned how to visualize the
vascular system under x-ray fluoroscopy and contrast
media, they had the idea of treating vascular diseases
with special angiography catheters in the same way.
While the catheter was first used for applying contrast
media only, it now served as a tool for transporting
and placing different therapeutic devices, implants, and
chemotherapeutic substances such as balloon catheters,
endoprostheses (stents), and chemoembolization mater-
ial. For this procedure, image guidance and monitoring
played a decisive role. So, from merely diagnostic
radiology, interventional radiology evolved. Therefor
the angiography suite, compared to other imaging
modalities (like computertomography, magnetic res-
onace tomography, etc.), will be used more and more

for interventional procedure and less for pure diagnostic
purposes.

After the previous achievements of Sven-Ivar Sel-
dinger (1921–1999) and Charles T. Dotter (1920–1985),
it was above all Eberhard Zeitler and Andreas R. Grünt-
zig (1939–1985) whose developments turned interven-
tional radiology into a minimally invasive method for
treating cardiovascular diseases throughout the world.

Today in interventional radiology, a great variety
of often highly complex therapeutic interventions are
carried out under image guidance (x-ray, ultrasound,
computer tomography, magnetic resonance imaging),
including interventions of the vascular system. An im-
portant method in the field of vascular intervention is
digital subtraction angiography (DSA).

21.1 Definition of Digital Subtraction Angiography

Digital subtraction angiography is a type of angiogra-
phy and is used for examining and visualizing blood
vessels and blood flow (Figs. 21.1, 21.2).

In DSA, two consecutive images of the body part
to be examined and the vessels to be diagnosed are
acquired and postprocessed digitally. First, a mask

(empty) image is made. Then, contrast medium is in-
jected and the fill image is acquired.

Visualization of the blood vessels, i.e., without sur-
rounding tissue, is achieved by digitally subtracting the
mask image from the fill image. Image parts differing
in their x-ray absorption will remain – in this case the
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Fig. 21.1 Color-
coded DSA
image of blood
vessels (courtesy
of Siemens)

Fig. 21.2 Image of hepatic vessels (courtesy of Siemens)

Fig. 21.4
Monoplane
angiography sys-
tem (courtesy of
Siemens)

Fig. 21.3 Biplane angiography system (courtesy of
Siemens)

inner volume of the vessels filled with contrast medium
(Figs. 21.1, 21.2).

21.1.1 Components Required for DSA

An angiography room for DSA includes the an-
giographic x-ray system, the examination table with
control elements, a display suspension system for image
display, and different peripheral devices.

The angiography system (Figs. 21.3–21.5) for visu-
alizing vessels filled with contrast medium has at least
one x-ray tube and a receiver, which are mostly in-
stalled on one joint C-arm and can therefore be moved
synchronously within one plane. Formerly used image
intensifiers are nowadays frequently replaced by flat
detectors.

Biplane systems (Fig. 21.3) – systems with two in-
dependent tube/detector units in two fluoroscopy planes
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Fig. 21.5 Monoplane angiography system with robotic
technology (courtesy of Siemens)

– are mainly used in neuroradiology and pediatric car-
diology.

Very important for optimal and convenient patient
positioning and free access for physician and staff dur-
ing the sometimes very time-consuming interventions is
a radiolucent, tiltable table.

The angiography system and table are operated di-
rectly in the examination room via an operating panel
and foot switch; like the tube and detector, both can be
covered with a sterile cover.

Monitors for image viewing [live image, reference
image, three-dimensional (3-D) visualization, etc.] are
mostly installed in a common holder (display suspen-
sion system) and are available in various types and
different numbers.

The contrast medium is mostly delivered through
a semi- or fully automatic injector, which can be syn-
chronized with the triggering of the acquisition.

Different catheters, sheaths, coils, stents, and bal-
loons are used for catheter work. Sterile work proce-
dures are very important in angiography.

In the control room, a reading workplace is required
for postprocessing [e.g., pixel shift, transfer to a pic-
ture archiving and communication system (PACS), 3-D
postprocessing] in addition to the control computer and
image processor.

21.2 Application Range for Angiography

In interventional radiology there are several focus areas
regarding vascular procedures and therapy. Depend-
ing on diagnosis and thus therapeutic requirements, the
main differentiators are:

• Opening of a vessel (e.g., dilatation)• Closing of a vessel (e.g., embolization).

The most important procedures are:

• Balloon angioplasty (PTA, percutaneous trans-
luminal angioplasty): catheter procedure under
x-ray guidance for reopening constricted or oc-
cluded vessel sections by means of unfoldable
balloons• Stent implantation (stent angioplasty): catheter pro-
cedure for inserting and unfolding metal grid
vessel supports (stents) under x-ray guidance for
treating recanalized vessel constrictions and occlu-
sions• Thrombolysis: x-ray-guided catheter procedure for
eliminating blood clots through local administration
of thrombolytic drugs• Chemoembolization: x-ray-guided catheter proce-
dure for local chemotherapy and atrophying tumor-
supplying arteries, particularly in the liver and
uterus

• Thermal ablation: image-guided needle procedure
for thermal destruction of tumor tissue by radiofre-
quency or laser energy.

Thanks to cutting-edge catheter and imaging tech-
nologies, angiographic development is tending toward
interventional procedures, away from merely diagnostic
vascular visualization. A decisive advantage here is the
minimally invasive character of these therapies, which
can therefore be carried out in a much more conve-
nient way for the patient. For the different, sometimes
very complex examinations, high-resolution imaging is
particularly important to ensure precise navigation and

Fig. 21.6
Three-
dimensional
spatial image
of cervical ves-
sels (courtesy of
Siemens)
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placement of substances in the potentially very narrow
vessels.

Apart from diseases of the cardiovascular system,
other vascular systems such as the biliary system can
also be treated through such interventions.

Angiography systems are frequently used today.
Applications include:

• Elimination of aneurysms using stents or coils• Stenosis treatment (angioplasty) through balloons
and/or stents• Tumor treatment through embolization or injection
directly into the tumor center

• Dialysis shunts through balloon dilatation• Interventional technology combined with surgical
intervention directly in the operating room (hybrid
OR).

Today, thanks to digital technology and high-
performance computers, 3-D spatial images (Fig. 21.6)
can be created almost in real time. Images from com-
puted tomography (CT), magnetic resonance imaging
(MRI), or functional images from nuclear medicine can
immediately be overlaid with the angiography images.
This helps to increase diagnostic confidence, facilitate
instrument guidance, and improve follow-up.

21.3 Advantages of Interventional Radiology Procedures

A minimally invasive intervention often saves the
patient an open surgery and a long length of stay as-
sociated with it. Many interventions can be performed
on an outpatient basis today. This is a convenient alter-
native for the patient and saves time and costs during his
hospital stay.

Use of catheter techniques allows for drugs, instru-
ments, and implants to be placed directly at the site of
action. Advanced imaging techniques in the pre-, intra-,
and postoperative phases enable safe, fast, and seamless
documentation of intervention planning, performance,
and follow-up.

21.4 Trends of Development

21.4.1 Enhanced Computer Performance

Due to the use of minimally invasive procedures, it
has become increasingly important to ensure optimal,
fast, and detailed imaging performance. All previ-
ous diagnostic images need to be available during
an intervention and, if required, it must be pos-
sible to overlay them on the monitor to provide
the maximum amount of information for the inter-
vention. For this procedure, substantial amounts of
data must be transferred and displayed, requiring the
use of high-performance computer systems and net-
works.

21.4.2 Special Visualizations

Special visualizations such as 3-D reconstructions
(Fig. 21.6) or soft tissue visualization must be avail-
able for monitoring treatment success or to allow for
fast reactions in case of critical incidents. This requires
extension and specialization of the application range,

enabling the user to implement the functions needed for
his work.

21.4.3 Hybrid Applications

In radiology and surgery the tendency is toward hybrid
ORs. These are operating rooms where multiple imag-
ing modalities are used separately or simultaneously
and where interventional radiologists work together
with surgeons. Repositioning, which is time consuming
and can jeopardize the patient, can thus be avoided, op-
timizing room and equipment utilization, as well. An
example hybrid application is the combination of a car-
diac catheter laboratory and OR.

General tendencies are for:

• Simplified system operation, e.g., through robot-
assisted systems and case-specific protocols• Comprehensive, customizable display of any re-
quired information in the angiography room/OR, for
example, on large-format screens
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• Reduction of radiation dose through radiographic
procedures (e.g. DSA, CT angiography)• Increased use of 3-D imaging with shorter acqui-
sition or processing times and higher resolution
(Fig. 21.6)• Interdisciplinary use of imaging systems, e.g. in hy-
brid operating rooms.

Further Reading• M. Wojtowycz: Handbook of Interventional Ra-
diology and Angiography, 2nd edn. (Mosby, St.
Louis 1995)• G. Torsello, M. Steinbauer: Ein neuer Gefäßar-
beitsplatz – Der Hybrid-OP-Saal (Schimmel Gill,
Berlin 2010)

• T.J. Vogl, W. Reith, E.J. Rummeny (Eds.): Diag-
nostische und interventionelle Radiologie (Springer,
Berlin, Heidelberg 2010)• H.H. Schild (Ed.): Angiographie (Thieme, Stuttgart
2003)• D.A. Gervais, T. Sabharwal (Eds.): Interventional
Radiology Procedures in Biopsy and Drainage
(Springer, Berlin, Heidelberg 2010)• K. Valji: Vascular and Interventional Radiol-
ogy, 2nd edn. (Saunders Elsevier, Amsterdam
2006)• S. Baum, M.J. Pentecost (Eds.): Abrams’ An-
giography: Interventional Radiology, 2nd edn.
(Lippincott Williams Wilkins, Philadelphia
2005)
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Near-Infrare22. Near-Infrared Spectroscopy (NIRS)

John McNulty, Michael Born, Robert S. Pozos

One of the greatest challenges facing medicine is to

treat the patient using real-time data that accu-

rately reflect oxygen concentration in the patient’s

tissue. Regulation of oxygen and its counterpart,

carbon dioxide, is controlled by a large number

of physiological control systems that are local, re-

gional, and systemic. This key molecule is involved

in oxidative metabolism and is an overall indica-

tor of physiological well-being. Oxygen is attached

to hemoglobin and released into cells, where it

diffuses to mitochondria for utilization to pro-

duce adenosine triphosphate (ATP) that powers all

cellular functions. The biomedical value of near-

infrared spectroscopy (NIRS) is its ability to record

oxygen levels, especially StO2, in a noninvasive

manner. In clinical cases, peripheral StO2 values

recorded from the forearm and thenar regions are

frequently used as surrogates for central oxygen

levels. Thus, NIRS holds the promise of being a ma-

jor tool in normal and pathological functioning.

Applications of this technology are far reaching

and range from monitoring patients suffering from

septic shock, type 2 diabetes to schizophrenia. Use

of NIRS has great promise but suffers from two

major types of issues: technical and physiological.

There are different types of NIRS devices which de-

tect oxygen concentrations using different probing

strategies and different algorithms. In addition to

the dissimilar NIRS technologies is the fact that the

NIRS signal has a number of anatomical, e.g., fat,

and physiological barriers, e.g., skin blood flow,
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before it reaches the muscle/organ vascular bed.

Various regions of the body, e.g., thenar versus

forearm, have dissimilar cardiovascular responses

to physiology and pathophysiological conditions,

making interpretation challenging. This chapter

presents a brief overview of NIRS technology, its

applicability, and promise.

22.1 NIRS – Technical

Near-infrared is part of the electromagnetic spectrum,
which is described in terms of frequencies (Hz) or
wavelengths (m). Some examples of such radiation in-
clude television (TV)/radio waves (108 Hz), microwaves
(1010 Hz), infrared (1013 Hz), visible light (1015 Hz),

and ultraviolet (1016 Hz). This chapter will concern it-
self with the near-infrared (NIR), whose frequency is
1014.5 Hz and whose wavelength range is 780–2526 nm,
its application to detection of oxygen levels in tissue,
and its various medical applications [22.1].

Part
C

2
2



424 Part C Medical Imaging

Table 22.1 Comparison of various oxygen measurements

SaO2 SpO2 SvO2 ScvO2 StO2

Measure Arterial O2
saturation

Arterial O2
saturation

Mixed venous O2
saturation

Central venous O2
saturation

Tissue O2
saturation

Percent hemoglobin
O2 saturation

Yes Yes Yes Yes Yes

Place of
measurement

Arteries Pulsing
arteries

Pulmonary
artery

Superior/inferior
vena cava,
right atrium

Peripheral
circulation
(veins, capillaries)

Method of measure Arterial blood draw/
blood gas analyzer

Pulse oximeter Pulmonary
artery catheter

Central venous
catheter

Placed on area
in question: forearm,
thumb, skull, etc.

Use of measure O2 loading
in lungs

O2 loading
in lungs

Global tissue
oxygenation

Surrogate
for SvO2

Tissue perfusion

What it indicates
during shock

Lung/heart
function

Lung/heart
function

Changes
in O2 delivery
and consumption

Changes
in O2 delivery
and consumption

Peripheral perfusion
status

Requires pulsatile flow Yes Yes Yes Yes No

Sir William Herschel (1738–1822) is credited with
the discovery of near-infrared radiation (NIR) and de-
signed a method to filter light from a telescope to
demonstrate that there was light radiation outside of
the visible range [22.2]. After Herschel’s discovery,
NIR was not pursued by the scientific community un-
til nearly 150 years later, when Kaye [22.2] described
a technique called NIR spectroscopy (NIRS) for anal-
ysis of biological specimens. Although Kaye was the
first to describe NIRS, Millikan developed a dual-
wavelength oximeter for muscle, and in 1977, Jobsis
first described an in vivo application of near-infrared
spectroscopy, a technique originally designed for clin-
ical monitoring of tissue oxygenation [22.3, 4]. Today,
NIRS is flourishing in the field of medicine, because of
its noninvasive nature and ease of use for detection of
oxygen levels.

The emphasis of this paper is on StO2, since it is
measured using NIRS. StO2 values (saturation of tissue
oxygen) are determined by different algorithms used by
competing vendors and is expressed as a percentage of
the ratio of oxygenated hemoglobin to total hemoglobin
in veins and capillaries. This measurement is related to,
although different from, SpO2, SaO2, SvO2, and ScvO2.
SaO2 and SpO2 are measurements of arterial oxygen
saturation, whereas SvO2 and ScvO2 are measurements
of mixed venous oxygen saturation. StO2 is a measure
of tissue perfusion. During shock, StO2 levels indicate
tissue perfusion at the site, and those values are used in
certain cases to infer the condition of the patient relative
to oxygen saturation.

A key point is that oxygen measurements are tied
to oxyhemoglobin measurements, which are dependent

on the factors that favor dissociation of oxygen. Oxy-
gen is more easily released when pH is decreased,
body temperature is increased, and when the arterial
partial pressure of carbon dioxide is increased. Con-
versely, when pH is increased, temperature is decreased,
and arterial partial pressure of carbon dioxide is de-
creased, oxygen is more tightly bound to hemoglobin.
In addition, once oxygen reaches the mitochondria, its
utilization or lack thereof is another indicator of cell in-
tegrity. The metabolic pathway for release of oxygen
from hemoglobin and its diffusion to the mitochondria
and subsequent oxidation must be kept in mind as one
interprets StO2 values.

To underscore the importance of the metabolic path-
way of oxygen transfer by way of hemoglobin, the
tissue hemoglobin index (THI) is another NIRS mea-
surement that measures the hemoglobin signal strength
and is useful for determining whether the StO2 sensor is
optimally positioned over muscle. THI levels are used
to monitor the strength of the NIRS signal from tissue
hemoglobin as compared with blood hemoglobin. Re-
cently there has been interest in whether THI itself has
value beyond simply verifying probe placement, and
whether the correlation between THI and StO2 could
provide noninvasive data on blood hemoglobin concen-
tration [22.5]:

THI has been studied during the clinical assess-
ment of tissue oxygen perfusion status to convert
a StO2 downward slope during arterial occlusion
to an index of local oxygen consumption and to
assess microvascular reactivity when blood flow is
reestablished after arterial occlusion. Since inva-
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sive blood draws are not always feasible in patients,
researchers have sought to establish a link between
noninvasive continuous tissue hemoglobin measure-
ments (THC) and blood hemoglobin concentration
(Hbt).

To adequately understand the applications of NIRS,
it is important to appreciate the interaction of the NIRS

signal with biological tissue from an engineering and
well as from an anatomical, physiological point of view.
The NIRS signal must penetrate skin and fat to get to the
veins and capillaries. In addition, control of the blood
flow to the skin may vary from one region to another
depending on the condition, e.g., exercise, hemorrhage,
shock, etc., which will also influence the accuracy of
NIRS.

22.2 NIRS Technology: Engineering Aspects

22.2.1 Theory of NIRS Penetration

In the NIR spectrum of radiation, light photons are
capable of penetrating deep into a tissue sample, even
through bone. Hemoglobin absorbs NIR light better
than other molecules in a biological media.

This region of NIR also detects the oxygen-depen-
dent metalloproteins in hemoglobin. These metallopro-
teins act as chromophores, responsible for the color of
the molecule. Hemoglobin (Hb) is a globular protein that
has an iron(III) metal cofactor that binds oxygen. Myo-
globin (Mb) is another metalloprotein that plays an im-
portant role in red muscle, and the saturation level is de-
pendent on the workload of the muscle (Fig. 22.1). NIRS
cannot distinguish the difference between hemoglobin
and myoglobin, but studies using model calculations on
general data for human muscle have been preformed.
A group at the University of Nijmegen in The Nether-
lands found that both deoxygenated Hb and Mb as de-
tected by NIRS varied between 0.04 and 0.13 mol/m3,
while the variation in Mb saturation (53–86%) even ex-
ceeded that of Hb (63–84%) [22.6].

NIRS technology has advanced significantly over
the last 30 years, and different instruments have been
developed. Among these instruments, continuous-wave
(CW) measuring instruments are the most common.
These instruments are based on a modified Beer–
Lambert law along with Doppler shift effect, vibrational
spectroscopy, and the Frank–Condon principle [22.3].
The Beer–Lambert law provides the physical and math-
ematical basis for NIRS. It states that transmission of
light passing through a solution of a colored compound,
hemoglobin, is absorbed by the compound, resulting
in a reduction in the intensity of the emerging light.
Absorption and concentration of a chromophore are de-
scribed by the Beer–Lambert law

A = log
l0

l
= εcd ,

where A is the absorption of light expressed as opti-
cal density, c is the concentration of chromophore, ε is
its extinction coefficient, and d is the thickness (optical
path length) or depth of transmitted light in the tis-
sue. The extinction coefficient describes the absorbance
characteristics of a particular compound for a certain
wavelength. As mentioned earlier, the extinction coef-
ficients for different species of hemoglobin range from
(carboxyhemoglobin) to 10.0 (methemoglobin). This

enables the hemoglobin content to be measured. When
NIR light illuminates a compound, some light passes
through the compound. Knowing the wavelength, the
extinction coefficient, and the thickness of the com-
pound the Beer–Lambert law can be used to derive the
concentration of the substance. Biological tissue poses
a problem, because photons do not travel in a straight
line as they do in other material. This is because living
biological tissue is dynamic and constantly changing
its makeup. Oftentimes, the light source and the light
detector are in the same plane, and light does not com-
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Fig. 22.1 Excitation coefficient of different hemoglobin molecules
at different wavelengths
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pletely traverse a tissue sample. If this is the case
a correction factor is needed to compensate for the light
path being greater than the probe separation. For NIRS
probes, the wider the probes are separated, the deeper
the light penetrates into a sample. A modification of
the Beer–Lambert law is required to determine these
differences in length

A =
∑

εcdDPF ,

where DPF is the differential path length and d is
the interpreted distance [22.4]. DPF is a scaling fac-
tor that expresses the actual path length for a given
part of the sample, and the sum is over all the ab-
sorbing chromophores (hemoglobin) that contribute to
the NIRS signal. A DPF is needed to conduct quanti-
tative spectroscopic measurements. A typical range for
DPF measurements is 4–6.5, which means that the path
length of photons traveling through a sample is 4–6.5
times longer than the spacing between the optodes.

A similar technology to NIRS uses the principle of
laser Doppler to measure the total velocity of the lo-
cal blood and the concentration of moving blood cells
within the measuring volume that is being studied. This
technology works by emitting a laser beam that is car-
ried by a fiber-optic cable and penetrates the sample.
The light interacts with the tissue and is scattered and
partly absorbed. Light hitting moving blood cells under-
goes a change in wavelength (Doppler shift), while light
hitting static objects is unchanged. The frequency and
magnitude of these changes are related to the amount
and velocity of hemoglobin in the sample. The returning
light is collected by the returning fiber, converted into an
electrical signal, and displayed on a monitor. The Peri-
Flux System 5000 uses this laser Doppler principle and
is mentioned later in this chapter in more detail.

The Frank–Condon principle describes the vi-
brational properties that are used for NIRS. When
a molecule absorbs or emits a photon, its electronic
and vibrational energy levels change. When a molecule
vibrates, the probability of finding a given atom at a cer-
tain point is inversely proportional to its velocity. Atoms
prefer a low kinetic energy level configuration when vi-
brating. This configuration is where the total energy and
the potential energy of the molecule are nearly identical.
When a NIR photon penetrates the sample, it is most
likely to be absorbed when the nuclei of the hemoglobin
molecules are stationary or moving very slowly. When
the NIR photon hits the nuclei, it is not immediately
excited. Thus, the excited nuclear configuration of the
molecule tends to be close to the intersection of vi-

brational energy and potential energy because of the
brief amount of time of an electrical transition. There-
fore, transitions tend to take place between vibrational
levels in which the nuclear configurations have mini-
mal change, and they tend to occur when the nuclear
kinetic energies are small. Hemoglobin molecules un-
dergo this transition, and the energy of the molecules
affects the returning light signal, thus providing infor-
mation about the sample volume. These variations in
vibrational and nuclear configuration give rise to anhar-
monicity, which is the deviation of a molecule’s nature
from a harmonic oscillator vibrating in simple harmonic
motion. This causes the fundamental frequency of the
molecule to be imprecise and causes combination and
overtone bands. The NIR method gathers the measured
spectral response caused by the fundamental vibration
in the hemoglobin and correlates that to the structural
information of the molecule. Depending on the quantity
of NIR-absorbing molecule, absorbing type, and thick-
ness of the sample, the harmonic vibrations occur at
unique frequencies.

The molecular moieties that demonstrate the most
overtones and combinations of fundamental vibrations
when absorbing in the NIR region are −CH, −NH,
−OH, (and −SH). The two key issues that determine
the frequency and intensity of NIR absorption bands are
anharmonicity and Fermi resonance [22.1]. Intramolec-
ular interactions, such as nonsymmetrical vibrations,
affect the energy curve of a molecule under NIR light.
The spacing between energy levels that the molecule
can attain is not identical. When the spacing of the
molecule decreases, the energy level of the molecule in-
creases. This energy increase is a quantum-mechanical
model of an anharmonic oscillator. The origin of the
NIR overtone bands is a result of these multilevel
energy transitions that occur at multiples of the fun-
damental frequencies. With an anharmonicity constant
χ of 0.01–0.05 the number of wave overtones can be
estimated using the fundamental frequencies equation

vx = Δvv0(1−Δvχ) ,

where vx is the wavenumber of overtone x, v0 is the
wavenumber of the fundamental vibration, and χ is the
anharmonicity constant [22.1]. Fermi resonance occurs
when two vibrating molecules accidently have exactly
the same energy and interact with each other, producing
a special type of configuration interaction between two
NIR absorption bands of a polyatomic molecule. This
causes the bands to split into two peaks of higher and
lower frequencies that are different from the expected
frequencies. In biological samples, dipole interactions
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and hydrogen bonding must be considered, since they
can alter the vibrational energy states. This can shift
the absorption bands of certain molecules, such as
hemoglobin, or possibly give rise to new ones. NIR
absorption bands are typically broad, overlapping, and

10–100 times weaker than their corresponding mid-
infrared bands. This makes near-infrared less sensitive
than mid-infrared. As a result, data processing is needed
to interpret and relate the spectral information to the
sample properties.

22.3 Instrumentation and Equipment

There are numerous companies that manufacture NIRS
devices, but they all share six basic components:

1. A filtered light source capable of generating multi-
ple wavelengths in the NIR region

2. Fiber-optic bundles that link the probes to a com-
puter for data collection

3. A tissue probe containing an emitting and collection
region

4. Photon detection hardware such as a photocath-
ode/photomultiplier and signal amplifiers

5. A processing computer for multivariate algorithm
processing of light data

6. A data display system, usually a computer or TV
monitor [22.4].

The light source is usually a tungsten halogen lamp,
since it is small and rugged, but other sources can
be used. Detector types include silicon, lead sulfide
(PbS), and indium gallium arsenide (InGaAs). Silicon
detectors have fast signal acquisition with high signal-
to-noise ratio, small size, and high sensitivity from the
visible region to 1100 nm, which is well within the NIR
spectrum. PbS detectors are slower but are sensitive
from 1100 to 2500 nm, making them very popular in
biological settings because they provide good signal-
to-noise properties. The most expensive of the three
detectors is the InGaAs detector. It combines the speed
and size of a silicon detector with the wavelength range
of the PbS detector. Since the spectrum of NIR light
is polychromatic, a filter is needed to produce a single,
monochromatic beam of light.

As mentioned above, a computer processing algo-
rithm is needed to compare the delivered light with the
returning light. Each NIRS device uses its own, unique
algorithm to analyze the collected data. The patents for
these NIRS devices describe the algorithms they used.
In a general sense, an algorithm is a method to solve
a problem using a sequence of instructions. Computer
data processing takes a process and uses a computer
program to convert, analyze or summarize the data into
usable information. To interpret the overlapping por-

tions of the NIR absorption spectra, a minimum of two
NIR wavelengths are needed for the computer processor
to apply its algorithm, although up to 12 NIR wave-
lengths can be used. A multiwavelength algorithm is
needed because of the absorption peaks for the differ-
ent molecules in the sample. Absorption coefficients are
the basis of application of these multiwavelength algo-
rithms, being nothing more than algebraic expressions.
Each NIRS device has its own specially developed al-
gorithm used to interpret the information collected. The
basic criteria for the absorption coefficients are:

1. Each NIR spectrum should be measured indepen-
dently without spectral contributions from other
oxygen-dependent chromophores

2. The relative extinction coefficient should be meas-
ured for each chromophore at the same light
scattering and path length conditions

3. Spectra should be acquired at optical geometries
and scattering functions appropriate to the particular
application used.

With the use of the principles stated above, a correct
algorithm can convert the measured changes in light ab-
sorption at various NIR wavelengths into concentration
or ratio data for the sample site of interest. A problem
can arise if these multiwavelength algorithm principles
are applied to a tissue sample where the hemoglobin con-
tent is rapidly changing. Human skin is a very complex
medium and poses a great challenge to NIRS devices be-
cause the accuracy of data collected is an issue. Not only
is human skin very dynamic, but the nonuniformity be-
tween person to person requires the NIRS device to be
calibrated. Calibration of NIRS devices is necessary to
quantify the information collected by these devices. Mul-
tivariate calibration is needed before a NIR spectrometer
can be used for any quantitative analysis. That calibration
process involves the following steps [22.1]:

1. Selection of a representative calibration sample set.
2. Spectra acquisition and determination of reference

values.
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3. Multivariate modeling to relate the spectral varia-
tion to the reference values of the analytical target
property.

4. Validation of the model by cross-validation, set val-
idation or external validation.

The two most frequently used multivariate regres-
sion methods in quantitative NIR analysis are principal
component regression (PCR) and partial least-squares
(PLS) regression. PCR uses the principal components to
perform regression on a sample volume to be predicted.
PCR is used when the variables are close to being
collinear, which is problematic for quantifying a signal.
Typically, only a subset of principle components in the
regression are used, allowing for a normalized estimate.
Oftentimes, the selection of the principle components is
according to a standard protocol in NIR analysis. PLS
finds a linear model between the signals by projecting
the observed and predicted variables into a new space.
PLS finds the directions of greatest variability by com-
paring both spectral and target property information.
The main difference between the two methods is that
the first principal component or factor in PCR repre-
sents the most relevant variations showing correlation
with the target property values.

In qualitative analysis of an NIR signal, spectral
variations acquire discrete values that represent the qual-
ity of the signal, which is related to the sample proper-
ties. As mentioned earlier, tissue is problematic for inter-
preting the returning NIRS signal. To solve this problem,
multivariate classification methods are once again used,
this time for grouping samples with similar character-
istics such as deoxyhemoglobin and oxyhemoglobin in
the microvasculature of human skin. Pattern recogni-
tion methods used in qualitative analysis are divided into
two learning algorithm categories: supervised and non-
supervised. Supervised methods use a machine learning
technique to deduce a function from basic data. The ba-
sic data consist of inputs and desired outputs. The output
can be a function similar to a regression used to predict
the probable input. The task of the supervised method
of analysis is to predict the value of the function for any
input after experiencing the basic data examples. Super-
vised methods in essence are used to build classification
rules for a number of prespecified subgroups. In most
cases the group structure of the training set is known,
such as average hemoglobin concentration. Nonsuper-
vised methods are different than supervised methods in
that they do not require any prior knowledge about the
group structure in the data, but instead produce a group-
ing. The ultimate goal of qualitative analysis of a NIRS

signal is to develop mathematical criteria for applying
parameters. This would allow similarity between sam-
ples to be expressed quantitatively.

NIRS signal quality must be determined before any
data collection can occur. The noninvasive continuous
nature of NIRS devices makes them very appealing,
especially in a clinical setting where these devices are
frequently used. Accurate data must be collected to un-
derstand what is happening in the sample volume being
observed. Comparisons of NIRS signals between two
different states for the sampling volume, for example,
oxygen-bound hemoglobin and free hemoglobin, are re-
quired to determine whether changes are significant,
commonly using a paired t-test. Paired t-tests are used
for comparing means of NIRS signal changes between
two states within a sampling volume. Autoregressive
models are commonly used to analyze time-series data.
An autoregressive model is a type of random process
that tries to predict natural phenomena. It is very dif-
ficult to derive an autoregressive model for NIRS data
because the signals are not constant during the dynamic
processes of human skin regulation. Baseline correc-
tions are oftentimes performed but could distort actual
changes in the NIRS signal.

Recent NIRS technology is not without its prob-
lems. The major problem with NIRS is its inability
to quantify concentration changes in hemoglobin us-
ing current CW-type instruments, although this has
not stopped clinical use of these devices. Clinicians
struggle with obtaining an accurate reading of oxy-
gen delivery to vital organ beds. The state of organ
perfusion could ideally be assessed by a tissue oxygena-
tion device [22.7]. Quantification is the central issue
surrounding use of NIRS data. NIRS technology is reli-
able when changes in hemoglobin are global, over the
entire body, as quantification is possible and optical
path length in the sample volume can be determined.
Quantification of the NIRS signal becomes problem-
atic when changes in hemoglobin are localized, such as
localized skin cooling or heating. The reason for this
inability to quantify localized changes is due to influ-
encing factors that cause NIRS to become unreliable.
Taking the example of localized skin cooling, some
factors that influence the NIRS signal of concentration
changes in hemoglobin include skin blood flow, adipose
(fat) tissue, and muscle blood flow. With current CW-
type instruments, deep muscle blood flow is difficult to
quantify because the NIR light must pass through the
skin and adipose tissue before reaching its target tissue.
The skin has its own blood flow and the adipose tissue
absorbs monochromatic NIR light, thus weakening its
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Fig. 22.2 InSpectra StO2 tissue oxygenation monitor by
Hutchinson Technologies

signal. The complexity of this scenario creates a chal-
lenge for accurate measurement of localized muscle
blood flow after localized skin cooling. This is just one
example of the complicating factors that may influence
NIRS measurements, yet the method is used in hospi-
tals to assess patient status because studies have shown
that these devices help doctors assess patient status.

Some of the modern NIRS devices include the In-
Spectra StO2 Tissue Oxygenation Monitor by Hutchin-
son Technologies, PeriFlux System 5000 by Perimed
Inc., Niro-500 Oxygenation Monitor by Hamamatsu,
T.Ox Tissue Oximeter by Vioptix, and INVOS System
by Somanetics, to name a few. This aspect of NIRS
is rapidly changing, and the technology presented later
gives an overview of the different approaches used in
NIRS studies. Due to this rapid development, NIRS
equipment may be completely different by the time this
chapter is published. These systems may vary in a fun-
damental manner in that the number of wavelengths
vary from 2 to 12. How effective these various systems
are is difficult to ascertain.

The InSpectra StO2 Tissue Oxygenation Monitor
(Fig. 22.2) provides a noninvasive way to collect con-
tinuous, real-time information for the perfusion status
of a patient by using StO2, which is determined by the
ratio of oxygenated hemoglobin to total hemoglobin in
the microcirculation of the sampling volume. A strong
linear correlation r2 > 0.93 between StO2 and mi-
crovascular %SO2 was observed for isolated animal
hind limb, kidney, and heart [22.6]. Observation of this
parameter is used to assist clinicians in early detec-
tion of inadequate tissue perfusion (hypoperfusion) of
a patient.

Fig. 22.3 PeriFlux system 5000 by Perimed Inc.

Fig. 22.4 The Niro-500 oxygenation monitor by Hama-
matsu

The PeriFlux system 5000 (Fig. 22.3) is a modular
system that enables simultaneous measurement of blood
perfusion and transcutaneous pO2/CO2 using a laser
Doppler method. One way in which the PeriFlux dif-
fers from the InSpectra device is its sampling depth. The
PeriFlux system measures at a depth of 2 mm compared
with 12 mm or greater depths in other systems. PeriFlux
probes may also simultaneously collect temperature in-
formation from the site of interest, making this system
very useful for shallow studies, e.g., skin.

The Niro-500 oxygenation monitor (Fig. 22.4) by
Hamamatsu measures the tissue oxygenation index
(TOI) of a sample volume. The TOI indicates the
oxygen saturation level with respect to the normal-
ized tissue hemoglobin index that reports the real-time
concentration changes in oxygenated hemoglobin, de-
oxygenated hemoglobin, and total hemoglobin. This
device allows for measurements at two sites simultane-
ously when monitoring patients’ brain oxygenation in
the intensive care unit (ICU), critical care unit (CCU),
or neonatal intensive care unit (NICU).

Part
C

2
2
.3



430 Part C Medical Imaging

Fig. 22.5 T.Ox (tissue oximeter) by Vioptix

The T.Ox (tissue oximeter) (Fig. 22.5) is a portable
unit with a liquid crystal display (LCD) touchscreen
monitor with the capability to operate two fiber-optic
sensors. Along with instant data acquisition of the sam-
pling volume, this device is equipped with adjustable
audible and visual alarms for StO2 concentrations and
low battery.

The INVOS system by Somanetics (Fig. 22.6) uses
in vivo optical spectroscopy. Like the other devices,

Fig. 22.6 The INVOS system by Somanetics

INVOS provides real-time information of regional
oxygen levels in the sampling volume beneath the
NIR-emitting probe. The newest model, the sixth gen-
eration INVOS, is the only commercially available
four-channel system that reportedly monitors cerebral
and peripheral blood circulation simultaneously. This
is beneficial for detecting early indicators of shock or
other cerebral perfusion abnormalities in patients.

22.4 New Developments: Multidepth Differential Approach

A new group of devices are being developed and evalu-
ated to address the issue of skin blood flow influencing
the NIRS signal and more broadly any situation in
which the area of interest may be influenced by blood
flow; for example, when monitoring StO2 in the brain
in adults, the NIRS signal may encounter blood flow
from the sinuses. This new group of NIRS devices uti-
lize a multidepth differential approach so that values
from the skin can be subtracted from deeper tissues.
Bezmer reports on the use of this system for measur-
ing StO2 values on forearm and thenar simultaneously.
He utilized one multidepth probe on the thenar and
another on the forearm. This device from Hutchin-
son Technology employs reflectance-mode probes that
have one 1.5 mm optical fiber to illuminate the tissue
and two optical fibers to detect the backscattered light
from the tissue. Using space between the illumination
fiber and the two detection fibers of 15 and 25 mm,
respectively, he recorded StO2 values at those depths.
Subtracting those values from the 1.5 mm probe gives

a differential value that subtracts out the skin value
and theoretically gives a value for the 15 and 25 mm
depths. The optical data were subsequently analyzed
using the second-derivative values of the ratio of 720
to 760 nm, which is related to StO2 [22.1]. Other de-
vices have been developed to utilize the multidepth

Fig. 22.7 O2C (oxygen to see) system developed by LEA
Medizintechnik GmbH
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differential approach [22.8]. The Lea is another ex-
ample of such a system which measures blood flow
and StO2 levels simultaneously. Presently, many com-
panies are addressing the need for multiple probes.
Thus, this presentation will be outdated by the time it is
published.

The O2C (oxygen to see) system developed by
LEA Medizintechnik GmbH (Fig. 22.7) was designed
to be a noninvasive diagnostic device for determination

of oxygen supply in the microvasculature of blood-
perfused tissue. It uses a glass-fiber probe that serves
as a measuring point for two separate channels. One
channel measures the oxygen saturation of hemoglobin
of the skin while the other channel records the oxy-
gen saturation of deeper tissues such as skeletal muscle.
Probes range from 2 mm depth up to 15 mm depth and
can be used with a variety of probe heads for specific
applications.

22.5 Clinical Application and Study of NIRS

22.5.1 Overview

The areas of the body where NIRS is used include the
thenar or thumb region [22.5], the forearm [22.9], the
cranial area [22.10], the legs [22.11], the breast [22.12],
and others [22.13] where oxygen transfer to tissue takes
place. This technology is also being used on neonates
as well as in adults [22.13]. For peripheral measure-
ments such as in the thenar and forearm, these values
are sometimes used as surrogates for central cardio-
vascular measurements. Since the signal is thought to
reflect what is occurring at the microvascular level,
a vascular occlusion test (VOT) is used [22.14]. This
consists of occluding the arterial flow to the upper limb
and then releasing the pressure. The VOT-StO2 values
can be divided into baseline, ischemia, reperfusion, and
hyperemia [22.15]. The rate of deoxygenation can be
determined from the downslope during the ischemic
phase, and the rate of reoxygneation can be measured
from the upslope during reperfusion [22.16]. Although
the VOT procedure has promise, since it may reflect
pathological conditions such as sepsis, the procedure
has not been standardized due to probe position and
size as well as deflation thresholds [22.14]. The fol-
lowing are major factors that influence StO2 values:
gender (particularly with increasing age), position of
the subject, which muscle is measured, adipose tissue
thickness, skin blood flow, and edema.

22.5.2 Thenar

The thenar section of the hand is a popular testing site
in current research [22.7] due to its convenience for
clinical studies. The hand is easily accessible while
the patient is in supine position and easily manipu-
lated when the patient is unconscious. In a recent study,
StO2 values were reported to be a good predictor of

severe shock in trauma patients [22.7]. In this prospec-
tive, nonrandomized, observational, descriptive study in
normal human volunteers (n = 707) and patients admit-
ted to the trauma center (n = 150) StO2 monitoring was
performed continuously and noninvasively, with values
recorded at 2 min intervals. The trauma team, blinded
to StO2 values, classified each patient into one of four
groups (no shock, mild shock, moderate shock, and se-
vere shock) using conventional clinical parameters. The
mean ± standard deviation (SD) thenar StO2 values for
each group were as follows: normal, 87±6% (n = 707);
no shock, 83 ± 10% (n = 85); mild shock, 83 ± 10%
(n = 19); moderate shock, 80±12% (n = 14); and se-
vere shock, 45±26% (n = 14). The thenar StO2 values
clearly discriminated the normal patients and those with
severe shock (p < 0.05) [22.7]. The results indicated
that NIRS of the thenar was a quick, noninvasive, and
accurate predictor of tissue dysoxia.

22.5.3 Forearm

Another common site of interest for NIRS is the fore-
arm. Studies such as [22.17] and [22.9] used the forearm
as the site for their StO2 measurements while study-
ing skin blood flow. However, while this site is popular
in research, questions arise regarding whether this site
is suitable clinically, due to possible interference from
adipose tissue above the muscular tissue on the NIRS
readings [22.18]. This influence will be further dis-
cussed later on, as well as whether the forearm is
more sensitive to cardiovascular changes than is the
thenar.

22.5.4 Brain

NIRS is popular for use in neonates at intensive care
units. Oxygen exchange in the brain is essential for
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neonatal development, and noninvasive techniques are
highly sought after when dealing with infants [22.19].
A recent study was conducted that compared NIRS
technology and the intravenous 133Xe clearance tech-
nique, which is the current clinical technique for
measuring cerebral blood flow in newborn infants.
Forty cerebral blood flow measurements using NIRS
(CBFNIRS) measurements were obtained during 19
133Xe measurements in 16 infants. The test–retest vari-
ation of repeated near-infrared measurements during
each 133Xe clearance was 17.5%. CBFNIRS was closely
related to CBFXE (r2 = 0.84, p < 0.0001), with a slope
of 0.75 (standard error of the mean, SEM = 0.064)
and an intercept of 1.58 ml/100 g/min (SEM = 0.51).
The difference between the measurements obtained by
the two methods (CBFNIRS −CBFXE) was negative in
the high range of CBF, whereas the difference was
close to zero in the low range. The conclusion was that
CBF measured with near-infrared spectroscopy was in
good agreement with CBF measured with the 133Xe
method. The near-infrared spectroscopy method has the
advantage of being noninvasive, and it does not in-
volve ionizing radiation. Because of methodological
constraints, however, NIRS may underestimate CBF in
the high flow range, and it may have limitations for ap-
plication in clinical research [22.19]. Another question
raised is the cranial placement of the NIRS probe, which
may result in influence of the cranial bone on these par-
ticular StO2 readings. The adult skull is much thicker
and denser than that of an infant, which could possibly
present an obstacle for use in adult patients. While it
seems to be useful with babies, further studies need to
be conducted before this application of NIRS is used in
the adult ICU [22.20].

22.5.5 Lower Limb

NIRS probes have also been used in studies dealing
with the lower extremities. A recently conducted study
showed that StO2 monitoring in patients with peripheral
arterial disease was very beneficial for diagnosing those
with this disease as well as for monitoring the disease
once diagnosed. Thirty-five normal and 14 peripheral
arterial disease (PAD) subjects from two clinical cen-
ters were evaluated in a prospective cross-sectional
analysis comparing StO2 by using the InSpectra tis-
sue spectrometer at rest (baseline) and after treadmill
exercise. Measurements were obtained at baseline and
peak exercise for normal subjects and at baseline, initial
claudication distance (ICD) and absolute claudication
distance (ACD) in PAD subjects. Endpoint values were

the mean of 15 data points. Times to 50% StO2 recov-
ery to baseline (T50) and complete recovery to baseline
(T100) were measured. Baseline StO2 was 65% in both
groups. The peak exercise StO2 was significantly lower
and the absolute change in StO2 and the percentage
change in StO2 were significantly greater in PAD pa-
tients (p < 0.45). T50 and T100 were longer in PAD
patients compared with normal subjects (p = 0.0001
and 0.002, respectively). T50 of > 70 s yielded a sensi-
tivity of 89% and a specificity of 85% for PAD [22.21].
The noninvasive manner showed promise for identify-
ing patients with PAD. However, a study performed
on the same group but eliminating the exercise proto-
col and applying a more clinical protocol could provide
further answers and insight on the use of NIRS for
PAD.

22.5.6 Breast Tumors and Kidneys

Other areas of interest in NIRS monitoring that show
promise of clinical benefits are in monitoring of the
breast and the kidneys. A recent study conducted on
breast tumor tissue showed that this particular tissue re-
layed different and unique StO2 and THI readings as
compared with normal breast tissue. THI values in tu-
morous breast tissue were shown to be 2–4 times higher
compared with normal breast tissue, and StO2 levels in
the tumorous tissue tended to be 5–20% lower as com-
pared with normal breast tissue [22.12]. If validated,
this would not only make breast tumors easier to di-
agnose, but also make the female patient much more
comfortable in the clinical setting. Another study con-
ducted on infants monitored StO2 levels in the deltoid
and kidney of the baby. The kidney was chosen for these
low-birth-weight babies because patent ductus arterio-
sus (PDA) in low-birth-weight infants would increase
StO2 in the pulmonary vasculature and parenchyma due
to increased pulmonary blood flow, while the decrease
in blood flow distal to the PDA would diminish StO2 in
distal organs such as the kidney and skeletal muscle, and
these relative differences would be detectable by NIRS.
The results from this study showed that, in those babies
treated for PDA, StO2 values were 34% in the kidney
and 35% in the deltoid (average values, n = 13). The
average StO2 values in babies who ended up not being
treated for PDA were 55% in the kidney and 53% in
the deltoid. Data analysis showed that these differences
in StO2 values were significant (p = 0.01) [22.13]. Re-
sults suggested that portable NIRS technology showed
great promise in predicting and diagnosing for babies
with patent ductus arteriosus and low birth weight.
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22.6 Does Skin Blood Flow Affect NIRS Measurements?

It is obvious that the portability, ease of use, conve-
nience, and noninvasive characteristics of NIRS StO2
monitoring make this technology very popular when
thinking of future applications in the clinical setting.
However, certain questions arise that must be answered
before this technology can be completely embraced.
To measure tissue oxygen saturation accurately at any
given site, the NIRS signal must pass through other
parts of the body that might not necessarily be of
interest. Some of these areas include skin, periph-
eral blood, adipose tissue, and bone. Perhaps the most
popular question of concern, and possibly the most in-
fluential, is whether skin blood flow influences StO2
readings.

Skin blood flow in the human body serves many
functions such as thermoregulation, oxygen transport,
hormone transport, CO2 transport, and hydrogen ion
transport [22.22]. Skin blood flow can also be altered
in various conditions such as exercise, extreme heat,
extreme cold, and even shock. During exercise, extra
oxygen must be delivered to the muscle and tissue cells
so that they may perform their work. To address this
extra need for oxygen, skin blood flow to the relevant
area is increased [22.22]. In conditions of extreme heat,
skin vasculature undergoes vasodilatation to divert the
flow of heated blood to the skin, where heat can be more
readily given off by the body in order to cool. The oppo-
site of this process is called vasoconstriction and is seen
in extreme cold conditions for the opposite effect on the
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Fig. 22.8 Effect
of epinephrine
and heat on
muscle oxygen
saturation (StO2)
(mean± SE).
∗ Different from
pretreatment
measurements
p < 0.05 (af-
ter [22.11])

body. Both vasoconstriction and vasodilatation are con-
trolled by the autonomic nervous system. Another state
that alters skin blood flow is shock, resulting in depri-
vation of blood flow to the tissues. This serious medical
condition can lead to serious conditions such as hypox-
emia and even cardiac arrest. Shock slows and in some
cases stops skin blood flow as compared with its normal
rate of flow [22.23].

Limited studies have been carried out in a variety
of ways, suggesting that skin blood flow has a signif-
icant influence on StO2 readings. Buono et al. [22.11]
reported that skin blood flow had a significant effect on
NIRS measurements. Leg skin blood flow (SkBF) was
increased and decreased following local heating and in-
tradermal epinephrine injection using 30-gauge needle
into the dermis and raising an intradermal wheal under
direct visualization to avoid injection into the subcuta-
neous tissue. Epinephrine decreased muscle saturation
(StO2), and heating the leg increased StO2. Results are
shown in Fig. 22.8a,b.

The results suggest that, with a significant decrease
or increase in skin blood flow to the leg, a significant de-
crease or increase, respectively, in StO2 was observed
as well [22.11]. The major criticism of this research
was that the authors had no way to determine how deep
the epinephrine or warming affected deep layers. Sup-
plemental study would be recommended to verify the
influence of skin blood flow on StO2 measurements. In
addition, Davis et al. reported that skin blood flow of
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Table 22.2 Effects of local cooling followed by capsaicin and occlusion on StO2 values. ∗ Significance at p < 0.05

15 mm data StO2 THI Application site Near application site
blood flow blood flow

Average SD Average SD Average SD Average SD

Baseline 76.85 11.5 7.07 3.84 15.7 2.87 14.35 4.32

After cooling 75.43∗ 9.91 5.64∗ 2.65 29.37∗ 17.47 28.93∗ 17.21

After capsaicin 90.42 4.2 6.8 2.84 78 84.6 105 44.31

After occlusion 90.57 5.62 6.99 2.83 77.43 64.06 106.14 39.36

15 mm data Application site temp. Near application site temp.

Average SD Average SD

Baseline 32.2 1.36 31.86 0.98

After cooling 26.38∗ 1.68 25.03∗ 0.7

After capsaicin 28.3 1.99 26.27 0.95

After occlusion 28.32 2.11 26.05 2.51

25 mm data Application site temp. Near application site temp.

Average SD Average SD

Baseline 31.88 1.25 31.66 1.03

After cooling 26.03∗ 1.54 25.61∗ 1.52

After capsaicin 26.67 2.49 25.89 1.13

After occlusion 26.96 2.39 26.51 1.58

25 mm data StO2 THI Application site Near application site
blood flow blood flow

Average SD Average SD Average SD Average SD

Baseline 82.1 4.73 13.9 4.24 14.65 6.6 13.79 4.38

After cooling 77.9∗ 9.87 12.48∗ 3.66 19.54∗ 17.87 17.75∗ 14.51

After capsaicin 85.33 6.3 12.58 3.41 39.62 48.59 55.72 37.68

After occlusion 86.31 4.85 13.4 3.76 41.96 35.83 69.87 54.29

the forearm influenced NIRS measurements. Using lo-
cal heating as well as whole-body heating, they reported
large increases in NIRS-derived tissue oxygenation cor-
related with increases in skin blood flow. They used the
NIRO550 Hamamatsu Photonics unit that uses a dif-
ferent algorithm than the Hutchinson system used by
Buono et al. [22.24].

22.6.1 Forearm Skin Blood Flow Study
Versus StO2

Recent studies in our laboratory suggest that skin blood
flow had significant influence on NIRS StO2 mea-
surements taken on the forearm. Two different probes,
15 and 25 mm, were used on 11 male and female
subjects who had their forearm skin blood flow al-

tered using a cooling pad to cause vasoconstriction
followed by capsaicin (0.1%) to cause vasodilatation.
Controls were run in both sets of experiments, where
no capsaicin was used on the forearm. Results for the
15 mm probe showed that, prior to capsaicin applica-
tion, subjects averaged a 75.4% StO2 level, whereas
after capsaicin application, an average of 90.4% was
recorded, corresponding to a 15% increase. Results for
the 25 mm probe showed a baseline of 77.9% and, af-
ter capsaicin, an average of 85.3%, a 7.4% increase.
In addition, total hemoglobin index (THI) levels were
recorded, and although the 15 mm probe recorded over-
all lower THI levels with an average of 5.64 before
capsaicin and 6.8 after capsaicin, both the 15 and
25 mm probes recorded the same trends upon cooling
and capsaicin application. The 25 mm probe recorded
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Fig. 22.9 Effects of cooling, capsaicin, and occlusion of forearm on StO2. Initial experiment was 1. To cool forearm followed by
2. Application of capsaicin and then 3. Occlusion while monitoring StO2 and skin blood flow

an average THI of 12.48 before capsaicin and an av-
erage of 13.4 post application. These results suggest
that, since the 15 mm probe showed twice the increase
in StO2 levels compared with the 25 mm probe, since
THI trends were similar between the two probes, the
15 mm probe may be more influenced by skin blood
flow in the forearm. A paired T -analysis test was run,
which showed that the increase in skin blood flow
due to capsaicin had a statistically significant effect
on the StO2 readings. The data are summarized in Ta-
ble 22.2.

A representative graph of StO2 values and blood
flow values from the study is shown in Fig. 22.9. The
gap in data is due to the removal of the probes for
application of capsaicin.

Analysis of the data [with 95% confidence inter-
val (CI)] shows that, with a significant increase in skin
blood flow after capsaicin in both the 15 and 25 mm
probes, a significant increase in StO2 measurements
was recorded for the 15 and 25 mm probes, respectively.
These results suggest an influence of skin blood flow in
the forearm on NIRS StO2 measurements.

22.6.2 Thenar Skin Blood Flow Study
Versus StO2

A similar study was performed on the thenar eminence
to investigate whether local vasoconstriction/vasodila-
tion would influence StO2 and THI values during
body-wide vasoconstriction induced by drinking a cold
drink followed by local vasodilatation. Using the In-
Spectra StO2 tissue oxygenation monitor (15 mm depth
probe) and the PeriFlux system 5000 noninvasive near-
infrared spectrometer, the study monitored volunteers
who ingested the cold beverage as quickly as they could
followed by application of a topical vasodilator (cap-
saicin) to a local area of the thenar. Baseline readings of
StO2 and THI were 84.1±4.8 and 15.1±1.4, respec-
tively. After the consumption of the drink, the subjects’
StO2 readings dropped to 76.6±5.01 and THI dropped
to 14.8±1.48, suggesting a vasoconstriction effect. The
blood flow data following the drink also demonstrated
vasoconstriction, as the baseline value of 143.4 PU (per-
fusion units) dropped to 52.4 PU. The capsaicin effect
reversed the vasoconstriction and leveled off the values
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Table 22.3 Effect of ingestion of cold drink followed by capsaicin. Skin blood flow, THI, and StO2 were measured.
∗ Significance at p < 0.05

StO2 (% O2) THI Skin flow (PU)

Baseline 84.1±4.8 15.1±1.4 143.4±104.8

After drink 76.6±5.01∗ 14.4±1.23 52.4±31.6∗

After cap 78.3±4.4 14.4±1.2 56.3±56.9

After cuff 80.7±5.1 14.8±1.3 81.5±99

of StO2 and THI to 78.3 ± 4.4 and 14.4 ± 1.2, re-
spectively. After capsaicin application, blood flow was
occluded by automatic blood pressure cuff occlusion.
The purpose was to simulate an undeniable decrease in
blood flow upon pressure release and study the StO2 and
THI values. Once the cuff was released, an increase in
StO2 and THI corresponded to the increase in superfi-
cial skin blood flow [22.25]. Results of this study are
shown in Table 22.2.

These results, compared with those of the previous
experiment in which the forearm was locally cooled,
suggest that the forearm is more responsive to capsaicin
than is the thenar, since the only significant changes
were found after the subject drank the drink, and even
then these changes were only significant for StO2 and
skin blood flow. In Table 22.2 these significant changes
are indicated with an asterisk (95% CI). These differ-
ent results between the thenar and forearm could be due
to the location of the probe on the body, the thenar, or

possibly due to the different protocol of the experiment.
However, the fact that these results agree with other
similar studies that report that the forearm is more sen-
sitive to cardiovascular changes than is the thenar may
suggest that the thenar and forearm are physiologically
different [22.1, 25].

Some additional questions raised about the previ-
ous studies concern the depth of the infrared probes
and the correct depth for measurement of tissue oxygen
saturation. Suggestions are that 15 and 25 mm probes
do not penetrate deep enough to record a signal that is
mostly oxygenated tissue hemoglobin. Criticisms sug-
gest that skin thickness and tissue thickness must be
taken into account [22.26]. Experimental design, dif-
ferent devices, NIRS device algorithms, and theory of
the technology must be further reviewed and studied.
Ince and Soller have expressed clearly opposing views
on technology and by inference which technology may
be superior [22.8].

22.7 Future of NIRS

Although NIRS signal derivation, accuracy, and quali-
tative ability are the center of controversy concerning
this technology, NIRS still shows promise in monitoring
oxygen balance and consumption in a sampling volume.
The future of NIRS technology must address the cur-
rent problems concerning transmission, reception, and
quantification of the NIRS signal. Different technolo-
gies abound. Which is the best may depend on the
application. In addition, the multidepth probe approach
for NIRS is still in its infancy but might shed important
light on the question of the influence of blood flow and
oxygen concentration from interfering systems such as
the skin or brain sinuses. Miniaturization of the NIRS
system has been desired for quite some time. Fast signal
spectroscopy offers an improvement over conventional
NIRS instruments, which detect signals corresponding

to relatively slow hemodynamic responses. Producing
a much faster signal is beneficial for detection by a CW-
type NIRS system.

In addition, understanding the complex physio-
logical responses that occur in physiological and
pathophysiological states must also be pursued. The
debate as to whether the forearm or thenar is a clini-
cally important site for monitoring patients motivates
the beginning of a new set of studies that need to com-
bine use of multidepth differential probes with different
physiological experiments that mimic various clinical
conditions such as hemorrhage as well as normal phys-
iological states such as exercise. Investigators in this
exciting field should keep in mind the complex phys-
iological control of skin blood flow. Joyner states the
problem succinctly [22.27]:
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We have another example (skin blood flow) (like
the coronary and skeletal muscle circulations) of
a highly redundant physiological system that is crit-
ical to whole body homeostasis.

Later he adds,

The control of skin blood flow defies simple reduc-
tionist explanations . . .

Muscle may also influence the NIRS signal. Although
it is tempting to assume that the vasculature and tissue
remain the same after some central hypoxic event, the
researcher and clinician should be wary about making
rapid decisions regarding an NIRS signal until they have
considered the complications of the changing dynamics

of skin and muscle blood flow and its local and neu-
ral control. If possible, core and peripheral temperatures
should be measured to possibly explain the StO2 values.

Presently our laboratory is investigating use of
a multidepth differential system in the forearm and
thenar, utilizing capsaicin to promote local vasodilation.
Further studies to elucidate the mechanisms associated
with vasodilation and vasoconstriction are required to
assist in the development of a robust, accurate NIRS
technology based on new insights into physiological
control in both normal and pathophysiological states.
NIRS has become an important tool in clinical manage-
ment of various types of hypoxic disorders, but before
it is widely used, additional clinical and basic science
research is required.
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Magnetic Res23. Magnetic Resonance Imaging

Wolfgang R. Nitz

Magnetic resonance imaging (MRI) represents

an exciting technology not only from a tech-

nological perspective but also in view of it’s

clinical potential. A brief introduction will be

given with respect to the historical develop-

ment of nuclear magnetic resonance (NMR)

later to be called MRI. A MRI system can be

considered primarily composed of a magnet,

a magnetic field gradient system, radio frequency

(RF) coils for signal processing. The introduc-

tion of those hardware components is followed

by a description of basic MRI principles and

applications. Although MRI is a noninvasive

technology working without ionizing radiation,

it has nevertheless a few safety aspects to be

considered. The chapter will close with a specu-

lative outlook to the future of MRI and combined

modalities.
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23.1 History of MRI

Wolfgang Pauli proposed the existence of a nuclear spin
in 1924 [23.1]. His statement followed a year after the
introduction of the spin of the electron by George Eu-
gene Uhlenbeck and Samuel A. Goudsmit. In 1933,
Otto Stern and Walther Gerlach were successful in
demonstrating the existence of a nuclear spin in de-
viating a beam of hydrogen molecules in a magnetic

field [23.2–5]. Supported by the experience of Gorter,
Rabi of Columbia University in New York was success-
ful in measuring the nuclear magnetic moment [23.6]
in 1937. Earlier, Gorter had performed similar experi-
ments, but with negative result. Gorter was the first to
use the term nuclear magnetic resonance (NMR) in his
publications [23.7].
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It is general perception that the experiments launch-
ing the development of NMR were performed by Bloch
and Purcell in 1946, proving the existence of the nu-
clear spin and the phenomenon of (nuclear) magnetic
resonance [(N)MR] [23.8,9], work for which Bloch and
Purcell shared the Nobel Prize in 1952.

The spin is characterized by an angular momen-
tum combined with a magnetic moment. The spin is
a quantum-mechanical entity. As a consequence, the
magnetic moment of the proton (with spin quantum
number 1/2), exposed to an external magnetic field B0,
can only have two possible positions: parallel or antipar-
allel to the direction of the field. Those positions are
characterized by a difference in energy, with the parallel
position being energetically preferred.

If the energy of an electromagnetic wave corre-
sponds exactly to the energy difference between these
two possible states, parallel aligned spins can be pushed
into the antiparallel position. With the return of the an-
tiparallel spins back to the original parallel position,
the energy difference is released as an electromagnetic
wave, also called the NMR signal. As the wavelength
λ of the stimulating electromagnetic field has to be
identical to the wavelength representing the difference
between the two possible states

ΔE = γ�B0 = hν = h
c

λ
,

which is typical for a resonance condition, the phe-
nomenon is also called magnetic resonance.

As more spins are aligned parallel to the external
magnetic field, as compared with the antiparallel align-
ment, a longitudinal nuclear magnetization builds up.
The longitudinal nuclear magnetization can be treated
using the principles of classical physics. If the longi-
tudinal nuclear magnetization is tilted away from the
parallel direction of the external magnetic field, the
angular momentum of the spins causes precession of
the magnetization around the original alignment (the
direction of the external magnetic field B0). This pre-
cessional frequency is called the Larmor frequency and
is identical to the frequency representing the energy
difference between the two quantum-mechanical states.
The projection of the precessing nuclear magnetization
onto the transverse plane is called the transverse nuclear
magnetization. If all the longitudinal nuclear magneti-
zation is converted to transverse nuclear magnetization,
the initiating radiofrequency (RF) pulse is called a 90◦
RF excitation pulse. Following excitation, the longitudi-
nal nuclear magnetization within the tissue will recover
within a tissue-specific timeframe. Bloch introduced

the term T1 within his phenomenological Bloch equa-
tions [23.10] to characterize this recovery time. The
mechanism of recovery is called relaxation, and the
correlated time constant is termed the T1 relaxation
time. The precessing transverse nuclear magnetization
will induce a voltage in any antenna system or coil in
close vicinity to the object. The signal will decay within
a tissue-specific time, which Bloch termed T2. The un-
derlying mechanism is called T2 relaxation, and the time
constant the T2 relaxation time. Experiments to measure
tissue-specific relaxation times on living cells and ani-
mal tissues were performed as early as 1955 [23.11].
Damadian at the Downstate Medical Center in Brook-
lyn and Hollis at Johns Hopkins University in Baltimore
evaluated the T1 and T2 relaxation times of normal
and cancer tissue and observed that cancerous tissue
demonstrated longer relaxation times as compared with
normal tissue [23.12,13]. It was Damadian’s belief that
he had found the ultimate technology for diagnosing
cancer [23.14]. Unfortunately, he gave no practical hint
regarding how to perform cancer screening on a human
body.

It was the American chemist Lauterbur at the State
University of New York who, in 1971, introduced the
concept of using a magnetic field gradient superim-
posed on a static magnetic field to spatially encode
the signal induced by the precessing nuclear magne-
tization [23.15]. The previously mentioned resonance
frequency is a function of the strength of the magnetic
field. If a magnetic field gradient is superimposed on
the static magnetic field, the magnetic field strength be-
comes a function of location, and with this also the
resonance frequency becomes a function of location.
Fourier transformation (FT) can be applied to analyze
the signal induced by the transverse nuclear magneti-
zation in order to identify the frequency components
indicating the location, and thereby assign a brightness
to the pixel on the display representing that location,
proportional to the detected amplitude.

Lauterbur used two test-tubes filled with water to
demonstrate spatially encoded nuclear magnetic res-
onance (NMR) by superimposing a magnetic field
gradient on a static magnetic field, producing a sig-
nal providing a projection of the objects. Repeating
the experiment with rotated magnetic field gradients
and applying the reconstruction algorithm recently es-
tablished for x-ray computer tomography, he was able
to produce an image of the water within the test-
tubes.

In April 1974, Lauterbur gave a presentation at a sci-
entific meeting in Raleigh, North Carolina, which was
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also attended by Richard Ernst from the University of
Zurich. Ernst recognized that the back-projection could
be replaced by a combination of phase and frequency
encoding of the MR signal [23.16]. This method is still
the main reconstruction algorithm used in NMR. To
avoid the fear associated with the word nuclear, NMR
was more and more called magnetic resonance imaging
(MRI) around 1981.

The British company EMI, which revolutionized
medical imaging in 1973 with the introduction of the

first x-ray computer tomography system, announced
in 1976 the development of a scanner based on radio
waves, and in 1978 presented the first image of a human
head using MRI. This announcement gave a significant
boost to the medical imaging industry, as they were not
to repeat their mistake of underestimating the poten-
tial of a new imaging modality as they did with x-ray
computer tomography. In the early 1980s, the first MR
installations based on commercial products and aiming
for routine clinical applications were seen.

23.2 MRI – System Components

23.2.1 The Magnet – The Magnetic Field
Strength B0

The phenomenon of magnetic resonance is only ob-
served in the presence of a strong magnetic field. The
strength of the static magnetic field B0 is described in
units of Tesla (T), at least within the medical commu-
nity [for physicists, T means the magnetic flux density
in units of V s/m2 and the magnetic field strength is
measured in units of A/m or oerstedt (Oe)].

Early systems (1983) used resistive magnets with
magnetic field strength in the range 0.1–0.2 T.

Within the same year it became obvious that super-
conductivity could be used to generate higher magnetic
fields. Since then, the field strength used in clini-
cal scanners has steadily increased. In 1985, the field
strength of the majority of the systems was 0.5 T. Cur-
rently, in 2010, there is a strong tendency towards 3.0 T
systems, whereas 1.5 T systems have the largest market
share.

The primary reason for using a higher magnetic
field strength is obvious: the ratio between signal and
background noise (the signal-to-noise ratio, SNR) is, to
a first approximation, proportional to the magnetic field
strength [23.17].

The electromagnetic noise N , with its primary ori-
gin within the patient, is approximately linear in the
magnetic field strength B0

N ∼ B0 .

The induced MRI signal is a function of the rotating
(transverse) nuclear magnetization, meaning propor-
tional to the resonance frequency and the amplitude

S ∼ dMxy

dt
∼ νMxy ,

ν ∼ γ B0 .

The transverse nuclear magnetization Mxy is gen-
erated by tilting the longitudinal nuclear magnetization
Mz away from the direction of the main magnetic field.
If a 90◦ RF excitation pulse is used, all of the available
longitudinal nuclear magnetization Mz is converted to
transverse nuclear magnetization Mxy.

The amplitude of the longitudinal nuclear magne-
tization is a function of the occupation probability of
the different energy levels (of parallel and antiparal-
lel alignment of the nuclear spins and their correlated
magnetic moments). The amplitude of the longitudinal
nuclear magnetization Mz scales with the magnetic field
strength used

Mz ∼ B0 .

Considering amplitude and frequency, the induced sig-
nal is proportional to the square of the magnetic field
strength used

S ∼ B2
0 ,

and the signal-to-noise ratio (SNR) is approximately
linear in the magnetic field strength

SNR = S

N
∼ B0 f (T1, T2)

and is of course a function of the tissue-specific relax-
ation times T1 and T2.

The increase of the SNR is only one aspect of
high-field systems. There are a number of phenomena
representing advantages and disadvantages correlated
with utilization of higher magnetic field strength. T1
relaxation times are prolonged with higher magnetic
fields, and differences between tissues are often re-
duced, leading to a reduction of contrast in T1-weighted
images. The sensitivity to gradients in magnetic suscep-
tibility is increased with field strength, as magnet field
inhomogeneities increase proportionally to the product
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a) b)
Fig. 23.1a,b A commer-
cially available MR system
using a permanent mag-
net with a magnetic field
strength of 0.35 T (MAGNE-
TOM C!). The T1-weighted
sagittal image of a human
brain demonstrates a slice
thickness of 4 mm, acquired
within 5 min (courtesy Air-
force General Hospital,
Beijing, PR China)

of magnetic field strength and magnetic susceptibility.
With the improvement in SNR, motion artifacts are
no longer masked by noise and are often pronounced
due to the strong signal from fat-containing moving
tissue. Safety-relevant aspects need special considera-
tion [23.18] as some potentially hazardous interactions
scale with the field strength. Last but not least, the costs
for an MR system scale with field strength.

Around 1991 the major vendors decided to intro-
duce low-cost low-field MR systems (field strength up
to 0.4 T) parallel to the high-field systems, as 1.0 and
1.5 T systems were called at that time. This diversity has
since been maintained, and low-field systems are still
commercially available (Fig. 23.1). A magnetic field
strength of up to 0.35 T can be achieved by assembling
a number of permanent magnets. Only one vendor is
known to be still working with resistive magnets (stand-
up MRI, FONAR Corp.). All other vendors (Siemens,
General Electric, Philips, Toshiba etc.) are working with
either permanent magnets or superconductive magnets.
Production and maintenance of permanent systems are
relatively cost effective. A disadvantage is the limita-
tion to low field strength and the corresponding limit
in SNR. Another disadvantage is the change in mag-
netic field strength as a function of temperature of
the magnet material. Approximately 14 t of permanent
magnet material is needed to achieve a field strength
of 0.35 T. Resistive magnets have relatively low pro-
duction costs, but are expensive in operation, have in
general an extreme weight (40 t), and share the disad-
vantage of a temperature-dependent field strength with
the permanent magnets. The production costs of super-
conductive magnets are relatively high, and, if helium
is to be refilled regularly, they are expensive in op-
eration, but they have the advantages of a magnetic

field strength that does not change with temperature
and that the generation of any reasonable magnetic field
strength seems to be possible without limit and that the
weight of the magnets is moderate (about 4 t for a 1.5 T
system). The advantages and disadvantages of work-
ing with higher magnetic field strength will be further
discussed in conjunction with safety-relevant aspects.
Besides the magnetic field strength, the magnet design
plays an important role that should not be underesti-
mated. The size of the patient bore has been limited to
60 cm in the past, mainly for financial reasons, although
since 2004 systems with larger patient bore openings
have been available (e.g., 70 cm; Fig. 23.2). The larger
opening of the patient bore is not only a comfort fac-
tor for the patient; it is also helpful in reducing the
number of medical examinations refused due to claus-
trophobia and provides a possibility to study patients
whose circumference would need more than a 60 cm
bore.

23.2.2 The System
for the Magnetic Field Gradient

To excite a specific slice or volume at a specific location,
the MR resonance frequency, also called the Larmor fre-
quency, has to be a function of location. For this reason,
a magnetic field gradient is established in the direction
of slice selection and for the duration of excitation. The
slice is selected using a RF pulse whose frequency range
covers the Larmor frequencies within the region to be
excited. To cover all three dimensions, the magnetic
field gradient coil (gradient coil) is a composition of
three gradient coils arranged orthogonally to one other
(x, y, z; Fig. 23.3). Sending appropriate electric cur-
rents through these coils will generate magnetic field
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a) b)
Fig. 23.2a,b Commercially
available MR system using
a superconductive magnet
with a magnetic field strength
of 3.0 T and patient bore
of 70 cm (MAGNETOM
SKYRA). The T1-weighted
sagittal image of a human
brain demonstrates a slice
thickness of 1.2 mm, ac-
quired within 9 min

gradients that are linearly superimposed, providing the
possibility of producing any arbitrary excitation plane
without having to move any mechanical parts. A mag-
netic field gradient is also activated during the time of
data acquisition. This encodes spatial information into
the signal via frequency encoding, as the Larmor fre-
quency of the emitted MR signal will be a function
of location, depending on the established linear change
in magnetic field strength in the direction of frequency
encoding.

The electric currents I within the gradient coils will
result in a Lorentz forces F in the presence of a strong
magnetic field B0

F ≈ I × B0 .

Coil holder

Helium bath
Super-

conductor
Gradient coil

RF coil

Fig. 23.3 Composition of
a MR system

These forces cause vibration of the gradient coil and are
the primary source of noise during an MR examination.

The amplitude of the magnetic field gradient is
important with respect to achieving a good spatial reso-
lution. A strong magnetic field gradient is also essential
for diffusion weighted imaging (DWI). Wherever the
amplitude time integral is of relevance, the stronger the
magnetic field gradient, the shorter the encoding action.
The speed of a gradient system (coil plus amplifier) is
characterized by the time needed to achieve a specified
gradient amplitude (ramp time). The speed primarily
determines the time needed between excitation and data
acquisition and directly influences the resulting image
quality. The ratio between the maximum gradient am-
plitude and the ramp time is introduced as the slew rate.
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Air-cooled gradient coils were used in 1986 with
gradient amplitudes of 3 mT/m and slew rate of
3 T/(m s). In 2003, generally available gradient am-
plitudes were 45 mT/m with slew rate of 200 T/(m s)
using water cooling. Ramp times to establish a magnetic
field gradient are between 100 and 800 μs, during which
several hundred Amperes have to be maintained. To
drive these currents, ≈ 2000 V are needed. The develop-
ment of faster and stronger gradient systems is slightly
limited by human physiology. Fast and rapid switching
of magnetic field gradients induces electric potentials
within the body that, with the current technology, can
reach amplitudes usually used to control muscle con-
tractions. The phenomenon is called peripheral nerve
stimulation (PNS). As this can potentially be painful,
it has to be avoided. All vendors providing strong and
fast gradient systems have a stimulation monitor that
changes imaging sequences prior to execution to avoid
peripheral nerve stimulation.

Beginning with the development of MR imaging,
methods have been developed and established with the
aim of shortening measurement times by, e.g., under-
sampling of the data, with correction of the artifacts
resulting from the consequent signal ambiguity using
fancy algorithms. Similar approaches are currently un-
der investigation that may allow use of faster gradient
systems [23.19].

23.2.3 The Radiofrequency System

The radiofrequency system consists of a transmit-
ter, transmit antenna, receive antenna, and receiver.
Depending on the magnetic field strength used, the
fundamental frequency will be 8 MHz (0.2 T) up to
128 MHz (3.0 T). The RF power amplifier has to have
a peak power of several kilowatts. Since the early days
of MR, a transmit antenna, also called the body coil,
is located immediately behind the cover within the pa-
tient bore. The body coil is usually also able to receive
the MR signal. On the other hand, placement of a re-
ceive antenna as close as possible to the patient’s body
(surface coil) has some significant advantages. As the
patient’s body emits electromagnetic noise even in the
absence of excitation, and as the signal amplitude scales
inversely with distance from its origin, use of a sur-
face coil improves the SNR. Current systems utilize an
array of surface coils with independent preamplifiers
and/or their own receive channels for SNR optimiza-
tion and for other reasons to be mentioned later. For
some regions it is of advantage to use the surface coil
not only as a receive coil but also as a transmit coil.

In case of knee examination, an extremity coil is usu-
ally used for excitation and signal reception, exciting
only the slice within the knee to be studied. The ad-
vantage is that, in transverse excitations, the adjacent
knee is not excited, which otherwise would potentially
lead to imaging artifacts. In case of imaging of the
spine, large coil arrays, integrated into the patient table,

Fig. 23.4 Contrast-enhanced MR angiograph of the whole
body measured within 1 min 17 s (courtesy Hong Kong
Sanatorium & Hospital, Happy Valley, Hong Kong)
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have been shown to be beneficial. Contrast-enhanced
MR angiography studies demand an even larger surface
coil coverage (Fig. 23.4) [23.20, 21]. Figure 23.5 shows
a coil arrangement suitable to cover to whole vascular
system from head to toe.

With the introduction of spatially distributed coil
arrays, some methods evolved to utilize the spatial in-
formation provided by the coil distribution, reducing
the measurement time by undersampling. As all coils
receive the signal in parallel, the term parallel acqui-
sition techniques (PAT) has been established, where the
PAT factor indicates the degree of undersampling and
the corresponding reduction in measurement time. The
undersampling causes signal ambiguity leading to so-
called overfolding artifacts. Prior to showing the final
images to the user, a background task is to analyze
the raw data or the final image of each coil to iden-
tify and remove such artifacts. The algorithm using
image information for this purpose has been named
sensitivity encoding (SENSE) [23.22]. Another algo-
rithm applied to the signal data with the same aim of
removing the above-mentioned artifacts is called gen-
eralized autocalibrating partially parallel acquisitions
(GRAPPA) [23.23]. All these PAT techniques have one
disadvantage in common: Any attempt to reduce the
measurement time with the spatial resolution being held
constant will result in a loss in SNR according to

SNR ∼ 1√
PAT

.

The loss in SNR experienced when using parallel ac-
quisition techniques can be compensated with the better
SNR achievable with higher magnetic field strength.
For this reason, parallel imaging techniques have shown
their full potential in conjunction with high-field sys-
tems.

Besides the utilization of spatially distributed sur-
face coils to improve the image quality or for the
purpose of reducing measurement time with undersam-
pling, it has been and still is discussed whether it would
be of advantage to use spatially distributed coil arrays
for transmission, so-called transmit arrays (TX arrays).

Following the term parallel acquisition techniques
(PAT), the name parallel transmit (pTX) has been in-
troduced. It seems that, with the increasing importance
of high-field systems, pTX might provide some fea-
tures to address some of the challenges faced when
approaching higher magnetic fields. One of those chal-
lenges is the homogeneity of the excitation field, also
called the B1 field. The wavelength of the electromag-
netic fields (EM) correlated with higher magnetic fields

(1) (2) (3) (4)

Fig. 23.5 Possible coil arrangement for a whole-body MR
angiography: head coil (1), neck coil (2), body array (3),
and peripheral angiography coil (4) (spine coil integrated
within patient table)

B0 is approaching the spatial dimensions of the patient’s
body. This leads to potential interaction of the EM field
with and within the patient’s body, causing B1 inhomo-
geneities. The latter results in different RF excitation
and/or refocusing amplitudes, leading to signal intensity
changes within the image that are unrelated to anatomy.
This will lead to spatial inhomogeneity of an otherwise
homogeneous signal distribution within the image, un-
related to the underlying anatomy. This is of course an
unwanted phenomenon. Besides other possible alterna-
tives to compensate this artificial appearance, spatially
distributed transmit coils can be used to homogenize the
B1 field.

23.2.4 Measurement Control, Acquisition,
and Image Reconstruction Systems

At the beginning of the development of MR imag-
ing, documentation of patient data, image storage, and
measurement protocols were handled by a PDP-11
computer, and measurement control as well as image
reconstruction were performed using vendor-specific
proprietary hardware and software. In the early 1990s,
most MR vendors came to the conclusion that they
could benefit from the vastly evolving market of per-
sonal computers (PCs).

Most (N)MR systems today use three computer sys-
tems:

• A host, handling the patient data including the gen-
erated images, providing the user interface to run
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the measurements, and displaying the generated im-
ages.• A measurement control, providing the gradient am-
plifier with data necessary to establish the magnetic
gradient fields on time, supplying the RF power am-
plifier with the necessary information, and handling
the synchronization with the image reconstruction
system.• An image reconstruction system with the primary
task of performing fast Fourier transformation. The

spatial information is contained within the fre-
quency and the phase information of the received
MR signal. That information is retrieved using
a Fourier transformation. Secondary tasks for the
image reconstruction system are inline postprocess-
ing algorithms that run prior to or during image
reconstruction, or immediately afterwards.

In theory it is also conceivable to combine all of these
tasks within one computer [23.24].

23.3 MRI – Basic Principles and Applications

MRI is a well-established modality for routine clinical
imaging. In conjunction with healthcare reform, there
are standards and guidelines describing as and when
MRI is appropriate [23.25, 26]. To ensure the quality
of diagnostic studies, these standards and guidelines
are supported by matching billing codes for reimburse-
ment [23.27]. Medicare and Medicaid service centers
are constantly implementing cost-savings approaches
in healthcare to ensure an affordable and adequate
healthcare system [23.28]. Standards and guidelines
include recommendations with respect to spatial res-
olution, weightings, slice orientations, and coverage.
The nomenclature weighting is used to indicate the
tissue-specific MR-related parameter that dominates the
image contrast. The sources for MR signals are pro-
tons (primarily the nuclei of hydrogen atoms located
within relatively freely moving water molecules). If the
imaging protocol is selected such that the number of
protons within a voxel dominates the signal amplitude
and thereby the image contrast, the weighting is called
proton density (PDw). If the factor dominating the im-
age contrast is the speed of recovery of the longitudinal
nuclear magnetization following excitation, the weight-
ing is called T1w. If the image contrast is dominated by
the effect of the tissue-specific fading of the MR sig-
nal, the weighting is called T2w. Based on experience
acquired over decades, vendors provide programs con-
sisting of a list of protocols for different regions (e.g.,
head, spin, shoulder, and knee), different weightings
(e.g., PDw, T1w, and T2w), and different orientations
(axial, transverse, coronal, tilted or any arbitrary ori-
entation). An institution running an MR system can
modify these programs based on current state-of-the-
art imaging techniques, past experience, and current
guidelines and recommendations, and can save these
modified programs to become part of their routine clin-

ical imaging. The basis for a measurement protocol
is the essential series of actions for excitation, refo-
cusing, spatial encoding, and data acquisition, called a
sequence.

23.3.1 Slice Selection and Spatial Encoding

The sequence starts with ramping up of the magnetic
field gradient in the direction of slice selection, as
shown in Fig. 23.6. As soon as the magnetic field gra-
dient is stable, a RF pulse is applied with a frequency
range matching the Larmor frequencies within the re-
gion to be excited. A user-defined field of view and
matrix define the size of a single spatial volume, called
a voxel. The sum of all signals coming out of a sin-
gle voxel defines the brightness of the corresponding
pixel on the screen. The only phenomenon utilized for
spatial encoding is the fact that the precessional fre-
quency of the rotating transverse nuclear magnetization
is a function of the magnetic field strength at that loca-
tion. If a brief period of different rotational frequencies
is utilized, the phase position of the adjacent transverse
nuclear magnetizations will be altered. This is called
phase encoding. Such phase encoding is usually applied
directly after excitation in a direction perpendicular to
the direction of slice selection. At the same point in
time the expected dephasing during frequency encod-
ing is prospectively dephased in the opposite direction
to get a rephasing point during data acquisition. When
switching on the frequency-encoding gradient, an echo
is formed, and the data are acquired in the presence
of a magnetic field gradient that is perpendicular to
the direction of slice selection and perpendicular to the
direction of phase encoding. The acquired signal is digi-
tized according to matrix size and frequency bandwidth
and is stored in a raw data matrix. As each data point
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RF

GS

GP

GA

MR signal

k-space

FFT

Fig. 23.6 Sequence diagram. A RF excitation pulse is applied as soon as the slice selection gradient (GS) reaches the
nominal value. Following the excitation pulse, the generated but (due to the differences in resonance frequencies in the
direction of slice selection during excitation) dephased transverse nuclear magnetization is rephased. During the same
time period the phase-encoding gradient can be applied (GP) and the rephasing in the direction of frequency encoding can
be prepared (GA) – as the transverse nuclear magnetization will dephase due to the differences in resonance frequencies as
a consequence of the frequency-encoding magnetic field gradient during the readout period. Finally, the data are acquired
in the presence of a frequency-encoding magnetic field gradient (GA). The data are saved into a raw data matrix, also
called k-space. A two-dimensional fast Fourier transformation (FFT) applied to those data will lead to the final image

within the raw data matrix has an index called k, the
raw data matrix is also called k-space. Depending on
the matrix size in the direction of phase encoding, mul-
tiple repetitions with different phase-encoding gradients
are required to obtain enough information to reconstruct
an image.

23.3.2 The Spin-Echo Sequence

The spin echo was found accidentally during an ex-
periment to measure a tissue-specific T1 relaxation
time [23.29]. Combined with the spatial encoding
scheme of an imaging sequence it is also termed the
spin-echo sequence. Initially introduced for imaging in
1983, it is still used today for T1w imaging. Besides
the already discussed tissue-specific parameters PD, T1,
and T2, there is another imaging-relevant parameter,
the magnetic susceptibility χ, which indicates whether
the external magnetic field is increased (paramagnetic
or ferromagnetic behavior) or decreased (diamagnetic
behavior).

With this, the protons within a given tissue experi-
ence an effective magnetic field according to

B0(eff) = (1+χ)B0 .

The Larmor frequency scales with this effective mag-
netic field. Biological tissue is diamagnetic in general,
although differences on a scale of 10−6 [23.30] are
considered small. For slice selection, these small differ-
ences are usually negligible. For spatial encoding, the

variations of the magnetic susceptibility within the spa-
tial dimensions of a voxel will cause different resonance
frequencies, resulting in faster fading of the MR signal.
This faster fading is characterized by the time constant
T ∗

2 , given by

1

T ∗
2

= 1

T2
+γΔB ,

with γ being the gyromagnetic ratio of 2.675 × 108

T−1 s−1 for the proton, and ΔB representing the
magnetic field gradient caused by the difference in
magnetic susceptibility. The resulting spatial distribu-
tion of different resonance frequencies is spatially fixed
and constant in time. This allows the dephasing to be
reversed using a so-called RF refocusing pulse. A spin-
echo sequence has a 90◦ RF excitation pulse and also
a 180◦ RF refocusing pulse. With this 180◦ RF refo-
cusing pulse, the faster component of the transverse
nuclear magnetization will be placed behind the slower
component, and in the process of catching up, a spin
echo is formed, which is acquired in the presence of
a frequency-encoding magnetic field gradient.

Several repetitions with different phase-encoding
steps are necessary to obtain enough information to
reconstruct an image. The time between repetitions is
called the repetition time (TR). The time between ex-
citation and data acquisition is called the echo time
(TE) (Fig. 23.7). A long repetition time (3–9 s) will sup-
press any influence of different T1 relaxation times. If
additionally a short echo time is selected (≤ 20 ms), dif-
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Fig. 23.7 Sequence diagram for
a spin-echo sequence, illustrating the
repetition time (TR) and echo time
(TE)

ferences in T2 relaxation times will be suppressed as
well. Such a protocol is called proton density weighting
(PDw), as primarily the number of protons per voxel
will be responsible for the amplitude of the MR signal.
Selecting the same repetition time but using a longer
echo time will lead to a T2-weighted (T2w) protocol.
With short echo times and relatively short repetition
times (300–800 ms), T1-weighted (T1w) images will be
acquired. The above parameters are suggested in view

Table 23.1 MR relaxation times for different tissues

Region T1 relaxation time (ms) T2 relaxation time (ms)
1.5 T 1.0 T 0.2 T

Brain Gray matter (GM) 921 813 495 101

White matter (WM) 787 683 390 92

Cerebrospinal fluid (CSF) 3000 2500 1200 1500

Edema 1090 975 627 113

Meningioma 979 871 549 103

Glioma 957 931 832 111

Astrocytoma 1109 1055 864 141

Liver Normal tissue 493 423 229 43

Tumor tissue 905 857 692 84

Spleen Normal tissue 782 683 400 62

Pancreas Normal tissue 513 455 283

Tumor tissue 1448 1235 658

Kidney Normal tissue 652 589 395 58

Tumor tissue 907 864 713 83

Muscle Normal tissue 868 732 372 47

Tumor tissue 1083 946 554 87

of the relaxation times within biological tissues (Ta-
ble 23.1). The matrix size in the direction of phase
encoding usually dictates the number of necessary rep-
etitions and with this the overall measurement time.
For a T1-weighted protocol, a measurement time shorter
than 5 min should be possible. As mentioned above, the
excitation is a result of introducing energy into the spin
system. The T1 relaxation time is a function of how fast
the spin system can release this energy to the environ-
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ment, the surrounding tissue. Aqueous solutions such as
cerebrospinal fluid show long T1 relaxation time and ap-
pear hypointense (dark) on T1-weighted images. Mass
lesions such as tumors often not only show displace-
ment of normal anatomy but usually involve edema,
documented by hypointense (dark) appearance on T1-
weighted images. With a few exceptions, tissues with
long T1 relaxation times usually also demonstrate long
T2 relaxation times, as a consequence of intramolecular
dipole–dipole interactions within the rapidly tumbling
water molecules. For this reason, pathologic tissue usu-
ally shows up as hyperintense (bright) on T2-weighted
images. The signal amplitude that later defines the
brightness of the according pixel is given by

S ∼ dMx,y

dt
∼ M0

(
1− e−TR/T1

)
e−TE/T2 ,

where M0 represents the maximum possible longitu-
dinal nuclear magnetization Mz that can be achieved
within the given voxel. Mz is converted to transverse
nuclear magnetization Mxy using a 90◦ RF excitation
pulse. Mxy rotates with the Larmor frequency, inducing
a signal in an adjacent receiver coil.

Diagnostic confidence has been increased with the
introduction of T1-shortening paramagnetic contrast
agents [23.31–33]. Inflammatory lesions taking up con-
trast agents usually show up as very hyperintense
(bright) on T1-weighted images.

23.3.3 The Multi-Echo Spin-Echo Sequence

Images with different echo times are needed to calculate
the average T2 relaxation time within a voxel. Those im-
ages can be acquired with a single sequence containing

RF

GS

GP

GA

90° 180° 180° 180° 180°

Fig. 23.8 Sequence diagram
for a multi-echo spin-echo
sequence [turbo spin echo
(TSE), fast spin echo (FSE)]

multiple RF refocusing pulses. On viewing such im-
ages, it becomes obvious that image contrast is only
slightly changing, especially for images acquired with
late echoes. This observation led to the idea of acquiring
another k-space line rather than producing another im-
age. This concept will potentially significantly reduce
the measurement time (Fig. 23.8).

Such a sequence has been introduced with the
acronym rapid acquisition with relaxation enhance-
ment (RARE) [23.34]. The image quality at the time of
first introduction was rather moderate, and the method
lacked attention. Seven years later, Melki and Mulkern
were searching for a fast T2-localizer and rediscov-
ered the multi-echo spin-echo approach [23.35]. Likely
based on progress in technology, implementation of the
localizer revealed images with impressive quality. The
surviving acronyms for the sequences that evolved out
of this approach are fast spin echo (FSE), and turbo spin
echo (TSE).

The advantage of this method is a significant re-
duction in measurement time, where the reduction is
proportional to the number of echoes utilized, the so-
called echo train length (ETL). A disadvantage should
be expected due to the fact that each Fourier line has
a different weighting. Theoretically this could lead to
imaging artifacts and image misinterpretation [23.36].
In practice, the potential shortening of measurement
time is not fully exploited but rather used to improve
the contrast by selecting longer repetition times and in-
creasing the spatial resolution. Both measures would
prolong the measurement time, where the prolongation
is now compensated by using the multi-echo approach.
This leads to a significant improvement for PD- and
T2-weighted imaging and overcompensates the above-
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mentioned potential disadvantages of the multi-echo
approach. Today PD- and T2-weighted imaging are
solely done using FSE and TSE sequences.

23.3.4 The Gradient Echo Sequence

Omitting the 180◦ RF refocusing pulse leads to the
generation of an echo by using bipolar gradient switch-
ing in conjunction with frequency encoding (Fig. 23.6).
This suggested the acronym gradient-echo sequence
(GRE). Different vendors use different acronyms for
this generic approach, such as fast low-angle shot
(FLASH) [23.37], fast field echo (FFE)-T1 or spoiled
gradient recalled acquired steady state (SPGR). With-
out the use of a 180◦ RF refocusing pulse, the signal
decay no longer follows solely the intramolecular spin–
spin interaction characterized by the T2 relaxation time,
but is now also a function of local magnetic field in-
homogeneities. The latter are partly introduced by the
patient themselves due to differences in magnetic sus-
ceptibility of neighboring tissue. The faster signal decay
as a consequence of all these dephasing mechanisms is
characterized by the relaxation time T∗

2 . It is customary
in gradient-echo imaging to optimize the signal ampli-

Fig. 23.9 Representation of a singe
timeframe of an image of a beating
heart. Measurement time was 9.28 s
with temporal resolution of 43 ms
(four-chamber view, myocardial in-
farction; courtesy of the PLA 306
Hospital, Beijing, PR China)

tude by using a low-angle excitation instead of a 90◦
excitation pulse. The signal response in relation to the
excitation angle α in any given tissue follows

S ∼ Mx,y = M0

(
1− e−TR/T1

)
1− cos αe−TR/T1

e−TE/T∗
2 sin α .

GREs are used whenever short repetition times are de-
sired. GREs are used for fast imaging and/or wherever
T ∗

2 sensitivity is desired. As an example, GREs are ap-
plied for imaging of the beating heart (Fig. 23.9). Phase
encoding is not limited to spatial encoding of the sec-
ond dimension within an imaging plane, but can also
be used to further partition a slice, in this case called
a volume. This approach is called 3-D imaging. The
only disadvantage is that, for every phase-encoding step
in the direction of slice selection, all phase-encoding
steps within the imaging plane have to be repeated.
To stay within clinically practical measurement times
(≤ 12 min), only gradient-echo approaches with short
repetition times were suitable in the past. Gradient-echo
sequences are the framework for all MR angiography
methods (Fig. 23.10).

The T∗
2 sensitivity is very helpful in identifying

hemorrhagic lesions and is currently fully exploited
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Fig. 23.10 Axial view of the intracra-
nial vasculature generated without
use of a contrast agent. The contrast
is solely based on unsaturated blood
flowing into the imaging volume
while acquiring the data [time-of-
flight MR angiography (ToF-MRA)].
Measurement time was 5.5 min

in susceptibility-weighted imaging (SWI) [23.38]. The
change in oxygen concentration within the blood vas-
culature of active brain regions is correlated with
alteration of the magnetic susceptibility and is used in
blood oxygenation-dependent imaging (BOLD) to visu-
alize active brain regions. As this allows the function
of the brain to be documented, it is also called func-
tional MRI (fMRI) [23.39, 40]. In conjunction with
intravenous injection of paramagnetic contrast agents,
the correlated changes in magnetic susceptibility as
a marker for the passage of the contrast agent can be
used to trace and document perfusion deficits when
using T∗

2 -sensitive protocols [23.41, 42]. One further
feature of gradient-echo sequences is worth mention-
ing. This feature is important for diagnosis of benign
or malignant abdominal mass lesions. Protons of hy-
drogen atoms within lipids have a resonance frequency
that is about 3.5 ppm lower than the resonance fre-
quency of protons contained in hydrogen atoms within
freely moving water molecules. This is due to the dif-
ferences in the electronic environment (oxygen versus
carbon). This will cause slower rotation of the trans-
verse nuclear magnetization within lipids as compared
with water, a phenomenon called chemical shift. In spin-

echo imaging, the 180◦ RF refocusing pulse places
the faster component of the rotating transverse nuclear
magnetization behind the slower component, and at the
time the echo reaches its maximum, both transverse nu-
clear magnetizations are in phase again and only the
image shift in the direction of spatial encoding will
remain. In GRE imaging there is no RF refocusing
pulse, and depending on the echo time, there will be
a situation where the transverse nuclear magnetization
within lipids will be in opposed-phase with the trans-
verse nuclear magnetization within water, whereas at
a later echo they will be in-phase again. In the antiphase
case the net signal will be zero for a voxel, with fat
and water showing approximately identical transverse
nuclear magnetizations. The corresponding pixel will
show up dark due to the signal void. As fat-containing
mass lesions are usually benign, this can be used to
differentiate benign adenomas from malignant metas-
tases [23.43].

23.3.5 The Sequence Family

The subjective impression is that SE, GRE, and the
multi-echo concepts of FSE or TSE are the most im-
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portant imaging sequences for current routine clinical
imaging. In any case, all existing imaging sequences
can be characterized as belonging to either the SE or
the GRE group [23.44], with different types of hybrids.
Worth mentioning is the possibility of manipulating the
longitudinal or transverse nuclear magnetization prior
to or within an imaging sequence. A classic example
is the inversion of the longitudinal nuclear magneti-
zation prior to starting the imaging sequence. Such
inversion allows the signal of a tissue with a specific
T1 relaxation time to be nulled. Tissue is only able to
emit a signal if longitudinal nuclear magnetization is
available at the time of excitation. The RF excitation
pulse will convert the longitudinal nuclear magnetiza-
tion to transverse nuclear magnetization which rotates
with the Larmor frequency, inducing an MR signal in
a coil adjacent to the object to be imaged. Following
inversion, the inverted longitudinal nuclear magnetiza-
tion will approach the parallel alignment with the main
magnetic field within a time given by the T1 relax-
ation time of the tissue. There is a point in time at
which the longitudinal magnetization will be zero, oc-
curring at the point of transition between antiparallel
to parallel alignment. If the excitation pulse is placed
at that point in time, that tissue with a specific T1
relaxation time will not be excited. Lipids have a rel-
atively short T1 relaxation time. On selecting a short
time period between inversion and excitation pulse, e.g.,
150 ms, the signal from lipids will be suppressed. The
time between inversion and excitation pulse is called
the inversion time TI. As a 150 ms inversion time was
considered short at the time, the acronym short-tau in-
version recovery (STIR) was established [23.45]. At the
other end of the scale of relaxation times is the rela-
tive long time of freely moveable water molecules. If
a long inversion time is selected (e.g., 2.5 s), the signal
from fluid is suppressed, leading to the acronym fluid-
attenuated inversion recovery (FLAIR) [23.46]. Such
a protocol is helpful to identify benign cystic lesions
and to identify periventricular lesions that might oth-
erwise remain unnoticed in the presence of adjacent
bright signal from cerebrospinal fluid. The recovery of
longitudinal nuclear magnetization following inversion
follows

Mz = M0

(
1−2e−TI/T1 +2e−(TR−TE/2)/T1

−e−TR/T1
)

.

A further important application is the preparation of the
transverse nuclear magnetization in diffusion-weighted
imaging (DWI). In the presence of diffusion, a bipolar

magnetic field gradient amplitude will lead to a de-
phasing, resulting in a signal void [23.47]. The effect
on the signal can be characterized by the so-called b-
value

b = γ 2G2
DWδ2

(
Δ− δ

3

)
,

with GDW being the amplitude of the diffusion-
weighting magnetic field gradient, δ represents the
duration of the magnetic field gradient, and Δ indicates
the temporal distance between the two gradient lobes. In
routine clinical imaging, b-values of up to 1000 s/mm2

are customary.
The signal is as follows

S ∼ e−bD ,

with D being the apparent diffusion coefficient (ADC).
As the diffusion is a tensor, diffusion tensor imaging
(DTI) will enable the measurement of the preferred
diffusional direction [23.48] with an according graph-
ical representation [23.49]. The preferred diffusional
direction of water molecules seems to be parallel to
nerve sheets. The diffusional directivity of these water
molecules indirectly allows the display of nerve fiber
tracts.

23.3.6 MRI Spectroscopy

Different nuclei have different Larmor frequencies,
and identical nuclei have different Larmor frequencies
depending on their electronic environment. This phe-
nomenon is exploited in MR spectroscopy (MRS) to
measure the levels of different metabolites in body
tissues. The shift in Larmor frequency as a function
of the electronic environment is usually described in
parts per million (ppm) with respect to a reference
frequency (usually free water); for example, the reso-
nance frequencies of hydrogen nuclei in amino acids
such as N-acetyl-aspartate (NAA) found in neurons are
shifted by 2 ppm relative to the spectral line of free
water. Fourier transformation following data acquisi-
tion without a readout magnetic field gradient will lead
immediately to a display of spectral lines, with the
amplitudes of individual lines representing the concen-
tration of the underlying metabolites. MRI spectroscopy
enables chemical analysis of tissue without biopsy, al-
though the number of detectable chemicals is rather
limited. To achieve spatial resolution in MRI spec-
troscopy a dual echo can be applied, for example, a 90◦
RF excitation pulse and two 180◦ RF refocusing pulses
applied in the presence of magnetic field gradients that
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a) b)
Fig. 23.11 (a) Pro-
ton MRI
spectroscopy
of a healthy
prostate. (b) Pro-
ton MRI
spectroscopy of
a prostate carci-
noma (courtesy
of the Univer-
sity Hospital
Mannheim)

are perpendicular to each other. The final signal will
come out of the voxel represented by the intersection
of the three orthogonal slices. The currently achievable
voxel size is about 2–8 ml (for proton spectroscopy).

Besides proton spectroscopy, phosphorus spec-
troscopy should be mentioned. In this case, phosphorus
is utilized as the signal-emitting nucleus.

Proton spectroscopy is mainly applied to the brain,
whereas phosphorus spectroscopy is utilized to study
muscles, as phosphorus allows detection of energy

metabolism. In confirming the diagnosis of a prostate
carcinoma, proton spectroscopy demonstrates a lower-
ing of the citrate peak and an increase of the choline
peak as compared with a normal prostate. Citrate is
produced by prostate tissue. Prostate carcinomas con-
sume citrate, and the intracellular content of citrate
will be lowered. Choline is part of the cell mem-
brane and in malignant prostate lesions, in conjunction
will cell proliferation, the choline level is increased
(Fig. 23.11).

23.4 MRI – Safety-Relevant Aspects

For the time period 1995–2005, the Food and Drug Ad-
ministration (FDA) database shows 389 entries where
humans have been harmed in conjunction with MRI.
Ten percent of these accidents were related to ferro-
magnetic objects attracted by the strong magnetic field.
Seventy percentage were related to burns caused by RF
interactions. The most important safety issues can be
summarized as follows:

• Attractive forces by the strong magnetic field• Significant torques within the strong magnetic field• RF interaction with the patient’s body• RF interaction with active or passive implants• Peripheral nerve stimulation (PNS) caused by the
rapid switching of the large magnetic field gradient
amplitudes• Acoustic noise due to the Lorentz forces on conduc-
tors with electric currents flowing in the presence of
a strong magnetic field

• Cold gases in case of loss of superconductivity
(quenching)• Nephrogenic systemic fibrosis (NSF), in conjunc-
tion with Gd-containing contrast agents.

23.4.1 Attraction and Torque
Due to Strong Magnetic Fields

Attractive forces on ferromagnetic objects are a conse-
quence of a change in energy as a function of location

F = ∇U .

The potential energy is the product of the magnetic mo-
ment and the applied external magnetic field

U = 1
2 MB0 ; M = χ

μ0
V B0 .

The magnetic moment M of a ferromagnetic object is
the product of its volume V , its magnetic susceptibil-
ity χ, and the magnetic field strength at the current
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location B0. Simplified to the view of a single dimen-
sion, the attractive force on a ferromagnetic object is
proportional to the magnetic field gradient at the current
location and the magnetic field strength at that location

Fz = χV

μo
B0

∂B0

∂z
.

For a pair of scissors with weight of 0.4 lb, the hor-
izontal maximum pulling force for a 1.5 T system is
approximately 20 times higher than the gravitational
force, comparable to a weight of 8 lb. The critical aspect
is the discontinuity of the force, which is rapidly chang-
ing as a function of location. The maximum attractive
force is experienced in the vicinity of the patient bore,
whereas the attractive force at the isocenter of the mag-
net is zero. A ferromagnetic geometrically asymmetric
object will have a strong tendency to align its long axis
parallel to the direction of the magnetic field. Ferromag-
netic scissors will always fly into the magnet with their
pointed tip entering first. The torque is proportional to
the square of the magnetic field strength and is at its
maximum at the isocenter of the magnet.

23.4.2 RF Interaction
with the Patient’s Body

The power spectrum of the electromagnetic radiation
used in MRI is too weak to lead to ionization, molecu-
lar destruction, or generation of free-radical molecules.
The applied energy will only lead to warming of the
patient. The power W absorbed by the patient is pro-
portional to the square of the resonance frequency of
the system ω0 (which is proportional to the magnetic
field strength used) and proportional to the square of
the magnetic component B1 of the electromagnetic ra-
diation used. The power W absorbed by the patient is
proportional to the fifth power of the circumference b
of the patient and inversely proportional to the internal
conductivity ρ

W ≈ ω2
0 B2

1b5

ρ
.

Acceptable levels of power deposition into a patient are
documented in the international guideline on safety re-
quirements in MR (IEC 60601-2-33). The metabolic
rate of the average patient is about 90 W. This is the
energy per unit time needed to maintain body temper-
ature. IEC 60601-2-33 allows power deposition of up
to 2 W/kg without medical supervision. With a body
weight of 176 lb this means 160 W for the duration of
the MR measurement. Doubling of the power deposi-
tion (4 W/kg) is allowed under medical supervision,

and this corresponds to the metabolic rate of a marathon
runner. All vendors have to ensure that their systems
will refuse to start a measurement where the patient will
be exposed to an energy level beyond these guidelines.

Another known potential complication is examina-
tion of patients with permanent cosmetics and tattoos.
Studies have reported transient, sometimes painful skin
irritation, cutaneous swelling or heating sensations, in
about 1.5% of these cases. If the patient communicates
painful sensations, the MR measurement can and will be
aborted by the technologist running the system. There
are no reports that any of this damage is of perma-
nent nature. Swelling, reddening or blistering have so
far been temporary.

23.4.3 Interaction with Active
and Passive Implants

In general, all active and passive implants are of con-
cern [23.50]. The static magnetic field strength will
dislodge ferromagnetic implants, if the torque and at-
traction exceed the holding force. This is reported to be
the case for older pacemakers, older cochlear implants,
and older aneurysm clips. Orthopedic implants are in
general nonferromagnetic and do not present a con-
traindication to MRI study. The static magnetic field
is also potentially harmful to the function of active im-
plants such as older pacemakers. The industry involved
in design and production of implants is, of course, aware
of the importance of MR for today’s diagnostic ra-
diology, and is anxious to introduce MR-compatible
products. There are already a number of publications
dealing with the MR compatibility of some pacemaker
designs and neurostimulators. Especially for active im-
plants, the concern is not limited to the static magnetic
field. The coupling of the applied RF should not be un-
derestimated. The potential coupling of the RF with,
e.g., pacemaker leads, remains a risk, even if this is
considered a potentially low risk.

23.4.4 Interaction Based on Changes
in Magnetic Field Gradients

Peripheral Nerve Stimulation (PNS)

The law of induction indicates that a temporal change
in the magnetic field strength will induce a voltage∮

∂S

E dl = − ∂

∂t

∫∫
S

B dA .

The human body can present conductive loops, de-
spite its poor conduction. Depending on the orientation

Part
C

2
3
.4



Magnetic Resonance Imaging 23.4 MRI – Safety-Relevant Aspects 455

of the switched magnetic field gradients, the ampli-
tudes and switching times of today’s gradient systems
are capable of inducing voltages and currents within
the human body that mimic biochemical voltages usu-
ally applied to control muscle contraction. Vendors are
obliged to provide measures to prevent painful patient
experience during MR examination. Such a measure is
called a stimulation monitor.

Noise Exposure During MR Examination

A conductor carrying a current in the presence of a mag-
netic field will experience a mechanical force, known
as the Lorentz force after the Dutch physicist Hen-
drik Antoon Lorentz who described it. The current of
up to 600 A flowing through a gradient coil located
within a 1.5 T system will experience a force on a sin-
gle wire on the order of 2.827 kN equivalent to a weight
of 635 lb. That force will remain active for the dura-
tion of the magnetic field gradient being switched on
and will vanish at the time the magnetic field gradi-
ent is switched off. The duration of a slice selection
gradient is about 2.5 ms. The change from force to
no force is 200 Hz, which generates a tone between
a musical a (220 Hz) and a g (196 Hz). For a fre-
quency bandwidth of 195 Hz/voxel, the duration of
the frequency-encoding gradient will be 5.128 ms. The
switching rate of the gradient would be 97.5 Hz, which
is close to a G (98 Hz). Unfortunately the switching of
magnetic field gradients is rarely sinusoidal, and differ-
ent tasks require different switching frequencies, so the
final noise is rarely considered harmonic. It is required
that the noise level for a patient remain below 99 dB(A)
with or without ear-protective devices. No vendor is al-
lowed to introduce a scanner to the market capable of
generating more than 140 dB(A).

23.4.5 Safety Issues in Conjunction
with Loss of Superconductivity
(Quenching)

The loss of superconductivity of the current-carrying
coil of the main magnet is called a quench. Currently
commercially available and relatively easy to handle su-
perconducting wires are composed of niobium, NiTi, or
Nb3Sn and are placed in about 1800 l of liquid helium
at a temperature of −269 ◦C in order to be and remain
superconductive. Loss of superconductivity is rarely
sporadic (usually occurring during ramping up of the
main magnetic field) but may be provoked by pressing
the emergency button (the quench button). As the super-
conductive magnet becomes resistive, the energy stored

in the now decaying magnetic field will be transferred
to the liquid-helium bath, resulting in vaporization of
helium. After five seconds the pressure build-up in the
cryostat will be high enough to activate the blowout
disc, as planned in such circumstances. The evaporating
coolant is directed out of the building through a quench
pipe. Within 1 min the coil currents have reached a zero
value and the magnetic field is zero. After 2 min, the va-
porization of the helium is down to a negligible level.
The temperature of the evaporating helium is close
to −269 ◦C, and the surrounding environment will be
cooled accordingly. There remains the danger of burns
when touching covers that were affected by the evapo-
rating helium. In case of a blockage of the quench pipes,
the helium gas will be forced into the scanner room and
there will be the danger of displacement of oxygen. In
that case, the scanner room is to be evacuated. Measures
are to be planned and exercised to prepare for such an
emergency. There are no known cases where humans
have been harmed in case of a quench.

23.4.6 Gadolinium-Containing
Contrast Agents and NSF

In contrast to iodine-containing contrast media,
gadolinium-containing MR contrast agents were long
considered non-nephrotoxic with very low risk of
adverse reactions or other complications. The enthu-
siasm even triggered suggestions to use gadolinium-
containing contrast agents in conjunction with x-ray
imaging [23.51, 52]. In 2006, a group of sci-
entists at AKH in Vienna published a study of
nine end-stage renal disease patients who under-
went MR angiography using a gadolinium chelate
(gadolinium-diethylenetriaminepentaacetic acid bis-
methylamide (Gd-DTPA-BMA)) over a period of
approximately 2 years, of whom five patients devel-
oped nephrogenic fibrosing dermopathy (NFD), also
called nephrogenic systemic fibrosis (NSF) [23.53, 54].
Nephrogenic systemic fibrosis involves fibrosis of skin,
joints, eyes, and internal organs. The disease was first
published in 2000 and has a mortality rate of 5%. Since
2006 it has been suspected and later confirmed that the
disease is associated with exposure to gadolinium. Cur-
rently there are approximately 500 reported cases that
can be linked to administration of Gd-containing con-
trast agents. Considering the approximate number of
21.5 million MR studies with MR contrast agents per
year, the number of cases seems to be rather low. Nev-
ertheless, the reported risk of Gd-containing contrast
agents has to be acknowledged.
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23.5 MRI – Pictures of the Future

For the past 20 years it has frequently been predicted
that developments within the area of magnetic reso-
nance and magnetic resonance imaging would reach
maturity, and further progress would be slow and only
incremental – similar to the development in x-ray com-
puted tomography. So far we are still waiting for those
times.

23.5.1 Magnetic Field Strength

About two-thirds of the market is currently work-
ing with magnetic field strength of 1.5 T. High-field
systems with magnetic field strength of 3.0 T have
a market share of about 20%, and the remaining de-
vices are low-field (≤ 0.5 T) MR systems. Magnets
with even higher magnetic field strength (7 T) are
still limited to academic institutions, but there are
already 37 installations known. It should also be men-
tioned that there are at least two 9.4 T installations
and two 11.7 T systems, and of course this refers
to magnets with a bore diameter suitable to study
humans.

Fig. 23.12 Image of a T2-weighted
axial cut of the brain of a patient
with multiple sclerosis, performed
on a 7.0 T system (courtesy of the
University Hospitals of New York)

23.5.2 RF Technology

The signal gain when working with higher magnetic
field strength (Fig. 23.12) is supplemental and supports
measures to reduce measurement times in conjunc-
tion with the utilization of spatial information from
distributed coil matrices. Otherwise, measurement of
spatial information would involve time-consuming ad-
ditional phase-encoding steps. The ability to use coil
matrices for parallel imaging is a function of the num-
ber of coils and coil profiles. Modern commercial MR
systems are currently prepared to serve coils of up to
128 independent receiver channels, and the first proto-
type coils are available. Direct digitization within the
transmitter chain as well as the receiver chain has just
been introduced into commercial systems and will en-
able future application developments.

23.5.3 Application Development

For development of new MR applications the following
fields deserve special attention:
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• Motion correction, registration, and mapping of
anatomic structures• Mapping and visualization of different (additional)
information (parametric imaging)• Perfusion measurements without contrast agents
(arterial spin labeling (ASL))• MR angiography without contrast agents (native)• Time-resolved contrast-enhanced MR angiography
(time-resolved imaging with interleaved stochastic
trajectories (TWIST) and time-resolved imaging of
contrast kinetics (TRICKS))• MR data acquisition in the presence of a continu-
ously moving patient table (TimCT – total imaging
matrix with continuous table movement, MDS –
move during scan).

In general it can be stated that the current standardiza-
tion and automatization is streamlining the workflow,
resulting in shorter times during which patient has to
remain in the scanner, while simultaneously ensuring
reproducible results; e.g., for brain studies, slice orienta-
tions and coverage are recommended in specific guide-
lines. In modern current systems a three-dimensional
localizer is usually initiated automatically after the pa-
tient has been positioned. Current modern systems are
immediately able to adjust the next imaging protocol
with respect to angulation and requested coverage in
automatically analyzing the 3-D-localizer for anatom-
ical structures and landmarks. Similar approaches are
currently already available to automatically position re-
quired slices and volumes for studying the knee of
a patient. For imaging the heart, current modern systems
utilize the localizer to select the recommended short-
axis or long-axis views automatically. In imaging the
spine, a single mouse click can indicate to the system
which intervertebral disc space is to be evaluated, and
the system will automatically adjust the imaging plane
to have the same angulation as the disc.

The number of selected elements of a surface coil
will affect the coverage as well as the image noise. If
more coil elements are selected than needed, the im-
age noise is unnecessarily increased. If the number of
coil elements selected is too low, the coverage neces-
sary for a diagnosis may be insufficient. Current modern
systems automatically select or deselect required or un-
necessary coil elements.

23.5.4 Hybrid Systems

Following the success of positron emission tomography–
computed tomography (PET-CT), the idea of a MR-PET

system as a hybrid technology has also surfaced within
the MR community. The introduction of an MR-PET
system as a routine clinical modality is only a question
of time. MR-PET combines complementary modalities.
The superior ability of MR to display soft tissue contrast
is combined with the unique feature of PET to provide
biochemical information.

Potential scientific applications are:

• Simultaneous activation studies by PET and fMRI
(real-time information correlation)• PET combination with diffusion tensor imaging
(DTI), three dimensional chemical shift imaging
(3-D-CSI), and high-resolution structural MRI• Dynamics of distribution of pharmaceutical prod-
ucts within anatomical structures• Development and evaluation of cell therapy (stem-
cell migration tracking and differentiation).

Potential clinical applications are:

• Differential diagnosis of recurrent tumors versus ra-
diation necrosis• Early diagnosis of Alzheimer’s disease – improved
prognosis due to potentially earlier medication• Staging, restaging, and therapy monitoring in pedi-
atric oncology• Whole-body tumor staging and therapy monitoring• Myocardial infarction: differentiation between hi-
bernation and stunning.

There are a few challenges to be mastered in inte-
grating a PET system within a MR system, starting
with the development of a MR-compatible PET detector

RF transmit/receive coil

PET camera

Magnetic field gradient coil

Fig. 23.13 Schematic sketch of a fully integrated MR-PET
system
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(Fig. 23.13). Beneficial for this development has been
the early introduction of MR systems with a larger bore
diameter.

23.5.5 Theranostics –
Therapy Under Image Guidance

Another future possibility is the combination of an
imaging modality such as MR with a therapy system
such as radiation therapy. Patient position and immo-
bilization in radiation therapy has been and still is
a challenge. As of today there are no established so-
lutions to treat cancer close to organs that permanently
move due to breathing. The inherent and inevitable in-
ternal organ motion causes the tumor to be in different
positions when treatment occurs, and it is impossible
to determine where the dose is actually going. In the
near future, continuous imaging – with MRI – will al-
low guidance of the focus of radiation therapy to ensure
effective treatment.

As is obvious from the above, physicists and engi-
neers as well as physicians and technologists will face
an extremely exciting and interesting future in view of
all these potential new and novel developments.

Further Reading• P. Reimer, P.M. Parizel, F. Stichnoth: Clinical MR
Imaging: A Practical Approach, (Springer, Berlin
Heidelberg 2010)• M.F. Reiser, W. Semmler, H. Hricak: Magnetic Res-
onance Tomography, (Springer, Berlin Heidelberg,
2008)• A. Oppelt (Ed.): Imaging Systems for Med-
ical Diagnostics, (Publicis Corporate, Erlangen
2005)• V.M. Runge, W.R. Nitz, S.H. Schmeets: The Physics
of Clinical MR Taught Through Images, (Thieme,
New York Stuttgart 2009)• C. Westbrook, C. Roth, J. Talbot: MRI in Practice,
(Blackwell, Oxford 2005)
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Magnetic Par24. Magnetic Particle Imaging

Jörn Borgert, Bernhard Gleich, Thorsten M. Buzug

Magnetic particle imaging (MPI) is a quantita-

tive imaging method that uses the nonlinear

re-magnetization behavior of ferromagnetic

nanoparticles to determine their local concentra-

tion. Superparamagnetic iron oxide (SPIO) particles

represent such suitable nanoparticles. SPIOs are

readily available as clinically approved contrast

agents for liver examinations in magnetic reso-

nance imaging (MRI), and usually administered

into the bloodstream via intravenous injection.

Starting from a brief overview of the history of

the discovery and ongoing research on MPI in

Sect. 24.2, Sect. 24.3 introduces the technical con-

cepts of MPI. Section 24.4 will explain how to

get to actual images, once data has been ac-

quired. Section 24.5 describes alternative system

designs next to traditional, symmetric geome-

tries commonly used for medical imaging devices,

and other uses of magnetic particle imaging tech-

nology, like spectroscopy. A possible combination

of MPI with magnetic resonance tomography

(MRT) for hybrid MPI/MRT systems is introduced in

Sect. 24.5.3. Finally, Sect. 24.6 discusses potential

applications for MPI and how it can provide clinical

benefits, covering cardiovascular applications in

Sect. 24.6.1, oncology applications in Sect. 24.6.2,

cell labeling/tracking in Sect. 24.6.3, and

24.1 Introduction ........................................ 461

24.2 A Brief History
of Magnetic Particle Imaging ................. 462

24.3 How Magnetic Particle Imaging Works .... 463
24.3.1 Signal Generation and Acquisition . 463
24.3.2 Spatial Coding: Selection Field ....... 464
24.3.3 Performance Upgrade I: Drive Field 467
24.3.4 Performance Upgrade II: Focus Field 467

24.4 From Data to Images – Reconstruction ... 468

24.5 Beyond General Purpose Systems –
Special Geometry .................................. 470
24.5.1 Unlimited Access – Single Sided

Magnetic Particle Imaging ............. 470
24.5.2 Zero-Dimensional Imaging –

Magnetic Particle Spectroscopy ...... 471
24.5.3 MPI/MRI Hybrid Systems ................ 471

24.6 Putting MPI to Use – Applications .......... 472
24.6.1 Cardiovascular ............................. 472
24.6.2 Oncology, Sentinel Lymph Node

Imaging and Hyperthermia ........... 473
24.6.3 Cell Labeling and Tracking ............. 473
24.6.4Gastrointestinal and Lung Imaging. 474

References .................................................. 474

concluding with applications that require new,

modified tracer materials in Sect. 24.6.4.

In comparison to established methods for medi-
cal imaging, MPI is relatively new. It was in-
vented in 2001 by Gleich and Weizenecker, who

first reported on the new method in 2005 [24.1].
The method provides a unique combination of fea-
tures.

24.1 Introduction

MPI measurement is inherently quantitative; its signal,
therefore, is a direct measure of how much material is

present at a certain location. The correlation of the im-
age signal with material concentration is known from
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methods in nuclear medicine, like PET and SPECT.
This similarity is the reason why contrast agents are
called tracer materials in the MPI context.

Furthermore, MPI promises to deliver high spatial
and temporal resolution. In contrast to MRI, its sam-
pling scheme exhibits a tenfold higher voxel rate. This
advantage can be exploited to deliver true real-time
imaging.

MPI realizes direct imaging of the particles by
measuring their magnetic properties. In this way, the
sensitivity of MPI in detecting iron oxide can exceed
that of MRI by several orders of magnitude, since only

indirect particle imaging is realized in MRI, i. e. par-
ticles are detected by measuring their influence on the
relaxation behavior of protons.

Since MPI uses various static and oscillating mag-
netic fields to perform its measurement, it is completely
free of ionizing radiation, as used for computed tomog-
raphy (CT) and x-ray based methods, and of sources of
radioactivity, as used for positron emission tomography
(PET) and single photon emission computed tomogra-
phy (SPECT). As far as is known today, no adverse or
long-term effects on patients are expected from mag-
netic fields like those applied for MRI or MPI.

24.2 A Brief History of Magnetic Particle Imaging

Magnetic particle imaging in its original form was in-
vented in 2001. After a first publication as a patent
in [24.2], results of static 2-D measurements of
undiluted Resovist were presented in [24.1]. Af-
ter extending the imaging of phantoms filled with
magnetic material to dynamic two-dimensional im-
age acquisition in [24.3], dynamic three-dimensional
image acquisition in vivo with clinically approved
tracer concentration was demonstrated [24.4]. Also
in 2009, Goodwill et al. demonstrated an alterna-
tive approach, using so-called narrowband magnetic
particle imaging [24.5–7], which bears potential for
more sensitive imaging, while the former efforts by
Gleich and Weizenecker et al. were aiming at demon-
strating MPI’s capabilities in real-time image acquisi-
tion.

Parallel to experimental work, important theoret-
ical assessments have been published to determine
the potential of magnetic particle imaging. Start-
ing in 2007, Weizenecker et al. published a sim-
ulation study that allowed the assessment of the
image quality of a virtual MPI scanner by taking
into account different particle characteristics and con-
centrations [24.8]. In 2009, Knopp et al. extended
this assessment to different trajectories of a field
free point and their influence on the image [24.9].
To demonstrate that other system topologies can
increase the performance of the method, Weizen-
ecker et al. presented an approach using a field-free
line instead of a field-free point in [24.10]. Addi-
tionally, Knopp et al. provided the proof that the
realization of a field-free line in actually feasible
in [24.11].

Exploiting the flexibility of magnetic particle imag-
ing in terms of unconventional imaging system ge-
ometries, Sattel et al. published first results on the
deployment of a single-sided MPI scanner design
in [24.12].

Also in 2008, Biederer et al. presented the design of
a magnetic particle spectrometer [24.13], and results of
its use for the analysis and characterization of magnetic
nanoparticles [24.14]. Details on the magnetic particle
spectrometry, as well as on single-sided MPI will be
presented in more detail in Sect. 24.5.

As an example of other applications of MPI, the
group of Weaver et al. uses MPI for temperature mea-
surements. They laid out the technical grounds and
presented another approach for a magnetic particle
spectrometer [24.15–19] already in 2007. They inves-
tigated an extension of MPI to improve temperature
measurement by comparing the relative intensity of
several individual harmonics. Independently, Moreland
et al. presented a cantilever torque magnetometer based
approach to realize a selection field gradient strength of
more than 100 T/m for ultra high resolution MPI for
very small samples in [24.20].

In 2008, Bohnert et al. started reporting on the phys-
iological compatibility of MPI [24.21, 22].

In the important area of research on particle opti-
mization for MPI, first efforts have been reported by
Lüdtke-Buzug et al. [24.23, 24], Krishnan et al. [24.25],
as well as Markov et al. [24.26, 27].

First results on the use of MPI for medical appli-
cations were published by Bulte et al. in [24.28]. They
assessed the use of MPI for stem cell tracking, as de-
tailed in Sect. 24.6.3.
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24.3 How Magnetic Particle Imaging Works

In order to get MPI to work, two basic components are
needed. First, one has to find a way to get the particles
to emit some kind of characteristic signal. To end up
at a quantitative method, this signal should contain in-
formation about the amount of magnetic material. How
this is done by MPI will be explained in Sect. 24.3.1. As
a second component, one needs a way to tell where the
signal comes from in relation to the object that is exam-
ined. This usually is called spatial encoding, and will be
explained in Sect. 24.3.2. In addition to these two basic
components, Sect. 24.3.3 (drive field) and Sect. 24.3.4
(focus field) introduce means to increase the perfor-
mance of MPI with respect to acquisition speed and size
of the field-of-view (FOV), the volume-of-interest that
can be examined.

24.3.1 Signal Generation and Acquisition

One possible magnetic material suitable for MPI is
iron oxide, usually available in the form of iron ox-
ide based nanoparticles. A basic theory for describing
the magnetization curve of small mono-domain par-
ticles is the Langevin theory, which is defined under
the assumption that the particles are always in thermal
equilibrium. The relation between the external magnetic
field and the magnetization of the particle is not linear,
but exhibits nonlinear parts, as shown in Fig. 24.1. The
magnetization shows a sharp increase, as the external
field increases from zero, and quickly goes into satura-
tion. In thermal equilibrium, hysteresis effects are not
present.

In its very basic form, MPI applies a time-dependent
external magnetic field to periodically change the mag-
netization of the magnetic material using send coils.
It simultaneously detects this change in magnetization
by the induced voltage in receive coils. Assuming for
a moment that the relation between the external field
and the magnetization of the particle would be linear,
the induced voltage would indeed resemble the ampli-
tude progression of the external field. In the frequency
domain, the sent signal as well as the received signal
would show up as a single peak at the frequency used,
which is called the fundamental frequency. However, as
the relationship is nonlinear, higher frequency compo-
nents, named harmonics, are added to the spectrum of
the received signal, showing up as multiples of the fun-
damental frequency. The presence of these harmonics is
an indication of the presence of magnetic material, and
the whole set of harmonics represents the MPI signal.

The time-dependent external field that periodically
changes the magnetization of the magnetic material is
called the modulation field. Its frequency is usually in
the range of several tens to over hundreds of kilohertz,
with the first results published using a frequency of
25 kHz [24.1]. These frequencies are normally not de-
tectable to the human ear and scanner operation is thus
scarcely audible. Using higher frequencies can be bene-
ficial, as the noise in the receiver electronics is in many
cases dominated by 1/ f behavior. On the contrary,
certain physiological limitations apply for the expo-
sure of human bodies to electromagnetic waves, one
of those being energy deposition. It is proportional to
the square of the field amplitude and frequency, thus
posing limitations to the use of higher modulation field
frequencies.

To be effective, the amplitude of the modulation
field should be high enough to ensure that the change
in magnetization goes well into the nonlinear areas,
preferably nearly into saturation. The higher the am-
plitude, the more pronounced the higher harmonics in
the received spectrum, and thus the MPI signal, will
be. Technically feasible amplitudes are in the range of
several mT/μ0 up to about 20 mT/μ0.

Particle not in
saturation

Particle in
saturation

Magnetization
M(H)/μ0

External field (mT/μ0)

Particle in 
saturation

Fig. 24.1 The relation between the external magnetic field (usually
measured in A/m or mT/μ0) and the magnetization of the particle.
If the external field is small, the particles are not yet in saturation,
and the magnetization shows a sharp increase. For larger external
fields, the particle goes into saturation, and the magnetization hardly
changes with the external field
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To gain information on the exact amount of mag-
netic material, i. e. to make a quantitative measurement,
it is sufficient to read the amplitude of one selected har-
monic from the spectrum. Given a suitable calibration
measurement with a well known amount of magnetic
material, the amplitude of the selected harmonic in rela-
tion to its value during the calibration measurement will
be proportional to the amount of iron. It is, of course,
mandatory to keep all parameters, for example the field
strength of the modulation field, constant between mea-
surements.

24.3.2 Spatial Coding: Selection Field

Using a setup as outlined above, i. e. a modulation field
with sufficient amplitude that penetrates the volume-
of-interest, one can easily tell whether or not magnetic
material is present. However, it is not possible to deter-
mine where exactly the magnetic material is and how
much material is present at a certain location. What has
been missing up to now is a way to determine the spatial
distribution of the magnetic material.

This is accomplished by introducing a local inter-
action field, which is constructed in such a way that it
ensures signal confinement, i. e. the limitation of the ori-
gin of MPI signal to a very small region. Figure 24.2
depicts a magnetic field realized by a set of coils or
permanent magnets in Maxwell configuration. In the

S

N

Magnet

Coil

S

N
Magnet

Coil

FFP

Fig. 24.2 The magnetic field generated by a Maxwell con-
figuration of opposing magnets or coils. Mathematically,
the field is zero in exactly one point, the FFP (FFP).
It should be noted that for the use of coils to realize
the field configuration, the current has to run in opposite
directions

context of MPI, this field is named selection field. When
realized with coils, the currents in the coils simply
have to run in opposite directions. When using perma-
nent magnets, equal poles have to face each other. In
contrast to the modulation field, which exhibits approx-
imately the same field vector everywhere, the selection
field exhibits field vectors that depend on the posi-
tion. More so, the field contains one special location,
named field free point (FFP), which is simply character-
ized by the field magnitude or field vector being zero.
While veering away from this FFP, the field strength
quickly rises to nonzero values. By choosing either high
enough currents or powerful enough permanent mag-
nets, the selection field can be constructed such that
the particles’ magnetization quickly approaches satura-
tion as the distance to the FFP increases. In this case,
the modulation field acting on the particles does not
result in a sufficient change in magnetization, as de-
picted in Fig. 24.3. Consequently, almost no MPI signal
will be measurable, and the respective spectrum will
only show the fundamental frequency of the modulation
field.

By moving the sample in relation to the FFP, i. e.
sampling the volume-of-interest, and measuring the
amount of higher harmonics at each sample point,
the complete volume-of-interest can be examined. In
this most simple realization of an MPI system, it
is assumed that a signal only originates from par-
ticles that are within or very near the FFP and thus
are not in saturation and can, therefore, react to the
modulation field with a measurable change in magne-
tization. All other particles are silenced, as they are in
saturation.

This relative movement can easily be realized in
3-D, allowing for the construction of a simple MPI scan-
ner device. The first publication on MPI [24.1] shows
two-dimensional images acquired this way, while recent
work of Goodwill et al. [24.5–7] shows first three-
dimensional images. The largest disadvantage of this
method is its slowness. The relative movement between
the sample and the field has to be realized mechani-
cally. Thus the entire measurement process bears a lot
of latency, either resulting in measurement times of
several minutes for samples of very limited size or in
very coarse spatial sampling of the object. As a result,
these acquisition protocols will never be sufficient to
perform in vivo measurements with satisfactory spa-
tial and temporal resolution. This is especially true for
living specimens or structures of interest that move
rather fast, like for example vessels in the cardiovascu-
lar system.
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Estimation of the Spatial Resolution of MPI

By sticking to the simple picture outlined above, an
estimation of the spatial resolution can be given by
inspection of the magnetization curve of magnetic ma-
terial as depicted in Fig. 24.3. As mentioned above,
un-magnetized material, either being in or near the FFP,
can easily react to the external field, whereas material
that is already in saturation, will not. The size of the
area that enables reaction to the external field is usu-
ally given by the full width at half maximum (FWHM)
of the derivative of the magnetization curve of the mag-
netic material. The magnetization curve is given by the
Langevin theory [24.29] to be

M = M0L

(
HVMsμ0

kBT

)

with L(α) = coth(α)− 1

α
(24.1)

with M0 being the saturation magnetization of the sam-
ple, H being the external field, V being the volume of
the particle, Ms being the saturation magnetization of
the particles’ material, μ0 being the magnetic perme-
ability of the vacuum, kB the Boltzmann constant, and
T being the absolute temperature.

The value of M at the FWHM nicely corresponds
to the value of the external field H1/2, at which the
magnetization reaches half its saturation magnetization
M1/2 = 1/2 · M0. The value of the selection field has to
become high enough to render the particle sufficiently
saturated, i. e. outside the FWHM. The main charac-
teristic of the selection field is its gradient strength,
which is given by the change of field per unit length.
This information can be used to relate the field value to
a length, which can be correlated to a resolution, since
two structures, or two samples of magnetic material,
have to be apart at least that distance to be separable
by their signal. Thus, the resolution becomes

R = 2
H1/2

G
(24.2)

assuming a constant gradient of the selection field G,
which is justified for small distances.

By inspection of (24.1), it becomes apparent that the
resolution of MPI depends on the volume V of the par-
ticles that constitute the magnetic material. The larger
the volume, the steeper the magnetization curve and
the better the resolution (Fig. 24.3). In particle anal-
ysis it is common to assume spherical particles and
characterize them by their diameter. Using the relation-
ship V = 1/6πd3, the volume V can be translated into
a diameter. Figure 24.4 shows isolines of the same res-
olution plotted over a two-dimensional parameter space

Magnetization
M(H)/μ0

External field (mT/μ0)

Small
Large
Larger

Particle with 
larger coil

Particle with 
larger core

Particle with small
iron oxide core

Fig. 24.3 Magnetization curves for particles with different core
diameter sizes. The larger the diameter of the magnetic core, the
steeper the magnetization curve

spanned by the core diameter of the particles and the
selection field gradient strength. It can be seen that
resolutions of the order of 1 mm, which are neces-
sary for many medical applications, either require very
high selection field gradients or very large particle core
diameters. Taking a selection field gradient strength of
3 T/(m ·μ0), which is feasible from the technical point
of view, therefore, requires particles with a core diam-
eter of 30 nm or more.

Estimation of the Detection Limit of MPI

In order to determine the detection limit of MPI, the
signal that is being generated by a definite test sam-
ple of magnetic material must be compared to a noise
signal. The lowest possible noise level is called patient
noise, as it is assumed that the instrumentation itself no
longer contributes to the total noise and all that is left is
produced by the patient or the phantom alone (assum-
ing a conductive object). Furthermore, from magnetic
resonance imaging, it is known that a magnetization
can be measured with equal sensitivity regardless of
the frequency of the magnetization change [24.30].
When a magnetization oscillates faster, the induced
voltage in a recording coil increases, so that the sig-
nal strength rises with the frequency. On the other hand,
the thermal current fluctuations due to the conductiv-
ity of the patient are frequency-independent. For higher
frequencies, these frequency-independent currents gen-
erate a higher noise voltage in the recording coil, as
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Fig. 24.4 Isolines of the same spatial
resolution plotted over the selection
field gradient strength in T/(m ·μ0)
and core diameter of the magnetic
nanoparticles in nm. The numbers in
the small boxes give the resolution in
mm for the denoted isoline

faster fluctuations induce more voltage. In total, the sig-
nal to noise ratio stays (almost) constant, independent
of the chosen frequency of oscillation.

To determine the signal and the noise, a square-
shaped single loop coil of 10 cm edge length is being
used. Placing such a coil on the chest of an adult hu-
man yields an increase of the resistance of the coil of
approximately 100 mΩ at 20 MHz, equating to a noise
voltage of 40 pV/

√
Hz root mean square, calculated

from [24.31]

Un = √
4kBTRΔf . (24.3)

To determine the signal strength, it is assumed that in
a finite volume V , a given total magnetization oscillates
with a given frequency, leading to

Uind(t) = sωMV cos(ωt) (24.4)

with ω being the angular frequency, M being the mag-
netization, V being the volume of the object, and
s = 10−6 T/A being the sensitivity of the test coil. The
product of the magnetization M and the volume V is
a dipole moment, the value of which is 92 fA m2, as-
suming that the test sample consists of 1 pg of iron oxide

available in a finite volume. Using (24.4), this results
in a signal strength of 12 pV peak and about 8 pV root
mean square.

To ensure the detectability of the signal, the arbi-
trary choice is made that the signal must be five times
higher than the noise, which would be 200 pV. This
corresponds to 25 pg of iron in a given, finite volume.
This derivation assumes a frequency bandwidth of 1 Hz,
which corresponds to a measurement time of 1 s. Pro-
longing the measurement to, for example, 625 s – a little
more than 10 min – leads to a frequency bandwidth of
1/625 and, following (24.3), to a decrease in the noise
by a factor of 25. This, in turn, would also lower the de-
mand on the signal by a factor of 25 and thus lower the
detection limit to 1 pg iron oxide.

To convert these amounts of material into concentra-
tions, usually expressed by the number of iron atoms per
liter of solvent/dispersion, the magnetic material con-
tained in one voxel must be considered. As the molar
mass of iron oxide (Fe3O4) is 231.5 g/mol, 1 g of iron
oxide contains about 4.32 mmol iron oxide and thus
about 13 mmol iron, and therefore, 1 pg of iron oxide
contains about 13 fmol iron. Assuming that this num-
ber of iron atoms is contained in a voxel of 1 mm3, the
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concentration in this voxel is about 13 fmol(Fe)/mm3,
corresponding to a detectable concentration of about
13 nmol(Fe)/l.

Starting from 25 pg instead of 1 pg, implying a mea-
surement time of 1 s instead of about 10 min, yields
a detection limit of 324 nmol(Fe)/l for a voxel size
of 1 mm3. Resovist has an undiluted concentration
of 500 mmol(Fe)/l. Applied according to prescription,
1.4 ml of undiluted Resovist are administered for one
examination during an MRI scan. Assuming an adult
human’s blood volume to be 6 l, this results in a steady
state concentration of 116 μmol(Fe)/l, about 360 times
the detection limit for a voxel size of 1 mm3 and a mea-
surement time of 1 s.

All these estimations imply that MPI is being used
as a single voxel method, i. e. the concentration of the
magnetic material is measured one voxel at a time. Us-
ing more effective coding schemes, as exemplified in
the next section, can also increase the detection limit.

24.3.3 Performance Upgrade I: Drive Field

The basic MPI setup described in Sect. 24.3.2 relies
on the mechanical movement of the sample in rela-
tion to the FFP, while the MPI signal is generated by
a modulation field. This results in a very slow image ac-
quisition. In order to speed up the whole process, one
can switch to electromagnetic fields in order to move
the FFP instead of the sample. This was introduced first
for two-dimensional imaging in [24.3] and finally for
three-dimensional imaging in [24.4].

Taking into account the special shape of the selec-
tion field as depicted in Fig. 24.2, it becomes evident
that the direction of the magnetization of a sample of
magnetic material will change, once the FFP passes the
sample. However, such a change also occurs when the
FPP passes the material at some distance, and so the
change of magnetization depends on the relative posi-
tion and movement of the object with respect to the
FFP. As this change in magnetization is picked up by
a recording coil in the very same manner as a magneti-
zation change induced by the modulation field, i. e. by
the change in magnetization leading to the induction of
a voltage in the recording coils, the explicit use of the
modulation field can be omitted. This new, FFP-moving
field is called a drive field and it replaces the modulation
field. As a matter of fact, a modulation field of sufficient
field strength already moves the FFP considerably and
thus can be considered to act as a drive field. Already in
the first publication about MPI, the use of a drive field
was proposed as a means to improve the performance of

the imaging method. Later realizations of MPI, for ex-
ample single-sided MPI as presented in [24.32], directly
use a drive field for moving the FFP and changing the
magnetization of the magnetic material, never even con-
sidering the slow and intricate mechanical movement of
the sample.

By comparing the gradient field strength of the se-
lection field at the FFP and the field strength limits of
the drive fields as reported in [24.1], one can conclude
that the spatial range that is being covered by this elec-
tromagnetic FFP movement cannot exceed more than
some tens of millimeters

2
20 mT/μ0

3 T/(m ·μ0)
= 13.3 mm

and 2
20 mT/μ0

1.5 T/(m ·μ0)
= 26.7 mm . (24.5)

This kind of limitation for the volume-of-interest is
clearly not acceptable for medical applications in gen-
eral diagnostics, where it is expected to have systems
cover a complete crosssection of a human body, like for
example, magnetic resonance imaging (MRI) or com-
puted tomography (CT). Due to the very nature of the
Maxwell equations it is not possible to realize a gradi-
ent field with an FFP that has the same field gradient in
all three spatial directions. In accordance with Fig. 24.2,
a gradient field imposed by a Maxwell configuration of
coils or by permanent magnets will have a high gradi-
ent in the lateral direction, e.g. 3 T/(m ·μ0), to go with
the example given above, and henceforward a gradient
of 1.5 T/(m ·μ0) in the axial directions. As a result, the
volume-of-interest in the high gradient direction is only
half of that in the other two directions, leading to non-
cubic voxels and MPI being intrinsically nonisotropic.
In other words, based on the Maxwell configuration,
the spatial resolution, which depends on the gradient
strength of the selection field, is twice as high in the
high gradient direction compared to the two low gradi-
ent directions.

24.3.4 Performance Upgrade II: Focus Field

In order to overcome the limitation to small volumes-
of-interest, one could simply increase the field strength
of the drive field. While this is technically challenging
to begin with, applying fields of several hundred mT at
frequencies of 25 kHz or even more might lead to en-
ergy deposition values (specific absorption rate – SAR)
exceeding regulatory limits, and to peripheral nerve
stimulation (PNS). For the time being it is sufficient to
realize that an increase in amplitude has to be compen-
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sated by a decrease in frequency. So, in addition to the
drive field, which is limited to about 20 mT/μ0, another
set of orthogonal, homogeneous fields, called focus
fields, is added. For a focus field strength in the area
of 300 mT/μ0, the coverage of the field of view would
be 20 cm for the high gradient direction of a selection
field of 3 T/(m ·μ0) and 40 cm for the low gradient di-
rection. The frequency of the focus field, however, is
low compared to the drive field, i. e. in the area of a few
hertz, such that the field will not be used to move the
FFP over the whole field of view for imaging, which
thus would result in a rather poor performance. In fact,
the movement of the FFP will be produced by a com-
bination of the focus and the drive field. This can be
done in multistation mode, where the focus field is used
to move the whole volume that is covered by the drive
field, named cuboid, to a certain position within the
field-of-view and keep it there, while the drive field does
its job. This results is covering the volume-of-interest

by cuboids, which constitute small 3-D images in their
own right, which are then combined into a complete
3-D data set. Another option is to combine a simulta-
neous variation of both, the focus and the drive field, to
produce a continuous movement of the FFP, called con-
tinuous mode. In contrast to the multistation mode, the
resulting image is rather one complete image that cov-
ers the volume-of-interest than a combination of small
cuboids.

In addition to just covering the complete volume-
of-interest, the focus field can also be used to realize
a different, but very effective imaging mode. If, for
example, the area of interest consists of only a sub-
volume of the complete field-of-view, and, moreover,
this subvolume is not rectangular, but rather a part of
an irregular 3-D shape, then the focus field can be used
to image only those cuboids containing the respective
subvolume. As a result, much less space needs to be
scanned, leading to an effective image acquisition.

24.4 From Data to Images – Reconstruction

The role of reconstruction is to turn abstract data that are
acquired during a scan into something meaningful to the
user. Most often, the result is an ordered set of gray val-
ues, triplets or even multiplets, that describe color and
other features of the object or phantom. These values
are mapped to a rectangular grid and constitute a vol-
ume in the case of a 3-D scan or an image in the case of
a 2-D scan.

When MPI is performed in its simplest form as de-
scribed in Sect. 24.3, reconstruction is a simple task.
The location of each single voxel is recorded together
with information about the concentration, which can
easily be transferred into a volume or image, depending
whether the trajectory of the FFP is two-dimensional or
three-dimensional in space.

If MPI is realized with performance and effective-
ness in mind, i. e. by deploying a drive field to move the
FFP over the object or phantom, then a dedicated re-
construction algorithm becomes a necessity. The main
reason is that while moving the FFP over a distribution
of magnetic material, the receiving coils do not only re-
ceive signal from the material that is directly located at
the FFP, but also from material that is located within
a certain distance to the FFP.

To understand this, a close examination of the
two-dimensional case is sufficient. Recapitulating the
geometry of the selection field from Fig. 24.2, one can
easily observe that the field direction of the selection

field changes, depending on whether the observed posi-
tion is above or below a horizontal line through the FFP.
Furthermore, limiting the observation to the z-compo-
nent of the field suggests that this z-component switches
from a negative value (aligned against the axis) to
a positive value (aligned along the axis). So, changing
position from above to below is in effect the same as
having an FFP that moves from below to above. The re-
sult of the FFP passing by is that the z-component of
the magnetization aligns itself along the external field,
given that this field is strong enough, and the magne-
tization itself changes, as depicted in Fig. 24.5. This
change in magnetization is, of course, detected by the
z-recording coil and constitutes an MPI signal. It is ob-
vious that such a signal can result from every piece of
magnetic material that is located on a line perpendicular
to the path of the FFP, albeit the signal will be lower the
further away the material is from the path. Effectively,
the signal recorded while the FFP is moving originates
from all magnetic material on that line.

To incorporate this into the reconstruction, one must
rely on the fact that MPI imaging can be described by
an approximate linear imaging model. This implies that
the impact of an amount of magnetic material on the re-
sulting MPI signal is proportional to its concentration,
e.g. twice the amount leads to twice the signal. This is
justified, as long as the fields generated by the magneti-
zation change in the sample can be considered small in
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Fig. 24.5 Signal generation
by magnetic material that is
not directly on the path of
the FFP. As the FFP passes
the magnetic material, its
direction of magnetization
changes (a to b). Hence, lim-
iting the observation to the
z-component of the magneti-
zation, one can conclude that
the magnetization switches
(c to d), even for particles
that are not directly on by the
trajectory of the FFP

comparison to the external fields. In that sense, know-
ing the impact of a single deposit of magnetic material
on the signal and taking into account that this impact
is proportional to the concentration, the total signal is
a superposition of all signals from small deposits of
magnetic material located along the line, weighted with
the respective local concentration.

Taking this one step further, the knowledge about
the signal caused by small deposits of magnetic ma-
terial everywhere within the volume-of-interest, or at
least at points on a suitable grid covering the volume,
can be used to calculate the concentration values on this
grid for an unknown object. The reason is that the sig-
nal caused by the object must be the same as that of
the small deposits weighted with the local concentration
of the unknown object. This information is collected
during a calibration step using a small delta-like probe
that is positioned at suitable locations within the whole
volume-of-interest. The data that is collected during one
individual measurement n of N total measurements re-
sults in a time series of K samples over time, recorded
during the motion of the FFP along a certain trajectory.
Recording at all N positions leads to K × N values that
constitute a matrix Gkn with dimensions K × N , which
is usually named the system function or system matrix.

An object can be represented by the unknown con-
centrations Cn at all N positions, and the measurement

of that unknown object, which is a time series Uk of K
values, can be expressed as an expansion in terms of the
entries of the system function Gkn as

Umeas
k =

∑
n

Gkn ·Cn . (24.6)

If Cn can be determined in such a way that the right-
hand side of (24.3) resembles the measured values, then
the unknown distribution of concentrations Cn has been
reconstructed. Technically, this is done by minimizing
the following terms with respect to Cn in a least squares
sense:∥∥∥∥∥Umeas

k −
∑

n

Gkn ·Cn

∥∥∥∥∥
2

= min (24.7)

which is equivalent to solving the set of linear equations
A · x = b by inversion of A to x = A−1 ·b.

Depending on the number of reconstructed vox-
els, the mathematical problem described by (24.6) and
(24.7) can be over-determined, as Gkn bears more in-
formation than necessary due to the large amount of
measurements gathered during the acquisition of the
system function. Usually, Gkn is not a square matrix,
thus inversion is not straightforward. Being over-
determined, this kind of problem has more than one
solution, and it is not ensured that a numerical proce-
dure converges towards the one solution that resembles
the distribution of Cn , as Gkn contains systematical
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errors and noise. To ensure convergence towards the de-
sired solution, i. e. to stabilize the numerical problem,
Tikhonov regularization can be applied by adding an
additional term [24.33]∥∥∥∥∥Umeas

k −
∑

n

Gkn ·Cn

∥∥∥∥∥
2

±λ2

∥∥∥∥∥
∑

n

�kn ·Cn

∥∥∥∥∥
2

= min . (24.8)

The usual choice for � is the identity matrix, which
leads to a solution that is minimal in the sense of the

sum norm of Cn , and thus, in this case corresponds to
a solution with the smallest possible overall concentra-
tion. Tikhonov regularization and especially the choice
of the identity matrix for � is sometimes interpreted in
a Bayesian sense, arguing that it ensures convergence
towards the most probable solution, given that the errors
contained in Gkn and the actual measurement process
obey certain statistics. To actually perform the mini-
mization of (24.8), and thus the reconstruction, several
algorithms such as the conjugate gradient and algebraic
reconstruction techniques have been proposed and ana-
lyzed, for example in [24.4, 9].

24.5 Beyond General Purpose Systems – Special Geometry

Strictly speaking, MPI relies only on the existence and
controlled movement of an FFP or line, generated by
a suitable selection field. How the other fields, i. e. drive
and focus fields, are generated and applied, does not
depend on the selection field geometry. Due to this flexi-
bility, it is possible to build and deploy MPI systems that
differ from the traditional geometry of medical imaging
devices, which is a kind of tube, ring, or bore that sur-
rounds the patient. One such realization, a single-sided
MPI scanner, is described in Sect. 24.5.1.

For special purposes, e.g. tracer material research, it
can be efficient to realize systems that only measure the
signal from a bulk probe, without any spatial resolution.
Section 24.5.2 introduces such a system for the concept
of magnetic particle spectroscopy, using special devices
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Fig. 24.6 A concept for a single-sided MPI scanner [24.12]. The
setup generates two FFPs, one in front of the device, which will
reside within the patient, and one within the device, which cannot
be used for imaging

that do not bear any means for spatial encoding, but only
record the spectrum of a tracer, i. e. its MPI signal. Fi-
nally, Sect. 24.5.3 explains that MPI systems can also be
built in ways that allow for magnetic resonance imag-
ing, thus representing intrinsic or hybrid combinations
of MPI and MRI.

24.5.1 Unlimited Access – Single Sided
Magnetic Particle Imaging

If one of the coils that generate the selection field is
considerably smaller than the other, it fits concentrically
into the other one. As a consequence, an FFP is gener-
ated on both sides of the assembly on the coil axis, as
depicted in Fig. 24.6, and currents in the two transmit
coils run in opposite directions. If all other compo-
nents of the system can be assembled on one side of
the plane defined by the selection field coils, a single-
sided MPI scanner can be realized, which allows for
improved patient access. No interfering structure el-
ements are present on one side of the scanner, and
the volume-of-interest is defined by the region around
one of the FFPs. As the other field free point is lo-
cated within the device itself, i. e. at the other side of
the coil assembly, it must be assured that no magnetic
material resides within the respective vicinity of its lo-
cation.

Sattel et al. demonstrated first experimental re-
sults of such a single-sided MPI device using various
phantoms in [24.12]. The performance with respect to
resolution and contrast is lower than that of a symmet-
ric geometry. However, the results of this new concept
are promising, as the key benefit of this design lies in
the flexibility. There is no limitation to patient size,
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because the coil assembly can be applied similarly to
an ultrasound transducer. However, due to limitations
in penetration depth of several centimeters for prac-
tical scanner dimensions and selection field gradient
strength, only tissues and structures near the patient
surface are within reach for high resolution imaging.

24.5.2 Zero-Dimensional Imaging –
Magnetic Particle Spectroscopy

As introduced in Sect. 24.2, Biederer et al. and Weaver
et al. in [24.14, 16, 17], reported on a magnetic particle
spectrometer (MPS) that can be used to measure the
nonlinear magnetization of particles and can thus be of
use for tracer research. As an example, characteristics of
the particles such as the size of the iron core and mag-
netization behavior can be calculated from spectrometer
measurements. Results like these enable more realis-
tic simulations of the imaging performance in magnetic
particle imaging and can lead to an improvement in
the process chain of the development of new magnetic
nanoparticles [24.25].

Essentially, an MPS consists of a magnetic particle
imaging device without facilities for FFP movement
(zero-dimensional movement). In a shielded chamber,
the probe to be measured is subjected to an oscillat-
ing magnetic field. A measurement of the decay of the
harmonics in the magnetization response can be cor-
related to the nonlinearity of the magnetization curve
given by (24.1). This, to stay within the above example,
can be used to estimate the particle core size [24.23].

24.5.3 MPI/MRI Hybrid Systems

By design, MPI measures the spatial distribution of
a magnetic material. In order to interpret this infor-
mation in a medical/diagnostic context, it is required
to provide an image of the underlying anatomy for
reference. A simple solution would be the subsequent
acquisition of the anatomical information with a suit-
able other modality, e.g. CT or MRI, and a retrospective
fusion of that information with the MPI data. However,
it seems theoretically feasible to realize an intrinsic
combination of MPI with MRI, constituting a hybrid
MPI/MRI system, that would provide both the distri-
bution of the magnetic material and the anatomical
reference information.

Both MPI and MRI use strong magnetic fields
for spatial encoding and transmission and both are
equipped to receive and record weak signals. The field
geometries and frequencies are not identical, but with

moderate technical effort, components for hybrid use of
MPI and MRI can be realized. One example would be
an MPI selection field generated by electromagnets. Re-
versing the current in one of the coils turns the selection
field into a homogeneous field suitable for polarizing
protons, with a possible field strength of up to 0.5 T
for resistive coils and 1 T or more for superconducting
coils.

However, the realization of hybrid MPI/MRI sys-
tems bears a lot of challenges, e.g. sufficient homo-
geneity for MRI (B0), the lack of a transmit system for
the RF-field (B1), and a receive system for frequencies
as high as several 10 MHz. One potential solution, or
rather a work-around, would be the deployment of field
cycling or prepolarized MRI systems [24.34].

In such a system, a strong, but not necessarily highly
homogeneous field is applied for several hundred mil-
liseconds in order to polarize the protons. After this
polarizing pulse, the field is reduced to a much lower
value to apply the RF pulses. In MRI, the field homo-
geneity needs to be roughly 10 μT/μ0, which would be
10 ppm for 1 T, but a moderate 1% for 1 mT, which
seems feasible for realization by a selection field coil
pair. For such a low field, the drive field coils can
be used to apply the RF pulse. The Larmor frequency
of protons at 0.6 mT is 25 kHz, which is the drive
field frequency of current experimental MPI demon-
strators [24.1]. The drive field amplitudes possible in
an MPI scanner do exceed the necessary amplitudes
for MRI by far. To ensure that the MRI signals are
above a certain frequency, e.g. 1 MHz, the drive field
strength is ramped up to several tens of mT/μ0. Higher
frequencies result in a higher signal to noise ratio
(SNR).

Such a prepolarized MRI approach may be suf-
ficient to create an anatomical reference for many
applications of MPI. For some applications, it may
even be superior to conventional MRI. For patients
with implants, for example, prepolarized MRI would
allow near implant imaging as long as the implant is
not ferromagnetic [24.35]. The MPI/MRI combination
would be able to operate at even lower frequencies
than the 2 MHz used in [24.35]. Therefore, it would be
possible to image inside metallic stents for the assess-
ment of re-stenosis. Furthermore, field cycling allows
for contrasts that are not accessible to conventional
MRI. Conolly et al. demonstrated that the protein con-
tent of tissue can be imaged using field dependent T1
relaxation times [24.36]. Other favorable applications
exist in the area of tissue conductivity and multinuclei
imaging.
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24.6 Putting MPI to Use – Applications

As MPI is a relatively new imaging technique, the proof
of clinical benefit for virtually all medical applications
is still pending. In the following sections, some of those
applications in medical diagnostics will be exemplified.
In addition to applications in diagnostics, MPI can also
offer advantages in image-guided treatment and in the
field of hyperthermia.

24.6.1 Cardiovascular

As commercially available tracer materials like Reso-
vist are formulated for intravenous injection, MPI is
well suited for applications that can use tracer mater-
ials flowing in the blood stream for a certain amount of
time. One important application falling into this cate-
gory is the diagnosis and assessment of cardiovascular
disease (CVD). One of the most important aspects of
CVD is coronary artery disease (CAD), which is re-
sponsible for conditions that are known as myocardial
infarction, with unstable or stable angina, commonly re-
ferred to as a heart attack. All of these conditions are
caused by either a partial closure (stenosis) or a com-
plete obstruction (occlusion) of vessels that supply the
heart muscle with blood. If the blood supply is not re-
stored in time, the result is necrosis of heart muscle
tissue.

In acute cases, a direct referral to the catheter lab-
oratory (cathlab) for catheterization and angiography,
with the option of immediate treatment by angioplasty
and stenting, is still the most common course of ac-
tion. However, in subacute cases, a clear trend to replace
this invasive step with noninvasive methods can be no-
ticed, using, for example, contrast enhanced computed
tomography or CT-angiography (CTA) [24.37]. Conse-
quently, only those patients showing a treatable stenosis
or obstruction in the CT exam will be subjected to an
intervention.

In certain cases, these diagnostic steps are pre-
ceded by electrocardiography (ECG) to investigate
heart function and determine the levels of certain en-
zymes released during heart muscle cell death. These
can include creatine phosphokinease (CPK) and, more
recently, troponin [24.38]. In some countries, the diag-
nostic process is combined with a cardiac stress test
using single photon emission computed tomography
(SPECT [24.39]) and sometimes positron emission to-
mography (PET [24.40, 41]) to determine myocardial
perfusion. Areas of decreased perfusion can indicate the
presence of a stenosis or occlusion as its cause, increas-

ing the diagnostic evidence and indicating the need for
intervention.

This whole set of information, from in vitro tests
and imaging, can be used to develop a comprehensive
picture of the state of the heart of the patient. It might
be presumed that MPI is able to provide a large part of
this information, thus simplifying the use of different
modalities and the need for a complex workflow to the
use of one modality.

As shown for a preclinical setting in [24.4], tracer
materials in clinically approved concentrations can
provide functional information while flowing through
various parts of the heart and the cardiovascular sys-
tem of a mouse. In a next step, it has to be proven that
these results can be translated to the clinical case. Dur-
ing a potential examination, the tracer material would
be followed while entering the right atrium via the
vena cava. Subsequently, it would be possible to as-
sess the wall motion of the right ventricle and the
dynamics of the ejection into the pulmonary vessel sys-
tem. In a similar manner, left ventricle wall motion
and ejection dynamics would complete the collection
of functional information. Additionally, the coronary
blood supply would be imaged, while the tracer material
passes through the coronary arteries, providing informa-
tion similar to an angiography performed in the cathlab
or in CT. In contrast to the traditional two-dimensional
cathlab, the information delivered by MPI would be
three-dimensional, preventing foreshortening and over-
lapping. Additionally, MPI works without using any
harmful ionizing radiation, which would be beneficial
in those cases that require long examination times. Im-
mediately after imaging the coronary blood supply, the
myocardial vitality can be assessed by measuring my-
ocardial perfusion. Similarly to cardiac stress tests using
SPECT or PET, this information will be correlated to
potential stenosis or occlusions in the coronaries.

As a result, most of the information used today
to form a comprehensive overview of the state of the
cardiovascular system might be acquired with MPI in
a single session while following the flow of a tracer ma-
terial through the cardiovascular system. Consequently,
MPI has the potential to reduce required hospital re-
sources, to simplify workflow, and to add to the benefit
of the patient, who has to undergo fewer and shorter
examinations.

It still has to be analyzed whether MPI can also
be used to determine the atherosclerotic plaque burden.
If suitable amounts of iron oxide would accumulate in
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the plaque, it could be quantified by MPI. Widespread
research effort is being put into the understanding of
such accumulation processes already [24.42]. The coat-
ings of the tracer materials determine the physiological
properties and the pharmacokinetics of the tracer. It
may be possible that improved tracer materials with
custom-made coatings to support the accumulation pro-
cess will lead to vast improvements in the detectability
of atherosclerotic plaque by MPI.

24.6.2 Oncology, Sentinel Lymph Node
Imaging and Hyperthermia

New studies suggest the importance of measuring
microvascularization for tumor staging [24.43]. Partic-
ularly during therapy, monitoring of the blood supply
can indicate the success of the therapy by showing a de-
crease in the blood supply. After intravenous injection,
MPI might be used to image this local blood supply
with high spatial accuracy by measuring the amount of
blood per tissue. Additionally, it is investigated whether
iron oxide based tracer materials can migrate into tumor
tissue or lymph nodes after systemic injection [24.44].
Given that sufficient amounts of iron oxide can be accu-
mulated in these tissues, MPI could be used to perform
quantitative measurements.

One specific application is the quantitative mea-
surement of magnetic materials accumulated in sentinel
lymph nodes. These are lymph nodes near a tumor,
which collect the interstitial fluid of the tumor. If a tu-
mor forms metastases, it is likely that malign cells
migrate via the lymph nodes and show up first in the
sentinel lymph nodes. During surgery, usually all lymph
nodes in the vicinity of the tumor are resected. However,
if only the sentinel lymph nodes are resected and those
present themselves as negative, i. e. no trace of metas-
tases can be found, it is an option to refrain from further
lymph node resections. As a consequence, the extent of
the surgery is greatly reduced, and the trauma for the
patient would be limited, leading to increased quality
of life. Today, this procedure is most common in the
treatment of mamma carcinoma. To locate the sentinel
lymph nodes, tracer materials containing blue dye and
radioactive colloids are injected into the mamma carci-
noma and its circumference. The distribution of the fluid
is imaged by a gamma camera prior to surgery in order
to identify the sentinel lymph nodes. During surgery,
a Geiger counter and visual identification of the blue
dye are used to find the marked lymph nodes.

It might be assumed that an MPI scanner can image
the distribution of magnetic material used instead of the

radioactive colloids in the current procedure. Instead of
using a whole body scanner, however, it would be more
appealing to have smaller, more versatile devices, like
the single-sided MPI devices presented in Sect. 24.5.1.
Such small and mobile devices may also be suitable for
other applications during surgery.

The use of magnetic materials and oscillating elec-
tromagnetic fields for hyperthermia is currently under
investigation as an experimental therapy for certain
tumor types, especially those that are inaccessible to
surgery [24.45]. To perform the therapy, the magnetic
material is injected into the tumor and expected to stay
within the tumor or near the tumor during heating, thus
minimizing the damage to surrounding tissue. In hy-
perthermia, MPI can provide an additional benefit by
locally confining the heat generation. If a selection field
is present, the heat generation will be focused on the
area that is covered by the field free point. This can
be helpful in those cases where the magnetic material
has leaked out of the tumor or if important tissue is
very near the area that should be heated. In those cases,
MPI might also monitor the distribution of the mag-
netic material and the power dissipation to optimize the
treatment and outcome.

24.6.3 Cell Labeling and Tracking

To date, cell labeling is a very exciting and broad field
of research. Although many different cell types can be
labeled, only two examples, red blood cells and stem
cells, will be treated in detail.

Red Blood Cell Labeling

Blood is composed of almost 50% red blood cells
(RBCs). Similar to labeling them with radioactive tracer
materials for SPECT imaging, RBCs can also be labeled
with nanoparticles made from iron oxide. Magnani
et al. [24.26, 46] described techniques of cell load-
ing for murine and human RBCs. These cells, as with
the radioactive case, might be used as a blood pool
agent with ultra long blood retention time to highlight
vessel structures and blood filled compartments. This
might support certain interesting applications that rely
on the determination of the local blood volume, e.g.
hemangiomas [24.47] and monitoring and detection of
bleeding, for example in the intestine [24.48, 49].

Due to the high abundance of RBCs, it seems
possible to realize a sufficient tracer concentration of
1 mmol/l in the blood, enabling fast MPI applications
like those described for cardiovascular applications.
In oncology, monitoring the tumor blood volume by
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repeated measurements might lead to interesting op-
portunities for therapy monitoring during radiation- and
chemotherapy.

In cardiovascular applications, blood pool agents
might allow for therapy response monitoring with MPI,
e.g. after angioplasty as a treatment of a stenoses it
could be used to monitor the restoration of the blood
supply. In neurovascular applications, loaded RBCs
might be used for monitoring stroke patients for bleed-
ing in intensive care and during therapy. Bleeding can
be a life-threatening condition, especially during lyses
therapy. MPI could be used to detect small amounts of
labeled blood, which flows into regions that have pre-
viously been free from blood, thus indicating unwanted
bleeding.

Stem Cell Labeling

Among cell labeling applications, stem cell labeling is
the most challenging, as it is most desirable to local-
ize only a few cells, or ultimately single cells. Given
that stem cells can be loaded with up to 10 pg of iron
and taking into account a detection limit of 1 pg for
MPI, as previously stated, a single stem cell should be
detectable with MPI. First explorative studies to use
currently available, experimental MPI systems to de-
tect loaded stem cells have been published in [24.28].
To date, the successful detection of very small quanti-
ties is limited by the sensitivity of current experimental
devices. Goodwill et al. report on efforts to maximize
sensitivity [24.5–7]. Additionally, available tracer ma-
terials only perform at about 1 to 3% of the theoretical
optimum [24.1]. An improved tracer material would
also improve sensitivity and promote various applica-
tions, including the area of stem cell tracking.

24.6.4 Gastrointestinal and Lung Imaging

In contrast to the applications in the previous sec-
tions, which use tracer materials administered into the
blood stream, some applications, that would make use
of other pharmaceutical forms of magnetic material,
seem possible and interesting. In the area of gastroin-
testinal imaging, it might be an option to provide the
magnetic material as ready to swallow. This would fa-
cilitate the imaging of the colon, an area where patient
discomfort (need for bowel cleansing) hinders wide-
spread adoption of colonoscopy for cancer detection,
and diagnosis of small bowel diseases, like Crohn’s
disease or ileus and bowel obstructions. In the lat-
ter area, MPI would compete with contrast enhanced
x-ray or CT, but would allow for extended acqui-
sition times and potentially better diagnosis, due to
its lack of harmful radiation and insensitivity to mo-
tion.

Another area for the application of new pharma-
ceutical forms of magnetic material would be the
assessment of lung ventilation. Combining ventilation
and perfusion exams to provide comprehensive infor-
mation about the status of the lung might provide new
and improved diagnostic information similar to the
correlation of coronary to myocardial perfusion for car-
diovascular diagnosis, as presented in Sect. 24.6.1. It
can be estimated that the inhalation of the iron con-
tent of 1 ml of Resovist, which is equivalent to an iron
amount of 28 mg, as an aerosol would be sufficient to
perform imaging with acquisition times in the area of
a few seconds. This would be considerably faster than
today’s method of choice, SPECT imaging, which takes
several minutes to produce an image.
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MR-Guided I25. MR-Guided Interventions and Surgery

Andreas Melzer, Erwin Immel, Rachel Toomey, Fabiola Fernandez-Gutierrez

This chapter covers the use of magnetic resonance

imaging (MRI) for guidance of interventional and

operative procedures, including the basics on MRI

systems design, integration, workflow principles,

device visualization, and instrument positioning

and tracking. MRI provides soft tissue contrast su-

perior to x-ray technology and ultrasound. The

contrast can be weighted towards water or fat,

and images acquired in arbitrary, multiplanar ori-

entations and three-dimensional (3-D) volumes.

MRI’s flow and temperature sensitivity alongside

its lack of ionizing radiation and nephrotoxic iodi-

nated contrast agents renders it a suitable imaging

technique for vascular and percutaneous interven-

tions. Intraoperative MR imaging allows detection

of hidden structures of the tissue volume in the

surgical field. Although MRI has been applied since

the beginning of the 1990s during operation and

intervention, the lack of approved MRI-compatible

tools and the technical hurdles in integrating

MRI systems into clinical applications have ham-

pered its wider distribution. These problems can

be overcome through appropriate technical so-

lutions and the use of suitable nonmagnetic and

nonconductive materials.
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Image-guided interventional procedures can be divided
into percutaneous interventions performed by rigid
cannulae or probes, i. e., for core biopsy, drainage,
and local drug injection, and vascular interventions
performed by flexible guide wires and catheters in-
serted through access ports into the arterial or venous
system. Ultrasound, x-ray fluoroscopy, and computed
tomography (CT) are the main imaging modalities

for percutaneous interventions. Vascular interventional
radiology is usually performed in the catheteriza-
tion laboratory (cathlab). Apart from the occasional
use of ultrasound for initial vascular access, conven-
tional x-ray angiography and fluoroscopy systems are
applied for guiding catheters and guide wires, and
monitoring delivery of implants such as stents, fil-
ters or valves. The obtained pictures are a projection
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of all the objects in the x-ray beam path and pro-
vide only limited spatial orientation. Soft tissue and
vascular structures become indirectly visible only af-
ter administration of allergenic and nephrotoxic iodine
contrast agents or carbon dioxide gas. The increas-
ing cooperation between interventional cardiologists
and cardiac surgeons has led to the integration of
angiographic equipment into operating rooms. Intraop-
erative imaging generates novel hybrid procedures of
interventional, catheter-based methods combined with
conventional or minimally invasive techniques. As the
depiction of bony structures and bleeding is the do-
main of computer tomography (CT), it is successfully
used in trauma surgery [25.1]. MRI provides soft tis-
sue contrast superior to x-ray technology and ultrasound
(US). The contrast can be weighted towards water

or fat, and images acquired in arbitrary, multiplanar
orientations and 3-D volumes. MRI’s high flow and
temperature sensitivity alongside the lack of ionizing
radiation and nephrotoxic iodinated contrast agents ren-
ders MRI a suitable imaging technique for vascular and
percutaneous interventions and surgical techniques. Al-
though MRI has been applied since the beginning of
the 1990s during operation and intervention, the lack
of approved MRI-compatible tools and the technical
hurdles in integrating MRI systems into clinical ap-
plications have hampered its wider distribution. These
problems can be overcome through appropriate tech-
nical solutions. In the following sections a selection
of interventional MR techniques and examples of in-
struments, devices, and MR systems are described and
discussed.

25.1 MRI Basics

Magnetic resonance imaging is based on a strong static
magnetic field (0.2–7 T), alternating magnetic fields
(gradients), and a high-frequency (HF) system with
transmitting and receiving coils (antennae). The image
acquisition uses resonance effects with the magnetic
moment of hydrogen nuclei (proton spins) bound in wa-
ter, lipid, and protein molecules [25.2]. The spins can
have two energy states (parallel and antiparallel). Due
to the interaction of the magnetic moment of the nuclei
with the static magnetic field B0, the spins precess to the
B0 orientation at a certain frequency. This precession
frequency of protons is described by the Larmor equa-
tion (25.1) and is about 42 MHz in 1 T, about 64 MHz
in 1.5 T, and about 128 MHz in 3 T.

ω0 = γ · B0 , (25.1)

where ω0 is the Larmor frequency and γ is the gyro-
magnetic ratio.

The state of the parallel and antiparallel protons
in a magnetic field B0 is excited by the absorption of
electromagnetic pulse energy from the transmitting coil
(high-frequency/radio-frequency (HF/RF) system), re-
sulting in alignment of the spins at a certain angle (90◦).
This excitation can only be achieved if, before the ex-
citation, the total magnetization is in the B0 direction
and the frequency of excitation is equal to the Larmor
frequency (25.1).

The flip angle (FA) describes the deflection of the
spins caused by a RF pulse in a simplified mechanis-
tic model. Following the RF pulse, the protons return
back to the original state (relaxation) and send a signal

at the same frequency, which is detected by the receiv-
ing coil. The gradient coils change the static magnetic
field to generate spatial information due to the result-
ing differences in the resonance frequencies. Specific
sequences of RF pulses and switching of the gradients in
the millisecond range in combination with certain times
of echo (TE) and times of repetition (TR) of the pulses
yield the optimum signal strength for reception. Spin-
echo (SE) and fast gradient echo (GRE) sequences can
be distinguished. The image contrast can be weighted
towards a water (T2) or lipid (T1) signal or with the
options of suppressing either the water or the fat sig-
nal. As change of temperature changes the MR signals,
this can be monitored during interventional procedures.
There are numerous methods of MR thermometry ap-
plied, based on the temperature-sensitive processes of
MR imaging, e.g., proton resonance frequency (PRF),
the diffusion coefficient (D), T1 and T2 relaxation times,
magnetization transfer, proton density, and experimen-
tal temperature-sensitive contrast agents [25.3]. After
image processing, the MR signals are defined for each
volume element, and the signal intensity is calculated.
The MR signal is a mathematically complex quantity.
A distinction is made between amplitude (magnitude of
the signal = gray level) and the phase of the complex
signal. Temperature deviations are calculated using the
phase change for each voxel at different times. Temper-
ature changes can be represented in milliseconds, for
example, during thermal ablation by percutaneous laser
probes (LITT) [25.4] or MRI-guided focused ultrasound
(MRgFUS) [25.5].
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25.2 MRI Image Guidance for Interventions and Surgery in Comparison
with CT and Ultrasound

MRI provides reproducible cross-sectional images in
variable orientation with variable soft tissue contrast.
The high flow sensitivity, as well as the representation of
static fluids and the visualization of pathological tissue
alteration, answer a variety of diagnostic questions dur-
ing interventional or surgical procedures. Although CT
guidance is similar to the approach of intervention un-
der MR guidance, comparison with ultrasound guidance
is also considered. Ultrasound (US) and MRI provide for
multiplanar display, whereas CT only enables axial and
para-axial views. In contrast to MRI, ultrasound, how-
ever, requires direct acoustic coupling with the tissue
via liquids or gels. In addition, a needle during puncture

Table 25.1 Comparison of imaging modalities for interventional guidance: x-ray fluoroscopy (FL), ultrasound (US),
computed tomography (CT) und magnetic resonance imaging (MRI)

Characteristics FL US CT MRI

Ionizing radiation − ++ −− +
Soft tissue contrast −− ◦ + KM +++
Temporal resolution + (+) ++ (+)

Spatial resolution − ◦ (+++)1 + +++2

Instruments visualization + − ++ ◦
Usability, intraoperative ◦ ++ + −
Interactive control, tracking automated image
plane localization

− − − ++

Acquisition time + ++ ++ ++
Artefacts ++ − + −−
Real time imaging (++)

Radiation!
++ +

Radiation!
+

Reproducibility − −− + +
Flow sensitivity −− KM ++ −− KM ++
Temperature mapping −− ◦ −− ++
3-D data set −−3 +4 ++ +++
1 Depending on frequency: high resolution at high frequency at low penetration depth.
2 High field strength and longer acquisition time increase spatial resolution.
3 CT analogue 3-D reconstruction of x-ray fluoroscopy can be achieved through rotation during imaging and reconstruction.
4 3-D ultrasound requires spatially defined movements with reconstruction or 2-D arrays.

is barely shown at full length. MR visualization of in-
struments in comparison with CT and ultrasound is of
a different kind, since the signal originates from excited
protons in the tissue itself, and not from attenuation,
scattering or reflection of sound or ionizing radiation.
An important requirement during interventional proce-
dures is the need to map thermal destruction of tissue,
which is only provided by MRI but not by CT or US.
Disadvantages of MR guidance are the lack of space for
access to the patient inside the magnet, the relatively low
contrast and low spatial resolution of fast sequences, the
high sensitivity to motion and material artifacts, and the
difficult visualisation of instruments (Table 25.1).

25.3 MR Systems Design and Setup for Interventions and Surgery

The geometry and field strength of MR systems are im-
portant to determine access to the patient and relevant
for the achievable image quality. The implementa-
tion of operational processes and interventional MRI
is limited due to the strong electromagnetic fields
and physical limitations of access to the patient.

The following technical solutions are currently being
promoted.

1. MRI installed in the operating room.
2. MRI movable on a rail system connecting two oper-

ating rooms.
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a) b)

Fig. 25.1a,b Open MRI. (a) 0.5 T General Electric (GE) Signa SP MRI and (b) 0.2 T Siemens Magnetom OPEN provided
the first options for intraoperative and interventional MR imaging

a) b)

Fig. 25.2a,b State-of-the-art intraoperative MRI. (a) BrainSuite, Brainlab, Munich, Germany; (b) MR surgical Suite
General Electric and Maquet, Millwaukee

3. MRI adjacent to one or more operating rooms,
installed and accessible for surgical control, inter-
ventional or diagnostic techniques. The patient table
is moved via a floor-mounted rail system or via
wheeled cradles.

MRI systems were first applied for operations
and interventions in the mid 1990s, for example,

0.5 T vertical open-configuration MR (Fig. 25.1) [25.6].
Due to the high costs, technical problems, and
the limited diagnostic capabilities, this system has
been discontinued. Horizontal open MRI equip-
ment with field of 0.2–0.6 T was evaluated for
interventional percutaneous techniques and for de-
velopment of tools and systems for experimental
procedures.
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a) b)
Fig. 25.3 (a) nitinol
guide wire in MRI. The
MRI image shows only
a minor artifact, but the
conductivity can lead
to heating, and electric
arcing in the worse case
(b) (after [25.7])

a) b)
Fig. 25.4a,b Ceiling-
mounted MR can be
translocated between the
surgical room (a) and
cathlab (b) and can be
used for diagnostic proce-
dures while parked in the
center

For applications in neurosurgery, the development
of pivoting and linear movable operating tables success-
fully enabled transfer of the patient between operating
room (OR) and MR [25.8]. Despite their relatively low
field strength (0.2–0.6 T), open MRIs have acceptable
image quality, however they are inferior in terms of
spatial temporal resolution, signal-to-noise ratio, and
contrast compared with closed-bore high-field MRI at
1.5 and 3 T. Therefore, operations and interventional
procedures are increasingly carried out in high-field
MRI systems with patient transfer cradles (Fig. 25.2).

The resonance frequency of 64 MHz at 1.5 T and
128 MHz at 3 T can produce inductive heating effects in
electrically conductive instruments or implants [25.9].
In experimental studies with guide wires, temperatures
above 60 ◦C [25.10, 11] were measured, and the forma-
tion of an electric arc from a guide wire to the skin could
be documented in an animal study (Fig. 25.3) [25.12].

Standard closed-bore high-field MR systems pro-
vide bore diameter of 60 cm and length of 165–180 cm,
which compromises the positioning of instruments, the
conduct of the procedure on the patient within the bore,
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and administration of general anesthesia. Direct manual
access and instrument guidance is almost impossible.
To solve this problem, 1.5 T MR scanners with 70 cm
bores such as the Siemens Magnetom Espree in 2005
and GE Optima MR450w in 2009, which have 125
and 145 cm bore lengths respectively, were introduced.
At the same time, ceiling-mounted, moveable MR(I)
system/scanner was commercialized to allow intraop-
erative MR imaging without moving the patient and
use of conventional neurosurgical instrument systems,
while the MR scanner is parked in the adjacent room

(Fig. 25.4). In 2009 the combination of mobile MRI
system between a catheter laboratory and the operat-
ing room was presented. In this case, the MR scanner
is transferred from a central room into either the operat-
ing room or the cathlab. The angiography system must
be powered off and rebooted for subsequent use. For all
free-moving equipment and systems in the MR space,
a consistent MR-safe structure made from predomi-
nantly nonmagnetic materials is required. Electrically
conductive components in contact with the patient must
be avoided [25.7].

25.4 Instruments for Interventional and Intraoperative MRI

Tools and techniques for MR-guided biopsies were
published as early as 1986 [25.13]. MRI-controlled
tumor ablation was described in 1996 [25.14], and
the first clinical experience with MR-guided stent
implantation [25.15] in 2001. The further spread of in-
terventional MRI has been hindered by the lack of other
suitable CE-marked or Food and Drug Administra-
tion (FDA)-approved instruments. The most important
material for conventional interventional probes and in-
struments is surgical steel. Its ferromagnetic properties,
however, prohibit its application in a magnetic field.
Even conventional metal-based implants and instru-
ments (for example, stents, needles or guide wires)
lead to significant imaging artifacts due to their elec-
tromagnetic properties [25.16]. The following metals
and alloys are suitable for MR because of their ma-
terial properties such as biocompatibility, mechanical
properties, ease of processing, and magnetic character-
istics: tantalum, titanium and titanium alloys, nitinol
(nickel-titanium shape-memory metal), nonmagnetic
steel-like alloys with chromium/cobalt/molybdenum,
and to a limited extent precious metal alloys (gold and
platinum). Puncture needles made from the mentioned
alloys are commercially available from various manu-
facturers.

Cannulae with diameter of 0.8–3 mm are repre-
sented at 3–5 times size magnification in the MR image
(Chap. 26). From personal experience, an artifact size
of 3–5 mm is required for reliable detection of the can-
nula in the MRI image. Therefore, metals that produce

a susceptibility artifact have been preferred for can-
nulae and puncture needles with diameter up to about
1.5 mm. The strong electromagnetic fields used in MR
imaging can induce heat in electrically conductive in-
struments [25.16]. The critical length of the instruments
is determined by the wavelength of the RF pulse. A can-
nula can form a dipole antenna for the electric field of
the RF pulse transmitting coil. The induced alternating
current (AC) reaches a maximum when the length (L)
of the instrument is a multiple of half the wavelength
(L = kλ/2). According to (25.2), critical tool lengths
are calculated to be about 1.88 m in 0.2 T, about 0.23 m
in 1.5 T, and about 0.11 m in 3 T, for example.

L = λtissue

2
= c

2 f
√

ε
(25.2)

Because of these findings, preferably diamagnetic
materials such as ceramics and plastics should be used
to avoid inductive heating. MR visibility can be im-
proved using metal rings or paramagnetic coatings.
Ceramics and plastics, although MR compatible, were
previously not suitable for thin-wall tubes with small
diameters in view of the required stiffness and hardness.
Adequate sharpening combined with sufficient elastic-
ity is difficult to achieve. First experience with the use of
glass-fiber-reinforced plastics has been positive [25.17],
and corresponding puncture needles and guide wires are
commercially available. MR visibility of polymer wires
and cannula can be enhanced by dotting with paramag-
netic nanoparticles.

25.5 MR-Applicable Endoscopic Instrument Systems

Intraoperative application of MRI in endoscopic surgery
has advantages due to the reduced operative trauma.

Limitations of endoscopic surgical procedures are,
among others, the indirect visualization of the operative
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a) b)
Fig. 25.5 (a) Exper-
imental MRI-guided
laparoscopic surgery
in a human cadaver in
1.5 T MR; (b) rigid MR
compatible rod lens endo-
scopes (Olympus Winter
& Ibe, Hamburg)

field and the absence of tactile and haptic feedback. The
endoscope enables a high-quality display of tissue sur-
faces in the surgical field, but the extent of a tumor and
its vascular supply is beyond optical intraoperative visu-
alization. Intraoperative MR imaging allows detection
of hidden structures of the tissue volume in the surgical
field. Diagnosis of areas behind or under the surfaces
of the respective organs and anatomical compartments
enables assessment of tumor spread and important ad-
jacent structures such as nerves and vasculature. MR
visualization of the operative tissue volume allows rig-
orous planning of access, sparing of surrounding tissue,
and control of the surgical resection and thermal or
cryogenic tissue ablation (freezing technique). Different
optics for endoscopic procedures have been developed
based on nonmagnetic nonferrous metals, titanium, and
plastics (Fig. 25.5), and evaluated [25.18]. Metal-free
optical cable of up to 4 m in length has been designed to
enable removal of the light source from the MR room to
eliminate disturbing influences from the light generator.

The same approach has been applied for the cam-
era control unit to ensure the largest possible distance
to the magnet outside the RF cabin for interference-free
imaging. Battery-powered camera equipment showed
the least interference with MRI. For observation of the
endoscopic image, liquid-crystal display (LCD) or thin-
film technology (TFT) with radiofrequency (RF) shield-
ing, without significant disturbance of MR imaging, can
be used in proximity to a magnetic field. Brightness and
contrast are, however, reduced by the use of fine metal
mesh screen for RF shielding. Modern screens and pro-
jection systems based on light-emitting diodes (LEDs)
and organic LEDs are relatively brighter and offer
improved usability. The first animal experiments assess-
ing MR-guided endoscopic surgery were performed in
1998, and in the same year MR-guided neuroendoscopy
was carried out on human cadavers [25.19, 20]. The
open MRI working group at the Charité, Berlin, is cur-
rently developing MR-guided endoscopic surgery and
MR-compatible instruments [25.21].

25.6 Instrument Representation and Tracking in MRI

Since invasive procedures entail a significantly greater
risk than diagnostic methods, the appropriate technical
conditions for visualization of critical structures and in-
struments have to be established. To obtain optimized
images during the intervention, continuous adaptation
of the picture settings and minimization of the acquisi-
tion time are required. Modern MR systems allow such
adjustments to be made while a sequence is running.
However, currently no correlation between sectional po-
sition of the MR image and the instrument is provided

by MR manufacturers. Third-party products were es-
tablished in the late 1990s to provide correlation of
instrument position and slice orientation using optical
navigation systems. These localization techniques are
based on two principles: optical tracking of LEDs or
light-reflecting spheres, and tracking of resonant an-
tenna coils.

Optical tracking is based on the principle of mon-
itoring either infrared LEDs or light-reflecting spheres
(Fig. 25.6).
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a) b)
Fig. 25.6a,b Opto-
electronic tracking of
instruments in horizon-
tal open MRI: (a) active
LEDs and (b) light-
reflecting spheres
(Northern Digital, Wa-
terloo, Canada; Siemens,
Erlangen, Germany)

Fig. 25.7 Electromagnetic
tracking in MRI enabled
by a 3-D magnetic field
sensor made from three
orthogonal pick-up coils
for a handheld guided
tool and a microsensor
with about 1.5 mm diam-
eter for catheters (Robin
Medical, Baltimore)

The position of the patient, the MRI, and the inter-
ventional device have to be monitored and registered
into a world coordinate system. The coordinates of the
device detected by the optical navigation system are
provided to the MRI scanner so that the slice orientation
and position of the image acquisition are set accord-
ingly. Thereby, the MR follows the instrument position.
Unfortunately, approaches realized for both the 0.5 T
GE Signa open and 0.2 T Siemens horizontal open mag-
net have been discontinued.

Electromagnetic coils, another option for tracking
of devices in MR, have been established at the same
time and are commercialized by Robin Medical of Bal-
timore, MD (Fig. 25.7). These coils are detected based
on the signal acquired by the MRI.

These two techniques are only suitable for rigid
instruments such a surgical tools and cannulae and can-

not be applied for guidance of flexible guide wires and
catheters. Elastic bending of cannulae during insertion
is also not detected. The difficulty with the mentioned
tracking tools is the restriction to only one set of spa-
tially defined layers per sequence. Unexpected patient
movement or respiratory movement results in instru-
ment displacement from the given layer. In addition,
anatomy with different resilient tissues in the inser-
tion path often leads to elastic bending of the needle.
The beveled end-cut of cannulae creates a moment at
the tip of the cannulae while penetrating collagenous
fiber-containing layers, triggering further deterioration.
When the instrument can no longer be clearly iden-
tified on the monitor, the sequence must be restarted
with modified orientation. During this maneuver, last-
ing several minutes, there is no visual control of the
instrument. The instrument tip may be in a painful
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a) b)
Fig. 25.8 (a) Resonant markers prox-
imal and distal to a balloon catheter
for stent implantation. The markers
are tuned to the resonance (Larmor)
frequency of ca. 64 MHz of a 1.5 T
MRI and lead to signal enhancement
(b)

Coils

Fig. 25.9 The resonant marker requires a medium that provides an MR signal, such as water or oil. For instruments or
devices such as endoscopes positioned in air, a small container with the microcoil embedded can be used for tracking
(Siemens Magnetom OPEN 0.2 T at CWRU, Cleveland, OH, USA)

or critical position for the patient and must be with-
drawn [25.22].

Therefore, intracorporeal tip-tracking techniques
are required to adjust the MR slice position according
to the instrument’s position.

The visibility of instruments and implants made
from nonconductive polymer composites can be im-
proved using resonant circuits tuned to the Larmor
frequency of the MR system (25.3) [25.22]

ω0 = 1√
LC

, (25.3)

where L is the inductance and C is the capacitance.

The resonant circuit consists of a coil and capaci-
tor and undergoes inductive coupling (like an antenna)
with the electromagnetic energy of the RF pulses and
the energy emitted by the proton relaxation. On MR im-
ages of gradient-echo sequences (GRE) with low flip
angles (FA < 60◦), a local increase in signal intensity
in and around the resonant circuit is shown (Fig. 25.8).
Localization and imaging of catheters and implants are
improved with this feature. This improved visualization
may provide significant advantages – for example, a res-
onant circuit may allow detection of thrombosis or ste-
nosis in a stent, and resonant markers may allow tracking
of devices (Fig. 25.9) and automatic slice selection.

25.7 MR-Guided Robotics and Navigation

Although three-dimensional MR imaging provides a de-
fined spatial orientation, compared with other imaging
techniques (US and CT) it is difficult to determine the
position of an image slice relative to the position of the
instrument and locate this position within the scanner at
the patient’s skin surface. The problem of localization
of instruments by MRI can be reduced with naviga-
tion and robotics systems. These systems capture the
spatial position of the instrument and pass this data to

the computer of the MR system. Based on these data,
correlation between the layer orientation and the axis
of the instrument becomes possible. Optoelectronic or
electromagnetic tracking navigation systems are help-
ful; however, positioning of the instrument is performed
manually. There is no feedback from the position of the
MR image to the hand–arm system of the operator, or
vice versa. This shortcoming can be overcome by the
use of mechatronic systems.
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Fig. 25.10 Innomotion
(Innomedic, Herxheim
and KIT, Karlsruhe, Ger-
many) MR-compatible
robotic system (1.5 T
GE HDX, Dundee (left),
1.5 T Philips Intera at
Praxis Dr. Gert Lorenz,
Gelsenkirchen, Germany)

Robotic systems have sensors to determine the po-
sition of the movable elements to enable a controller to
drive the robotic arm to certain points in space. The sen-
sorial position data can be transmitted by means of a co-
ordinate transformation to the MR imaging system for
corresponding imaging orientation. It is also possible to
send the coordinates of the MR image position and ori-
entation to the robotic system to move the arm to the cor-
responding point in space. The robotic system bridges
the gap between positioning an instrument according to
the image data and hands-free navigation [25.23, 24].
The deviation of the instrument during introduction into
the body is not influenced, as this is determined by the
structural and mechanical properties of the pierced tis-
sue together with the material, diameter, and beveled end
of the needle tip. The robotic system can, however, in-
dicate this deviation after insertion and provide a visual
indicator to correct the insertion angle (Fig. 25.10).

Conventional robotic and manipulator systems for
surgical applications are usually based on the kine-
matics of the human hand–arm system [25.25]. These
designs are not suitable due to the limited space inside
the magnet and typically used ferromagnetic metals,
electric sensors, and electric motors. In the last 10 years,
special robotic systems for x-rays and ultrasound tech-
niques, and in some cases also for MR imaging, have
been developed [25.26]. The technologically sophisti-
cated requirements to realize MR-compatible robotic
systems with respect to nonmagnetic, nonconducting
materials, sensors, and drive systems make it diffi-
cult to develop a medical device and are associated
with considerable financial cost. The published sys-
tems have not been developed as medical devices,
except for one [25.27], and therefore do not have
the appropriate approval from the FDA or CE mark.
The Innomotion system has had CE marking since
2005 and is enabled by pneumatic cylinder drives and

metal-free sensors to position a nonmetallic kinematic
arm with accuracy of ±0.1 mm and ±0.1◦. Use of
precision-engineered plastics, composites, and ceramics
eliminates interaction with the MR system [25.28]. The
system is suitable for various indications, for example,
MR-guided biopsies [25.27, 29], MR-guided treatment
of pain, and MR-guided tumor ablation. The system
can also be applied in computed tomography, for exam-
ple, for CT-based positioning of osteosynthesis in pelvic
fracture treatment and infiltration of joints [25.30]. At
the National Institutes of Health (Bethesda, Virginia)
two Innomotion systems are currently being devel-
oped for MR-guided robotic-assisted heart surgery. First
experiences have been described for implantation of
heart valve prostheses by minimally invasive approach
through the apex of the heart in both ex vivo and in vivo
porcine animal models [25.31].

25.7.1 Technology of MR-Compatible
Robotic Instrument Guiding Systems

Innomotion (Innomedic and Karlsruhe Institute of Tech-
nology (KIT), Karlsruhe, Germany), the first MR-com-
patible assistance system, has been developed to provide
precise and reproducible instrument positioning inside
the magnet. MRI compatibility is achieved by testing all
components and the complete system at different field
strengths for MRI units including the 1.5 T Siemens
Magnetom Symphony/Espree, Philips 1.0 T Gyroscan,
1.5 T Intera, and GE 1.5 T HDx. Targeting precision
under MRI guidance has been determined in ex vivo or-
gan models embedded in agarose gel. In vivo targeting
precision has also been evaluated during MRI-guided
percutaneous interventions in a porcine animal model.

The pneumatic robotic assistance system
(Fig. 25.11) consists of a MR-safe robot arm which can
be maneuvered in six degrees of freedom. The robot
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a) b)
Fig. 25.11 (a) MRI-guided robotic-
assisted transapical implantation of
an MR-enhancing self-expanding
heart valve prosthesis in an ex vivo
porcine heart (b) MR image of the
heart valve (Philips 1.5 T, Intera
FFE, TR = 140 ms, TE = 4.25 ms,
FA = 30◦)

arm is attached to a 260◦ arch that is mounted onto
the patient table of the scanner and that can be pas-
sively prepositioned on either side of the arch at 0, 30,
and 60◦ according to the region of interest (e.g., spine,
liver, kidney, breast). The arch is movable along the
x-axis (longitudinal) of the scanner and can be firmly at-
tached to the patient table of the MR system. Due to its
exchangeable fittings, the robot can be easily attached
to other MRI platforms or bore sizes. Active position
detection is achieved via fiber-optically coupled limit
switches, along with rotational and linear incremental
sensors. The kinematics of the device has been care-
fully optimized for use in closed-bore MRI scanners
and the CT gantry. Piezoelectric drives were tested, but
due to the RF noise during MRI scanning and the risk
of inductive heating of the electric power lines, they
were discarded and pneumatic cylinders with slow mo-
tion control have been developed instead to drive all six
degrees of freedom (DOFs).

At the front end of the arm, a module for applica-
tion and insertion of coaxial probes (e.g., cannulae for

Fig. 25.12 MR images are sent as DICOM files via PACS
and can be used on the graphical user interface (GUI) of
the robot for planning and registration (Prostate Biopsy,
Zangos et al., University Frankfurt)

biopsies, RF, cryo- or laser probes, endoscopes, etc.)
provides two degrees of freedom along the x- and z-
axes and is attached to a robotic arm with four degrees
of freedom. This design ensures stable positioning of
the instrument within a tool center point while main-
taining an invariant point of insertion at the skin entry
point. In conjunction with the two axes for movement
about the tool center point (±30◦), the instrument tra-
jectory can be changed to other targets without moving
the robot arm or repositioning the arm on the arch.
The application module for clinical use provides man-
ual translation and rotation of the cannula. A pneumatic
drive has been developed to insert the cannula in in-
cremental steps of 1–20 mm. Such automated cannula
insertion is considered in the same product class as the
interventional probe 2B or 3 (for applications near the
cardiovascular or central nervous system). A graphical
user interface provides trajectory planning directly on
the MRI images (Fig. 25.12). MR digital imaging and
communications in medicine (DICOM) images are sent
via the picture archiving and communication system
(PACS) to the robot personal computer (PC) and used
for intervention planning and registration of the robot.
A set of transverse and coronal 20 mm-thick slices
are acquired, covering the contrast-agent-filled markers.
Through graphical analysis of the marker alongside the
coordinates of the slices listed in the DICOM header
of the exported images, registration of the robot is
performed.

25.7.2 Technique for Robotic-Assisted
MR-Guided Interventions

The patient is placed in a predetermined position suit-
able for the intervention (supine, prone or lateral).
The system is prepositioned and firmly attached to the
table with clamps. Based on the pre-interventional im-
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a) b)
Fig. 25.13 (a) MRI tar-
get precision of a 20
gauge cannula insertion
into a porcine kidney
embedded in agarose.
(b) Overlay images for
graphical evaluation of
target precision in an
in vivo porcine model
(Michael Bock et al.
DKFZ, Heidelberg Ger-
many)

ages and the anatomical region of interest, the table is
moved using the projection of laser beams from the
MRI gantry. In the first version the robot is referenced
to the coordinate system of the MR scanner using the
same laser line. The arm moves back and forth and re-
turns so that the light detectors at the upper part of the
application module are aligned with the laser (within
±0.5 mm). The laser light is switched off, and the ta-
ble is automatically moved into the MRI bore until the
position of the laser line matches with the zero position
of the z-axis of the MRI scanner. The latest release just
requires approximate manual positioning of the mark-
ers in the laser light. For planning of the intervention,
MR imaging is performed by using fast gradient echo
sequences in transverse, sagittal or coronal orientation.
Suitable slices are selected and sent via the network
in DICOM format to the computer of the robotic as-
sistance system. The insertion site and a target point
are selected using the graphical user interface, and the
corresponding coordinates are sent to the control unit.
The drives are activated, and the application module is
moved with the tool center point to the insertion site
on the skin. The cannula can then be inserted through
a guiding sleeve or along an open angle.

25.7.3 Evaluation of Targeting Precision

Mechanical targeting precision has been determined
with a FARO arm under dry-lab conditions. The MRI
procedures were performed using a 1.5 T Siemens Mag-
netom Symphony, a Philips 1.0 T Gyroscan, and 1.5 T
Intera. The test was done on ex vivo organ models con-
sisting of fresh porcine kidney embedded in agarose and
gelatine (Fig. 25.13).

Targeting precision was also evaluated during MRI-
guided percutaneous interventions in a porcine animal
model under general anesthesia (isoflurane). The ani-
mals (four 3 month-old domestic pigs, 30–40 kg) were
placed in prone position on the patient table, and
a surface coil was fixed around the planned insertion
site lateral to the spine. Using T1- and T2-weighted
planning images, the appropriate region of interest
was defined using the graphical user interface of the
Innomotion control computer. The robot arm then
moved and oriented the needle holder to the inser-
tion point automatically. Manual insertion of 20 and 22
gauge MR-compatible titanium grade 4 cannulae (MRI
Devices-Daum, Schwerin, Germany) was carried out
under real-time MRI guidance. The accuracy of the in-
sertion point and the insertion angle were determined by
overlaying the pre-interventional images with the new
MRI image.

The intervention was completed within the mag-
net from the rear opening, where an MR-compatible
in-room monitor was placed. During the insertion of
the needle, real-time MR images were acquired to
control the route of the cannula. To visualize the
advancement of the cannula through the tissue, fast
gradient echo sequences (TR = 4.4 ms, TE = 2.2 ms,
FA = 70◦, TA = 0.7 s) were used. At the desired re-
gion of interest (nerve root, plexus coeliacus), spin
echo images were acquired for verification of the
cannula position. A test injection of contrast agent so-
lution (gadolinium diethylenetriamine penta-acetic acid
1 : 100 ml of 0.8% saline solution) was carried out un-
der real-time MRI control (TR = 1.8 ms, TE = 4.3 ms,
TA = 0.5–0.8 s, FA = 20◦) to visualize the drug dis-
tribution. Final therapeutic injection of 10–25 ml with
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Fig. 25.14 MR guided facet joint pain treatment. Targeting
precision can be evaluated by image overlay of planning
line and needle artefact (1.5 T Philips Intera at Praxis Dr.
Gert Lorenz, Gelsenkirchen, Germany)

contrast doped mepivacainhydrochloride (Scandicain
1%, Astra-Zeneca, Germany) was performed.

All procedures were completed successfully, includ-
ing injections at the sympathetic chain, sciatic nerve,
and coeliac plexus. The direct MRI control and new se-
quence techniques allowed correction of the insertion
path in case of misdirection due to anatomical struc-
tures. The insertion site and the insertion angle were
evaluated by manual measurements on overlays of the
planning Innomotion image and the subsequent MR
control image (Fig. 25.14).

The position and orientation of all cannula in-
sertions were appropriately visualized on axial MRI
images. The precision of the insertion site in the ax-

Fig. 25.15 Johns Hopkins MR-compatible robot in an ani-
mal procedure for prostate interventions (after [25.32])

ial plane was ±1 mm (minimum 0.5 mm, maximum
3 mm). The angular deviation in the transverse plane
of the cannulae was ±1◦ with a minimum of 0.5◦ and
maximum of 3◦.

For MRI-guided cannula interventions, as the can-
nula is currently advanced manually, access is difficult if
the insertion is done inside the magnet. Therefore, direct
control of the insertion under real-time MRI is recom-
mended to allow correction of the insertion in case of
misdirection of the cannula and for precise positioning
of the tip of the cannula in the volume of interest. To fa-
cilitate the procedure, tip-tracking techniques have been
evaluated to provide automated correlation of the robot
position with the image slice orientation [25.24].

25.7.4 MRI-Compatible Robot MrBot
for Prostate Biopsy

MrBot [25.33] has been developed at Johns Hopkins for
image-guided access to the prostate gland. The robot is
designed for transperineal cannula insertion for closed-
bore tunnel-shaped scanners. The system accommo-
dates various end-effectors for percutaneous interven-
tions such as biopsy, serum injection, or brachytherapy
with low-dose radiation seed implantation. For MRI
safety the robot is constructed exclusively of nonmag-
netic, dielectric materials such as plastics, ceramics, and
elastomers and is free of electrical conducting wires.
The system is driven by novel pneumatic step motors
(PneuStep) [25.32]. This unique motor provides easily
controllable, precise, safe pneumatic actuation compa-
rable to electric step motors. Fiber-optic encoding is
used for position detection, so that all electric compo-
nents are located outside the MR room (Fig. 25.15).

The precision of repeated motion has been eval-
uated in a 1.5 T MRI scanner, showing mean errors
of 0.076 mm. The robot has been tested as MR safe
in all MR systems available at the time of devel-
opment [25.32]. Clinical use and regulatory approval
remain to be conducted. The robot has been evalu-
ated for cannula insertion accuracy with in vitro and
ex vivo experiments and in vivo animal experimental
studies [25.34, 35].

25.7.5 Technical Issues of MR Robotics

The following main technical issues require careful con-
sideration

• MR imaging safety and procedures compatibility
(Chap. 26),
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• coregistration of robot and image position,• compensation of patient movement and respiration,• options for haptic (force) feedback,• mode of operation and level of robotic control.

MR Imaging Safety

and Procedures Compatibility

MRI safety can only be achieved by using nonmag-
netic and nonconductive materials. For use in computed
tomography, radiolucency of the robot arm can be ac-
complished by the same materials so that the robot
end-effector holding the instrument in the scan plane
does not cause undesired artifacts. The robot system
must also provide safe interfacing with the imaging sys-
tem and allow rapid displacement for immediate access
to the patient in emergency situations. When the robot
system is actuated, it should not interfere with the imag-
ing system and should allow passive displacement at all
times.

Coregistration of Robot and Image Position

Intervention planning is based on images in certain
planes and orientations. The coordinate system of the
robot must therefore be registered to the coordinate sys-
tem of the imaging system. If the robot is permanently
attached to the patient table of the imaging device, this
registration can be done through an imaging procedure
or through microcoil-based tracking. Microcoil track-
ing has the benefits of being very fast and accurate and
providing continuous registration, and immediate rereg-
istration in case the device is moved from one imaging
unit to another or shifted between two rooms.

Compensation of Patient Movement

and Respiration

A limiting factor of robotic assistance during image-
guided interventional procedures is inadvertent patient
movement and organ displacement due to respiration
motion. Compensation of these effects would first re-
quire real-time tracking of target movement due to
respiration motion and accurate transformation to mo-
tion of the robot. Making such a robot clinically viable,
robust, and safe would result in very high cost.

Industrial robotic systems react faster than a human
and are able to compensate respiratory motion, such as
the CyberKnife (Accuracy, Sunnyvale) and linear ac-
celerator held by an industrial robot arm [25.36]. This
massive, metal robot driven by powerful electric motors
is not suitable for MRI-guided procedures. Therefore,
other safety means need to be realized that avoid risk of
instrument displacement caused by patient motion. The

safest approach is to provide for mechanical release of
the instrument from the holder.

Options for Haptic (Force) Feedback

Robotic systems with master–slave functionality that
include active needle-driving mechanisms and force
feedback may need to be provided to the operator. The
importance of this feedback is a subject of ongoing de-
bate, but there are some clinical applications where it
seems desirable, e.g., if the cannula touches bone. The
technical hurdle is, however, to measure the force at
the tip of the instrument accurately and to transmit this
to a master control unit. Existing force feedback de-
vices are too bulky and not approved for the clinical
environment. In addition, friction between the cannula
and tissue during insertion is high, which compromises
the accuracy of force feedback measurements [25.37].
Therefore, assessment of the need for force feedback
remains at the clinical research level.

Mode of Operation and Level of Robotic Control

The adequate user interface for an interventional robot
has not yet been determined. Joystick control should be
designed for master–slave systems to mimic the classic
handling position of a probe during conventional inter-
ventions. Scaling of motion and applied force would
be helpful only if fine manipulation of tissues is re-
quired, which is not the case in interventions. During
procedures such as biopsy with a straight-line trajec-
tory through predictable soft tissue, some degree of
autonomy seems appropriate if sufficient robustness can
be achieved. During percutaneous radiotherapy proce-
dures, radioactive seeds or probes are implanted into
the patient, which could be performed by the robot. The
main element of autonomous control is tracking of posi-
tion and coregistration of MR slice orientation and robot
front-end, and vice versa. The robot should also move
automatically to the skin insertion point.

Undoubtedly, MR robotics carries the potential to
facilitate MR-guided interventions and provide the re-
quired access to the patient while lying in the scanner
bore. Successful clinical application of MR robotics,
however, requires intuitive systems operation and mini-
mal user training. The robot must be quick and easy to
setup and not significantly increase the length of proce-
dures, and preferably shorten it. The robot must also be
cost effective.

At the University of Dundee, Innomotion in com-
bination with a MR-guided focused ultrasound system
(MRgFUS, Fig. 25.16) is being applied and further de-
veloped (Sect. 25.8).
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Fig. 25.16 MR-compatible robotic
system in combination with a MR-
guided focused ultrasound system
(ExAblate 2001, InSightec, Tirat
Carmel, Israel)

25.8 Hybrid Multimodal Imaging for MR-Guided Diagnosis and Therapy

Despite the excellent diagnostic imaging capabilities of
MRI, which does not expose patients and physicians to
ionizing radiation, it is difficult to use during interven-
tion and surgery due to spatial constraints and the strong
electromagnetic fields. Ultrasound and optical imaging
are harmless compared with ionizing radiation-based
imaging and easier to apply compared with MRI. Ul-
trasound and the emerging field of biophotonic imaging
are usually not MRI compatible and not designed to
be used in conjunction with MRI. As a consequence,
surgeons and interventionists continue to use traditional
imaging and operating techniques, which are based on
visual inspection of the pathological anatomy struc-
ture either by traditional open or endoscopic surgery.
Radiologists still have to expose themselves and their
patients to long radiation times to perform complex
cardiac interventional procedures. The frequent inade-
quacy of fluoroscopy as a navigation guide and failure
to visualize the pathological target results in long pro-
cedure times and the use of nephrotoxic and allergenic
iodine contrast agents. In Germany, 1.5% of the cumu-
lative risk of cancer has been attributed to diagnostic
x-rays [25.38].

MR provides superior soft tissue contrast in differ-
ent weightings and functional imaging for visualization
of pathological lesions. Positron emission tomography
(PET), however, visualizes biochemistry, e.g., lactate

concentration or detection of specific molecular targets.
Combining MR with PET/CT information and biopho-
tonics for local imaging in combination with ultrasound
for instrument guidance could therefore improve image-
guided diagnosis and treatment precision. With this
functional and operational integration, both time to di-
agnosis and time to operation or intervention could be
significantly reduced, and some of the technical hurdles
of MRI safety and access limitations could be avoided.
Various efforts have been undertaken to make instru-
ments and devices available for procedures performed
by surgeons and interventionists, but only a few sites
worldwide have so far introduced MRI/PET/CT to ORs
despite the very promising outlook.

Because of the needs for intraoperative imaging
at different stages of a procedure, the concepts of
intra-, inter-, and perioperative MR imaging have de-
veloped [25.39]. The objective is to apply imaging
immediately after or during an operation for eco-
nomic and safety reasons and to improve the necessary
techniques and tools. For this purpose a teach-
ing and research operation system for integration of
imaging procedures was established in 2001 at the
Fachhochschule Gelsenkirchen, Germany [25.40]. The
complex requirements for the integration of imaging
procedures should include computer-based numerical
simulation [25.41]. A first implementation of this ap-
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Diagnostic workflow Image guided therapy
workflow

3Tesla
MRI

128
mCT

Interventional suite
angio, ultrasound
endoscopy, navigation
& robotics

Fig. 25.17
Integrated mul-
timodality
image-guided
diagnosis and
therapy setup
(MITOS) at the
Clinical Re-
search Center
of University
Dundee & NHS,
Tayside, Scot-
land

3T MRI

PET/CT

OR:
Fluoroscopy,
ultrasound,
endoscopy

Fig. 25.18 Advanced multimodal-
ity image-guided OR (AMIGO) 1st
GE concept by Jolesz and Hynynen
(after [25.5]) (BWH, Harvard Med
School, Boston)

proach in the clinical setting is currently underway
at the University of Dundee, Scotland, by combining
3 T MRI and PET/CT with a multifunctional inter-
vention/surgical suite (MITOS) (Fig. 25.17). The focus

is on development of multimodal image-guided diag-
nostic and therapeutic procedures for early detection
and treatment of cardiovascular and oncological dis-
eases [25.38]. The work is closely linked to clinical
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requirements, supported by ISO-certified processes, and
continuously assessed in view of product capability and
marketing.

Jolesz and Hynynen [25.5] have developed a simi-
lar concept named AMIGO with GE for integration of
MRI and PET/CT with surgery (to be installed at BWH,
Harvard Medical School, Boston, MA) (Fig. 25.18), and
Philips has announced the first XMRO suite in Japan,
combining MR, Angiolab, and CT.

Installation of multimodality interventional imag-
ing systems is difficult in the current clinical setting,
and thus the potential benefit to patient care and the
healthcare system is not being realized. One (and
perhaps the major) reason for this is that the imple-

mentation and safety of intraoperative imaging require
an interdisciplinary (interclinical and inter-technical-
science) and cross-sectorial approach (academia and
industry), which is difficult to establish. It is there-
fore the intention of the Integration of Interventional
Imaging in the Future Operating System (IIIOS) con-
sortium (www.IIIOS.eu) and the National Center for
Image Guided Therapy (NCIGT) (www.NCIGT.org) to
undertake research and training to develop dedicated
technology, processes, and skills for safe, efficient,
effective, and economic implementation of magnetic
resonance (MR) with ultrasound and biophotonics in
combination with imaging from computed tomography
(CT) and positron emission tomography (PET).

25.9 Therapeutic MR-Guided Imaging

MRI-guided focused ultrasound (MRgFUS) is a me-
thod that combines thermal ablation with MRI. The
ExAblate (InSightec, Tirat Carmel, Israel) delivers
high-intensity focused ultrasound energy precisely di-
rected from an extracorporeal (phased-array) transducer
towards the target tissue through the intact skin, result-
ing in irreversible coagulative necrosis and apoptosis
when temperature above 56 ◦C is maintained for at least
1 s (Fig. 25.19).

Real-time MR thermometry allows continuous tem-
perature monitoring and precise case-dependent cus-
tomization of the therapeutic energy at the focus. Due
to the sharp drop in energy density outside the treatment
focus, the resulting lesion is highly discrete, sparing
tissues adjacent to the focus, and enabling an outstand-
ingly high safety profile compared with other ablative

Spot sizes

Water bath
Tansducer

Tumor

Focused 
ultrasound
beam

Focused ultrasound generates heat,
ablating tissue only at the focal point

Treatment illustration

Parallel to beam

Perpendicular to beam

Lenght: 10 – 45 mm
Diameter: 2 – 10 mm

Fig. 25.19 Principle of non-
invasive and no-access
MR-guided focused ultra-
sound (MRgFUS) ablation
of tumors (ExAblate 2001,
InSightec, Tirat Carmel,
Israel)

therapies. The main advantages of this combination
are the good delineation of the tumor for target defi-
nition, the exact three-dimensional treatment planning,
and continuous temperature measurement for control
of local warming. MRgFUS, which allows access to
noninvasive thermal ablation, is likely to represent an
alternative to interventional ablation, surgical resection,
and radiation therapy [25.42]. The method is approved
in Europe, Japan, and the USA for treatment of uter-
ine fibroids and is being evaluated in clinical trials for
treatment of breast, liver, prostate, and brain cancers as
well as for relief of pain associated with bone metas-
tases. Its use for bone metastases has already received
CE approval [25.43].

A promising development is MR-guided, ultrasound-
induced targeted drug delivery (UITDD) [25.44] in
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Drug
uptake

Cancer cell

No release of
drug outside 
the US beam.
Inert remnant
carriers will be
extracted via
the kidneys or
dissolved

Drug release

Nanoporation targeted drug delivery

Fig. 25.20 Concept of MR-guided focused ultrasound-
mediated targeted drug delivery of chemotherapy agents
(www.nanoporation.eu)

which focused ultrasound induces a temporary change
in vascular and cell membrane permeability. This prin-
ciple is described as sonoporation [25.45] and can lead
to release of drugs from drug carriers; for example, lipo-
somes [25.46] or polymers [25.47] are used (Fig. 25.20).
The aim of current research in this area is combination of
MRgFUS tumor ablation with subsequent drug release.
This can result in a higher concentration of active drug
in the treatment zone while maintaining a low systemic
concentration and fewer side-effects.

From a clinical perspective, the combination of PET
and MRI is desirable to allow better correlation of PET
signals to the morphology and anatomy of the patient.
A PET scan may give direct evidence of remaining ac-

Fig. 25.21 Innomotion robot test setting on the ExAblate
2000 MRgFUS system (InSightec, Tirat Carmel, Israel),
positioning the conformable bone system mobile FUS
transducer ExAblate 2001 (IMSaT, Dundee, UK)

tive tumor tissue following ultrasound-guided ablation.
Remnant tumor tissue can either be ablated or, if this is
not possible due to adjacent important anatomical struc-
tures, MR-guided focused ultrasound-mediated drug
delivery can be applied to provide high focal concen-
tration of potent chemotherapy agents. The Innomotion
robotic arm is being investigated as a positioning aid for
the MRgFUS system (Fig. 25.21), which may be use-
ful in ultrasound-mediated drug delivery and in tumor
ablation.

25.10 MR-Guided Delivery of Implants

Implant delivery under image guidance is mainly used
for endovascular implants such as stents, filter, valves,
or occluders. Tumor markers are implanted via im-
age guidance in breast and lung tumors to provide the
surgeon with guidance during subsequent surgical exci-
sion of the marked lesion. Non-magnetic stainless-steel
medical alloys (e.g. 316L) cause major MR image arti-
facts due to the material (susceptibility artifact) and/or
its elctromagnetic characteristics (RF artifacts) which
are undesirable in instruments for MR-guided inter-
ventional procedures. These artifacts are caused by
distortion of the magnetic field and interference with
the radiofrequency (RF) waves of the MR imaging pro-
cess. Complete signal loss occurs in close proximity to
or inside such implants (Chap. 26). The unconventional
electromagnetic characteristics of nitinol (50 : 50 nickel
and titanium) render it suitable for endovascular im-
plants for MR imaging and guidance. Although nickel is

a ferromagnetic metal, when combined as an intermetal-
lic compound with a cubic-centered crystal structure of
titanium and nickel atoms, it loses its magnetic moment.
nitinol shows similar magnetic susceptibility to other
medical-grade titanium alloys [25.48].

Although nitinol was considered the perfect choice
for MRI, research into its MRI safety in recent years has
revealed the problem of conductive heating of metal-
lic implants, which occurs at about 10 cm length in 3 T
MRI imaging and at about 20 cm length in 1.5 T MR
systems. Most implants are below the critical length,
but care has to be taken if stents are implanted with
overlap and for very long stents designed for abdom-
inal aortic aneurysm (AAA) and superficial femoral
artery (15–20 cm length). Heating of more than 4 ◦C
has been measured in phantom models according to
American Society for Testing and Materials (ASTM)
standards [25.16].
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A secondary risk for the patient is the problem of
missing MR signals in the lumen of the implants lead-
ing to lack of diagnosis. The signal void is caused by
the closed-cell design of the implant structure, which
functions like a Faraday cage. The MR signal cannot
be received from the substrate in the lumen, thus mak-
ing MRI detection of instant thrombosis and restenosis
or other intra-stent complications impossible. By inte-
grating a MRI antenna (electric resonator tuned to the
resonance frequency of the MRI, i. e., 64 MHz for 1.5 T)
into the stent and other vascular implants, i. e., heart
valve prosthesis, improved imaging is possible, as has
been proven in various animal trials.

25.10.1 MR-Guided Delivery
of Stents and Stent Grafts

A variety of reports on MR imaging behavior of stents
have been published in recent years. MRI in the pres-
ence of stents has been examined in terms of contrast
enhancement [25.51, 52], influence of different mater-
ials and structures [25.53], and stent grafts [25.49, 50]
under particular MRI settings. The effects of 0.2, 1.0,
and 1.5 T sequences and imaging parameters, the orien-
tation of the stent axis in the static magnetic field, and
the orientation of the recorded slice have been system-
atically assessed [25.22, 54].

Preclinical evaluation of an artifact-free copper al-
loy based balloon expandable stent, invented by Bücker
and Rübben, has been carried out. The concept of
their stent is a design that avoids the RF shielding ef-
fect [25.55]. Although the stent has not shown any
image interference, its complete lack of visualization
does not allow guidance during delivery and makes later
diagnostic MR difficult. In addition, the copper alloy is
not biocompatible. MRI-guided implantation of coro-
nary stents has been demonstrated in a porcine animal
model [25.56].

Fig. 25.22 MRI imaging of
self-expanding nitinol stent.
To overcome RF artifacts, the
stent has been equipped with
an electric resonator (fine
wire coil on the right side)
tuned to 64 MHz to couple
inductively with the MR
imaging process of a 1.5 T
scanner (after [25.49, 50])
(www.vueklar.com)

The first clinical report of MR-guided stent delivery
was published in 2000 [25.57]. The group used nitinol
self-expanding stents, implanted under MR guidance in
a 1.5 T system. MRI-guided implantation of AAA grafts
(for AAA repair) has been performed in an animal trial
on pigs with success [25.58, 59].

All self-expanding nitinol stents and stents for grafts
show an artificial diameter increase in MRI imaging,
and shielding of the stent lumen. To overcome the
RF artifacts, stents have been enabled to function as
electric resonators to interact with the MR imaging pro-
cess [25.60]. The balloon expandable version of the
resonant stents has been evaluated in a chronic an-
imal trial, and the MR enhancing function was still
present up to 7 months after implantation [25.61]. Cur-
rent research and development (R&D) effort includes
the design of a nitinol stent comprising a resonant cir-
cuit as a discrete component, comparable to an x-ray
marker (Fig. 25.22). This stent will provide MR-guided
delivery with control of the implantation process. As
described by (25.3), the resonance frequency is a func-
tion of the inductivity (L) and the capacity (C). The
inductivity is dependent on the surface and the length
of the windings of the coil in and around the stent.
The smaller the surface encapsulated by the coil, the
lower the resonance frequency. The stent’s resonance
frequency is tuned at the expanded stage to its op-
timum, i. e., 64 MHz for 1.5 T. For implantation, the
stent is either crimped onto a balloon or constrained
within a delivery system. At this stage, the reso-
nance frequency is below the MR Larmor frequency
(25.1). During expansion, the inductor achieves its
preset shape and at the same time the resonance fre-
quency tunes to the preset value, i. e., 64 MHz for
1.5 T. As a result, the stent starts enhancing the MR
signal (Fig. 25.23). This technique carries the great-
est potential for adequate visualization of stents in
MRI.
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a) b)

25.10.2 MR-Guided Heart Valve Prosthesis

Artifact-free visualization of heart valve prosthesis is
one of the main conditions for safe and reliable exam-
ination with MRI and a prerequisite for MRI-guided
valve repair.

a) b) c)

d) e)

Profile-1 Profile-1

Profile-1

Fig. 25.24 (a) MR-visible self-expanding heart valve prototype using a nitinol 22 × 60 mm2 stent and a freshly excised
porcine aortic valve (after [25.27]). The nonresonant section is shielding the lumen (b). The section with the bright signal
contains the resonant circuit (c, d) and shows the valve leaflets in detail. Panel (d) shows the enhanced MR image of
a resonant heart valve compared to the non resonant MR image of a native human valve. (e) The MRI-signal intensity
can be measured along the profile lines shown in (b–d)

Fig. 25.23 (a) The crimped stent is invisible, but after bal-
loon expansion the resonance frequency tunes to the preset
value, i. e., 64 MHz for 1.5 T. (b) As a result the stent
starts enhancing the MR signal (Siemens 1.5 T, University
Frankfurt) �

Artifacts can be minimized by using nitinol with
suitable magnetic susceptibility (Chap. 26) and a de-
sign of the holding structural element which avoids
electrical conductive loops. Due to the mechanical re-
quirement the design cannot be made loop-free and
nonconductive. A resonant circuit tuned to the Larmor
frequency of the MR tomography can overcome the RF
artifacts and thus improve visualization of the resonant
prosthetic heart valve, similar to the stents described
above. We have developed a first set of prototypes us-
ing a nitinol stent and freshly excised porcine aortic
valve (Fig. 25.24) [25.62]. The valves have been suc-
cessfully implanted under MRI guidance (1.5 T) in an
acute porcine animal model [25.31].

25.10.3 MR-Guided Delivery
of Vena Cava Filter

MRI artifacts of a vena cava filter (VCF) are dependent
on both the susceptibility and the RF characteristics
of the design. Closed loops of the metal struts are
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a) b) c)

subjected to eddy-current induction and local magne-
tization. The TrapEase and OptEase VCFs are cut from
nitinol tube in a structure of interconnected closed cells,
leading to RF shielding [25.63,64]. Two types of active
MRI VCFs with integrated resonant circuits have been
produced: wire based and laser cut from nitinol tube
(Fig. 25.25). The active VCFs have been successfully
tested in an acute porcine animal model for evaluation
of MRI-guided implantation, blood clot imaging, and
retrieval of the filter [25.65].

25.10.4 MR-Guided Delivery of Closure
Devices for Cardiac Septal Defects

MR imaging of cardioseptal defects is an option to
avoid ionizing radiation, invasive catheterization, and
transesophageal ultrasound specifically for pediatric pa-
tients, although the adult patient who has received
a patent foramen ovale (PFO) closure also benefits from

a) b) c)

Amplatzer (AGA)

Fig. 25.26 (a) The cardioseptal occluder of AGA Medical (Amplatzer) is made of nitinol mesh connected at both ends by
stainless-steel tubes which generate significant MR artifact. (b) Novel nitinol dual-ring occluder functions as a resonant
circuit to overcome shielding artifacts and to facilitate cardiac MR imaging and assessment of PFO occlusion (c). Profile
line was positioned on the occluder in the MR image to measure the MR signal intensity

Fig. 25.25 (a) Basket-type nitinol vena cava filter demon-
strates a sectional MR signal void because of a blood
clot. (b) Integration of a resonant circuit provides im-
proved imaging and depiction of clotted blood in the filter.
Panel (c) shows a photo of the blood clot visualized in MRI
(b) (1.5 T at RWTH, Aachen, after [25.65])

MRI during follow-up [25.66]. MRI-guided delivery of
closure devices has been successfully evaluated in an
animal model [25.67] using a custom-made passive niti-
nol occluder.

Closure devices have been examined by MRI, e.g.,
the Amplatzer from AGA medical [25.22] and Starflex
from NMT. The Starflex is made of stainless-steel
wire, causing major artifacts, while the nitinol mesh
of the Amplatzer also contributes to RF shielding
with low artifacts, although the proximal threaded tube
and the distal tube that are used for clamping both
ends of the mesh lead to large artifacts (Fig. 25.26).
Novel intratunnel devices for PFO closure such as
SeptRx (NDC, Fremont, CA, USA) and Coherex fea-
ture smaller artifacts, mainly because less material is
present and no stainless-steel components are applied
as structural components. PFO compression via two
rings connected through the PFO tunnel should pro-
vide safe sealing, and the integration of resonant circuits
is equally helpful to overcome shielding artifacts and
facilitates cardiac MR imaging for PFO leakage de-
tection. During delivery the two rings are constrained,
which detunes the resonance frequency; during expan-
sion the frequency reaches 64 MHz, leading to signal
enhancement.
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25.11 Conclusions

Safe and efficient MR-guided interventions can be re-
alized if important criteria of MRI safety and imaging
compatibility are applied to the development of appro-
priate instrument systems. Today’s potential indications
for interventional MRI are in the field of the classic
radiologic procedures, i. e., organ puncture for biopsy,
interstitial tumor treatment, and vascular procedures.
Intraoperative MRI has been proven beneficial in neu-
rosurgery, leading to improved tumor resection, and
cardiovascular surgery under MRI guidance is currently
been explored. The advantages of MR application lie
in the variable soft tissue contrast with flow and tem-
perature sensitivity, the arbitrary slice orientation, and
the lack of ionizing radiation and nephrotoxic contrast
media. The majority of interventional and intraoperative
MRI hardware and software components, devices, and
systems are technically suitable and clinically feasible,
providing an interesting key technology for the medical
industry. Although thousands of MR-guided interven-
tions and surgical procedures have been performed
within the last 15 years, the ongoing lack of ap-
proved medical devices for MRI-guided interventions,

particular in the vascular field, hinders widespread in-
troduction. As soon as clinical feasibility has been
proven and positive results of the evaluation of clinical
procedures become public knowledge, patients’ attend-
ing physicians will certainly ask for the MRI option,
mainly because of the lack of radiation exposure. This
can create a situation in which the patient drives the
medical market (a so-called patient-driven market). The
same was observed for laparoscopic cholecystectomy.
Here, with the introduction of video endoscopy 20 years
ago and especially with the publication of the first 100
laparoscopic cholecystectomies by Périssat [25.68],
rapid spread occurred. Today, hardly any patient would
choose surgery by conventional open approach. This
possibility runs the risk of too rapid an introduction
of new MRI-guided treatments and technologies. How-
ever, on the other hand, conservative structural hurdles
may be overcome faster. It is therefore necessary to
answer questions about the safety, efficiency, effective-
ness, and economy of MR-guided interventions within
multidisciplinary teams and prove these aspects in valid
clinical studies.
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Devices and26. Devices and Materials in MRI

Gregor Schaefers, Andreas Melzer

Magnetic resonance imaging (MRI) provides supe-

rior visualization of morphology, biochemistry, and

physiology through differently weighted soft tis-

sue contrasts (T1, T2, fat or water suppression, etc.).

In addition, its high flow sensitivity depicts func-

tional aspects such as blood flow, perfusion, and

diffusion of tissue and organs. The physical nature

of MRI provides three-dimensional, spatially de-

fined image volumes which allow image guidance

and automatic slice orientation as well as device

localization (tip tracking). Therefore, magnetic res-

onance (MR) safety and compatibility are important

issues for all items, including implants, surgical

tools, and electronic or mechatronic equipment,

to be used within an MR environment. MR testing

of medical devices is required for device approval

by regulatory agencies, e.g., the Food and Drug

Administration (FDA) and the European Union (EU)

Notified Bodies.

The intention of this chapter is to provide

established scientific data and information, but

also to cover the developing character of the field.

It is useful for the growing reader community in

the field of MR safety/compatibility to understand

the historical path of developed methods and the

complexity of this subject, especially MR labeling

information derived from testing performed from

approx. 1995 to 2005 and even before, which is

already obsolete but has to be understood by the

clinical MR operator to avoid risk to patients. The

change in 2005 of the labeling “MR compatible” to

the new ASTM labeling of medical devices into the

categories of “MR safe”, “MR conditional”, and

“MR unsafe” and the related revision of MR testing

reflect the ongoing research in this field. The
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chapter provides a comprehensive overview of MR

safety and compatibility interactions, issues on

existing MR testing methods, and published stan-

dards [26.1–4], as well as updating the discussion

on physical interactions that will be relevant in

the future.

Use of items and devices in MR applications such as
clinical diagnosis and interventional procedures is in-
creasing with the increasing number of MR scans car-

ried out each year. Products have to comply with MR
safety and compatibility requirements. The intention
of the basic testing methods issued as ASTM stan-
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dards [26.5–8] is testing of passive devices or implants
for MR safety and MR image artifacts. New test meth-
ods are currently under development for active im-
plantable medical devices and will be published in 2011
as an ISO/IEC technical specification [26.9]. After im-
provement of these new methods within the MR techni-
cal community, these test methods will be probably also
related back to passive devices to test certain interac-

tions such as radiofrequency (RF)- and gradient-induced
voltages and heating as well as gradient-induced vibra-
tion as sources of unintended stimulation of devices.
Device operation safety is mostly impacted by the elec-
tromagnetic and pulsed as well as static magnetic field
described under electromagnetic interference (EMI) to
a device or electromagnetic compatibility (EMC) within
the upcoming ISO/IEC technical specification [26.10].

26.1 MR Safety

Although the general opinion is that there are no perma-
nent negative health effects related to MR scanning, MR
manufacturers have to take the necessary precautions to
achieve and maintain this situation. Apart from the gen-
eral safety aspects related to electricity, temperatures,
mechanical precautions, etc., also the specific safety as-
pects of MR scanning must be controlled and have to
fulfill the requirements formulated in safety standards.
For MR, these specific safety requirements are stated in
IEC 60601-2-33. Recently the third edition of this stan-
dard has been published [26.11]. It includes the specific
requirements and limits formulated for electromagnetic
fields applied during MR scanning of patients. The third
edition now also introduces safety limits for these pa-
rameters specifically for the MR worker (the operator in
the hospital, the MR engineer at the MR manufacturer,
MR researcher, MR tester, etc.). The limits for patients
are all based on temporary effects, i. e., dizziness, light
flashes or metal taste related to the static magnetic field,
heating related mainly to the RF fields, and peripheral
nerve stimulation (PNS) generated by gradient appli-
cation. Since these limits are set conservatively, they
also apply for the MR worker as set for the patient.
The fact that MR workers may be exposed more fre-
quently does not change the limit values for short-term
effects, since it is generally believed that no long-term
effects are to be expected. Negative long-term effects

related to exposure to electromagnetic fields generated
by MR scanners have not yet been proven. Initial stud-
ies have been started recently to try to demonstrate that
such effects will indeed not be observed.

It is important to realize that the third edition of
IEC 60601-2-33 does not include safety requirements
specifically addressing interventional applications of
MR scanners. Consequently, no requirements are for-
mulated in this standard related to the type testing
needed to demonstrate the safety of accessories ap-
plied during interventional scanning or additional safety
requirements formulated for MR scanners used for in-
terventional scanning. Also, safety requirements for
other equipment used in combination with MR scan-
ning, such as medical implants, surgical tools, and
electronic or mechatronic equipment, are not specified
in this standard, although warnings are included. How-
ever, a number of other standards do partly address these
situations, and more work is underway in the interna-
tional MR community to improve this situation. IEC
60601-2-33, however, requires that:

When the implant device is labelled as MR
safe or MR conditional, the instructions for use
shall explain that further information is described
in the accompanying documents of the implant
manufacturer.

26.2 Interactions in the MR Environment

The various parameters for the most important MR inter-
actions are given in Sects. 26.2.1–26.2.7 (the list being
limited due to current developments). For further details,
other literature is available, where the physics of the MR
interactions is explicitly described [26.12], therefore an
overview level is the intention of this section.

In MRI, the expression “magnetic field” is used
for the main static magnetic field. Because of the fact
that the working volume of this homogeneous static
magnetic field is air, the relative permeability μr is con-
sidered to be 1. Electromagnetic theory shows that the
magnetic field strength H (magnetizing field) in units of
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A/m is given by

B0 = μrμ0 H , (26.1)

where the magnetic flux density B (the magnetic field)
in units of T equals H if we ignore μ0. The static field
is denoted by B0, the electromagnetic alternating field
component by B1, whereas dBx,y,z/dx, y, z denotes the
magnetic field gradient.

26.2.1 Magnetically Induced Displacement
Force (Static, Dynamic)

Note, for diamagnetic, paramagnetic, and ferromagnetic
materials in devices below their magnetic saturation
when exposed to a magnetic field, the maximum de-
flection (angle) occurs at the point where the gradient
product |B| · |∇B| is maximal. For ferromagnetic ma-
terials in devices that are magnetically saturated, the
maximum deflection is measured where |∇B| is maxi-
mal [26.13]. Thus, especially for devices or parts within
the magnet bore entrance, the maximum magnetically
induced displacement force is dependent on the ex-
tent of the static magnetic field and is influenced by
the active shielding of the magnet and the field decay
as well as the magnetic saturation of the test object
material and the magnetic properties of the material
itself.

In summary, for ferro- and paramagnetic materials
(all metals) and diamagnetic materials, the magnetically
induced displacement force depends on:

• The static magnetic field B0 (saturation)• The static field gradient of the fringe field• The magnetic saturation of the device material.

26.2.2 Magnetically Induced Torque
(Static, Dynamic)

The magnitude of the torque induced by the static
magnetic field depends on the device dimensions and
geometry, and on the magnetic saturation of the material
if the device is not completely saturated. The maximum
static torque experienced by the device is at the isocen-
ter of the magnet, where the static magnetic field is
homogeneous and maximum.

In summary the torque depends on:

• The static magnetic field B0 (below saturation)• The device dimensions and geometry• The magnetic saturation of the material.

Dynamic forces and torques are possible for elec-
trically conductive devices and structures which are
translated in the magnetic field. In addition to the static,
magnetically induced force, a dynamic magnetically in-
duced force based on Lenz’s law can be detected for
electrically conductive device parts of large size that are
translated through the spatial gradient of the static field.
This effect is potentially important for moving compo-
nents. The interaction is dependent upon the speed of
the movement, the magnitude of the spatial gradient of
the magnetic field, and the effective area of induction,
as well as on the conductivity of the device material.

Dynamic torque, which can occur in the static mag-
netic field, becomes detectable if electrically conductive
parts are rotated within the static magnetic field. De-
vice parts with high conductivity and a significant area
of induction for eddy currents will especially exhibit
a counter-torque that influences the handling of the
device.

This interaction depends on:

• The speed of movement• The magnitude of the spatial gradient of the mag-
netic field• The effective area of induction• The conductivity of the device material.

26.2.3 Radiofrequency-Induced Heating

Radiofrequency (RF)-induced heating and induced volt-
ages are a complex issue, dependent on various pa-
rameters. RF pulses are in the MHz range and are the
main source of energy amongst the interactions respon-
sible for heating [26.14]. Not only device properties
such as electrical conductivity, dimensions, shape, etc.
have to be considered, but also the geometric arrange-
ment relative to the specific MR environment of a given
MR scanner. This includes also the geometric arrange-
ment relative to the specific MR coil and the parameter
settings of the MR sequence. It is necessary to know
exactly, for each MR system, which coil and pulse se-
quence produces which RF output (spatially localized
power deposition) and how the specific absorption rate
(SAR) (see IEC 60601-2-33 for limits [26.11]) is calcu-
lated, measured, adjusted, and displayed by the system
software [26.14]. In the area of RF fields, computer sim-
ulation of electromagnetic fields, SAR, and temperature
distribution is currently being developed to assist in heat-
ing testing, at least for implants or instruments [26.15,
16]. Loop-closing contacts or the insertion of an instru-
ment can be dangerous for the patient due to induction
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from and coupling with the RF field. Electrically con-
ductive structures as well as the patient’s body can suffer
from induced voltages and thus currents through the pa-
tient tissue. These currents, as well as sparking due to
high voltage, may cause skin burns or even fire [26.17]
and harm the patient or the MR interventionist.

This interaction depends on:

• The electric conductivity and permittivity of the
device materials (and the impedance of connected
device parts if electronic)• The geometric dimensions of the device• The relative configuration of the device or its com-
ponents• The conductivity and permittivity of surrounding
tissue• The power of the RF pulses (SAR)• The geometric arrangement relative to the RF trans-
mit coils (or to the tangential electric field)• The position and architecture of the patient’s body
relative to the RF transmit coil• The specific MR coil used (i.e., its electromagnetic
field characteristics)• The center frequency of the specific MR system.

26.2.4 Gradient-Induced Interaction

Switched gradient magnetic fields of currently, for in-
stance, 40 mT/m gradient strength and 200 (mT/m)/ms
gradient slew rate (see IEC 60601-2-33 for limits [26.11])
are used in MRI to provide spatial encoding of MR sig-
nals. Voltages induced by these switched gradient fields
interfere with medical devices and may also, via the de-
vice, indirectly impact on the patient (through stimula-
tion). If specific coupling criteria are met for interaction
with the switched gradient magnetic fields, heating may
also take place in electrically conductive structures.

Voltages induced due to this switched gradient field
environment can interfere with medical devices in terms
of their operation or by stimulating pulses in the patient.

In addition, dynamic forces and torques can be gen-
erated by switched gradient magnetic fields, resulting
in vibration of the device or manipulator arms due to
eddy currents in electrically conductive device parts,
thus causing interaction also with the static magnetic
field. The magnitude of such vibration (amplitude and
frequency) is a function of the geometric position and
arrangement of the device relative to the gradient coils
(x, y, z) and depends on the gradient parameters (gradi-
ent pulse frequency, gradient strength, and slew rate) as
well as on the size and weight of the device itself. The

source of this vibration is inside the device materials
acting on the outside and considering each components
source vibration.

Interactions induced by switched gradients include:

• Gradient-induced voltages (stimulation, activation)• Gradient-induced heating• Gradient-induced vibration.

This interaction depends on:

• The gradient amplitude (x, y, z) expressed in units
of mT/m• The effective stimulation time of the gradient pulses• The combination of these two parameters resulting
in the gradient slew rate expressed in (mT/m)/ms• The gradient pulse shape• The device position within the gradient coil• The device orientation within the gradient coil• The effective area of induction• The conductivity of the device materials• The static magnetic field B (providing the counter-
part field).

26.2.5 Safe Operation of Devices
Within the MR Environment
(Dependent on Individual Demands)

Some examples of how an MR system can affect safe
device function are inhibition of electrical circuits or
mechanical components such as springs or levers of
devices. For cases where specific parts, actuators or sen-
sors cannot be designed to be suitable for high-field
application, MR testing has to determine specific con-
ditions under which a device can operate safely in the
MR environment.

The maximum peak acoustic noise level of the MR
system during scanning is not allowed to exceed 140 dB
relative to 20 μPa in the accessible area of the MR
equipment [26.11]. Thus, acoustic noise could also be
an issue for certain sensors. Finally, it is important to
examine the interaction among different devices or sys-
tems before MR safety labeling. The aforementioned
examples show the importance of a specific and com-
prehensive functional testing protocol.

For evaluation of safe operation, the following inter-
actions have to be considered:

• Static magnetic field• Switched gradient magnetic field• RF electromagnetic field

including parameters such as:
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• Device configuration• Device orientation• Possible or intended device operational status (on,
off, standby or other function modes).

26.2.6 Image Quality

Image quality issues, such as signal-to-noise ratio
(SNR) and B0 homogeneity, are important for safe di-
agnostic operation of MR systems.

The effect on image quality is a major considera-
tion. RF emission by actuators or other active parts of
a device can significantly decrease the image quality of
the MR system (e.g., by decreasing the SNR) and can
therefore affect the clinical diagnosis. Interference can
be visible in the MR image, appearing as, for example
(but not limited to), noisy images due to spikes, dots or
stripes and spurious proton signals [26.19]. Other degra-
dations, disturbances or inaccuracies of the MR image
are likely (decrease in SNR or B0 field homogeneity,
etc.).

26.2.7 MR Image Artifacts
Due to the Medical Device

In most cases, MR image artifacts do not primarily af-
fect patient safety but rather have high clinical relevance
for adequate diagnosis, e.g., stent patency. If exact po-
sitions are needed, e.g., for needle insertion or implan-
tation of x-ray markers or radioactive seeds, safety be-
comes critical for the whole diagnostic procedure. Sus-
ceptibility [26.20] and RF artifacts depend on various
parameters such as the magnitude and orientation of B0,
the alignment of the medical device relative to B0, and
the MR pulse sequence parameter settings (Fig. 26.1).

MRI susceptibility artifacts are caused by field
inhomogeneity around an object (Fig. 26.1c,d) and
show a particular pattern due to the magnetic field
lines [26.18, 21]. Comprehensive artifact testing is nec-
essary to provide artifact information for all relevant
configurations. With respect to MR imaging compat-
ibility, artifacts influencing image quality can hide
information or result in incorrect depiction of the posi-
tion of a device, e.g., a needle, in the MR image [26.19,
22]. Thus, artifacts can lead to diagnostic misinter-
pretation due to missing information resulting from
susceptibility artifacts due to the device materials. Fur-
thermore, RF artifacts [26.23] are likely, due to coupling
of electrically conductive structures with the electro-
magnetic field, e.g., for an instrument introduced into
the patient. Such coupling can result in signal shielding

(Faraday cage effect), distortion or even intended am-
plification of the signal (mainly by designed structures,
e.g., coils), which can be used for active device visual-
ization such as tip tracking. For external devices placed
close to the patient, image distortion in different dimen-
sions can occur. The image distortion can extend into
the patient tissue even if there is no physical contact of
the device with the patient.

Application of low-susceptibility materials such as
polymers and ceramics minimizes such artifacts. How-
ever, plastic parts can contain hydrogen protons that dis-
turb the image due to MR signals generated inside the
imaging volume. On the other hand, signals from plas-
tic parts outside the imaging volume can degrade image
quality if folded into the field of view. Therefore, MR
artifact testing should be implemented at an early stage
of the development process of devices to check the ma-
terials used within or close to the imaging volume of
the MR system. Polymers can also contain dotting with
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Fig. 26.1 (a) Titanium (T) and ceramic (C) cannulae in in-
terventional MRI. (b) Artifact size in relation to orientation
and sequence type (according to User Manual Magne-
tom OPEN and A. Oppelt, Siemens, Erlangen) (c) Field
mapping of an artifact, cross-section of a 1 mm titanium
probe. (d) Schematic view of the magnetic field pertur-
bation; spins near the object to the left and right are at
lower resonance frequency, whereas those above and be-
low the object are at higher resonance frequency (modified
according to [26.18])
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Sample
Oxide

thickness

COR SE

COR GE

TRA SE

TRA GE

Thickness (mm)

Diameter (mm)

Diameter (mm)

Thickness (mm)

EP

0.011 μm

4.9

<0.2

<0.2

Tip 4.4

400 °C

0.0338 μm

4.9

<0.2

<0.2

4.4

500 °C

0.0244 μm

5.0

<0.2

<0.2

4.5

600 °C

0.081 μm

4.9

<0.2

<0.2

4.4

700 °C

0.550 μm

4.8

<0.2

<0.2

4.4

800 °C

5.775 μm

10.1

6.0

4.9

Up to 7.8

1000 °C

33.2 (187% in length)

27.1

18.7

Up to 25.4 
(187% in length)

21.9 μm

Fig. 26.2a Artifact size of samples electropolished (EP) to 1000 ◦C at 1 T parallel to the main B0 field

Sample
Oxide

thickness

COR SE

COR GE

TRA SE

TRA GE

Thickness (mm)

Diameter (mm)

Diameter (mm)

Thickness (mm)

EP

0.011 μm

6.7

7.7

6.6

7.8

400 °C

0.0338 μm

6.8

7.9

6.8

7.8

500 °C

0.0244 μm

6.7

7.8

6.8

7.9

600 °C

0.081 μm

6.8

7.9

6.7

7.8

700 °C

0.550 μm

7.4

8.4

6.9

8.8

800 °C

5.775 μm

Up to 12.7

12.5

9.7

Up to 13.7

1000 °C

Up to 39.7
(163 % in length)

38.5

31.1

42.4  (165 % in length)

21.9 μm

Fig. 26.2b Artifact size of samples electropolished (EP) to 1000 ◦C at 1 T, perpendicular to the main B0 field
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Sample
Oxide

thickness

COR SE

COR GE

TRA SE

TRA GE

Thickness (mm)

Diameter (mm)

Diameter (mm)

Thickness (mm)

EP

0.011 μm

<0.2

1

1

Tip: 7.3

400 °C

0.0338 μm

<0.2

1.2

1.2

Tip: 7.3

500 °C

0.0244 μm

<0.2

1

1

Tip: 7.3

600 °C

0.081 μm

<0.2

1

1

Tip: 7.3

700 °C

0.550 μm

<0.2

1

1

Tip: 7.3

800 °C

5.775 μm

Up to 7.7

8

8.3

Up to 12.7

1000 °C

Up to 23
(160 % in length)

15.5

19.4

Up to 30
(190 % in length)

21.9 μm

Fig. 26.2c Artifact size of samples electropolished (EP) to 1000 ◦C at 1.5 T, parallel to the B0 field

Sample
Oxide

thickness

COR SE

COR GE

TRA SE

TRA GE

Thickness (mm)

Diameter (mm)

Diameter (mm)

Thickness (mm)

EP

0.011 μm

7.9

8.2

8.3

12.4

400 °C

0.0338 μm

8.1

8.5

8.4

12.5

500 °C

0.0244 μm

8.5

8.7

8.4

12.5
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Fig. 26.2d Artifact size of samples electropolished (EP) to 1000 ◦C at 1.5 T perpendicular to B0 field
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ferromagnetic debris from manufacturing, causing sig-
nificant artifacts. The presence of an oxide layer can play
a role for the artifact size, but only if the oxide has cer-
tain paramagnetic characteristics different from the core
metal or alloy. On Nitinol samples, increasing thick-
ness of oxide layers have been determined in MRI. Fig-
ure 26.2a–d shows 1 mm × 40 mm Nitinol wire samples
which were placed in 0.9% NaCl doped with 2 mmol/l

gadolinium MR contrast agent, (Multihance, Schering
AG, Berlin) parallel to the main field of a scanner with
1.0 and 1.5 T, and perpendicular to it at 0.3 T. Coro-
nal (TE) and transversal (TR) orientated spin echo (SE:
TR/TE = 300/30 ms) and gradient echo (GE: TR/TE =
100/10 ms, FA = 40◦) images were obtained with a Hi-
tachi (0.3 T)/Philips Gyroscan NT (1.0 T/1.5 T) using
a quadrature head coil with 27 cm inner diameter.

26.3 Examples of MR Artifacts Caused by Medical Devices

Instruments as well as implants can cause significant
image artifacts. The problem of imaging artifacts will be
illustrated using the example of stents. These are tube-
like, expandable devices which are placed via catheters,
mainly in narrowed or occluded arteries to reestablish
or maintain blood flow. The metallic material and the
stent shape can lead to severe changes of the image
information, leading to artifacts [26.10, 12, 24, 25].

Conventional imaging sequences are often compro-
mised and signals complete vanish inside the stent lumen
and in close proximity. A variety of reports on exper-
imental [26.26–28] and clinical studies [26.29, 30] of
postinterventional MR imaging of stents have been pub-
lished in recent years, plus safety aspects and the in-
fluence of different materials and structures for MRI in
the presence of stents [26.31] and stent grafts [26.32,
33] for particular MRI settings. Evaluation of imaging
parameters and the effects of different field strengths,
sequence types, parameters, and stent orientations have
been reported. We have utilized field strengths of 0.2,
1.0, and 1.5 T and a variety of different material pro-
cessing techniques with a particular focus on nitinol
and implementation of resonant stent structures. MR im-
age quality of the material (tissue) outside and inside
eight different common vascular stents with nominal
diameter of 8 mm and length of up to 80 mm after ex-
pansion was examined. Experiments were performed
with unchanged sequence parameters at static magnetic
field strengths B0 of 0.2, 1.0, and 1.5 T. Effects of the
type of sequence and imaging parameters, the orienta-
tion of the stent axis in the static magnetic field, and
the orientation of the recorded slice were systematically
assessed [26.34]. Suitable strategies for recording diag-
nostic MR images during interventional procedures and
in follow-up examinations were derived from the exper-
iments. The results should help to choose the optimal
imaging modality and, in the case of MRI, suitable se-
quence types and imaging parameters in examinations of
patients during and after stent implantation. As a result

of these experiments, specific strategies have been devel-
oped to reduce susceptibility artifacts by selecting other
materials such as niobium and tantalum for expanding
balloon stents and to improve the behavior of nitinol for
self-expanding stents. To overcome RF artifacts, stents
that work as electric resonators to interact with the MR
imaging process have been developed. This RF antenna
effect of stents provides enhanced signal intensity of the
stent lumen. By inductive coupling, improved imaging
of the stented area has become possible [26.35, 36].

MR systems have field strengths that vary from 0.2
up to 3 T. Basically the same sequence types are used,
such as spin echo and gradient echo [26.37]. The se-
quence choice has an important influence on the size
of the artifacts in MRI. Another important factor is
the field strength of the MR system. The field strength
has a significant influence on the generation of artifacts
from devices and implants such as stents. The higher
the field strength, the greater the influence on the MR
image. Changes of the susceptibility also become more
relevant. Thus, devices that show only minimal artifacts
in low-field (0.2–0.5 T) MRI demonstrate significantly
increased artifact size for higher fields. Susceptibility
artifacts are well understood and have been examined
extensively [26.34, 38, 39].

Flow artifacts [26.40–42] depend on the field
strength, and the basic material characterization and
the electromagnetic behavior are more relevant to the
MR imaging of stents. Although 1 and 1.5 T differ by
50%, the artifact size does not increase by 50%. As
1.5 T is the current state of the art in coronary MR
angiography as well as cardiac imaging, stent samples
have been examined in 1.5 as well as 1 T. RF artifacts
are more relevant in this context, because the resonant
frequencies are different, leading to different imaging
behavior [26.23, 43]. All stents that consist of intercon-
nected segments are subjected to eddy current induction
as well as parasitic resonant frequencies, both of which
lead to shielding of the lumen (Fig. 26.3).
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Palmaz stent 7F

Artifact size = 30 mm

Fig. 26.3 Palmaz 3 mm stainless-steel stent (316 L) in
MRI

As described above, susceptibility artifacts and RF
artifacts prevent lumen visualization.

The MRI Larmor resonance frequency is defined as

ωL = γH ∗ B0 ,

where γH = 42.58 MHz/T, i.e., 63.87 MHz at 1.5 T
(Fig. 26.5).

In addition to the pulse sequence (gradient or spin
echo) and the susceptibility of the material, the geomet-
ric shape of an implant, e.g., a stent, has a significant
influence on the distortions of the static magnetic B0
field. As a result, a nonuniform pixel intensity is gener-
ated in areas which should have a uniform pixel intensity.

Copper has magnetic susceptibility close to those
of tissue and water. Thus, susceptibility artifacts can be
neglected when using copper wire rings. To prove this
concept, an experiment has been performed using four
copper rings: a noninsulated and insulated ring closed
by soldering, an open ring, and a ring tuned using a ca-
pacitor to the resonant frequency (42.58 MHz) of a 1.0 T
magnet (Figs. 26.6, 26.7).

26.3.1 Stent Artifacts Summary

The following simplified description for stent artifacts
can be defined:

• The material causes a local inhomogeneity of the
stent lumen, whereby the spatial encoding of the MR
signal is altered.• Eddy currents cause magnetization of the stent.
These local magnetic fields lead to additional local

z

x

y

Fig. 26.4 Stent sample with schematic pathways for eddy currents
depending on the direction of gradient fields and RF fields. Eddy
currents are also induced in the circumference of the stent, because
all segments are interconnected

Magnet
Gradients

Magnetic resonance frequency

Magnetic field

Magnet

Fig. 26.5 In MRI, biological tissue is exposed to strong
static, permanent magnetic field and switched gradi-
ent magnetic fields (schematic view with MRI cut
open)

inhomogeneity of the magnetic field, causing spatial
miscoding of the spin frequency similar to the effect
of susceptibility.• RF pulses from the MRI device do not enter the stent
lumen because of the Faraday cage shielding effect
and the induction of eddy currents.

Magnetic field

Resonance frequency

Displaced spatial
encoding

Metallic structure

Gradients

Palmaz stent 7F (316L)

30 mm

Fig. 26.6 Schematic representation of the principle of a suscep-
tibility artifact. Alteration of the magnetic field homogeneity by
a metallic rod causes a change of the local resonance frequency and
thus a mismatch of the spatial encoding, leading to the artifact on
the right
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Cu ring closed

GRE: TR 90, TE 20;  Flip 20 ° GRE: TR 90, TE 3.0;  Flip 90 °

Insulated Open Resonator

Fig. 26.7 Copper rings in MRI. The first and second closed
Cu rings on the left demonstrate the phenomenon of lo-
cal magnetization with induction of eddy currents. The
field inhomogeneity shields the inner section of the ring.
Whereas the open ring is neutral and does not alter the MRI
signal, the resonant ring (right) shows significant signal en-
hancement depending on the flip angle of the gradient echo
(GRE). This proves that the resonant structure can enhance
the MR signal intensity within the lumen of a stent. Most
stents can be characterized as a set of interconnected rings

• If excitation RF pulses enter the stent, escape of the
signals emitted due to proton relaxation inside the
stent is hindered.

To evaluate the capability of a resonant circuit to over-
come stent artifacts, we selected the stent with the small-

Coil

Load
phantom

Stent

Head coil

Test container

Load

Petri dish filled
with test medium

Direction of main
magnetic field B0

a) b)

Fig. 26.9a,b Setup schematic and photograph of MRI testing of stent samples. Measurements took place in a Petri dish
as a test container in 1 T and 1.5 T Philips and Siemens MR using the standard head coil. The test medium was water and
2 mmol/l Magnevist (Schering, Berlin), equivalent to 1 mmol/l Gd-diethylenetriamine penta-acetic acid (DTPA)

In filter – fitted
In thrombus – fitted
Gado ref – fitted
Gado ref
In filter
In thrombus
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λfilter = 0.43
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Fig. 26.8 Dependence of the signal-to-noise ratio on the
flip angle for a vena cava filter (open circles), a thrombus
clot (open squares), and a tube filled with 1 mol/l gadolini-
um-doped water (solid circles) (after Bartels et al. [26.23])

est visible MR artifacts. The stent was equipped with
a wire coil tightly wound around the stent, and the wire
was soldered to a surface-mount device (SMD) capacitor
and thus tuned close to the resonance Larmor frequency:
42.58 MHz at 1 T and 63.87 MHz at 1.5 T. In addition
to the resonant circuit, the technique described by Bar-
tels [26.23] has been used, i.e., using the flip angle to
increase the pulse energy within the stent to overcome
the shielding (Figs. 26.8, 26.9).

26.4 Evaluation of MRI Artifacts of Implants

Another example is the vena cava filter. These de-
vices are placed via the femoral vein into the in-

frarenal vena cava to filter blood clots stemming
from pelvic veins or deep vein thrombosis in or-
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d = 77 mm d = 81mm
1 cm

b)a)

d = 60 mm d = 74 mm

d = 74 mm d = 56 mm

Fig. 26.10 (a) Various 3 mm × 20 mm stent
samples in MRI (Siemens Magnetom Vi-
sion, fl2d, TE = 11 ms, TR = 300 ms, FA
= 40 ◦C, slice 3 mm, matrix = 256 × 256,
FoV = 128 mm). (b) Nitinol 3 mm × 20 mm
stent partially covered by a resonant circuit
tuned to 64 MHz in Philips 1.5 T Intera, FFE
3d, TE = 6 ms, TR = 200 ms, FA = 10 ◦C,
# of Acq: 2, Slice = 2 mm, matrix: 256 × 256,
FoV: 90 mm

der to prevent pulmonary embolism. Depending on
the field strength, pulse sequence, and material, ar-

Picture

0.2 T

Sagittal

ROW COL ROW COL ROW COL ROW COL
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1.0 T
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Fig. 26.11a Vena cava filter in MRI,
0.2 and 1 T, gradient echo sequence

tifacts of different size can occur (Figs. 26.10a,b;
26.11a,b).
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Picture
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Trap ease

Fig. 26.11b Vena cava filter in MRI
0.2 and 1 T spin echo sequence

26.5 MR Safety Labeling

In medical practice, the question arises of whether a pa-
tient with a specific implant can be safely MR-scanned
or whether a specific device can be used close to or on the
patient during MR scanning. This information is often
not available, and the clinical staff have to make the de-
cision. It is very important to base such clinical decisions
for MR safety or conditional scanning on original infor-
mation from the instructions for use from the MR im-
plant manufacturer. Some information can be found on
the Internet, for example, at www.mrisafety.com; how-
ever, often the reader is pointed to advices of e.g. or
similar consult the manufacturer of the particular de-
vice for the latest safety information (e.g. Conditional 5,

whereas only MR Conditional is the official term ac-
cording to ASTM F2305). Information from the Internet
only may not be complete, can be outdated or may not
cover the responsibility of the device manufacturer or the
MRI operator. MR safety labeling provided by the de-
vice manufacturer is mandatory to ensure patient safety.

www.magresource.com for example is listing origi-
nal MR labeling information from the device manufac-
turer. Information based on old MR standards as well
as new MR standards is clearly marked. The database is
however restricted to registered users.

Currently, ASTM F2503 [26.9], which defines
marking practice for items brought into the MR environ-
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Fig. 26.12 (a) Interactions of MRI
with devices and (b) interaction of
a device with MRI (after Gutmann)

ment, requires MR safety labeling using the following
categories and icons: MR Safe, MR Conditional, and
MR Unsafe. Besides implants and interventional in-
struments commonly used with diagnostic imaging
modalities, other devices, e.g., surgical setup, frames
or robots, are being used with MRI as well, and en-
ter the MR environment. Considering complex systems,
basic and specific tests are needed for evaluation of
the MR interaction between device components and the
MR environment. Thus, medical device manufacturing
requires not only standard technical and clinical knowl-
edge but also MR safety-specific knowhow for device
use in combination with a specific MR environment
(Fig. 26.12)

In the early 1990s, standards were established for
safety testing of passive devices brought into the MR
scanner during scanning.

ASTM F2052 [26.5], ASTM 2213 [26.6], and
ASTM F2182 [26.7] are regularly updated and there-
fore are still of value, although the limits proposed in
these standards are still based on practical experiences

rather than scientific data. Also, ASTM F2119 [26.8]
has been updated very recently.

26.5.1 Terms, Definitions,
Icons, and Marking

ASTM F2503 [26.9], which describes terms, defini-
tions, and icons for marking items (including medical
devices) for use in MR environments, superseded the
historical definitions of MR safe and MR compati-
ble [26.44], which are listed here for clarity but no
longer in use:

MR safe: The device, when used in the MR
environment, has been demonstrated
to present no additional risk to the
patient or other individuals, but may
affect the quality of the diagnostic in-
formation.

MR compatible: The device, when used in the MR en-
vironment, is MR safe and has been
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demonstrated to neither significantly
affect the quality of the diagnostic
information nor have its operations af-
fected by the MR device.

The MR conditions under which the device was
tested should be specified in conjunction with the terms
MR safe and MR compatible, since a device which is
safe or compatible under one set of conditions may
not be found to be so under more extreme MR condi-
tions. The definitions were extracted, with permission,
from [26.44].

In addition to several MR safety issues that apply
to items and components such as magnetically induced
displacement forces and torques, RF-induced heating,
induced voltages, acoustic noise, interactions among
devices, as well as a considered safe device, the term
MR compatible covers image quality and safe opera-
tion of the device according to the definition above.
MR image artifacts are not considered a direct safety
issue but, on the other hand, safe operation of the
device is a direct safety issue. MR compatible was
often misinterpreted and used incorrectly for device
labeling. Thus, the ASTM subcommittee F04.15.11
for MR standards decided to withdraw the term in
2005 based on the marking practice defined in ASTM
F2503 [26.9]. MR compatible was not redefined and

A square

or MR safe

MR unsafe

MR conditional

An equilateral triangle with radiused outer corners

A circle with a diagonal bar

Fig. 26.13 Current icons for MR marking of devices and
items used within the MR environment (extracted with per-
mission from ASTM F2503-08 [26.9])

is no longer used in current standards or for MR
labeling.

The current active terms (MR safe, MR conditional,
and MR unsafe) are defined in ASTM standard F2503
and cover MR safety-related interactions in the MR
environment as discussed earlier in this chapter. As
mentioned, MR image artifacts are not considered as
a direct safety issue. However, information regarding
image artifacts and degradation of image quality is re-
quested in order to inform the MR operator.

Figure 26.13 shows the three current icons of MR
safety, which should be used for direct marking on items
if applicable and/or together with more detailed infor-
mation in their instructions for use. The definitions of
the terms are as follows:

MR conditional: an item that has been demonstrated to
pose no known hazards in a specified
MR environment with specified con-
ditions of use. Field conditions that
define the specified MR environment
include field strength, spatial gradi-
ent, dB/dt (time rate of change of the
magnetic field), radiofrequency (RF)
fields, and specific absorption rate
(SAR). Additional conditions, includ-
ing specific configurations of the item,
may be required.

MR safe: an item that poses no known hazards
in all MR environments. NOTE 1 –
MR safe items include nonconducting,
nonmagnetic items such as a plastic
Petri dish. An item may be determined
to be MR safe by providing a scientif-
ically based rationale rather than test
data.

MR unsafe: an item that is known to pose hazards
in all MR environments. NOTE 2 –
MR unsafe items include magnetic
items such as ferromagnetic scissors.
The definitions were extracted with
permission from [26.9].

All devices including interventional tools that can-
not be marked MR safe or MR conditional are marked
as MR unsafe. MR unsafe devices may not enter the
controlled access area, which can be larger than, but
is often identical to, the RF shielded room or the MR
room. Considering the definitions of the terms above,
most items (and devices) will be subject to the MR con-
ditional label, due to the fact that more or less specific
conditions – result from MR testing that determine un-
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der which conditions the device’s use is safe inside the
MR environment. Basically, these devices contain metal
components that can exhibit a certain level of force and
torque, but also have the possibility of induced voltages
and induced heating because of the materials’ conduc-
tivity. The latter issues can be encountered for other
conductive materials, e.g., carbon fiber. Other safety
issues may exist that affect the safe operation of the
device (e.g., electrical drives and circuits) or the MR
system (degradation of image quality by, e.g., RF emis-
sion). Devices that consist of metal or other electrically
conductive materials cannot be marked MR safe unless
testing has shown no known hazards in all MR envi-
ronments. This rigorous requirement is mainly satisfied
by devices that consist solely of nonmetallic and non-
conductive materials such as plastic, wood, and glass.
The historical definition of MR safe could be used only
in conjunction with the MR conditions under which the
device was tested. Therefore, a device considered MR
safe under at least one condition according to this his-
torical term was (and still is today) in reality an MR
conditional device, and should be labeled as MR condi-
tional instead of MR safe using the F2503 terminology.
Replacement of old device MR labeling is considered
important by responsible agencies to ensure clear un-
derstanding of safety by the MR operator.

The content of MR labeling is based on the
interactions mentioned above as include in ASTM
F2503 [26.9] and in the FDA guidance on Safety and
Compatibility of Passive Implants [26.45]. The follow-
ing provides an extended example of such labeling.

Through nonclinical testing it has been demon-
strated that the DEVICE is MR Conditional:

Force and Torque. By testing of magnetically induced
displacement force and torque the DEVICE showed a
magnetically induced force of 3% (equal to 2◦ deflec-
tion) of the limit and a magnetically induced torque
of < 1% of the limit; static magnetic field of 3 T with
a spatial gradient magnetic field of 8.4 T/m and a spa-
tial gradient field product of 18.0 T2/m. According to
these test results, entering the MR magnet can be con-

sidered safe directly after implantation without safety
discussion only for static magnetic fields of 3 T and less
with a spatial gradient magnetic field of < 100 T/m and
a spatial gradient magnetic field product < 100 T2/m
(values extrapolated and cut off; extrapolation exceeds
100 by far). Nonclinical testing has not been per-
formed to rule out the possibility of implant migration at
static gradient magnetic fields stronger than mentioned
above.

RF Heating. In nonclinical testing with a 3 T MR SYS-
TEM NAME and MODEL and implant in worst-case
phantom position, the DEVICE produced a maxi-
mum temperature rise of 4.5 ◦C in a static human
torso-shaped phantom with a background temperature
increase of 3.4 ◦C at a whole body averaged specific ab-
sorption rate (WBA-SAR) software display of 3.8 W/kg
(3.4 W/kg in a phantom calorimetric test) for 20 min
of MR scanning with transmit/receive body coil. The
local body SAR shall be limited to 5.0 W/kg for us-
ing the MR body coil (theoretical estimated WBA-SAR
< 1.5 W/kg). Note that the WBA-SAR is inappropri-
ate to scale exact local temperature increases. Local
SAR can deviate and result in much higher values than
the WBA-SAR software display. Measurement inaccu-
racies and additional safety margins should be taken
into account. Before each individual MR procedure, it
might be necessary to discuss the situation with regard
to patient benefit by consulting medical experts and MR
physicists.

Gradient Interactions. (to be considered for induced
voltages/heating/vibrations (standardization work in
progress))

MR Image Artifacts can affect the surroundings of the
implant with a distorted DEVICE length of +20% in
a standard spin echo sequence and +50% in a stan-
dard gradient echo sequence. The image artifact of the
DEVICE diameter can be +300% in a standard spin
echo sequence and +540% in a standard gradient echo
sequence.

26.6 Interpretation of MR Labeling

Old and obsolete MR labeling information exists for
several medical devices from the past. Therefore, the
MR user should be aware of risks and pitfalls when
MR scanning a patient with an implanted or exter-

nally attached medical device. It should also be verified
whether there is a contraindication to MR scanning
of patients with devices expressed in the instructions
for use from the MR system manufacturer. Impor-
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tant information that is needed for interpretation is as
follows:

• Exact and secure data about the medical device• Written original MR labeling information from the
instructions for use (from the device manufacturer
or cooperating reliable MR safety online database)
according to the example above• Compatibility datasheet of the MR system used• Exact and secure data about the RF coils of the MR
system.

The MR labeling should have a section about mag-
netic forces and torques. Important parameters to be
controlled based on the compatibility datasheet of the
MR system are the static magnetic field with its spatial
gradient magnetic field in T/m and the spatial gradi-
ent magnetic field product in T2/m. Note that static
magnetic fields of less (1 T) than that displayed in the
labeling (e.g., 3 T) exist, but with higher spatial gradi-
ents, which is not covered by the static magnetic field
only. Also it might be possible that the MR labeling only
displays the maximum technically accessible spatial
gradient magnetic field used for MR testing. Usually,
the MR manufacturer presents the global maximum spa-
tial gradient magnetic field. Comparing these values,
two options for the decision that entering the MR mag-
net is safe are technically meaningful (but very different
from liability point of view):

1. The MR labeling reports also the extrapolated spatial
gradient magnetic field (e.g., < 100 T/m in the ex-
ample above) which is directly comparable with the
compatibility datasheet of the used MR system, or

2. MR labeling only reports the maximum technically
accessible spatial gradient magnetic field used for
MR testing, but in addition the corresponding de-
flection angle, which allows the experienced MR
user to carry out the extrapolation for compari-
son with the compatibility datasheet. Note: A lot
of MR labeling information are providing 700 or
720 G/cm. This value is low compared to the spatial
gradient magnetic field inside the magnet bore of
most modern MR systems. Furthermore, this value
is technically meaningless if not a deflection angle
is provided to make the user aware of how far the

item might be away from the limit of 45◦ deflection
and which safety margin is still remaining under the
given value of 720 G/cm obviously used for testing.

The RF heating section of the MR labeling should
provide sufficient data [MR system, field strength, tem-
perature increases, scan duration, local and average
SAR (software displayed, calorimetric, background),
location, configuration, orientation, MR coil, pulse se-
quence, etc.] from MR testing of the sensitivity of
heating of a device under so-called worst-case consid-
erations in a specific test phantom.

This information provides an experimental example.
Such data for safe MR scanning are difficult to transfer
to a specific patient, especially if high sensitivity for RF
heating is shown in the MR labeling. The specific ab-
sorption rate (SAR) and related B1/RF mode selections
on the MR system are today the only parameters to limit
the RF power and tissue heating of the patient. Note that
the WBA-SAR is inappropriate to scale to exact local
temperature increases at implanted devices. Only under
the specific assumptions stated in the MR labeling is
MR scanning intended to be safe. Therefore the device
manufacturer should have considered the whole product
matrix to be covered by the worst-case(s). Additionally;
a transfer of test results from the phantom test to hu-
man is necessary to apply, using for example computer
simulation.

Before each individual MR procedure, it might be
necessary to discuss the situation with regard to pa-
tient benefit by consulting medical experts and MR
physicists.

Future test methods currently under development
will increase the reliability of data, resulting in less
uncertainty for the patient population.

Data considered for the interaction with switched
magnetic gradients should include both, parameters
about software and hardware (device location and
orientation).

Information from MR labeling about MR image ar-
tifacts should show dimensional data to inform the MR
user about the extent of artifacts created by the device
when using standard spin and gradient echo sequences.
Optimization to decrease artifacts is feasible by adjust-
ing the individual MR pulse sequence.

26.7 Discussion

Overall patient safety during an MR scan is obviously
very important. Formulation of safety-related require-

ments in international standards enables this safety to
be obtained and maintained. The risks related to MR
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scanning are therefore minimal. Nevertheless, careful
attention by the operator is required before each scan,
because interaction between the MR environment and
materials or devices brought into the MR scanner with
the patient may introduce additional risks to the pa-
tient. When these devices are accessories, labeling on
the devices should provide enough information regard-
ing allowable MR scan parameters, but the label cannot
cover all potential circumstances.

Interviewing the patient prior to each scan remains
very important, whereby it must be realized that some-
times the patient himself does not know the relevant
information about the materials or devices which he
brings into the scanner, because they are implanted.
Therefore, patients should be subject to further clini-
cal examination or imaging by other modalities if the
situation remains unclear.

Currently, many studies are ongoing and results
have sometimes been published on the MR safety of
specific devices, although such results must always
be interpreted with care. Often, these studies apply
a limited set of MR parameters, defining in fact the con-

ditions for safe scanning. Also, the number of patients
studied is usually very limited, therefore the conclu-
sions cannot be extrapolated to form general safety
statements. Careful testing of MR safety for devices
by the manufacturer or testing laboratory working ac-
cording to ISO 17025, GLP or other quality standard
therefore remains essential.

It is good to realize that, for reasons mentioned in
this chapter, MR manufacturers in general still do not
approve scanning of patients with implants, and for-
mulate warnings in their instructions for use regarding
the significant risks associated with scanning of patients
with active or passive implants containing conductive
materials.

When the implanted device is labeled as MR safe
or MR conditional, the operator is informed via the in-
structions for use of the implant regarding the safety and
possible conditions to be taken into account during scan-
ning. The instructions for use from the MR manufacturer
should explain according to IEC 60601-2-33 that further
information is described in the documents from the im-
plant manufacturer.
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Long-Term V27. Long-Term Ventilators for Intensive Therapy

Thomas Peyn

Long-term ventilators are life-sustaining devices.

Depending on patient conditions, intensive care

ventilators must support or replace spontaneous

breathing. In this context, optimizing mechani-

cal ventilation and weaning the patient off the

ventilator are typical challenges that caregivers

face on the intensive care unit every day. To

meet all clinical requirements, current ventilators

provide many different ventilation and wean-

ing modes, some of which are explained in this

chapter.

27.1 Tasks of the Ventilator .......................... 525

27.2 Function and Components
of a Long-Term Ventilator ..................... 526
27.2.1 Power Supply............................. 527
27.2.2 Gas Mixer .................................. 527
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27.3.2 Demand Flow Systems ................ 530
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27.4.2 Switchover Behavior ................... 531
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27.1 Tasks of the Ventilator

In order to supply the body with air containing oxygen,
the volume of the lungs increases when breathing in.
When breathing in, the pressure in the lungs drops, and
in this way atmospheric air is sucked into the lungs. The
reverse applies when breathing out: thoracic and respi-
ratory muscles return to their idle state, and the lung
volume reduces. The resulting intrapulmonary increase
in pressure results in the expiratory gas, which con-
tains carbon dioxide, being expired. In an idle state, this
procedure is repeated about 10–20 times per minute,
in the case of an adult. For bodyweight of 75 kg, the

volume moved with each breath varies between about
350 and 850 ml. Taking into account additional physical
activities, which can result in a significant increase in
respiration, it is more than possible that our respiratory
musculature shifts a total volume of 10 000–15 000 l of
air over the course of a day. These figures underline the
fundamental importance of our respiratory system for
the entire organism. If the interplay of the organs and
muscles involved in respiration is interrupted, ventila-
tors can completely take over breathing or, if the patient
is simply breathing too flatly, a share of the breathing
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Table 27.1 Reasons for using ventilators

Reason for ventilation Examples of possible causes

Functional limitations of the respiratory musculature Due to a muscular injury or paralysis

Pathophysiological changes to the respiratory system and/or
pulmonary tissue

Due to increased airway resistances or to a reduced lung
compliance

Disruptions to respiratory mechanism In case of thorax injuries

Disruptions to gas exchange/diffusion Through the accumulation of pulmonary liquid or changes
to the alveolar membrane

Disorders of the respiratory drive Due to neurological disruption, cranial illness or injury

work. The many reasons that may require the use of
a ventilator can, in principle, be allocated to five dif-
ferent issues (Table 27.1).

As well as the examples named here, use of a venti-
lator can also be required due to undesired respiratory
depression caused by strong pain relievers or use of
muscle relaxants. The examples listed make clear that
patients can be dependent on breathing gas being sup-
plied to them via special gas dosage equipment for
many different reasons. A differentiation must be made
here between a patient who is still breathing spon-
taneously and only needs to be offered an increased
concentration of oxygen from a ventilation therapy de-
vice and a patient who is no longer able to perform
the necessary breathing work and must be ventilated
by a ventilator. Regardless of the breathing disruption,
a long-term ventilator performs a life-saving function in
all cases. Against this background, the ventilator must
fulfill three different tasks:

1. Oxygenation of the patient: Provide and supply the
patient with a mixture of oxygen and air.

2. Partial or total assumption of respiratory work: Gen-
erate and dose defined gas flow and respiratory
pressure.

3. Monitoring of the device and patient: Generate
alarms and visualize changes.

Ventilation therapy is primarily aimed at supporting
or replacing the patient’s breathing, thus guaranteeing
efficient gas exchange. For this reason, the user of a ven-
tilator must ensure that the selected device configuration

Fig. 27.1 Intensive care ventilator (Evita XL, Dräger Med-
ical)

supplies the patient with adequate oxygen and that the
ventilation sufficiently reduces the amount of carbon
dioxide in the body. The required efficiency control is
performed using arterial blood-gas analysis (Chap. 41).
With a long-term respiratory device (Fig. 27.1) the ther-
apist is given a tool with the help of which he can simul-
taneously train and strengthen the respiratory muscula-
ture of the patient, so that the patient gradually becomes
used to breathing independently. This weaning process
can last hours, days or even weeks. One reason for this
wide range is the different duration of ventilation, during
which atrophy of the respiratory musculature can occur.
Furthermore, the duration of the weaning phase is influ-
enced by the clinical picture of the patient, the recovery
process, and the overall clinical situation.

27.2 Function and Components of a Long-Term Ventilator

If the patient’s own respiratory activity is insufficient,
some form of external substitution or complementary

intervention is required to ensure that the breathing gas
is transported to the lungs. Artificial respiration can
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be achieved by the delivery of defined gas flows and
by the creation of positive pressures. There is a sig-
nificant difference from spontaneous breathing: When
the patient breathes spontaneously, the intrapulmonary
pressure stays roughly at the baseline of atmospheric
pressure. During artificial respiration, in contrast, the
breathing gas is supplied to the lungs with a positive
pressure. A hose or breathing circuit forms the interface
between the ventilator and the patient. It is generally
designed as a dual-hose circuit (consisting of an inspira-
tory and expiratory hose) in the case of clinical intensive
care ventilators. In principle, the patient can be con-
nected with the ventilation system either via a face mask
or via a tube inserted into the trachea. The user will
decide which method to use based on the respective cir-
cumstances such as the expected ventilation period and
take the appropriate medical measures to prepare the
patient.

Different system components are required for the
technical implementation of a long-term ventilator.
Their systematic arrangement is shown in Fig. 27.2.

27.2.1 Power Supply

Ventilators require electric power, oxygen, and com-
pressed air to operate properly. The devices are usually
supplied via an external power source as well as via
the hospital’s central gas supply (with a supply pressure
of approximately 3–6 bar or 39–87 psi). In functional
areas without a central gas supply or during transporta-
tion of patients within the hospital, it is necessary to
ensure the functioning of the device by other means.
Potential solutions include the use of separate compres-
sors, compressed gas cylinder packs, and accumulators.
Increasingly, ventilators not dependent on compressed
air, which provide ventilation by filtering and using am-
bient air, are also being used. Only an oxygen source
and a power supply are needed to operate such types of
ventilators.

27.2.2 Gas Mixer

The gas mixer allows the user to vary the oxygen
concentration of the inspiratory gas between 21% and
100% by volume. While ventilators often used to be
supplied by external mechanical gas mixers, techno-
logical developments have resulted in an electronically
controlled gas mixer integrated in the ventilator becom-
ing standard. Gas mixers usually have a dual function
in that they are also responsible for ensuring that the

breathing gas to be supplied is prepared and delivered in
the required quantity and at the correct rate. It is often
the threshold ranges which pose the greatest challenges
to these metering systems. If, for example, a volume of
20 ml with an oxygen concentration of 30% by volume
is required for ventilation, 17.7 ml of gas must be de-
livered via the compressed air valve and 2.3 ml via the
oxygen valve.

27.2.3 Pressure Generator

The pressure or flow generator is responsible for deliv-
ering the mixed gas prepared by the gas mixer according
to the ventilation parameters set in the operating unit.
At the simplest level, the gas flow or pressure can be
created manually using a manual ventilation bag. Tech-
nically comparable methods are to be found in older

Operating and
display unit

Monitoring and
alarm system

Flow/pressure generator

Expiratory valve

Breathing system

Humidifier

Gas mixer

Power supply

Power supply Air O2

Patient
monitoring

Electrical
connections

Pneumatic
connections

Patient

Fig. 27.2 Components of an intensive care ventilator
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ventilators and anesthesia workstations. These devices
generate the inspiratory gas flow using mechanically
moving parts, for example, bellows or piston pumps.
Modern intensive ventilators, on the other hand, fea-
ture combined gas mixture and metering devices which
provide the required gas quantities directly from the
gas supply systems. From a technical point of view,
these components can be designed as a flow or a pres-
sure generator. A flow generator is a controlled valve
whose output provides a defined gas flow; the out-
put pressure is not specified. A pressure generator,
on the other hand, behaves similarly to a compressor,
whose output provides a defined pressure with an un-
specified gas flow. Pressure generators are often used
to drive ventilators which are not dependent on com-
pressed air and that use suctioned ambient air for patient
ventilation.

27.2.4 Breathing System

The breathing system forms the interface between the
patient and the ventilator. Clinical long-term ventilators
are usually connected with the patient via an inspiratory
and an expiratory hose (dual-hose circuit). The expira-
tory valve is closed during the inspiratory phase. The
gas flow delivered through the inspiratory port passes
through a breathing gas humidifier before entering the
patient’s lungs, so that it is adapted to the climatic
conditions in the patient’s lungs (see later). After the in-
spiratory phase, the patient exhales when the expiratory
valve is opened. Thus, the expiratory gas passes through
the ventilator again, but is not reused for the follow-
ing inspiration as with anesthesia workstations. Based
on this characteristic, the breathing systems of long-
term ventilators are also referred to as non-rebreathing
circuits.

For the sake of completeness, it should be men-
tioned that ventilators with one-tube circuits are used
in individual clinical function areas. These circuits are
also non-rebreathing circuits; however, in this case
the expiratory valve is not positioned on the side of
the device but near the patient. The improved han-
dling provided by the single hose is thus in conflict
with an expiratory valve that is arranged in the field
of vision of the patient. Ventilators with single-hose
circuits have become the standard in the areas of
emergency care and intermediate care based on indi-
vidual product requirements. In intensive care units, on
the other hand, ventilators with two-hose circuits are
more common due to the required expiratory volume
monitoring.

27.2.5 Gas Humidifier

Breathing gas humidifiers are used to warm and humid-
ify the inspiratory gas. Since the dry and relatively cool
supply gas would dry out the patient’s airways, it is ab-
solutely vital to humidify and warm the breathing gas to
avoid the risk of causing irreversible damage to the cili-
ated epithelium. Active or passive breathing gas humid-
ifiers are available for this purpose. Active breathing gas
humidifiers are located in the inspiratory limb and use
electrical energy to heat a water bath. When the cold,
dry gas passes over the water surface it absorbs water
molecules and is thus warmed and humidified. Passive
breathing gas humidifiers, termed heat and moisture ex-
changers (HMEs), in contrast, are placed close to the
patient, between the tube and the Y-piece. These prod-
ucts are designed to buffer a significant fraction of the
moisture and heat expired by the patient. This retained
moisture is then used to condition the inspired gas pass-
ing through the HME during the next inspiration. Using
a HME together with an active breathing gas humidifier
in a single breathing circuit is not permitted as it would
significantly impair the resistance of the HME. HMEs
are also unofficially referred to as filters, which is a mis-
nomer as they have nothing in common with each other,
unless they also fulfill a hygienic function (for example,
HMEs with an integrated microbial filter).

27.2.6 Expiratory Valve

Besides the above-mentioned switchover function, the
expiratory valve is also responsible for two additional
important tasks. If the valve is not opened completely
during expiration, a positive end-expiratory pressure
(PEEP) is created in the lungs. This PEEP pressure is
therapeutically important because it increases the gas ex-
change surface of the lungs. An adequate PEEP can also
prevent the collapse of individual alveolar areas. The ex-
piratory valve can also fulfill another function providing
that the ventilator also controls the valve during the in-
spiratory phase. In this case, the expiratory valve can
compensate for undesired pressure rises in the breathing
system caused, for example, by the patient coughing.

27.2.7 Operating and Display Unit

The operating and display unit forms the interface be-
tween the ventilator and the user. These units are often
touchscreens designed to display pressure and flow
curves as well as multiple menus for setting different
ventilation modes, adjusting alarm limits or measured
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value overviews, etc. The parameter settings entered in
the operating unit control the other device components
and therefore significantly influence the ventilation pat-
tern applied to the patient.

27.2.8 Alarm System

The monitoring and alarm system ensures that the ven-
tilation parameters set in the operating and display unit
are actually applied. It also issues audible and visual
alarms to alert staff to critical changes in the patient’s
condition or technical malfunctions. The following is
measured: the inspiratory oxygen concentration (con-
trolled by the gas mixer), and the ventilation pressure
and ventilation volume (to monitor the pressure/flow
generator). In addition, the use of an active breathing gas
humidifier makes inspiratory breathing gas temperature
measurement with an alarm system obligatory (to con-

trol the breathing gas temperature). Please note that this
chapter does not provide a detailed explanation of the
sensor technology or the different measurement princi-
ples as this information can be found in Chap. 47.

27.2.9 Patient Monitoring

Patient monitoring is used to monitor the patient’s vi-
tal functions. This includes, for example, electrocardio-
gram (ECG), blood pressure (noninvasive and/or inva-
sive), oxygen saturation, and often also the measurement
of the carbon dioxide concentration in the breathing gas.
Although patient monitors do sometimes display venti-
lation data, these devices are to be seen as an indepen-
dent display unit with an alarm facility. This makes pa-
tient monitoring a significant component of the intensive
care workstation, but it is not part of the ventilator. For
more information on this topic please refer to Chap. 48.

27.3 Technical Implementation

Ventilators differ according to their gas flow behavior.
Devices which provide ventilation by generating a con-
tinuous gas flow (continuous flow systems) are used as
well as demand flow devices which only provide a gas
flow during the inspiratory phase.

27.3.1 Continuous Flow Systems

A continuous flow of oxygen and compressed air is
supplied from the pressurized gas sources via meter-

Gas metering valve
for oxygen and
compressed air

Pressure control valve,
adjustable

Inspiratory port

Control Valve control

Expiratory port

Lungs

Cyclic and spring-
loaded expiratory valve

Fig. 27.3 Continuous flow
system

ing valves. This gas flow is guided via an inspiratory
hose to the patient and from there via an expiratory
hose to an expiratory valve. Thus, a patient who is
breathing spontaneously can always cover his air re-
quirements from the gas flow. If the patient needs
to be ventilated, the expiratory valve is closed for
a defined period. This leads to a pressure rise in the
breathing system and the gas flow is supplied to the
patient’s lungs. The inspiratory ventilation pressure is
limited by an adjustable pressure control valve. With
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Fig. 27.4 Demand flow sys-
tem

the switchover to expiration, the expiratory valve is
opened and the pressure in the breathing system returns
to the ambient or the PEEP pressure. The breathing
gas exits the lungs through the existing decrease of
pressure, is mixed with the constant flow, and flows
through the expiratory valve. In practice, continuous
flow systems are preferably used in neonatal respira-
tion and in respiration therapy. Respiration therapy or
also continuous positive airway pressure (CPAP) de-
vices differ from ventilators in that their expiratory
valve can only generate a constant, positive pressure.
The use of a respiration therapy device is thus reserved
for spontaneously breathing patients, who are, for ex-
ample, dependent on an increased oxygen concentration
(Fig. 27.3).

27.3.2 Demand Flow Systems

In contrast to the above-mentioned continuous flow sys-
tems, demand flow systems only supply a gas flow
during the inspiratory phase. In the case of controlled
ventilation, the gas flow is generally synchronized in
accordance with the user-defined time pattern (time-

cycled ventilation). This can be defined with controllers,
for example, for the inspiratory and expiratory time
according to the operating philosophy of the device. De-
mand flow systems respond to spontaneous breathing
activities by the implementation of a trigger criterion
(Sects. 27.4, 27.5). Demand flow systems reduce the
gas consumption considerably and are therefore also
used in inhalators which promote the breathing depth
of the patient and/or apply aerosols synchronized with
inspiration (Fig. 27.4).

27.3.3 Combined Flow Systems

Some ventilators use combined flow systems for techni-
cal reasons or due to special operational requirements.
These deliver a low constant or base flow on the order
of some liters per minute, compared with the patient’s
gas requirement. These systems then increase the gas
flow to meet the respective requirement when inspi-
ration is triggered. Combined flow systems are used,
for example, in ventilators which need to cover the en-
tire spectrum of patients ranging from premature babies
through to adults.

27.4 Controlling the Ventilator

27.4.1 Start of Inspiration

The start of an inspiratory phase is mandatory in con-
trolled ventilation modes after the expiratory time has

elapsed. In ventilation modes during which the venti-
lator merely supports the patient’s work of breathing,
on the other hand, the ventilator must recognize the pa-
tient’s breathing activities and provide an adequate gas
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flow. The trigger of the ventilator acts as a detector
for the spontaneous breathing efforts. This is a de-
vice function with a user-adjustable threshold (known
as the trigger threshold). Although the patient’s spon-
taneous breathing activity is reflected in pressure and
flow changes in the breathing system and both signals
could in principle be used as a trigger criterion, flow
trigger systems are mainly used in current ventilators
because the tendency for artifacts is low. In this case,
the ventilator responds to the flow signal generated by
the patient and the trigger threshold can be adjusted in
units of l/min.

27.4.2 Switchover Behavior

The ventilator’s switchover behavior from inspiration to
expiration or vice versa is influenced significantly by the
long-term ventilator control. In this regard, a distinction
can be made between four different types of control:

• Time-cycled (occasionally also referred to as time-
time-cycled) mode. The duration of the inspiratory
and expiratory phase and thus also the switchover
time is defined by user-adjustable time parameters.
Controlled (mandatory) ventilation modes are often
implemented with this control type, as it enables
patient ventilation with a defined ventilation ratio
(inspiratory to expiratory time).

• Pressure-cycled mode. In pressure-cycled modes,
the switchover from inspiration to expiration takes
place when an adjustable ventilation pressure has
been reached. Inspiration takes place after a time
phase has elapsed (pressure-time-cycled mode) or
by a patient activity and on reaching a trig-
ger criterion. Nowadays, pressure-cycled mode is
mainly used with impermissibly high pressure rises
in connection with an audible alarm as a safety
element.• Volume-cycled mode. The switchover from inspi-
ration to expiration occurs in this case after the
delivery of a ventilation volume (tidal volume) to
be defined by the user. As with the pressure-cycled
mode, the next inspiration takes place after a time
phase has elapsed (volume-time-cycled mode) or
by a patient activity. The volume-cycled mode is
sporadically used in supporting ventilation modes.
Moreover, in US and American-influenced mar-
kets it is used in mandatory ventilation modes,
too.• Flow-cycled mode. This control is primarily used
for supporting ventilation modes and initiates the
expiratory phase when the gas flow decreases to
a defined value (e.g., 25% of inspiratory peak flow).
In flow-cycled modes, the start of inspiration is
mostly initiated by a patient activity and on reaching
a trigger criterion.

27.5 Ventilation Procedures

Basically, ventilators can only follow two different be-
havior patterns despite the virtually endless number of
ventilation modes. These are controlled and supported
ventilation methods. The main difference between these
techniques is as follows: During controlled (mandatory)
ventilation, the behavior of the ventilator is defined by
the user-configured ventilation parameters. In supported
ventilation modes, on the other hand, the ventilator
follows the patient’s breathing activities and only pro-
vides support by increasing the pressure in the breathing
system. Variations of these two ventilation methods
are pure spontaneous breathing without any support
pressure and mixed ventilation modes with alternating
mandatory and supporting phases. Figure 27.5 provides
an overview of the different respiration/mechanical ven-
tilation methods and illustrates the medical necessity of
having an individual ventilation therapy.

27.5.1 Controlled Ventilation
(Total Respiratory Substitution)

The ventilation modes belonging to this category are
characterized by the fact that the patients do not
breathe spontaneously (SPN) and that the ventilator per-
forms the total work of breathing. The different modes
can be divided into volume-controlled (VC) modes
and pressure-controlled (PC) modes. Volume-controlled
modes are characterized by the fact that the patient
is ventilated by a user-defined volume. In volume-
controlled modes the airway pressure is a resulting
parameter and provides information on lung expansibil-
ity (compliance) and airway resistances (resistance). In
contrast to this, the user specifies an inspiratory ventila-
tion pressure in pressure-controlled modes. Conversely,
in these modes it is not the ventilation pressure but
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Fig. 27.5 Forms of respiration and
mechanical ventilation

the tidal volume which provides information on the
condition of the patient’s lungs. In some cases venti-
lation modes are manufacturer specific but naming also
varies in international linguistic usage. To enhance us-
ability, particular operating philosophies or a prefix to
the ventilation mode have been implemented by the
manufacturers.

Volume-Controlled Ventilation

This mode is suitable, for example, for patients with
healthy lungs but without spontaneous breathing. It is
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Fig. 27.6 Volume control, continuous mandatory ventilation

important to note that in this mode the device does not
respond to any spontaneous breathing activities by the
patient.

The chronological sequence of inspiration and ex-
piration (Fig. 27.6) is as follows: At the beginning of
inspiration the ventilator closes the expiratory valve and
delivers the (constant) inspiratory flow according to the
flow setting. This leads to an increase in pressure in
the breathing system and in the lungs. If the inspira-
tory flow setting is so high that the set tidal volume
(VT) is reached before the inspiratory time Tinsp elapses,
the inspiratory valve closes and the delivery of breath-
ing gas stops. Owing to pressure compensation between
the breathing system and the patient’s lungs, the venti-
lation pressure decreases from the peak pressure PPeak
to the plateau pressure value PPlat. The expiratory
valve remains closed until the inspiratory time Tinsp
has elapsed. This inspiratory pause (insp. pause) can
be recognized as a plateau pressure phase PPlat in the
pressure curve. The expiratory valve opens when the
inspiratory time Tinsp has elapsed. The pressure in the
breathing system therefore falls to the PEEP pressure
level generated by the expiratory valve. The expiration
gas leaves the lungs and is transported via the expiratory
branch of the ventilator into the atmosphere. The next
inspiration follows after the expiratory phase, whose
length is determined by the respiratory rate setting (RR
or f ), has elapsed. To avoid pressure peaks, the maxi-
mum inspiratory working pressure of the ventilator can
be limited via the Pmax controller. If provided by the
device, pressure limitation is available in all volume-
controlled ventilation modes. The term pressure-limited
ventilation (PLV) used in this context does not therefore
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provide any information on the ventilation mode that is
currently being applied. The abbreviation PAW used in
the graphic stands for airway pressure.

The user should keep in mind that the sudden re-
sumption of spontaneous breathing in this ventilation
mode can lead to serious dyssynchronies between the
patient and the ventilator. In such an event, the patient
would literally fight with his spontaneous breathing
against the mandatory ventilation pattern. The ac-
tivation of the trigger function (VC-AC = volume
control-assist control or IPPVAAssist) can compensate
for this deficiency to an extent. However, in this oper-
ating mode, the device will respond to every inhalation
effort by the patient by applying the set ventilation
stroke. The increase of the respiratory rate and the
minute volume then lead inevitably to a decrease of
the arterial carbon dioxide concentration. The breathing
drive is thus reduced and may lead to respiratory stand-
still (apnea). Volume-controlled ventilation (VC-CMV)
or intermittent positive pressure ventilation (IPPV) is
becoming less important, as the VC-SIMV ventilation
mode (mixed ventilation) provides an identical venti-
lation and, moreover, also features a weaning mode
(Sect. 27.5.4).

Independent Lung Ventilation. Independent lung ven-
tilation (ILV) is the independent ventilation of each lung
using a special double-lumen tube whose ends are each
connected to a separate ventilator. To chronologically
synchronize the actions of both ventilators, Evita venti-
lators, for example, can be electrically connected with
each other using a special connection cable. One of
the ventilators assumes the master function, determin-
ing the breathing rhythm. Depending on the selected
presetting, the second ventilator, also referred to as the
slave, performs ventilation in parallel, delayed or in-
versely to the actions of the master. ILV is only available
as volume-controlled ventilation.

Pressure-Controlled Ventilation

During classic pressure-controlled ventilation, user-
defined pressure alteration intervals are used for patient
ventilation. Pressure-controlled ventilation dominates
in neonatology intensive care units and is extremely im-
portant for treating adults with pulmonary damage, but
is not only reserved for this group. There are major dif-
ferences between the conventional pressure-controlled
ventilation (PCV) and pressure control-biphasic pos-
itive airway pressure (PC-BIPAP)/pressure control-
continuous mandatory ventilation (PC-CMV) as regards
the spontaneous breathing characteristics. While the pa-
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Fig. 27.7 Pressure control, biphasic positive airway pressure
(PC-BIPAP)

tient’s activities in PCV can create undesired pressure
rises and lead to corresponding alarms, the PC-BIPAP
and PC-CMV ventilation modes give patients the com-
plete freedom to inhale or exhale at any time. For more
information on this topic please refer to Sect. 27.5.4.

The chronological sequence of inspiration and ex-
piration (Fig. 27.7) is as follows: At the beginning of
inspiration the ventilator closes the expiratory valve and
delivers an initial flow, which causes a rise in pressure
in the breathing system. Although the user-defined in-
spiratory pressure Pinsp is built up very rapidly in the
breathing system, the time required until the preva-
lent pressure in the breathing system can be built up
in the lungs is much longer because of the resistance
of the tube and the expansion of the lungs. The con-
tinuously decreasing pressure difference between the
pressure in the breathing system and the pressure in
the lungs in this phase is reflected in a decelerating
gas flow delivery. The ventilator stops the gas flow
delivery as soon as a total pressure balance has been
achieved. The expiratory valve opens when the in-
spiratory time Tinsp has elapsed. The pressure in the
breathing system therefore falls to the PEEP pressure
level generated by the expiratory valve. The expiration
gas leaves the lungs and is transported via the expira-
tory branch of the ventilator to the atmosphere. The next
inspiration follows after the expiratory phase, whose
length is determined by the respiratory rate setting (RR
or f ), has elapsed. The time in which the ventilator
changes the pressure from PEEP pressure to the in-
spiratory pressure level can be adjusted by the ramp
controller.
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In pressure-controlled ventilation it is also possible
to activate the trigger function and to synchronize the
rise of pressure to spontaneous breathing efforts of the
patient. The PC-CMV mode then changes to pressure
control-assist control (PC-AC). The result of this is that
the ventilator responds to every inspiration effort by the
patient with a mandatory inspiratory phase. The PC-AC
mode is referred to as BIPAPAssist on some ventilators
but behaves as described above.

27.5.2 Supported Spontaneous Breathing

In principle, the modes belonging to this group have
several similarities, including, for example, that the
spontaneously breathing patient triggers the start of
inspiration and that the ventilator responds by produc-
ing a positive pressure in the breathing system. For
this reason, supported spontaneous breathing is often
known as pressure-supported spontaneous breathing.
Internationally, the use of the abbreviations for pres-
sure support (PS) and assisted spontaneous breathing
(ASB) differs, but generally users are familiar with
both names. Switchover from inspiration to expira-
tion takes place when mode-specific criteria such as
flow or volume target values have been met. Sup-
ported spontaneous breathing is suitable for patients
with weakened respiratory muscles and an intact res-
piratory drive.

Conventional Pressure Support

The chronological sequence of inspiration and expira-
tion (Fig. 27.8) is as follows: As soon as the ventilator
is triggered by an inhalation effort, the ventilator de-
livers a gas flow and generates the inspiratory pressure
defined by the adjuster ΔpSupp. The speed at which
the ventilator achieves the set pressure support level
can be influenced by the ramp controller. A rapid rise
time results in a high initial flow and reduces the pa-
tient’s work of breathing. The switchover to expiration
takes place when the level of pressure support has been
reached and after the inspiratory gas flow has decreased
to a defined inspiratory flow (e.g., 25% of inspira-
tory peak flow). Although in this method the patient
is always provided with the same pressure support ir-
respective of the intensity of his breathing efforts, the
spontaneously breathed volumes can vary depending on
patient activity.

Proportional Pressure Support

The proportional pressure support (PPS) and pro-
portional assist ventilation (PAV) modes are further
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Fig. 27.8 Pressure support (PS)

developments of the pressure support mode described
in the last section. While in conventional pressure sup-
port the ventilator provides the support pressure itself
when the patient no longer actively breathes, in PPS
(PAV) mode the ventilator supports the patient in pro-
portion to the work of breathing performed by the
patient himself. This also results in the markedly high
variability of tidal volumes which follow the natural
course of spontaneous breathing. The main idea and
objective of proportional pressure support is that the
ventilator should only take over that part of the work
of breathing which the patient is not capable of per-
forming himself. Since the work of breathing to be
performed is determined by the airway resistance and
the elastic recoil force of the lungs, PPS can be indi-
vidually adjusted to the patient’s respective disease by
means of two different adjustment parameters (Vol.Assist
and FlowAssist). This differentiation is necessary be-
cause a patient with increased airway resistance has
to cope with a fundamentally different problem than
a patient with a pathologically changed elasticity. In
the first case the gas flow is impaired, whereas in the
second case the volume of spontaneous breathing is in-
sufficient. A different pressure curve profile is therefore
allocated to the controllers. When the resistive work of
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breathing increases, support is provided by means of
a flow proportional pressure characteristic (FlowAssist).
If, on the other hand, the disease is characterized by
a marked elastic work of breathing, the pressure curve
is proportional to the tidal volume (Vol.Assist). For bet-
ter understanding, the different pressure curve profiles
are shown separately in the lower part of Fig. 27.9. The
pressure support which is actually effective for the pa-
tient results from the overlap of the two curve functions.
Support that has been calculated too generously can
result in the patient receiving a greater volume than
intended (runaway) because of the reinforcing charac-
teristics of the system. For this reason, the pressure
and tidal volume alarm limits are extremely important
here.

Variable Pressure Support

By observing one’s own breathing activities it can be
noticed that breathing volumes are not constant but
vary within a certain range. Variable pressure support
is available in the spontaneous breathing mode SPN-
CPAP and tries to mimic the physiologic course of
respiration. For this purpose in this mode the level
of pressure support changes from breath to breath
(Fig. 27.10). Variations in pressure result from the set-
tings Δpsupp and Press. var. (pressure variation from 0%
to 100%). Preliminary findings indicate that this mode
might have beneficial effects on oxygenation.

Volume Support

This method varies the level of pressure support as well.
However, the main objective and the circumstances

Fig. 27.10 Variable pressure
support
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Fig. 27.9 Spontaneous proportional pressure support (SPN-PPS)

differ from the modes described above. Activating
volume support ensures that the patient receives the
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user-preselected tidal volume. The tidal volume will be
delivered even if the lung compliance changes or spon-
taneous efforts decrease.

27.5.3 Spontaneous Breathing
(Without Respiratory Support)

In these modes the patient receives neither pressure
support nor mandatory ventilation strokes. In fact,
the modes allocated to this group are not ventila-
tion modes but rather spontaneous breathing (SB)
modes. Spontaneous-continuous positive airway pres-
sure (SPN-CPAP) facilitates spontaneous breathing at
a certain pressure level which the user can set by adjust-
ing the PEEP controller. If the patient inhales, causing
the pressure in the breathing system to fall slightly, ad-
ditional gas is immediately delivered in order to ensure
the pressure level remains constant at all times. This
method requires that the patient’s spontaneous breath-
ing and breathing drive are sufficiently stable and the
patient himself can be responsible for the respiratory
rate and the tidal volume. The task of the ventilator is
limited to providing the required breathing gas, creating
the PEEP pressure, and monitoring the patient’s spon-
taneous breathing activities. Spontaneous breathing on
a ventilator is always useful when the patient’s physical
condition requires the breathing activities to be closely
monitored. This also means it is possible:

• to prevent the collapse of individual alveolar areas• to increase the gas exchange surface of the lungs by
a positive airway pressure and• to provide the patient with an increased oxygen con-
centration.

To increase efficiency, CPAP can be combined with
a support method. This turns a purely spontaneous
breathing mode into a supported spontaneous breath-
ing mode. Figure 27.11 shows spontaneous breathing
in combination with pressure support.

27.5.4 Mixed Ventilation

As already described, different ventilation modes al-
low adaptation of ventilators to meet individual patient
requirements. In a figurative sense, the different ven-
tilation modes also represent the patient’s transition
from controlled ventilation to spontaneous breathing.
Reducing respiratory or ventilatory support (the wean-
ing process) should be started as early as possible
to allow the patient to breathe on his own. Not

t
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Spontaneous breathing with pressure support

Fig. 27.11 Spontaneous continuous positive airway pres-
sure/pressure support (SPN-CPAP/PS)

only is this in the patient’s own interest, it is also
important from an economic point of view. The ven-
tilation modes (VC-SIMV, PC-BIPAP, etc.) belonging
to mixed ventilation combine elements from controlled
ventilation and supported spontaneous breathing. The
mandatory phases take place in either pressure- or
volume-controlled form, as already known from con-
trolled ventilation, and ensure a certain minimum
ventilation. The user will determine the weaning strat-
egy based on the type of controlled ventilation (volume
or pressure controlled) and gradually reduce the work
of breathing performed by the ventilator. In practice,
this reduction is achieved by reducing the mandatory
frequency or alternatively by reducing the inspiratory
pressure. The ventilation modes belonging to this cate-
gory are especially suitable for patients whose breathing
drive is not stable and whose respiratory muscles are
weak. These modes also require that the user pays
close attention to the fact that the ventilator settings
correspond to the physical working capacity of the
patient.

Volume-Controlled Mixed Ventilation

The volume control-synchronized intermittent manda-
tory ventilation, with or without pressure support
(VC-SIMV) mode ensures a defined, constant, manda-
tory, volume-controlled ventilation irrespective of any
spontaneous breathing activities by the patient. VC-
SIMV can therefore replace the VC-CMV mode and
already be used in the controlled ventilation phase.
In addition, in VC-SIMV mode the ventilator is re-
sponsible for ensuring that mandatory ventilation is as
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comfortable as possible for the patient. For this reason
in VC-SIMV mode the ventilator is free to vary the time
between the mandatory ventilation strokes, while main-
taining the number of ventilation strokes per minute.
As with VC-CMV, the mandatory minute volume (MV)
results from the respiratory rate and the set tidal vol-
ume. The patient is supplied with additional breathing
gas at the start of spontaneous breathing so that the total
minute volume consists of mandatory and spontaneous
minute volume (Fig. 27.12).

The chronological sequence of mandatory and sup-
ported phases is as follows: In VC-SIMV mode,
a trigger window is present before the mandatory ven-
tilation stroke. If the patient inhales during this phase,
the ventilator will already start the ventilation stroke,
which was about due anyway. The time difference be-
tween the regular default cycle time (IMV time) and
the actual cycle time is added to the next spontaneous
breathing phase so as not to exceed the user-defined
number of ventilation strokes per minute. The ven-
tilator supports spontaneous breathing with pressure
support from the end of a mandatory phase until the trig-
ger window is activated again. This produces a series
of alternating mandatory phases in which the venti-
lator delivers a set ventilation pattern and supported
phases in which the patient is allowed maximum free-
dom. Although, in principle, there is nothing wrong
with this method, unfortunately overlaps frequently oc-
cur between mandatory and spontaneous activities in
clinical practice. This results in unpleasant dyssyn-
chronies and an increase in the number of alarms for
the medical staff because the ventilator does not re-
spond to the patient’s requirements in the mandatory

phase. This type of situation is therefore equally un-
desirable for the patient and medical staff and should
thus be avoided by all means, also in view of the wean-
ing duration. In this context, ventilation modes [e.g.,
pressure control-synchronized intermittent mandatory
ventilation plus (PC-SIMV+) or PC-BIPAP] or addi-
tional functions (e.g., AutoFlow), which also tolerate
spontaneous breathing during the mandatory phase, can
provide a remedy.

If the patient is not breathing spontaneously, the
volume control-mandatory minute volume (VC-MMV)
ventilation mode (Fig. 27.13) behaves in the same way
as a volume-controlled ventilation mode and, under
these conditions, is apparently not different from the
previously described VC-SIMV mode. The only crucial
difference between the two modes is that the manda-
tory part of ventilation in VC-MMV can vary depending
on the spontaneous breathing activities. If the patient is
breathing a sufficiently large volume independently, the
controlled ventilation stroke is not applied. VC-MMV
thus provides the patient with unlimited freedom to
switch from pure controlled ventilation to total spon-
taneous breathing. The mode has proven itself, for
example, during postoperative ventilation, but is not
a substitute for individual breathing training. As during
other volume-controlled ventilation modes, unpleasant
overlapping of spontaneous and mandatory phases can
also occur during VC-MMV. The implementation of an
additional function (e.g., AutoFlow), if available, may
improve tolerance of these interferences, like in VC-
SIMV.

The chronological sequence of mandatory and sup-
ported phases is as follows: The mandatory minute
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volume is determined by setting the respiratory rate
and tidal volume controller. Controlled ventilation takes
place according to the known pattern. At the start of
spontaneous breathing, the ventilator continuously cal-
culates and forecasts which spontaneous volume the
patient will reach in a minute. If the calculation is
positive (the portion breathed spontaneously by the
patient is greater than the mandatory portion which
the device would deliver), the ventilator automatically
stops mandatory ventilation. If the calculation is nega-
tive, the ventilator delivers a corresponding number of
synchronized mandatory strokes in order to reach the
user-defined minute volume. In case of apnea, ventila-
tion takes place according to the predefined adjustment
parameters. Pressure support can be used to support
spontaneous breathing. Furthermore, adequate adjust-
ment of the spontaneous breathing rate alarm limit
RRspon is especially important in VC-MMV to detect
abnormally fast respiration (tachypnea).

Pressure-Controlled Mixed Ventilation

PC-BIPAP is equally suitable for use in patients with
pulmonary function disorders and those with healthy
lungs. The PC-BIPAP ventilation mode can be de-
scribed as a time-cycled and pressure-controlled form
of ventilation that allows the patient to inhale or exhale
at any time. PC-BIPAP is therefore also often compared
to the time-controlled switchover between two differ-
ent SPN-CPAP levels. The mandatory and spontaneous
activities do not therefore alternate in chronological
succession as in VC-SIMV, but take place simultane-
ously. This device behavior, also referred to as a free
breathing system, significantly improves patient com-
fort and facilities the smooth transition from controlled
ventilation through to complete spontaneous breathing.
The technical basis of the mode is the dynamic inter-
play of the inspiratory gas metering device and an active
expiratory valve. In the case of a pressure loss, the gas
delivery unit supplies the additionally required gas flow.

A sudden pressure rise (for example, caused by the pa-
tient coughing), on the other hand, is compensated by
limited controlled opening of the expiratory valve. This
special form of pressure-controlled ventilation offers
different benefits to both patient and user.

• The ventilator responds to the patient’s require-
ments at all times; eliminating the struggle against
closed valves; ensuring patient ventilation is less
stressful.• The harmonized interaction between the device and
the patient enables shallower sedation; the reduction
of medication might reduce costs and increases the
patient’s breathing drive.• An awake and responsive patient can be activated
and motivated, both positively influencing the heal-
ing process.• Communication with the patient allows pain medi-
cation or ventilator settings to be optimized.• The patient’s spontaneous breathing allows the re-
duction of mandatory ventilation and improves the
pulmonary gas distribution and the gas exchange.• Spontaneous breathing decreases intrathoracic pres-
sure forces, relieves the heart, and has a positive
effect on the venous return flow to the heart.• The patient contributing to the work of breathing as
early as possible can reduce the ventilation period
and thus the risk of infection.• The free breathing system reduces the number of
alarms triggered by dyssynchronization, making
ventilation less stressful not only for the patient but
also for medical staff.

These benefits are also available to the user in volume-
controlled ventilation when using the AutoFlow func-
tion (Sect. 27.6).

The chronological sequence of mandatory and sup-
ported phases in PC-BIPAP is as follows: As with
VC-SIMV, a trigger window is present before the
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Fig. 27.14 Pressure control-biphasic positive
airway pressure combined with spontaneous
breathing (PC-BIPAP)

mandatory ventilation stroke. If the patient inhales dur-
ing this phase, the ventilator will already deliver the
pressure change, which was about due anyway. The
time difference between the regular default cycle time
and the actual cycle time is added to the next spon-
taneous breathing phase. This offset ensures that the
user-defined respiratory rate remains constant. The ven-
tilator supports spontaneous breathing with pressure
support from the end of a mandatory phase until the
trigger window is activated again. The pressure rise time
defined by the user with the ramp setting influences both
the supported and mandatory pressure rise. Thus, the
patient always receives the breathing gas with a uniform
flow characteristic, whose decelerating course is gen-
erally perceived to be significantly more pleasant than
a constant flow. As a further feature, PC-BIPAP is pro-
vided with an additional trigger window which is used
to synchronize the pressure change from inspiratory
pressure to the PEEP level with spontaneous breath-
ing. This may mean that the length of the inspiratory
period can also vary to a certain extent. Like for the ven-
tilation frequency, the intervals are also corrected and
compensated accordingly here by the inspiratory pe-
riod adjustment in the next mandatory ventilation phase
(Fig. 27.14).

Pressure Control-Synchronized Intermittent

Mandatory Ventilation

This ventilation mode behaves like the volume-
controlled pressure control-synchronized intermittent
mandatory ventilation (VC-SIMV) variant as re-
gards the chronological switchover between mandatory
and spontaneous ventilation phases. The only dif-
ference from volume-controlled VC-SIMV is that
the mandatory ventilation strokes are pressure con-

trolled in this case. The free breathing system
described under PC-BIPAP is not obligatory here
or has only limited availability depending on the
manufacturer.

Pressure Control-Airway Pressure Release

Ventilation (PC-APRV)

Although the main characteristics of PC-APRV
(Fig. 27.15) are very similar to the PC-BIPAP ventila-
tion mode, this mode is based on a completely different
ventilation philosophy. As an interesting contrast to all
the other modes in which the mandatory inspiration pro-
duces a pulmonary pressure rise, the volume change
in PC-APRV occurs by a brief pressure relief. This
release phase enables an extremely short and incom-
plete expiration. To better understand this situation, it
may be useful to imagine a patient who breathes spon-
taneously at an increased pressure level (SPN-CPAP).
If spontaneous breathing subsequently deteriorates, re-
sulting in an increase of arterial carbon dioxide, it will
be necessary to increase ventilation. Until recently the

Thigh Tlow

plow

phigh

pAW 

t

Fig. 27.15 Pressure control airway pressure release ventilation
(PC-APRV)

Part
D

2
7
.5



540 Part D Therapeutic Devices

pressure in the breathing system, and thus the volume
transported to the lungs, was increased. PC-APRV, on
the other hand, utilizes the fact that the patient’s lungs
are already filled by the positive pressure and causes
a brief expiration by reducing the pressure in the breath-
ing system. The pressure relief phase in PC-APRV is
extremely brief, typically 0.5 s. Since this time does
not allow for a complete expiration in adult ventila-
tion, only the lung compartments which can be quickly
emptied and filled are ventilated in the release phase.
The regions to which the gas only reaches slowly due
to increased airway resistance are hardly influenced by
the brief pressure change. However, often it is pre-
cisely these lung regions which can only be ventilated
with difficulty using conventional ventilation and/or are
susceptible to collapse. By stabilizing the pressure con-
ditions in these critical parts of the lungs, PC-APRV can
usually provide for gentler ventilation and improved gas
exchange. The PC-APRV adjustment parameters differ
slightly from the usual designations and parameters due

to the specific features of the ventilation mode. In PC-
APRV, for example, the expiratory time Tlow can be set
instead of the respiratory rate. This makes it easier for
users to set the brief release phases. Accordingly, the
inspiratory time is referred to as Thigh and the inspira-
tory pressure as phigh. The term “PEEP” would also be
absurd here and is therefore replaced by the designa-
tion plow.

PC-APRV does not provide pressure support as
it would be in conflict with the philosophy of the
ventilation mode. Otherwise PC-APRV has the same
spontaneous breathing characteristics as PC-BIPAP,
i. e., the patient can inhale or exhale at any time. PC-
APRV has been used in the past very successfully in the
treatment of patients with severe gas exchange disorders
and is gaining in importance, at least in this applica-
tion. PC-APRV can, in principle, be used for patients
with healthy lungs, but is only seldom observed due to
the described deviations from physiological respiratory
patterns.

27.6 Ventilation Extras and Special Functions

27.6.1 Inverse Ratio Ventilation

Normally, the inspiratory period is shorter than the
expiratory phase. However, the inspiratory time may
need to be increased at the expense of the expiratory
phase when treating diseases with serious oxygena-
tion disorders. The term inverse ratio ventilation (IRV)
merely states that ventilation takes place with an inverse
inspiration-to-expiration ratio, in other words, the in-
spiratory time is longer than the expiratory time. The
designation IRV alone does not provide any informa-
tion on whether the ventilation is volume or pressure
controlled.

27.6.2 Sigh

By observing one’s own spontaneous breathing you will
have noticed that breathing is not always even. Occa-
sionally we inhale a larger quantity of air than usual,
i. e., we sigh. Originally, the sigh function was intro-
duced in ventilation with the aim of reproducing the
typical variations in volume that occur during sponta-
neous breathing, thereby breaking up the monotonous
and unphysiological ventilation pattern of controlled
ventilation. The sigh function, which is also referred
to as intermittent PEEP, is accomplished by temporar-

ily increasing the PEEP pressure to a higher value. In
the Evita ventilator the PEEP pressure is increased,
for example, every 3 min for two breathing cycles.
The term sigh results from the deep drawn inspiration
whose discharge creates a noticeable flow murmur sim-
ilar to that of a spontaneous sigh. The use of a sigh
could not become established as originally conceived.
However, today the sigh function has become impor-
tant as a therapeutic tool to reopen collapsed alveoli
(recruitment).

27.6.3 AutoFlow

The AutoFlow function is an optional addition which
is available in all volume-controlled ventilation modes
on Dräger ventilators (with the exception of ILV).
The ventilation mode is set using the ventilation pa-
rameters which are valid for the respective mode.
When AutoFlow is activated, the ventilator replaces the
constant flow typical of volume-controlled ventilation
modes with the decelerating flow pattern known from
pressure-controlled ventilation modes. This combines
the benefits of pressure-controlled ventilation with the
strengths of volume-controlled ventilation. The modi-
fied volume-controlled ventilation can be characterized
as follows:
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• AutoFlow ensures that the user-defined tidal volume
is applied at the lowest possible ventilation pres-
sure.• AutoFlow automatically adjusts the ventilation
pressure to pulmonary compliance changes, elimi-
nating the need to manually correct the inspiratory
pressure in pressure-controlled ventilation.• AutoFlow tolerates spontaneous breathing activities
by the patient at any time, thus adding the benefits
of a free breathing system listed under PC-BIPAP to
volume-controlled ventilation.• AutoFlow eliminates the peak pressure usually oc-
curring during volume-controlled ventilation, which
might cause partial overinflation of individual lung
areas.• AutoFlow takes over the responsibility for setting
the “Flow” and pmax controllers. The reduction of
parameters makes it easier to set volume-controlled
ventilation.

The sequence of inspiration and expiration and control
characteristic is as follows: The chronological sequence
of inspiration and expiration remains unaffected by
the AutoFlow function and corresponds to the behav-
ior of the respective ventilation mode. After activation
of AutoFlow, the ventilator applies the next manda-
tory ventilation stroke with a minimum constant flow.
The ventilation pressure measured at the end of this

Fig. 27.16 AutoFlow

inspiration is used as the inspiratory pressure in the fol-
lowing inspiratory phase. The flow is then delivered
with a decelerating flow profile. After the switchover
to expiration, the ventilator compares the applied tidal
volume with the user-defined set value. The inspiratory
pressure of the following mandatory phase is slightly
increased or decreased to offset the differences. The
adjustment mechanism is limited to a fluctuation mar-
gin of ±3 mbar from breath to breath. The pressure
increase is stopped as soon as the inspiratory pressure
approaches the upper airway pressure alarm limit of up
to 5 mbar. If this pressure is not sufficient to apply the
set tidal volume completely, the device generates the
alarm volume inconstant. Although spontaneous breath-
ing activities can lead to fluctuations in the expiratory
volume, AutoFlow ensures that a constant tidal vol-
ume is applied on average over time. Using AutoFlow
is always possible and useful provided that there are
no special pulmonary restrictions and the patient is
receiving volume-controlled ventilation anyway. Irre-
spective of the current ventilation situation, the upper
airway pressure alarm limit is very important because of
the above-mentioned dual function. Figure 27.16 shows
a screenshot of EvitaXL. From left to right, you can
recognize a conventional, volume-controlled ventilation
stroke, the stroke applied with a minimum constant flow
after activation of AutoFlow, as well as the first of the
subsequent AutoFlow ventilation strokes.
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Volume guarantee (VG) is an adjunct in pressure-
controlled ventilation modes and is comparable to the
above-mentioned AutoFlow function. Depending on the
manufacturer, such specific control algorithms are avail-
able in separate ventilation modes only (e.g., PRVC =
pressure regulated volume controlled).

27.6.4 Automatic Tube Compensation

Intubated patients have to perform considerably more
work to breathe due to the artificial narrowing of their
airways. This additional work of breathing (WOB) re-
sults from the pressure difference arising along the
tube, which also has to be counteracted by the res-
piratory muscles. The tube type (endotracheal tube or
tracheal cannula), the tube diameter, and the gas flow
currently delivered through the tube are major deter-
mining factors. To better understand the importance
and the effect of the gas flow, simply try to breathe
for several minutes through a 0.2 ′′ straw while hold-
ing your nose closed. You will notice that considerably
greater breathing efforts are required to create larger
gas flows. Consequently, this means that the patient
should be supported in relation to the flow. Based
on this idea, automatic tube compensation (ATC) in-
creases the pressure in the breathing system during
inspiration by the pressure drop induced by the flow
between the tube connector and tube tip. During expi-
ration, compensation takes place by a brief reduction of
the PEEP level. This gives the patient the impression
that he is not actually intubated. However, the dynamic
pressure changes in the breathing system lead to signif-
icant changes in the pressure–time curve. These curve
progressions, which are initially unusual for the user,
merely reflect the variations in pressure before the tube
and do not thus correspond with the pulmonary pres-
sure curve. More detailed information on the pressure

WOB 

Without ATC Device

Patient 

WOB 

With ATC

Device

Patient 

Fig. 27.17 Automatic tube compensation (ATC)

at the tube tip can be provided by devices which calcu-
late this pressure and display it as a separate pressure
curve. Tube compensation is available in all ventilation
modes and can be adjusted to the current ventilation
situation by entering the tube type, the tube diameter,
and the desired compensation as a percentage. Since
ATC greatly simplifies the patient’s work of breath-
ing, the user should significantly reduce the pressure
support, or even switch it off temporarily, before acti-
vating the ATC function. Tube compensation (TC) is, in
principle, suitable for all intubated patients, but can be
configured to be limited to the inspiratory phase, for ex-
ample, for patients with obstructive respiratory diseases
(Fig. 27.17).

27.6.5 Noninvasive Ventilation

Noninvasive respiratory therapy is gaining in im-
portance as a means of avoiding intubation or as
a supporting respiration therapy after extubation, not to
mention the tremendous drive to cut costs in the health-
care sector. However, mask ventilation presents the user,
patient, and ventilator with special challenges. These
include, for example, the availability and acceptance
of suitable face masks and the communication and co-
operation between the user and the patient. There are
also special technical challenges concerning the perfor-
mance of the ventilator, since leaks and disconnections
occur frequently during mask ventilation. Noninvasive
ventilation (NIV) is an optional addition and should be
available as an adjunct to all standard ventilation modes.
Due to the wide range of manufacturer-specific features,
only a few basic aspects of mask ventilation are consid-
ered here. The quality of mask ventilation is primarily
determined by whether the ventilator is prone to self-
trigger due to leaks at the breathing mask. Depending
on the ventilator, the trigger sensitivity either is ad-
justed automatically or has to be manually adapted by
the user. In this context, it must be mentioned that not
all ventilators provide volume-controlled ventilation in
NIV. However, even if this feature is available, applied
volumes might vary significantly based on the respec-
tive device performance. In any case, high-performance
leak compensation is essential in such applications.
Leak compensation continuously compares the set tidal
volume with the expiratory measured volume and in-
creases the inspiratory gas delivery in the event of leaks.
Last but not least, monitoring and alarm limits must
meet special demands during noninvasive ventilation.
For example, if the position of the mask needs to be
corrected and this involves temporarily removing and
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refitting the mask, it would usually result in a near-
immediate disconnect alarm under normal conditions.
Such an alarm can be avoided by an adjustable alarm
delay time TDisconnect, which usually is only available in
the NIV operating mode.

27.6.6 Apnea Ventilation

During the weaning process, the ventilator and patient
share the responsibility for the total minute volume. If
apnea occurs in this phase because the patient cannot

cope, the remaining mandatory volume applied may not
be able to ensure sufficient ventilation anymore. For this
reason, to avoid hypoventilation, the apnea alarm can be
combined with apnea ventilation in modes which allow
or support spontaneous breathing. In this case, the ven-
tilator ensures the defined controlled ventilation of the
patient, until the user can attend to the current patient
situation. In adult ventilation, apnea ventilation is gen-
erally implemented as volume-controlled ventilation,
whereas in neonatology pressure-controlled ventilation
is used.

27.7 Patient Monitoring and Alarm Limits

Although the ventilator automatically monitors many
device functions, the user has to set alarm limits
manually for other different measured values. The im-
portance of patient monitoring has already been shown
using the example of apnea ventilation. Despite this,
many users often view alarms as an unpleasant side-
effect of ventilation. A more positive picture emerges
when you compare the adequate adjustment of the
alarm limits to a protective fence surrounding the pa-
tient. As long as patient activities remain within the
limits of the fenced-off area, there is no cause for
worry or reason for an alarm. However, as soon as
the patient tries to leave the protective zone which
has been created for him, the device will report this
breakout attempt by generating a corresponding alarm.
Inevitably, this raises the issue of what importance
should be given to the different alarm limits and how
they should be set. Basically, the following can be
stated:

• There are no unimportant alarm limits. It must be
noted that the patient’s situation may change at any
time. The alarm limits which do not currently appear
relevant should therefore also be adjusted according
to the patient’s needs.
– Alarm limits should always be set based on the

current respective measured values with the aim

of allowing as much freedom as possible while
giving priority to safety.

– All alarm limits must always be checked and
adjusted to meet the patient’s current needs
whenever a ventilation mode is set or changed.
These steps can avoid predictable alarms and
unnecessary stress.

– There are no useless alarms. Each alarm is
generated as a result of a change in the pa-
tient’s condition, a misjudgment by the user or
a technical fault requiring the user’s immediate
attention.

The task of the monitoring and alarm system
changes as the work of breathing is transferred to
the patient in the weaning process. During con-
trolled ventilation the monitoring and alarm system
is mainly used to monitor the functioning of the
device and its effect on the patient. However, it
also assumes responsibility for monitoring respira-
tory sufficiency in the weaning phase. Obviously,
the physiological fluctuations of the respiratory rate
and the tidal volume require that the alarm lim-
its, based on the current measured value, are set
much more tightly in controlled ventilation than
during mixed ventilation or (supported) spontaneous
breathing.

27.8 Weaning Strategy and SmartCare/PS

The total time during which a patient is ventilated and
the length of the weaning process can vary greatly.
While some postoperative patients may only still need
to be ventilated for a few hours and can be weaned
almost immediately, this process may prove to be ex-

tremely problematic and protracted for other patients.
Particularly in the latter case, the user is required to as-
sess the patient’s situation and strength intensively to
achieve the correct balance. While the patient should
not be overexerted, the weaning phase should not be al-
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lowed to continue for an unnecessary length of time.
For this reason, assessing the patient and adjusting the
ventilation parameters accordingly has the highest pri-
ority, requiring immediate attention. In clinical practice,
this demand cannot always be met or only partially
met by the medical personnel. Furthermore, assessing
the patient and making the corresponding ventilator
adjustments used to be based just on the personal ex-
perience of the responsible physician. The wide range
of different ventilation modes available also meant that
a consistent weaning strategy was not necessarily rec-
ognizable in all cases. Despite that, there are signs
that potential for optimization has already been iden-
tified, and it can be expected that the situation will
develop positively. Nowadays, users can apply venti-
lation modes which, for example, allow spontaneous
breathing from the start of ventilation. Since it is pos-
sible to ventilate and wean the patient in one mode,
ventilation can be adapted more effectively to the pa-
tient’s needs and it is no longer necessary to switch
back and forth between different modes. Furthermore,
protocols or guidelines have been developed within the
framework of quality control procedures describing and
regulating the gradual weaning process. Many users
are therefore instructed to conduct weaning adhering
to a defined procedure. If any deviations are neces-
sary, they are documented and integrated into the further
development of these protocols as part of a continu-
ous improvement process. Despite that, this does not
seem to have helped clinical personnel to a significant
degree, so that the time intervals between the individ-
ual weaning steps are still often longer than actually
necessary.

A highly promising approach to weaning therapy is
provided by the optional SmartCare/PS function avail-
able on some Dräger ventilators. SmartCare/PS can be
used for weaning intubated or tracheotomized patients
and is only accessible in the SPN-CPAP/PS ventila-
tion mode. This knowledge-based system automates
the weaning process on the basis of an implemented
therapeutic strategy. SmartCare/PS compares the cur-
rent measured values for the respiratory rate, the tidal
volume, and the expiratory carbon dioxide with the
different threshold values defined in the weaning pro-
tocol. In this way, SmartCare/PS can independently
assess the ventilation situation and can even recognize
normal ventilation (normoventilation). The measured
values are interpreted every 2 or 5 min, and the pres-
sure support is increased or reduced as a result. If the
support pressure reaches a minimum value which is
dependent on the setup of the breathing system, the

system carries out a spontaneous breathing trial with
the patient. During this phase, the system observes and
assesses the patient’s activities as well as potential in-
stabilities. An instability exists when the patient is no
longer normoventilated, and SmartCare/PS responds by
increasing the pressure support. If the observation phase
is completed successfully, SmartCare/PS will suggest
that the patient should be disconnected from the ven-
tilator. If extubation can or should only occur at a later
time, SmartCare/PS will continue to respond to changes
in the three input values and adjust the pressure sup-
port accordingly. At this stage, SmartCare/PS can still
revise or uphold its recommendation that the patient
should be disconnected from the ventilator. This deci-
sion is based on the number and relative duration of
instabilities registered by the device. The duration of
the previous stabile normoventilation is used to assess
the time of an instability.

This brief description of SmartCare/PS clearly
shows that the system is based on medical knowledge
and not mathematical algorithms. The classifications
performed at intervals of several minutes and auto-
matic changes to the support pressure release intensive
care medical staff from routine tasks, thus enabling the
weaning phase to be reduced. Besides these reasons,
other factors such as increasing cost-cutting pressure,
numerous attempts at standardization, and efforts to
improve the quality of patient care indicate that the sym-
biosis of clinical knowledge and innovative technology
is soon set to capture other day-to-day clinic operations.

Further Reading• D.W. Chang: Clinical Application of Mechanical
Ventilation (Delmar, Albany 2001)• R. Kuhlen, J. Guttmann, R. Rossaint: New Forms
of Assisted Spontaneous Breathing (Urban Fischer,
Munich 2001)• D. Oakes, S. Shortall: Ventilator Management
(Health Educator, Orono 2009)• S.P. Pilbeam, J.M. Cairo: Mechanical Ventilation
(Mosby, St. Louis 2006)• M. Dojat, L. Brochard: Knowledge-based systems
for automatic ventilatory management, Resp. Care
Clinics 7(3), 379–396 (2001)• A. Hasan: Understanding Mechanical Ventilation
(Springer, Berlin Heidelberg 2010)• A.M. Esquinas (Ed.): Noninvasive Mechanical Ven-
tilation (Springer, Berlin Heidelberg 2010)• A.S. Slutsky, L. Brochard (Eds.): Mechanical Ven-
tilation, Update Intens. Care Emerg. Med. 40
(Springer, Berlin Heidelberg 2004)
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Defibrillators28. Defibrillators and ICD Systems

Rüdiger Kramme

Defibrillation is the definitive treatment for the

life-threatening cardiac arrhythmias, ventricular

fibrillation, and pulseless ventricular tachycardia.

Defibrillation consists of delivering a therapeu-

tic dose of electrical energy to the affected heart

with a device called a defibrillator. Defibrillators

can be external, transvenous, or implanted, de-

pending on the type of device used or needed.

Some external units, known as automated exter-

nal defibrillators (AEDs), automate the diagnosis

of treatable rhythms, meaning that lay responders

or bystanders are able to use them successfully

with little, or in some cases no, training at all ex-

cept safety precautions also covered in this chapter

(Sects. 28.1–28.5). An implantable cardioverter-

defibrillator (ICD), described in Sect. 28.6, is

a small, battery-powered electrical impulse gen-

erator which is implanted in patients who are at

risk of sudden cardiac death due to ventricular

fibrillation and ventricular tachycardia. The device

is programmed to detect cardiac arrhythmia and

correct it by delivering a jolt of electricity.
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Variable impulse generation or conduction can cause
arrhythmias, with the result that the coordination of
the myocardial fibers is impaired, suspended or even
plunged into chaos (fibrillation). Ventricular fibrilla-
tion is uncoordinated myocardial fibrillation with no
ejection from the ventricles, being characterized on an
electrocardiogram (ECG) by irregular and disorganized
depolarizations with high frequency. Pulseless ventric-
ular tachycardia is characterized by a regular and rapid
sequence of broad QRS complexes, and as with ven-
tricular fibrillation, there is no ejection. Both types of
rhythm are life-threatening conditions of the cardiovas-
cular system and are thus indications for defibrillation.
Defibrillation is understood as meaning a brief, phasic
pulse of energy which is intended to bring about si-

multaneous depolarization of all the myocardial fibers,
which means that, after approximately 5 s of adminis-
tering an electrical pulse, no ventricular fibrillation or
ventricular tachycardia can be detected any longer in
the ECG. The objective of this measure is to terminate
tachycardic ventricular and supraventricular arrhyth-
mias so that, following a refractory period (no excitation
is possible in this phase) which generally lasts be-
tween 200 and 500 ms, the sinus nodes once more
assume the pacemaker function as the primary center
of excitation.

Defibrillators are electrotherapeutic high-voltage
devices which are used within the course of resus-
citation and to terminate tachycardic ventricular and
supraventricular arrhythmias (Fig. 28.1).
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Ventricular fibrillation (HF ≈ 300/min) Defibrillation Normal sinus rhythm
Fig. 28.1 ECG
documentation
of a defibrillation

28.1 Defibrillator Technology

28.1.1 Physical Principles

The portable defibrillator is a direct-current (DC) volt-
age system which is usually not dependent on mains
electricity (Fig. 28.2) and which is essentially composed
of the following system components:

• The energy supply via mains connection or
rechargeable batteries• A capacitor as an energy store (capacity = n pulses
at 360 J)• A charging circuit for the capacitor (duration
of charging, i. e., when the maximum energy is
reached, is on average 10−8 s, considerably less in
some manufacturers’ models), and a discharge cir-
cuit which delivers the current pulse at different,
preselectable energy levels (e.g., 2–360 J).

The DC pulse stimulation ranges between 3 and 8 ms
at current of 10–27 A (internally) and 22–60 A (exter-
nally).

Automatic safety discharge should occur when no
shock is triggered (after ≈ 10 s), when the defibrillator
shock is triggered, and when a new energy level is pres-
elected, as well as in the event of technical malfunction.

The energy (E) which can be stored in the capac-
itor can be determined from the capacity (C) and the
available voltage (U) as

E =
(

1

2

)
CU2 , (VA = W) .

Waveform of the Energy Shock

The terms waveform and curve technology are under-
stood as referring to the time-based sequence of energy
output. The shape of the wave dictates firstly how
much energy is supplied to the patient and secondly

over what period this energy is administered. The op-
timum amount of energy for the defibrillator pulse is
the amount of energy which causes least myocardial
damage. A distinction is made between mono-, bi-, and
triphasic defibrillation shock configurations (Fig. 28.3).
Whereas, in the case of the monophasic waveform, the
current only flows in one direction and the polarity does
not change, with the biphasic waveform the current is
delivered in one direction, interrupted, and continued in
the opposite direction. Here, the polarity changes with
every phase. The main forms of the biphasic discharge
characteristic are the truncated exponential curve and
the square pulse. Today, particularly in the case of im-
plantable and automatic external defibrillators, biphasic
shock forms are preferably used, which differ as a re-
sult of varied adaptation to the thoracic impedance of
the patient (e.g., different pulse output, peak-to-peak
voltage, and pulse duration) and are more effective on
the first shock administered than monophasic shocks.
Biphasic defibrillations are generally more effective and
gentler on the heart than monophasic ones and have
the advantage that the shock-induced dysfunction of
the myocardial cells is less and that defibrillation suc-
cess can be achieved with lower energy and voltage.
The device-dependent amount of energy is 150–200 J
for the first defibrillation and 200–360 J for all others,
whereas it is always 360 J in the first monophasic defib-
rillation. In addition, biphasic pulse forms allow devices
to be further miniaturized.

Whereas the optimum energy flow in monophasic
defibrillation is somewhere in the range from 30 to
40 A s, with biphasic shock it is believed to be in the
range from 15 to 20 A s. Defibrillators whose adminis-
tered shock corresponded to the real transthoracic flow
would be preferable. Some of the biphasic defibrilla-
tors which are available on the market use very different
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Fig. 28.2 Block diagram of a semiautomated DC defibrillator (after [28.1])

manufacturer-specific pulse forms. There is currently no
general consensus about the effectiveness and potential
negative effects of the various pulse forms on offer. The
operating modes are divided into asynchronous and syn-
chronous operation: whereas the heart’s own pulses are
taken into account in the synchronous operating mode
(so-called sync pulse or QRS triggering), this is not
done in the asynchronous operating mode. The latter op-
erating mode should be reserved for strictly emergency
defibrillations. Only the synchronized operating mode
is suitable for cardioversion.

Thoracic Impedance

Thoracic impedance is the resistance in the body which
opposes the energy pulse or flow from the defibrillator.

1. Monophasic damped
sine wave (200 J, 50)

2. Biphasic exponential
curve (150 J, 50)

3. Biphasic square
pulse  (120 J, 50)
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Fig. 28.3 Monophasic and biphasic
pulse forms

It ranges between 15 and 150 Ω; usually it is 70–80 Ω.
The impedance should therefore be taken into consider-
ation when the necessary energy is administered, as the
patient’s thoracic impedance is crucial to the amount of
energy required. Because the impedance varies to a large
degree in humans, dynamic adaptation of the waveform
of the energy pulse is an important feature. In mod-
ern devices, the thoracic impedance is automatically
measured and taken into account before defibrillation,
meaning that energy can be delivered more accurately.
Larger electrodes incidentally reduce the impedance.

Defibrillators can be divided into manual defib-
rillators, semiautomated and automated external de-
fibrillators (AED), fully automated defibrillators, and
defibrillator implants (Fig. 28.4). The criterion for
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Manual defibrillator

Transthoracic appl. Semiautomatic
Automatic external defibrillator
(AED)

Automatic

Defibrillators

Single-chamber system

Intracorporeal appl. ICD implants Dual-chamber system

Triple-chamber system – CRT-ICD

Atrial defibrillator

Fig. 28.4
Overview of
types of defib-
rillator devices

distinguishing between semi- and fully automated de-
fibrillators is that, with the semiautomatic defibrillator,
the user is shown a defibrillation recommendation and
the administration of the pulse is triggered by the user,
whereas this is done automatically with a fully auto-
mated defibrillator. The electrodes used are so-called
paddles, adhesive electrodes or internal paddles.

28.1.2 System Properties

In addition to the conventional manual defibrillators,
there are also semiautomated and automated systems
(AED), which perform an automatic ECG analysis via
attached electrodes and have an integrated display. De-
fibrillation without a monitor or display and without
rhythm analysis is known as blind defibrillation. Mod-
ern defibrillators have a quick look monitoring device
in the paddles. When ventricular fibrillation is detected,
in a semiautomated device (Fig. 28.5) the user is given
a recommendation to defibrillate.

The expandable functionality, which is usually
achieved using pluggable modules, makes the real sys-
tem properties possible in semiautomated defibrillators
and modules: integrated external pacer (transthoracic
pacemaker), noninvasive blood pressure, SpO2, capnog-
raphy, arrhythmia detection, and recording component
for documentation. Within the scope of quality assur-
ance for a defibrillation which has been performed,
complete recording by the device is of particular in-
terest, including ECG recording and 12-channel ECG
reports as well as recording of all other relevant data
for later evaluation and documentation. The possibility
of remote transmission of data, for example, from the

ambulance to the hospital’s emergency department, will
also play a relatively large role in the future.

Form Analysis of Ventricular Fibrillation

To determine the optimum time to deliver the defibrilla-
tion pulse when fibrillation characteristics are definitely
present, computer-aided form analysis of ECG signals
is a promising and innovative new development which
is currently still being researched. It involves evaluat-
ing the frequency and amplitude characteristics of the
surface ECG using so-called fibrillation scoring algo-
rithms. This algorithm is based on linear (e.g., Fourier
analysis, wavelet theory) and nonlinear methods (such

Fig. 28.5 Semiautomated defibrillator with paddles (cour-
tesy Schiller)
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as an N(α) histogram, which can be used to investigate
the degree of randomness in a signal). Further advan-
tages of this technology may be that ineffective energy
pulses are avoided and damage to the myocardium is
thereby limited, and that information is provided about
the quality of the resuscitation performed.

Automated External Defibrillator

AED systems – predominantly using two-phase curve
technology – only deliver a defibrillation pulse if there

is a life-threatening cardiac arrhythmia present which
is recognized as such by the device. The user (or also
semiskilled lay helper in the case of public access de-
fibrillation) is also guided by means of a control menu.
Modern systems additionally offer a voice-controlled
user interface. The American Heart Association (AHA)
takes the view that up to a third of all deaths result-
ing from sudden cardiac death could be prevented by
widespread AED use. The use of AED systems is clas-
sified as an integral part of basic resuscitation measures.

28.2 Therapeutic Intervention

Synchronized defibrillation (Fig. 28.6) is referred to as
electrical cardioversion, i. e., the pulse of energy is trig-
gered by the R wave in the ECG.

28.2.1 Defibrillation/Cardioversion

This synchronization is carried out to prevent the pulse
being delivered in the vulnerable phase (T wave) and
to prevent the risk of ventricular fibrillation being trig-
gered. In contrast, asynchronous cardioversion, which

R + x (ms)

t (ms)

t0 t1

Vulnerable
phase

T

Fig. 28.6 Synchronized defibrillation at the point R+ x

TransthoracicExternal
Anterior–anterior method

Anterior–posterior method
Defibrillation

Cardioversion (also known
as electric cardioversion)

Internal

Emergency cardioversion

Elective cardioversion

Esophageal

Intracorporeal

Intracardiac

Fig. 28.7 Method overview
for defibrillation/cardiover-
sion

takes place independently of the R wave, is what is
known as defibrillation (Fig. 28.7). From a hemody-
namic point of view, blood is no longer or is hardly
pumped into the circulatory system during ventricular
flutter and fibrillation, as the individual muscle fibers
do not contract in a coordinated fashion. In the case
of atrial flutter and fibrillation, approximately 20–30%
less blood is ejected since the filling capacity of the ven-
tricles is not optimized as a result of atrial contraction
being stopped. Indications for electrical cardioversion
are:

• Atrial flutter and fibrillation• AV junctional reentrant tachycardia• WPW (Wolff–Parkinson–White-syndrome) and ven-
tricular tachycardia.

With ventricular fibrillation, defibrillation is the only
therapy which can be used that has any prospect of
success. Electrical cardioversion is contraindicated in
digitalis overdose, hypokalemia, and atrial fibrillation
(if there is deficient anticoagulation for at least 2–3
weeks and arrhythmia for longer than 48 h).
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28.2.2 External and Internal Defibrillation

External, transthoracic defibrillation is performed by
means of electrodes and pulses of energy from ≈ 2 J
up to 360 J. As a guide value which is dependent on
the body weight, a pulse strength of 3 J/kg is recom-
mended for adults and 2 J/kg for children. In terms
of electrode application, a distinction is made between
the anterior–anterior method and the anterior–posterior
method: whereas in the anterior–anterior method, which
is mainly used in emergency situations, both electrodes
are placed on the thorax (at the base and apex of the
heart), in the anterior–posterior method a large-area
electrode is placed below the back. The anterior–
posterior method is preferred for electrotherapy in the
case of arrhythmias, since the largest proportion of the
administered pulse of energy flows directly through the
myocardium. For internal, that is to say intracorporeal,
defibrillation, sterile internal paddles are used which in

the case of an open thorax cover the exposed heart (in
this case the pericardium), i. e., the surfaces of the elec-
trodes must be in contact with the myocardium over its
entire area. For internal defibrillation the energy pulse
is a maximum of 50 J.

Special Applications

Esophagus. An esophageal pulse electrode (cylindrical
electrode at the end of a catheter) is placed at the level of
the left atrium. The counterelectrode is attached to the
thorax. An additional electrode to the cylindrical elec-
trode enables bipolar stimulation and recording of an
esophageal ECG signal which is used to synchronize
the energy pulse.

Intracardiac. This application is likewise carried out
using a catheter. One electrode lies at the apex of the
right ventricle, while the second electrode is placed in
the superior vena cava.

28.3 Methodological Notes

In principle, all commercially available defibrillators
are operated in the same way and are suitable for
both internal and external defibrillation. As a rule,
a visual and/or acoustic signal is generated when the
defibrillator is operational, i. e., when the capacitor is
charged. The electrodes, which are provided with gel,
are placed firmly on the thorax and pressed on, and
the preselected energy dose is triggered. This is usu-
ally done directly via a trigger on the handles. Owing
to the ERC Guidelines of 2005, the practice of per-
forming defibrillation three times within the space of
a minute using mono- and biphasic defibrillators is ob-
solete. This application model has been replaced by
delivery of a single shock at full energy (so-called one-
shock strategy); i. e., with a monophasic shock, 360 J
is recommended for delivery of the shock. For the first
biphasic shock, at least 150–200 J is advised for all
discharge characteristics. Following each shock, car-
diopulmonary resuscitation should be performed for
2 min before administering the next shock. If further
shocks are necessary, with monophasic defibrillators
the energy level is kept at 360 J and with biphasic de-
fibrillators the energy level is in contrast successively
increased.

The energy pulse delivered and its amplitude, the
form and polarity of the shock, the electrode size and
position, and also the homogeneity of the current den-

sity in the cardiac muscle (myocardium) are all crucial
for efficient defibrillation or cardioversion.

28.3.1 Electrodes and Contact Agents

Correct application of the adhesive electrodes is neces-
sary to achieve faultless ECG recording and ultimately
to prevent equipment-related interpretation errors. De-
spite being more expensive, self-adhesive defibrillation
electrodes (so-called pads) are safe and effective
and should therefore be preferred over normal plate
electrodes (so-called paddles). Another advantage of
adhesive electrodes from the viewpoint of the oper-
ator is that it is possible to defibrillate from a safe
distance, without having to lean over the patient. It
is also quicker to administer the first pulse of energy
using self-adhesive electrodes than it is with paddles.
Whereas with paddles a contact gel is needed between
the skin surface and the metal plate in order to reduce
the skin impedance – and thus improve the electrical
contact – and also to prevent burns, this is not neces-
sary with adhesive electrodes. Compared with electrode
paste and gels, gel pads are favorable for safe opera-
tion because they avoid the risk of arcing and of a short
circuit and thus prevent ineffective defibrillation. The
Association for the Advancement of Medical Instru-
mentation (AAMI) recommends a minimum electrode
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area of 150 cm2, since larger electrodes have a lower
impedance or even lead to a decrease in the transmy-
ocardial flow. The diameter of customary electrodes is

in the region of 8–12 cm for adults and children with
body weight > 10 kg and 4.5 cm for children with body
weight < 10 kg.

28.4 Complications

Cardioversion and defibrillation can result in the follow-
ing serious and minor complications:

• Induced ventricular fibrillation, e.g., as a result of in-
correct triggering, which can ultimately lead to asystole
(cardiac arrest) (currents > 10 mA flowing through the
heart can cause fibrillation in the ventricles).

• Postdefibrillation arrhythmias such as ventricular
and supraventricular extrasystoles and ventricular
flutter.• Arterial embolisms.• Burns and irritation of the skin, for example, due
to an insufficient amount of electrode contact paste
being used on the electrode surface.

28.5 Technical Safety Aspects

28.5.1 Use

• Avoid direct contact with the electrodes (life-
threatening), conductive contact with the patients or
other people (safe distance).• There should be no moisture on the patient’s
skin (electrical bridge), and the patient should
also be positioned such that he is electrically iso-
lated.• Only perform cardioversion if the ECG is free from
artifacts and if reliable ECG monitoring is possible.
When too much electrode contact paste is used on
the paddles there is the possibility of an electrical
bridge forming (risk of short circuit).• All additional devices which are connected to the
patient must be defibrillation proof; otherwise, they
must be disconnected from the patient during car-
dioversion/defibrillation.• Caution should be exercised with patients with
energized implants: the functioning of the im-
plant may be restricted or suspended, and the
implant itself may be damaged or may even become
unusable.

28.5.2 Device

• Defibrillators belong to class IIb of the Ger-
man Medical Devices Act (MPG, Medizinprodukte
Gesetz).• Defibrillators must only be used in an explosion-
proof atmosphere.

• Devices which are not defibrillator proof must be
disconnected from the patient, otherwise• Equipment should be labeled according to DIN-IEC
601 as defibrillator proof.• Maximum energy 360 J.• Trigger buttons only on both paddles (connected in
series).• Protective circuits, which ensure a reduced power
setting when the defibrillator is switched off and
ensure energy recovery no later than 1 min after de-
fibrillator charging.• Because of their unforeseeable and frequently
changing use, defibrillators should always be con-
nected to mains electricity at their device base
locations so that they are operational and ready for
use on an ad hoc basis.

28.6 Implantable Cardioverter-Defibrillators

Implantable cardioverter-defibrillators (ICD) are pri-
marily used for reliable detection and treatment of life-
threatening cardiac arrhythmias (ventricular tachycar-
dia and fibrillation) which originate in the ventricles and
which cannot be treated with medication (Fig. 28.8).
The American and European Societies of Cardiology

(American College of Cardiology (ACC)/AHA and
ESC) also recommend ICD implantation in patients
who have survived sudden cardiac death which did
not occur as a result of myocardial infarction and also
for primary prophylaxis in patients with restricted car-
diac pumping function (EF < 30%). When necessary,
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Fig. 28.8
Chest x-ray with
implanted ICD
system (courtesy
Medtronic)

ICD systems can also administer pacemaker pulses
in bradycardic phases. ICD systems can also provide
antitachycardic stimulation, cardioversion, and defibril-
lation.

ICD implantations have increased significantly in
numbers. The following reasons are vital to this devel-
opment:

• A simplified implantation technique reduces the
rates of mortality resulting from surgery.• Very low morbidity.• High level of patient acceptance.• ICD therapy has considerable advantages over
medicinal therapy for prevention of sudden cardiac
death – within the scope of secondary prophylaxis,
for example, following hemodynamic ventricular
tachycardia.• For idiopathic ventricular fibrillation there is cur-
rently no alternative to ICD therapy.• A further indication is primary prophylaxis for high-
risk patients with no symptoms.• The costs of ICD therapy have decreased consid-
erably as a result of a reduction in product prices
alongside increasing product life.

a) b)

Fig. 28.9a,b
Implantable
biventricular or
CRT-ICD sys-
tem. (a) Position
checking in the
x-ray image.
(b) Schematic
electrode posi-
tioning (courtesy
of Biotronik)

28.6.1 ICD Development

The following chronological events are of particular
significance in ICD development. The first transtho-
racic defibrillation with direct current was carried out
by Lown in 1962. The first model of an implantable
automated defibrillator (automated implantable cardio-
verter-defibrillator, AICD) was presented by Mirowski
as early as 1969 and was implanted in a human for
the first time in 1980. This system was used to detect
ventricular flutter and fibrillation using the criteria of
heart rate and/or absence of isoelectric ECG portions.
Detection of arrhythmias was done using myocardial
screw-type electrodes. A programmable ICD system
was used in clinical practice in 1988 and a multipro-
grammable ICD system in 1989. The first dual-chamber
ICD came onto the market in 1997, while an atrial defib-
rillator was implanted as early as 1996. ICD electrodes
placed intra-atrially are a safe and effective method for
terminating atrial fibrillation. The advantages of this
are firstly the low energy output and secondly that the
patient does not require short anesthesia.

A combined atrioventricular defibrillator was first
implanted in 1997. More sophisticated atrioventric-
ular defibrillators have the advantage that, besides
providing fully automated detection of atrial and ven-
tricular signals, they also deliver electrical pulses to
both ventricles in order to terminate arrhythmias which
occur. So-called implantable CRT defibrillators (CRT-
ICD for short) for cardiac resynchronization therapy
(CRT) have been available since 2001. These devices
deliver a shock to interrupt and therefore stop tachy-
cardia. The right and left ventricles are also stimulated
simultaneously so that the cardiac beats are coordi-
nated (resynchronized, in the true meaning of the word)
(Fig. 28.9).
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28.6.2 System Technology

Miniaturized construction, more effective defibrillation
as a result of low-energy pulses, and improved and
updated software enable subpectoral implantation with
transvenous electrode insertion under local anesthetic to
be standard practice today (Fig. 28.10).

Conventional products have volume < 40 cm3

and weight < 80 g, with average device lifespan of
4–6 years. Today, ICD technology provides fine-tuned,
integrated systems:

• Single-chamber ICD (ventricular rate adaptive/rate
modulation (VR) system) with the therapeutic pos-
sibility of antitachycardic stimulation, cardiover-
sion, and defibrillation. The defibrillator electrode
is placed in the right ventricle.• Dual-chamber ICD (dual rate adaptive/rate mod-
ulation (DR) system) with an additional atrial
electrode or single-lead ventricular pacing with
atrial tracking-ICD (VDD-ICD).• Triple-chamber ICD (biventricular defibrillator sys-
tem, CRT-ICD) with the additional possibility of
cardiac resynchronization therapy (CRT). The elec-
trode fixed in the right ventricle is supplemented by
a further electrode (a so-called coronary sinus elec-
trode) which selectively stimulates the left ventricle
(Fig. 28.9a,b).

Just as there is the international pacemaker code
(North American Society of Pacing and Electrophys-

Table 28.1 The NASPE/BPEG defibrillator (NBD) code (after [28.2])

I Shock chamber II Antitachycardia III Tachycardia detection IV Antibradycardia
stimulation chamber stimulation chamber

0 = none 0 = none E = intracardiac EG 0 = none

A = atrium A = atrium H = hemodynamics A = atrium

(H includes E)

V = ventricle V = ventricle V = ventricle

D = dual (A + V) D = dual (A + V) D = dual (A + V)

Short-form code

ICD-S ICD with shock capability only

ICD-B ICD with bradycardia pacemaker as well as shock

ICD-T ICD with tachycardia and bradycardia pacemaker as well as shock
Additional note:
Site of detection and stimulation:
Single-chamber system = atrium or ventricle, dual-chamber system = atrium and ventricle.
Reaction to detection:
1. Triggered: synchronous stimulation at available and nonadjustable frequency when there is no cardiac activity.
2. Inhibited: when cardiac activity is present, delivery of a pulse is suppressed.
3. Frequency adaptation: stimulation frequency is adapted to the physical strain at the time.
The coding is listed on the ICD housing and in the ICD documentation.

Fig. 28.10 Implantable ICD system (schematic) (courtesy
Medtronic)

iology/British Pacing and Electrophysiology Group
generic Pacemaker Code (NBG), Chap. 38), there is also
a code for ICDs (Table 28.1).

An ICD system consists of a generating unit (or
pulse generator) and an electrode. The generating unit
includes the housing, the battery (lithium iodide), ca-
pacitors, microprocessor, amplifier, magnetic switch,
audio transducer for signals, antenna for telemetry,
and a connection head for electrodes. The electrode
(or probe) consists of an isolated electrode body with
a multilumen construction. The conductors for detec-
tion, stimulation, and defibrillation are arranged inside
the electrode, isolated from one another.
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Depending on the ICD model, the therapy possibil-
ities are:

1. Pacing (pacemaker function in the case of brady-
cardic cardiac arrhythmias)

2. Antitachycardic pacing (ATP, the intention is to
terminate ventricular tachycardias with overstimu-
lation – a so-called burst with every n-th stimulus)

3. Cardioversion (when ATP is unsuccessful, a shock
of energy of 15–20 J is automatically administered,
and up to 35 J for further shocks)

4. Defibrillation (in the case of ventricular fibrillation,
a shock of energy is initiated immediately with an
upper limit, depending on the device, of 35–40 J).

Integrated ventricular demand rate-responsive pac-
ing (VVIR) or dual chamber rate-responsive pacing
(DDDR) pacemaker circuits (Chap. 38) are standard in
modern ICD technology. The operational lifespan of
dual-chamber systems is somewhat shorter than that of
single-chamber systems. New shock forms, improved
electrode systems, and optimized shock delivery are
leading to a considerable reduction in the defibrillation
threshold (DFT), which today is generally below 15 J.
There is also the fact that short and constant charge
times prevent the DFT from increasing. Biphasic or se-
quential defibrillator pulses are currently preferred in
clinical use. Studies have confirmed that the pulse of en-
ergy required increases with the duration of ventricular
fibrillation and with the increase in conduction fronts,
and conversely that the sooner the ventricular fibrilla-
tion is terminated after it arises, the lower the energy.
Comprehensive diagnostic program memories, which
in the context of patient aftercare enable validation of
the therapeutic intervention, are part of today’s stan-
dard equipment. Some ICD devices provide the option
of telemetry transmission of recorded intracardiac elec-
trograms via an antenna in the head of the ICD implant.
The periodic or event-triggered reports are transmitted
via mobile telephony to an Internet-based database by
means of a mobile patient unit. The attending doctor
can then access the transmitted data via the Internet.

28.6.3 Algorithms

Internal ECG signal detection algorithms analyze the
amplitude, frequency, and slew rate of the ECG. Errors
in the interpretation of tachycardic arrhythmias can lead
both to false ICD discharges and to erroneous failure to
detect ventricular arrhythmias (so-called undersensing).
Detecting ventricular arrhythmias and differentiating
them from supraventricular arrhythmias is based on dif-

ferent algorithms for detection and differentiation. The
cardiac rhythm frequencies which emerge are classified
and assigned to up to six detection zones: a bradycardia
zone, a sinus rhythm zone, a fibrillation zone, and one
to three tachycardia zones.

ICD algorithms distinguish between supraventricu-
lar and ventricular tachycardias on the basis of criteria
such as frequency stability, QRS width criterion (if, for
example, six out of eight QRS complexes are wider than
in the sinus rhythm), sudden-onset rapid heartbeat, the
relationship between atrial and ventricular signals, the
site of acceleration and AV association, or distinguishes
between different variants in the AV relationships by
means of detection of a pattern over a period between
two RR intervals. Detection criteria can be programmed
in the sensing system responsible for detection and re-
detection. Furthermore, it is also possible to include
atrial events in the detection algorithms. The mode
switch algorithm induces an automatic change of op-
erating mode from the DDDR to the dual chamber
demand rate-responsive pacing (DDIR) mode to ensure
that, after high atrial frequencies have been detected, the
triggered mode for ventricular stimulation is actuated
in aid of inhibited operation. To increase the sensitivity
and specificity of the detection of ventricular tachycar-
dias in ICD therapy, in addition to the electrical criteria
it is also a good idea to take into consideration infor-
mation about the hemodynamic situation, such as the
contractility of the left ventricle.

28.6.4 Electrodes

If ICD implantation was still a complex surgical
procedure at the beginning of the 1990s, then the devel-
opment of a transvenous electrode was a considerable
simplification. The combination of transvenous elec-
trodes with subcutaneous defibrillation electrodes is
a vital step forwards.

The electrically active generating unit housing (ac-
tive can) and/or proximal section of the defibrillation
probe is used as the anode, while the section of the
electrode in the right ventricle functions as the cath-
ode. A distinction is drawn between two configurations:
the single-coil probe from the right ventricle to the ICD
housing, and the dual-coil probe with a defibrillation sur-
face between the right ventricle, the superior vena cava,
and the ICD housing (triad configuration), which is the
most favorable in terms of energy. If the section of the
electrode in the right ventricle functions as an anode due
to programming, this reversal in polarity likewise results
in a reduced energy requirement during defibrillation.
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This measure is particularly suitable for patients with
a very high defibrillation threshold. The signal detection
function and antibradycardic stimulation are performed
via the tip of the probe, which is constructed in true
bipolar fashion (between the electrode tip and a prox-
imally positioned ring) or in integrated bipolar fashion
(between the electrode tip and the distal shock coil).

Modern ICD electrode bodies have a multilumen
construction, and a few are coaxial. Silicone is predomi-
nantly used (or less often polyurethane) as the insulation
for the external layer of the probe and offers a high level
of biocompatibility and flexibility but is very sensi-
tive to mechanical stress. Other distinguishing features
of transvenous probes are the number of defibrillation
probes (one or two) and the number of coils (single or
dual). Active or passive fixing of ICD electrodes can be
done using fixed screws or extensible screws and using
anchors.

Atrial and epimyocardial electrodes and coronary
sinus electrodes (CS or superior vena cava (SVC) elec-
trodes) are used as additional pacing/sensing electrodes.
The CS electrode has at its distal end an acceleration
sensor, which is used to record and differentiate accel-
eration values in at least two different directions.

A special shock probe is the array electrode (also
known as a finger electrode or SQ array), which is im-
planted subcutaneously. This electrode has up to three
shock coils and is used additionally when there is an in-
sufficient defibrillation threshold. The individual coils
of the finger electrode are connected in parallel with the
right-ventricular shock coil via a Y-connector.

The single-lead VDD-ICD is an electrode system
for a dual-chamber ICD. The atrial signals are recorded
at this electrode, which is fixed in the apex of the
right ventricle, by means of two electrode rings. This
electrode thus replaces the otherwise additional atrial
electrode. Bipolar and tripolar ECG leads in ICD sys-
tems enable reliable ischemia detection, which has
considerable advantages over the conventional surface
ECG owing to the early detection of ischemias and also
their severity and duration.

28.6.5 Complications

The spectrum of ICD complications ranges from harm-
less complications, such as skin irritations and minor
burns on the areas where the electrodes have been ap-
plied, to serious complications, such as the emergence
of extrasystoles following defibrillation, ventricular
tachycardia, ventricular fibrillation (in the case of incor-
rect triggering) or the occurrence of asystole following

electric cardioversion in the case of sick sinus syn-
drome. ICD-specific complications can be caused on the
one hand by the generating unit:

• Pressure-related necroses• Risk of infection• Technical errors and malfunctions as a result, for ex-
ample, of strong external magnetic fields or battery
depletion• Perforation of the generating unit

and on the other hand by the electrodes:

• Electrode dislocation can cause stimulation of mus-
cles• Inadequate administration of shocks as a result of
detection of muscle potential or external sources of
interference• Fractures in the electrodes, defects in the insula-
tion or a rise in the sensitivity threshold can cause
electrode malfunction.

One malfunction in the detection function (sensing)
is undersensing or oversensing. In the case of under-
sensing, life-threatening arrhythmias are not detected
or are detected too late, whereas with oversensing the
shocks administered are inadequate.

28.6.6 Function Checking

Whereas in the early days of ICD device technology
it was still necessary for technical reasons to test the
functioning of an ICD patient’s implant every 2 months,
this check is now carried out independently by the
device itself. Function checking of the system (ICD
query, analysis of stored ECGs, battery status, detec-
tion test, etc.) every 3–6 months is sufficient. If there
is an indication of incorrect detection (so-called over-
or undersensing), a chest x-ray is generally performed
to identify insulation defects in the probe. Because
of the improvement in battery technology, the shelf-
life of single-chamber systems should be ≈ 9 years,
dual-chamber systems should last ≈ 7 years, and triple-
chamber systems ≈ 5 years. The lifespan of the device
will therefore be considerably longer than that of previ-
ous ICD systems. Replacement of the generating unit is
also only necessary at a later point in time. Stored data,
such as treatment episodes, electrograms, battery state,
and electrode resistance, can be queried via telemetry.
For the purpose of function checking, various device
parameters are measured intraoperatively during pace-
maker and ICD implantations and, if necessary, adjusted
(Table 28.2).
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Table 28.2 Limit values for intraoperative measurements
during implantation of pacemakers and ICD systems (af-
ter 28.3)

Ventricle Atrium

Signal amplitude > 5 mV, > 2 mV,

optimally > 8 mV optimally > 3 mV

Impedance 300–1200 Ω 300–1200 Ω

(electrode-dependent)

Slew rate > 0.5 V/s > 0.3 V/s
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Laser System29. Laser Systems

Frank Zgoda

This chapter gives a short introduction to the

laser and its history providing an insight into the

physics and technology of laser systems. For the

use of lasers in medicine, not only knowledge of

the application methods and biophysical effects of

the laser radiation on tissue is essential but also

detailed information about the specific character-

istics of the various laser systems. The fields of use

are manifold and can be classified according to

parts of the body and special treatment modali-

ties. The chapter concludes with a section on safety

aspects and future prospects with relating to tech-

nological developments in endoscopy and smart

systems.

29.1 History of the Laser............................... 558

29.2 Physics and Technology ......................... 558
29.2.1 Laser Medium ............................ 559
29.2.2 Laser Radiation .......................... 560
29.2.3 Laser Systems ............................ 562
29.2.4 Beam Delivery Systems................ 563

29.3 Application Methods ............................. 564
29.3.1 Noncontact Mode ....................... 564
29.3.2 Contact Mode ............................ 564
29.3.3 Gas or Liquid Flushing

During Laser Cutting ................... 564
29.3.4 Special Applicators ..................... 564

29.4 Biophysical Effects on Tissue.................. 564
29.4.1 Absorption and Penetration Depth 564
29.4.2 Photochemical Effects ................. 566
29.4.3 Photothermal Effects .................. 566
29.4.4 Photodecomposition Effects ........ 567

29.5 Laser Types in Medicine......................... 567
29.5.1 The Ruby Laser ........................... 569
29.5.2 The Neodymium:YAG Laser .......... 569
29.5.3 The Frequency-Doubled

Nd:YAG Laser (KTP Laser) .............. 569
29.5.4 The Erbium:YAG Laser ................. 569
29.5.5 The Holmium:YAG Laser............... 569
29.5.6 The Alexandrite Laser.................. 569
29.5.7 The Diode Laser.......................... 570
29.5.8 The CO2 Laser ............................. 570
29.5.9 Argon-Ion

and Krypton-Ion Lasers .............. 570
29.5.10 The Excimer Laser ....................... 570
29.5.11 The HeNe Laser .......................... 571
29.5.12 The Dye Laser............................. 571
29.5.13 The Free-Electron Laser ............... 571

29.6 Fields of Use ........................................ 571
29.6.1 The Eye ..................................... 571
29.6.2 The Body Surface ........................ 571
29.6.3 The Vascular System.................... 572
29.6.4 Open Surgery ............................. 572
29.6.5 Endoscopy ................................. 573
29.6.6 Photodynamic Therapy ............... 573
29.6.7 Lithotripsy ................................. 573
29.6.8 Laser-Induced Thermotherapy ..... 573

29.7 Safety Aspects ...................................... 574
29.7.1 Permissible Exposure

and Laser Classification ............... 574
29.7.2 Safety Requirements

for Laser Devices ........................ 576
29.7.3 Protective Measures

and Application Safety ................ 576

29.8 Future Prospects ................................... 577

References .................................................. 577

The laser has been linked to medical applications from
the very start. Light has been used in healing processes
for some time, for example, for treating diseases of the

skin, supporting the production of vitamin D by UV
light and for treating eye diseases (Meyer-Schwickerath
1948). The defining feature of laser radiation is that it
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is an easy to control energy source that can be used
not only to heat specific tissues and to destroy autolo-

gous stones but also to selectively excite photochemical
processes [29.1, 2].

29.1 History of the Laser

The word LASER is an acronym for light amplification
by stimulated emission of radiation. This process was
postulated by Einstein as early as 1917 [29.3] and forms
the basis for the production of monochromatic, coherent
and collimated light with a higher power density and
a greater spectral purity than can be attained with any
other light source [29.4, 5].

Working according to the same principle, in 1954
Townes built the first maser, an amplifier for mi-
crowaves. The principle of the laser for optical radiation
was published for the first time four years later
by Schawlow and Townes (USA) and Basov and
Prokhorov (USSR). Maiman made an important break-
through in 1961 with the first working laser emitting
visible light (ruby laser), and Javan followed in the same
year with the first infrared gas laser (HeNe).

The medical use of lasers began when Campbell
(1961) introduced the use of the ruby laser into oph-
thalmology, who was soon followed by Goldman in
dermatology. Although the laser quickly became estab-
lished in ophthalmology (initially the argon-ion laser,

L’Esperance 1968), its use in other areas of medicine
was more gradual. Polanyi first pioneered the use of the
carbon dioxide laser (CO2 laser) in 1965, to be followed
by Kaplan in 1967. Since then the CO2 laser has become
established in all surgical disciplines.

The argon-ion laser and the Nd:YAG laser became
interesting for a wider range of medical applica-
tions when it became possible to couple the lasers to
glass fibers. From this point on, further developments
progressed very rapidly. Hematoporphyrin derivatives
(HpD) were discovered in 1960 but they were not
used for photodynamic therapy until 1972 by Dia-
mond. Q-switching and mode-locking were introduced
into pulsed systems in ophthalmology in 1977 by
Fankhauser and Aron-Rosa, and it was in this field that
Trokel used the excimer laser for the first time in 1983.

Today, physicians have a wide variety of lasers to
choose from for a multitude of uses. The advantages of-
fered by the laser have led to it being used as a standard
procedure in many medical fields, which are constantly
being added to.

29.2 Physics and Technology

A laser is a device for the conversion of electrical energy
into ordered light energy. Conventional light sources
such as light bulbs or fluorescent lamps have as much
in common with lasers as a spark gap has with a radio
transmitter. Lasers are ideal light emitters in the tera-
hertz region and are analogous to radio transmitters in
the megahertz region. Einstein postulated that induced
emission is rudimentarily apparent in every lumines-
cent effect of matter; however, it can only be brought
to dominance in selected materials [29.6].

Different medical lasers are employed according to
the tissue to be treated and the specific therapy re-
quired much in the same way as special instruments
are used in medicine for different operations (Fig. 29.1).
Lasers differ from one another by their emission wave-
length, beginning in the UV region at a wavelength
of 0.2 μm and extending to 10 μm in the infrared. As
most lasers are based on a narrow spectral transition

of electrons, in general they cannot be tuned in the
same way as a radio transmitter. The only exceptions
to this are dye lasers, vibronic solid-state lasers and the
free-electron laser. Some gas lasers have several fixed
wavelengths according to the type of selected gaseous
medium.

Laser systems vary in their technical and physical
configuration, more specifically in their constructional
design and the temporal characteristics of the emis-
sion. On its own, the laser is just a light source.
However, what is required is a complete system made
up of a beam transmission system and an end de-
vice to direct the radiation to the tissue to be treated,
together with a means of controlling the effect. Ac-
cording to the wavelength, a quartz glass fiber, a fiber
bundle, a hollow waveguide, or an articulated arm
is used for transmission of the radiation. The end
device can be, for example, a surgical microscope
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Laser Systems 29.2 Physics and Technology 559

with a micromanipulator, an endoscope, or a slit lamp
(Fig. 29.2).

Monitoring of the effect is dependent on the laser-
induced processes and is, in many cases, based on
the visual control of an experienced therapist. Imaging
systems, such as ultrasound or magnetic resonance to-
mography, are used for highly differentiated procedures
where precise dosage control is required e.g. interstitial
thermotherapy of tumors or metastases.

29.2.1 Laser Medium

In order to be able to understand the need for the
wide variety of appliances available, some principles
of physics that form the basis for the different light
amplifiers by induced emission are explained here.

Spontaneous emission of light results when energy
is fed into a gaseous, liquid, or solid body so that lumi-
nous electrons are raised from the ground state energy
level n1 to an excited state n2. After a characteristic
time interval, the electron spontaneously reverts to the
ground state, thereby emitting a photon. The distribu-
tion of the electrons between the ground state and the
excited state (ratio of the occupation numbers) is de-
pendent on the temperature (Fig. 29.3) i. e. the higher
the temperature, the more electrons find themselves in
an excited state.

In a thermal light source, such as an electric light
bulb, energy is continually fed by heat in order to trans-
fer the electrons to higher levels. The life span of the
excited states is short; in order for the electron to be
able to return to the ground state this cannot be com-
pletely filled. The excitation of an electron can also be
effected by irradiation of light. In this case, the higher
level is populated by absorbing the corresponding en-
ergy difference ΔE.

In addition to the direct transition from a higher
level directly to the ground state, a return to the ground

Medical laser systems

Laser Beam transmission
system

Optical end device Accessories

Tissue

Direct Rigid or
flexible

Focus Special medical
application Fig. 29.2 Com-

ponents of
a medical laser
system

cw Pulse
λ

(μm)

CO2
CO2

CO

Nd:YAG

Diode

GaAs
HeNe

Ar+

Dye

10.0

3.0

1.0

0.8

0.4

0.2

Er: YAG
Ho: YAG
Nd: YAG
(Q–sw.)

Ti-Saphire
Alexandrite
Ruby

Dye

N2

Excimer

Fig. 29.1 Medical laser systems and their wavelengths

state can also occur stepwise through several interme-
diate levels. As the lifetimes of the levels are different,
i. e. the levels empty at different rates, the electrons can
collect at higher levels.
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Fig. 29.3 According to Planck’s law the ratio n2/n1 of the occupa-
tion numbers shifts toward 1 during thermal heating. It is impossible
to reach population inversion

Induced emission is a process by which irradia-
tion of a photon of a matching energy triggers the
premature transition of an electron from an occu-
pied higher level to a partially empty lower level.
A special feature of this is that the emitted pho-
ton has the same wavelength, direction and phase as
the incident photon, which is not absorbed in the
process. The incident photon is duplicated i. e. ampli-
fied. Most lasers make use of several levels, which
vary both in lifetime and in occupation number. Fig-
ure 29.4 shows schemes for a three-level or a four-level
laser.

With regard to the laser process, the number of
atoms with occupied upper laser levels must always be
larger than the number of atoms in the ground state.
All substances in which this so-called occupation in-
version is possible can be used as a laser medium e.g.
free atoms, molecules and ions in gases or vapors,
dye molecules dissolved in solution, atoms and ions
incorporated into a solid (crystals and glass), doped
semiconductors, and free electrons harnessed in exter-
nal magnetic fields.

The relevant excitation mechanism for the pro-
duction of an occupation inversion is specific for the
particular type of laser. The most important processes
are optical pumping and electrical gas discharge. Ex-
citation of a semiconductor is achieved directly by
an electric current (charge injection). Chemical re-
actions can also be used as a means of excitation.

Three-level laser

3

1

2

Short lived

Long lived

Laser transition

Ground state

Four-level laser

3

1

2

2'

Short lived

Short lived

Long lived

Laser transition

Ground state

Fig. 29.4 Energy levels in laser systems

In the case of continuous-wave lasers, the occu-
pation inversion must be constantly maintained i. e.
pumping energy must be fed into the system conti-
nually.

In the laser medium excited atoms already emit
spontaneous photons in all directions. These can pro-
duce more photons in the laser medium by induced
emission, which in turn leads to more induced pho-
tons being set free etc. This process continues like an
avalanche until the photons leave the laser medium. If
the laser medium is allowed to expand in one direction,
the random photon avalanches that are produced in this
direction have a significantly higher amplification than
in any other direction because they run through the laser
medium longer.

Using two mirrors placed at each end, the photon
avalanche is reflected back into the medium and effects
a further amplification. If the mirrors are optimally ad-
justed, the photon avalanche can run back and forth in
this resonator up to several hundred times. One of the
resonator mirrors must be semitransparent in order for
a fraction of the photons to leave the resonator as a laser
beam.

Figure 29.5 shows a comparison of a high-
frequency transmitter with the components amplifier
and feedback circuit with a laser, where the laser
medium and the resonator have the corresponding func-
tions.
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R

Radio-frequency transmitter

Ua

Mirror
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Laser

L

I

R

Ia

Fig. 29.5 Comparison of
the functional principles of
a high-frequency transmit-
ter and a laser using the laser
medium as an amplifier

29.2.2 Laser Radiation

In contrast to the radiation of a thermal light source,
laser radiation has three important characteristics
(Fig. 29.6).

1. Coherence: The laser radiation has a defined spatial
and temporal order (set phase relation).

2. Collimation: The laser radiation is well collimated
(low divergence).

3. Monochromaticity: The laser emits a high intensity,
narrow (monochromatic) spectral band.

These three characteristics determine the good focusing
ability necessary to attain high energy densities en-
abling precision work with a beam of very small cross
sectional area.

In addition to the basic physical characteristics of
laser light, the optical characteristics of biological tis-
sue i. e. absorption, fluorescence, and scattering also
play a crucial role in medical laser applications and in
the use of laser radiation for diagnostics. These char-
acteristics can be evaluated both photometrically and
spectroscopically.

For therapy it is the collimation of the radiation and
the absorption characteristics of the irradiated tissue that
are the properties that are used the most. The interaction
of the radiation with different tissue types is influenced
by two main parameters: the exposure time on the tissue
and the effective power density (Fig. 29.7). The power
density can be varied over a wide range by selecting the
appropriate focal length. A smaller focus is achieved
with a shorter focal length rather than a longer one;
however in this case, the irradiation area is more af-
fected by small deviations in the optimal distance. The
exposure time can be regulated using either continuous-
wave mode (CW), switched mode (with variable duty
cycle), or short pulses.

Laser Laser beam

Temporal
coherence

Spatial
coherence

Laser

Conventional
light source

In
te

ns
ity

Laser light

Normal
light

Wavelength

a)

b)

c)

Fig. 29.6a–c Properties of laser light: (a) coherence,
(b) collimation, (c) monochromaticity
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Fig. 29.8 Some examples of the ratio between pumping energy and
laser energy; the losses in heat must be removed by cooling

This allows the ratio of therapeutic effects to side ef-
fects to be controlled according to the tissue interactions
required.

29.2.3 Laser Systems

Laser systems are not only made up of a laser medium,
a resonator and a pump source. Only a small amount of
the energy used is converted into laser radiation, leav-
ing a major part to be dissipated as heat. Figure 29.8
shows examples of the ratio of pump energy to laser
energy produced for lasers in common use. It can be
seen that the efficiency of an argon-ion laser is less
than 0.1%, whereas that of a Nd:YAG laser is about
1–3%, and for a CO2 laser it is 5–20%. Diode lasers
have the highest efficiency with 30–40%, which is on
a par with light-emitting diodes (LED). For compar-
ison, the light yield of a common light bulb is only
3%.

The most important components making up medical
laser systems are shown in Fig. 29.9. The schematic rep-
resentation shows the laser resonator with the pumping
source, the electrical power supply and cooling system
together with a detector for the power measurement,
a safety shutter for the release of the laser radiation,
and the in-coupling point of a pilot or aiming beam for
those lasers operating in the invisible UV or infrared
range.
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29.2.4 Beam Delivery Systems

The distance between the laser device output and the
patient must be bridged in order to deliver the laser ra-
diation to the tissue (Fig. 29.2). Flexible quartz glass
fibers, specially doped if necessary, can be used for
the transmission of visible laser radiation and the ad-
jacent spectral range of approx. 0.3–2 μm. Beyond
this spectral range articulated mirror arms are used
to cover the range 0.19–0.3 μm (excimer lasers) and
3–10 μm (erbium and CO2 laser, Fig. 29.10). CO2
laser radiation can be transmitted over short distances
by waveguides but the beam quality is not compa-
rable with that achieved using articulated arms. The
transmission of short pulsed energy-rich laser radi-
ation such as that required for laser lithotripsy and
laser angioplasty, makes special demands on the optical
fibers.

The current development of photonic bandgap fibers
has met with considerable interest for devices with
wavelengths and power densities that cannot be trans-
mitted with normal fibers or, if at all, with only poor
quality. These special fibers have a hollow core sur-
rounded with a periodically microstructured cladding.
The two-dimensional periodic structure creates a pho-
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Fig. 29.10 Laser wave-
lengths and the availability
of optical fibers for laser
systems

Aiming beam

Mirror

Mirror

Shutter

Mirror Mirror

Pump source

Display

Detector

Laser medium

Cooling unit Power supply

Fig. 29.9 Technical components making up a laser device. The
laser beam is apparent by a visible aiming beam if it emits at a wave-
length outside the visible region. The detector measures the power
or energy at the laser head

tonic bandgap in the fiber material, preventing the
radiation of a particular wavelength from propagation
in the material. As a result the radiation is confined to
the hollow core and guided with very low attenuation
and is practically dispersion free.
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29.3 Application Methods

29.3.1 Noncontact Mode

For the noncontact mode, laser radiation is delivered
to the tissue via a beam guidance system without con-
tact with the tissue. Articulated arms and quartz glass
fibers can be used for this, whereby handling of the
fibers is easier because they are more flexible. With the
possible exception of the bare fiber (glass fibers with
a cleanly broken or polished end) from which the radi-
ation is emitted divergently, optical end devices such as
focusing handpieces, micromanipulators (for use with
surgical microscopes or ophthalmic slit lamps), or endo-
scope coupling devices (for rigid endoscopes) are fitted
to the end of beam delivery systems.

29.3.2 Contact Mode

The tissue to be cut is brought into direct contact with
the end of the fiber. The tissue is vaporized with the hot
fiber end and a homogenous carbonization zone remains
as a sharply demarcated cut edge. The blackening of
the fiber end by adherent carbonization is important for
effective cutting. A quick change to noncontact mode
e.g. coagulation, is possible by burning off the tip. The
small diameter of commercially available fibers allows
endoscopical use in the contact mode.

29.3.3 Gas or Liquid Flushing
During Laser Cutting

In order to protect the optics of end devices at the pa-
tient end or the distal end of the fiber, the applicator or

the fiber tip can be flushed with inert gas. Both Nd:YAG
and diode lasers can also be used with liquid flush-
ing. In this case, the laser beam is guided away by
total reflection in the stream of water making it possi-
ble to effect coagulation of the tissue around the corner
as it were. Flushing enlarges the depth of the cut in
soft tissue because vaporization and ablation products
are removed from the cutting channel, allowing unhin-
dered penetration of the laser radiation. Photoablation,
in the contact mode, can increase the photohydraulic
effect and result in the formation of ablation channels
that allow the fiber to pass through without any resis-
tance.

29.3.4 Special Applicators

In addition to standard applicators, other delivery sys-
tems have been developed for special purposes. The
scattering applicator ensures homogenous and isotropic
irradiation and is used for the interstitial coagulation
of tumors and metastases. For intracardial and urologi-
cal coagulation and ablation of tissue special catheters
that allow laser radiation to irradiate sideways are avail-
able. A multifiber catheter composed of a number of
thin quartz fibers is used for laser angioplasty with
the excimer laser (308 nm). This construction includes
a flushing channel and facilitates the transmission of
the laser radiation over a large cross section whilst
maintaining a high level of flexibility. The light guides
for photodynamic therapy are fitted with micro optics
at the distal end, allowing homogenous irradiation of
a sharply defined area.

29.4 Biophysical Effects on Tissue

For therapeutical purposes, the effect of the radiation
on the different types of tissue is mainly determined by
two parameters: the exposure duration of the radiation
and the effective power density, taking account of the
tissue’s specific absorption and scattering [29.1, 2].

29.4.1 Absorption and Penetration Depth

Tissue specific chromophores such as hemoglobin and
melanin, which both absorb in the visible region of the
spectrum, limit the penetration depth of the laser ra-
diation in the tissue. In contrast, radiation in the near
infrared region is distributed homogeneously in the tis-

sue, leading to penetration depths of more than 5 mm,
depending on the wavelength.

Light energy is mainly absorbed in water in the mid
to far infrared (3.0–10.6 μm). As the coupling is 10–
100 times more effective compared to laser absorption
in the visible range, the penetration depth and the dis-
tribution volume is very small. The fact that tissue is
vaporized in this wavelength range, even at low power
densities, means that tissue can be cut and/or removed
without causing significant thermal damage to the sur-
rounding area.

Figure 29.11 shows the spectral profile of the ab-
sorption coefficient for water and soft tissue. In the
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visible region, soft tissue exhibits a clearly higher
absorption due to autologous chromophores such as
hemoglobin, melanin and coenzymes etc., whereas in
the infrared region the spectral profile of water exhibits
a good approximation.
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Fig. 29.12 Energy density regions as
a function of the application time for
different laser radiation effects on
tissue

It should be taken into consideration that during
irradiation of body tissue with progressive exposure,
photothermal effects have a considerable impact on
optical characteristics such as absorption and scatter-
ing [29.1].
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Table 29.1 Laser–tissue interaction

Photochemical effects

Photoinduction Biostimulation

Photoactivation of drugs (POD)

Photochemotherapy Photodynamic therapy (PDT)

Black light therapy (PUVA)

Photothermal effects

Photohyperthermia 37–43 ◦C: Damage of normal tissue is reversible

43–65 ◦C: Edema forms in cells, tissue welding, protein precipitation

Photothermolysis Thermal dynamic effects

Microscopical slight overheating

Photocoagulation 65–100 ◦C: Coagulation, necrosis

Photocarbonization 100–300 ◦C: Drying out, vaporization of water, carbonization

Photovaporization > 300 ◦C: Pyrolysis, vaporization of tissue

Photodecomposition effects

Photoablation Rapid thermal explosion

Photodisruption Optical breakdown, mechanical shockwaves

Photofragmentation Lithotripsy

For medical treatment methods, depending on
the exposure duration and power density, the effects
can be divided into three main classes (Table 29.1,
Fig. 29.12) [29.1, 2].

• Photochemical effects (10–1000 s; 10−3 –1 W/cm2),• Photothermal effects (1 ms–100 s; 1–106 W/cm2),• Photodecomposition effects (10 ps–100 ns; 108−
1012 W/cm2).

29.4.2 Photochemical Effects

The main effects are photoinduction or photoactivation,
also known as biostimulation, and photodynamic ther-
apy (PDT) including photosensitization. Laser energy
is used to bring about photochemical reactions by ab-
sorption either in the body’s own, or in extraneous,
chromophores.

There are four basic types of photochemical reaction
mechanisms

• Photo-induced isomerization e.g. bilirubin decom-
position• Photo-induced charge generation e.g. in visual pro-
cesses

• Photo-induced synthesis e.g. photosynthesis in plants• Photo-induced dissociation e.g. in photodynamic
therapy (PDT).

29.4.3 Photothermal Effects

Here the incident radiation is converted into heat and
causes coagulation, vaporization, or carbonization of
the tissue, depending on the temperature reached.

At temperatures of 43–65 ◦C the membrane disinte-
grates, followed by enzymatic induction and edema for-
mation. Thermodynamic inflammatory response occurs
in this transition zone. The irradiated tissue reacts to the
treatment after several weeks by sealing off the smallest
vessels. This reaction is exploited for the treatment of
naevi flammei. Tissue welding also occurs in this tem-
perature range but it is based on another vaguely defined
tissue reaction, which is as yet not fully understood.

Coagulation of the tissue (protein precipitation) is
effected at a temperature of 65–100 ◦C; hemostasis and
tumor denaturation are examples of processes using co-
agulation. Here, the tissue is damaged but is retained
as a tissue composite to be decomposed at a later stage
by the body and subsequently replaced by new tissue
growth.
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Fig. 29.13 Depending on wavelength
and laser pulse length, it is possible
to recognize two regions separated
by the critical time. The thermally
altered border zones of the regions
are determined either directly by
laser radiation or by thermal con-
duction (α: absorption coefficient
in cm−1; κ: temperature conduction
1.2 × 10−7 m2/s)

Carbonization of the tissue in the temperature range
100–300 ◦C is the result of vaporization of water and
desiccation of the tissue. The vaporization of tissues oc-
curs at temperatures over and above 300 ◦C (Fig. 29.1).
Bone material melts at temperatures above 700 ◦C.

29.4.4 Photodecomposition Effects

Nonthermal effects such as photoablation and photodis-
ruption can be summarized as the photodecomposition
of material. This third class of interaction is based on
nonlinear optical effects because of the higher order
components of the absorption coefficient becoming ef-
fective at the high peak intensities of energy-rich laser
pulses. Pulsed lasers can produce peak powers from
megawatts to terawatts (106 –1012 W) in the nanosec-
ond to femtosecond range. This principle is currently
used in ophthalmology for the destruction of turbid pos-
terior lens capsules and uses the same method as the
destruction of calculi in laser lithotripsy.

If tissue is exposed to pulsed UV-laser radiation, it
is absorbed by a very thin layer on the surface. The
tissue layer absorbs so much energy that it is sepa-
rated with force from the lower surface layers. This
effect, known as photoablation, uses light induction

to separate material fragments from a surface without
causing a secondary heating effect in the surrounding
tissue. However, a specific repetition rate of the laser
pulses should not be exceeded in order to avoid sub-
jecting the surrounding tissue layers to thermal damage.
Photoablation is used in the laser recanalization of arte-
riosclerotic vessels and in refractive corneal surgery.

Depending on the optical penetration depth of the
radiation, the energy from each laser pulse must have
a tissue specific intensity in order to exceed the thresh-
old for photoablation and to ablate tissue. As the dam-
age threshold of the delivery system limits the transmit-
ted energy density, the energy per pulse can be raised
accordingly by increasing the pulse length. On the other
hand, a greater pulse length means a longer continuous
exposure time, allowing heat to be conducted from the
heated volume to the neighboring tissue, ending with
the explosive ejection of tissue particles.

Figure 29.13 can be used to calculate at which wave-
length and laser pulse duration the damage zone Δd
is either mainly determined by the optical penetration
depth or by heat conduction [29.1]. This knowledge can
be used to optimize the parameters of a photoablation
laser and, as a result, limit the degree of thermal damage
to an absolute minimum.

29.5 Laser Types in Medicine

The specific characteristics of different laser systems
are used according to the tissue interaction required
(Fig. 29.14, Table 29.2). Laser systems are usually
classified by the aggregate state of the laser medium
into solid-state lasers (e.g. ruby, Nd:YAG, Er:YAG,

Ho:YAG, alexandrite lasers), diode lasers, gas lasers
(e.g. CO2, argon- and krypton-ion, excimer and HeNe
lasers), and liquid lasers (dye lasers). The free-electron
laser (FEL) is not classifiable according to this pat-
tern.
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Table 29.2 Medical application fields for different lasers

Laser Mode Medical application field

Ar+, (Kr+) CW Dermatology, ophthalmology, ENT

KTP Pulsed Plastic surgery, dermatology

FDL Pulsed Dermatology (585 nm), urology (504 nm)

Nd:YAG CW Surgery, urology, gynecology, neurosurgery, gastroenterology, pulmology

Nd:YAG Pulsed Ophthalmology, lithotripsy

CO2 CW Surgery, dermatology, ENT, gynecology, neurosurgery, plastic surgery

Er:YAG Pulsed Dermatology, plastic surgery, dentistry

Diode CW Surgery, dermatology (810, 940, 980 nm); PDT (630 nm); dermatology (800 nm)

Excimer Pulsed Angiology, ophthalmology

Ruby Pulsed Dermatology

Alexandrite Pulsed Dermatology

Dentistry
Nd:YAG (cw)
Dye (pulsed)

Er.YAG
CO2

Er.YAG
CO2

Neurosurgery
Nd:YAG (cw)

CO2

Pulmology
Nd:YAG (cw)

Dye

Angiology
Dye (pulsed)
Nd:YAG (cw)

Excimer
Ar+

Gastro-
enterology

Nd:YAG (cw)

Laser surgery
Nd:YAG (cw)

Diode

Plastic surgery/
Dermatology
Dye (pulsed)

CO2
Ar+

Ophthalmology
Diode

Nd:YAG (pulsed)
Excimer

Urology
Nd:YAG (cw)

Nd:YAG (pulsed)
Dye (pulsed)
Alexandrite

Oncology
Nd: YAG (cw)

CO2

Gynecology
Nd:YAG (cw)

CO2

Ar+, Kr+

Fig. 29.14 Medical application fields
of the laser
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29.5.1 The Ruby Laser

The ruby laser, operating at a wavelength of 694 nm,
was the first laser to be built. In the early stages of
their development ruby lasers had a number of techni-
cal weaknesses, such as low efficiency or local intensity
spikes, which led to destruction of the delivery fibers.
However, this has now changed and modern medical
ruby lasers are compact and reliable systems. Designed
as Q-switched lasers (Q-switched ruby laser, QSRL)
these lasers deliver high-energy pulses with durations
of 20–40 ns. The QSRL is currently used both for the
treatment of superficial pigmented skin lesions and for
the removal of tattoos. Ruby lasers with a longer pulse
length (0.3–5 ms) have recently become available and
these devices are the preferred laser for epilation treat-
ment (hair removal).

29.5.2 The Neodymium:YAG Laser

The continuous-wave Nd:YAG laser is currently the
most important representative of solid-state lasers. At
a wavelength of 1064 nm (less frequently at 1320 nm) it
is a typical volume coagulator. It is possible to effect
a deep unspecific coagulation, vaporization, or to cut
tissue, according to the power density used. Transmis-
sion using glass fibers allows ubiquitous application of
the radiation. For example, it can be used via a flexible
or rigid endoscope for the coagulation of hemorrhages,
minor malformations or tumors, and at higher power
densities for the recanalization of tumor stenoses. Using
a focusing handpiece and correspondingly higher power
densities, resection of parenchymatous organs such as
liver, spleen, pancreas and kidney is possible with si-
multaneous hemostasis. The wavelength 1320 nm is
used particularly for lung parenchymal tumor resection.
The Nd:YAG laser is also used very frequently in the
contact mode (Sect. 29.3.2).

Pulsed Nd:YAG laser systems (Q-switched Nd:
YAG) in the nanosecond and picosecond region are used
to effect photodisruption and have established them-
selves in ophthalmology for the treatment of posterior
capsular opacification and for peripheral iridotomy in
cases of acute angle-closure glaucoma. The laser can
also be employed in lithotripsy.

29.5.3 The Frequency-Doubled
Nd:YAG Laser (KTP Laser)

By positioning certain crystals in the optical path of
a laser, the nonlinear optical effects can be utilized

to generate the harmonics of the basic wavelength.
The frequency doubling of Nd:YAG laser radiation
is usually effected with the help of a potassium ti-
tanyl phosphate crystal (KTP, KTiOPO4). The resulting
wavelength, 532 nm, is absorbed well by hemoglobin
and its clinical use corresponds to that of the argon-ion
laser. Devices with a high output power (> 15 W) have
the advantage of allowing the use of shorter pulse dura-
tions, thereby reducing discomfort during the treatment.
A partial frequency doubling of short-pulsed Nd:YAG
laser radiation is utilized in lithotripsy laser systems.
In this case, the higher absorption of the shorter wave-
length facilitates ignition of the plasma necessary to
produce the laser-induced shockwaves (FREDDY prin-
ciple).

29.5.4 The Erbium:YAG Laser

The Er:YAG laser is a flashlamp pumped solid-state
laser emitting infrared light at 2940 nm, which cor-
responds to the local absorption maximum of water.
Articulated arms are usually used as laser beam de-
livery system, and less frequently zirconium fluoride
or sapphire fibers. If short pulse durations (approxi-
mately 1 ms) are used, it is possible to ablate extremely
thin skin layers (depending on the energy density, up
to 10 μm) almost athermally. This property makes the
Er:YAG laser highly suitable for use in dermatology and
plastic surgery. The laser is also used as a dental drill,
usually in combination with a water spray to cool the
enamel.

29.5.5 The Holmium:YAG Laser

The Ho:YAG laser emits infrared light at a wavelength
of 2100 nm. These lasers are usually flashlamp pumped
pulsed systems, although more recently, diode pumped
continuous-wave low-power Ho:YAG lasers have also
been developed. Ho:YAG lasers are used for the treat-
ment of hard substances such as cartilage and bone, and
because the radiation can be transmitted via glass fibers,
they can also be used endoscopically (arthroscopy,
lithotripsy).

29.5.6 The Alexandrite Laser

The alexandrite laser emits light at 755 nm and operates
by virtue of its Q-switching properties at pulse dura-
tions in the nanosecond region. Both the clinical fields
of use and application techniques are similar to those of
the Q-switched ruby laser. A long pulsed version of the
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alexandrite laser, with pulse lengths in the millisecond
region, has been developed for use in laser epilation.

29.5.7 The Diode Laser

Diode lasers in the near-infrared region have been em-
ployed in ophthalmology since the end of the 1980s.
Further development of the spectral emission range
(630–980 nm) and the output power (medical lasers up
to 100 W), has led to a wider use of the diode laser
in medicine. Its advantages over other laser systems
are not only its compact design, but also its mobility,
water-free cooling system, easy installation and low-key
maintenance.

Diode lasers with output powers of up to 1 W are
used diagnostically in a variety of ways, ranging from
optical imaging in laser Doppler sensors to determine
blood flow, to use in fluorescence diagnostics.

Applications such as laser-induced coagulation us-
ing the Nd:YAG laser can be carried out equally well
by the diode laser operating at an emission wavelength
of 980 nm. The lower penetration depth at 980 nm can
be compensated for in most tissues by making relevant
changes to the application parameters, i. e. higher out-
put power and longer exposure times. The depth of the
coagulation is identical for both 1064 and 980 nm be-
cause the regions beyond the optical penetration depth
are only influenced by wavelength independent heat
conduction.

Urology is currently the main indication field for
new high-power diode lasers although they are gradu-
ally also becoming established in other disciplines, such
as ENT. Diode lasers that operate at 630 nm are used as
the light source for photodynamic therapy.

29.5.8 The CO2 Laser

The continuous-wave CO2 laser (10 600 nm), by virtue
of its high absorption in water, is a very precise cut-
ting instrument with a very low penetration depth. It
has found use in microsurgical procedures and areal
removal because it does not cause significant thermal
damage to the surrounding area. However, its hemo-
static properties are very limited and it can only be
used to stop minor bleeding from small vessels such as
capillaries.

As it is not possible to transmit the radiation by
fibers, the laser beam is transmitted using the articulated
mirror arm, which is currently this laser’s biggest dis-
advantage. Hollow waveguides are sporadically used,
which allow flexible beam guidance; however their

beam quality and focusability are poor. Further progress
is expected along the lines of photonic fibers, but as yet,
no products are commercially available (Sect. 29.2.4).

Pulsed CO2 lasers emit a very quick series of short
impulses with a high energy density instead of a contin-
uous beam. As less heat is transferred to the surrounding
tissue, cutting or vaporization can be performed with
considerably less thermal side effects to the surround-
ing tissue (the so-called super-pulse mode). Pulsed or
continuous-wave CO2 lasers fitted with special scanner
systems are used in dermatology and plastic surgery for
the superficial removal of thin layers of skin [29.1, 7].

29.5.9 Argon-Ion and Krypton-Ion Lasers

Argon-ion lasers are continuous-wave lasers that can
principally emit at several wavelengths in the range
of 250–530 nm, whereby the systems usually used in
medicine emit blue/green mixed light (488 and 514 nm,
all-lines mode) or green light (514 nm alone). The
argon laser’s high selectivity for the body’s own chro-
mophores (hemoglobin, melanin) makes it suitable for
use in ophthalmology and dermatology. The radiation is
guided via an optical fiber with a focusing handpiece or
a slit lamp fitted to the distal end. Special scanners are
available to facilitate the automated and uniform treat-
ment of larger areas. The krypton-ion laser can also emit
at several wavelengths within the range 350–800 nm,
whereby the most intensive emission lines are 531, 568
and 676 nm, and the main area of use is in dermatology
and photodynamic therapy (PDT).

Gas ion lasers have the disadvantage of not only be-
ing sensitive to vibration, but also of being bulky and
relatively expensive to maintain. Moreover, the laser
tubes have an average lifetime of between 1000 and
10 000 operating hours, which is relatively short for
a laser. As a result, in many applications gas ion lasers
have now mostly been replaced by frequency multiplied
solid-state lasers or diode lasers. However, there are sit-
uations where their excellent beam quality is required
and for these special cases they remain indispensable.

29.5.10 The Excimer Laser

Excimer lasers are gas lasers with a laser medium that
is a mixture of a noble gas (argon, krypton, xenon),
a halogen (chlorine or fluorine) and a buffer gas (helium
or neon). According to the gas mixture the exclu-
sively pulsed laser radiation lies in the ultraviolet range
between 157 and 351 nm. The most common appli-
ances are those with the mixtures ArF (193 nm), KrF
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(249 nm), or XeCl (308 nm). Using these wavelengths
with short pulse lengths (10 ns) and very high peak
power densities (108 W/cm2), the threshold for the pro-
cess of photoablation can be exceeded. These lasers are
not only used in corneal surgery for the operative cor-
rection of defective vision but also in laser angioplasty.

29.5.11 The HeNe Laser

The red helium-neon laser (632 nm) is used therapeu-
tically for low-level laser therapy (LLLT, soft laser,
biostimulation) but its main use in the past was as a pilot
laser for invisible radiation of surgical laser appliances
such as CO2 and Nd:YAG laser in noncontact mode.
However, more recently this function has been taken
over by the smaller and much less expensive diode
laser.

29.5.12 The Dye Laser

The functional principle of the dye laser is based on the
excitation of an organic dye solution to fluorescence by
energy-rich flashes of a flashlamp (for pulsed systems;
FDL, flashlamp pumped dye laser) or by a pumping
laser (continuous-wave systems). In contrast to other
lasers, dye lasers emit over a relatively broad spectrum.
However, by using a wavelength selective filter, only
a selected wavelength, fixed or variable, according to
the laser device, is amplified and transmitted through

a fiber optic system. Rhodamine 6G is a typical rep-
resentative of the dyes used and, with the appropriate
tuning, emits wavelengths in the visible range from
570–630 nm. These specialized lasers are used clini-
cally in dermatology [29.7] and lithotripsy.

29.5.13 The Free-Electron Laser

The laser medium of the free-electron laser (FEL) is
a high-energy electron beam that reaches relativistic
velocities (i. e. near the speed of light). Compared to
the materials that make up conventional laser media in
which the electrons are bound to atoms or molecules,
these free electrons oscillate in a spatially periodic
magnetic field. This very complex technology allows
the tunable production of radiation ranging in wave-
length from microwaves, through the visible and ultra
violet spectral range to x-rays, whereby the emission
duration can extend from quasi continuous to femtosec-
ond. However, with the systems that have as yet been
technically realized, it has only been possible to use
a fraction of the possibilities this technology promises.
A medical FEL system emitting in the mid-infrared
range has already been employed as a surgical tool in
ophthalmology, otorhinolaryngology and neurosurgery.
Other research is investigating the use of FEL for the
spectroscopy of biological molecules, as a tool to kill
pathogenic microorganisms and as a radiation source
for optical coherence tomography (OCT) [29.8].

29.6 Fields of Use

29.6.1 The Eye

Due to the optical transparency of the cornea, lens
and vitreous body, the laser was predestined for use
in ophthalmology. Laser radiation over a broad wave-
length range can pass through the transparent media to
reach the back of the eye. Photocoagulation of the de-
tached retina was the first application to be used on the
eye and is still one of the most frequently used laser
procedures in ophthalmology. There are various other
standard procedures such as laser trabeculoplasty (LTP)
and laser iridotomy (LI), both of which are used to ef-
fect a lowering of intraocular pressure for the treatment
of glaucoma.

Short pulsed excimer lasers that utilize photoabla-
tion are widely used for refractive corneal surgery. One
example of photodisruption is the opening of the after-
cataract membrane using the Q-switched Nd:YAG laser

(laser capsulotomy), which utilizes of the optical break-
down effect.

29.6.2 The Body Surface

The body surface was one of the first application fields
to use the medical laser. The indications can be divided
into the two main tasks

• removal or coagulation of skin and skin appendages,
and• therapy of intracutaneous vessel lesions and malfor-
mations.

Coagulation with the Nd:YAG laser or removal with
the CO2 laser are currently the methods of choice for
skin tumors such as basaliomas, spinaliomas and metas-
tases of malignant melanomas. Pigment anomalies are
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treated with the ruby or alexandrite laser although the
argon laser can also be used. The argon, Nd:YAG, and
CO2 laser are used to remove virally induced tumors
such as condyloma, molluscum lesions and verrucae.
Due to its low penetration depth, treatment with the CO2
laser leads to a vaporization of these structures, whereas
the argon and Nd:YAG lasers, with their high penetra-
tion depth, coagulate the tissue and this is subsequently
rejected by the body.

Use of the CO2 laser leads to immediate vaporiza-
tion of the skin, and is therefore the laser of choice
for the treatment of epithelial dysplasia (leukoplakia,
morbus Bowen), for the therapy of chronic ulcers and
for cleaning wounds. The ruby, alexandrite, pulsed
Nd:YAG and CO2 lasers are used for the removal of
tattoos.

29.6.3 The Vascular System

Argon-ion, dye and Nd:YAG lasers have proved to be
very successful for the therapy of spider nevus, nevus
flammeus and cutaneous planotuberous hemangiomas.
The argon-ion laser is particularly successful because
of its low penetration depth and high absorption in
hemoglobin. A thermal dynamic reaction is induced in
the laser treated vessels in the form of an angiitis, which
results in an occlusion of the teleangiectasia. The oc-
cluded vessels are then left to the natural resorption
processes of the body.

The dye laser is used in the treatment of port-
wine stains and particularly good results are achieved in
the treatment of homogenous port-wine stains in chil-
dren.

Hemangiomas belong to the most common pedi-
atric vascular tumors. The majority of hemangiomas
heal spontaneously before the age of eight, which is
why a wait-and-see approach is advisable. If however,
an unfavorable localization leads to considerable func-
tional disturbance or disfigurement of the patient, then
there is a case for an earlier therapy indication, even if
the patient is very young i. e. a baby or a small child.
The Nd:YAG laser is used for the treatment because of
its larger penetration depth. Superficial burns to the skin
are avoided by using special ice cubes to cool the skin
during the laser procedure [29.1].

A further application of the Nd:YAG laser is the
percutaneous interstitial irradiation of voluminous cav-
ernous angiomas using a bare fiber. The lesion to be
treated is punctured and the fiber positioned in the tis-
sue. The laser output of 4–5 W and an exposure time
of 1 to 5 s culminate in an intraluminal thrombosis and

damage to the vessel wall is followed by sclerotiza-
tion [29.9]. If a higher laser output (8–10 W) is used,
the end of the fiber should be flushed during the laser
operation to prevent damage to the fiber tip.

29.6.4 Open Surgery

Even with the best preoperative planning, surgical inter-
ventions are never free from possible intraoperative or
postoperative complications. Bleeding can be a cause
for concern both during an operation and postopera-
tively, as can also bile leaks or biliocutaneous fistula
after liver resection or complications after operations
on the pancreas, spleen, kidneys, mammary tissue, and
the brain in particular. A loss of 100 ml of blood in
pediatric surgery can already lead to a life-threatening
condition, which then urgently requires blood transfu-
sion.

Under these circumstances, the advantages of lasers
in surgical disciplines can be summed up in five points.

1. Inherent hemostasis
2. Precision work
3. A decrease in the number of instruments used in the

operation area
4. Noncontact tissue removal (i. e. aseptic application)
5. Minimal traumatization of the surrounding tissue

due to zero-force application.

Neurosurgeons use the Nd:YAG laser and CO2 laser in
the cranial cavity to resect tumors, for angioma scle-
rotization in stereotactical operations and for plexus
coagulation.

In surgery of the thorax, the laser is used for
parenchyma resection, for treatment of fistulas and for
decortications. The Nd:YAG laser is an established
tool in open surgery for the resection of parenchyma-
tous organs in the abdominal cavity. Small veins, with
a diameter of 3–5 mm, and arteries up to 1.5 mm are
sealed when they are cut by the laser beam, but larger
vessels must be ligated beforehand.

The laser has also established itself in gynecological
abdominal surgery. The CO2 laser is used in a number
of operative refertilization methods such as intrapelvic
adhesiotomy or tube implantation, as well as for the op-
erative removal of myomas. CO2 lasers and Nd:YAG
lasers are also used for mammary amputation and sub-
cutaneous mastectomies.

A further indication for the CO2 laser is for the
treatment of mechanically irritating malformations or
deformities. Some examples of these are interdigital
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neuromas, ganglion cysts, heel neuromas, bony heel
spurs, bone and hip joint operations for hemophiliacs,
and the tarsal tunnel syndrome. The use of the CO2 laser
makes it possible to completely remove the structure by
vaporization and thereby help prevent it from growing
again.

29.6.5 Endoscopy

The introduction of endoscopic procedures has marked
a major change in surgery. Not only does the risk of in-
fection decrease when a body cavity is not opened, but
also the danger of postoperative adhesions is consider-
ably less and the operation stress for the patient is much
reduced.

Laser light can be transmitted via a quartz glass fiber
to the application site through the working channel of an
endoscope under visual control. This technical develop-
ment has led to further miniaturization and increased
flexibility of the minimal invasive operation method.
The use of this technique makes it possible to access
and open malignant stenoses of the esophagus and the
alimentary canal.

The Nd:YAG laser can be used in contact with a bare
fiber for the treatment of congenital scarred nonmalig-
nant changes. CO2 laser radiation can currently only
be delivered to the site of treatment using an articu-
lated arm, which restricts application to the use of rigid
endoscopes with endoscope couplers.

29.6.6 Photodynamic Therapy

Photodynamic therapy (PDT) is an increasingly impor-
tant treatment modality. After intravenous injection of
a photosensitizer such as a hematoporphyrin deriva-
tive (HpD) and subsequent intratumoral enrichment for
24–48 h, the tumor is irradiated either superficially or
interstitially using a dye laser or diode laser (630 nm).
The photosensitizer absorbs the radiation, decomposes
and releases oxygen radicals that have a local destruc-
tive effect on the tumor.

Photodynamic therapy is currently used for the
treatment of superficial lesions such as dysplasia and
early stages of carcinomas in dermatology, gastroen-
terology, urology, gynecology and neurosurgery. Of late
PDT has also been used in ophthalmology for the treat-
ment of neovascular processes. The development of new
dyes that exhibit a better selectivity for tumor tissue and
stronger absorption in the red and infrared range of the
spectrum to penetrate deeper into the tissue is currently
the subject of intensive research.

29.6.7 Lithotripsy

The destruction of concrements has boomed since the
development of extracorporeal shockwave lithotripsy
(ESWL), which prior to this was carried out by mechan-
ical methods. In contrast to the first generation ESWL
devices, it is now possible to focus the shockwaves with
considerably more precision. However, it is not possi-
ble to perform extracorporeal shockwave lithotripsy at
every site in the body where stones occur. Examples
of this are the intra and extra hepatic bile ducts, pan-
creatic duct, and ureters that are shadowed by bones.
These are particularly expedient areas for the use of
laser lithotripsy (LLT). In contrast to ESWL, the shock-
waves produced in laser lithotripsy are not generated
externally and focused on the concrements from out-
side the body but are produced directly in front of or in
the concrements themselves. This means that the shock-
waves do not have to pass through all the surrounding
structures, the light energy being converted to mechani-
cal energy in-situ.

This has been made possible by the develop-
ment of Q-switched Nd:YAG lasers, flashlamp pumped
dye lasers, and alexandrite lasers. The use of these
very strong laser impulses has opened up the area
of nonlinear interaction, photodisruption and ablation
for medical purposes. Concrement fragment size can
be varied by changes to the wavelength, pulse dura-
tion, pulse energy, and interval length. LLT is not yet
used on a routine basis but its development is a dy-
namic one. The main indications for its use are for
bile duct concrements, in combination with lysis or ex-
traction, and concrements of the oral cavity and the
pancreas.

29.6.8 Laser-Induced Thermotherapy

Laser-induced thermotherapy (LITT) has been used for
some time to treat pathological tissue changes in differ-
ent regions of the body in the contact mode. It includes
the intraluminal coagulation of vascular changes as well
as the palliative coagulation and hyperthermia of metas-
tases in the liver, lung, and brain, which have both
become very important over the last few years. For
the subcutaneous LITT of smaller congenital malforma-
tions (congenital vascular disorder, CVD), a bare fiber
is used to puncture and access the area to be treated. In
order to effect larger coagulation volumes of up to 3 cm
in diameter, special scattering applicators have been de-
veloped that deliver laser radiation from a Nd:YAG or
diode laser over a relative long exposition time of up
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to 20 min. Water-cooled sheaths on the applicators al-
low laser outputs of up to 30 W without carbonization
at the interface between applicator and tissue. Mini-
mal invasive procedures such as LITT of isolated liver

metastases, specific brain tumors, or benign prostate
hyperplasias require real-time monitoring, such as the
imaging modalities ultrasound or MRT, for precise con-
trol of the therapy (Fig. 29.15) [29.9].

29.7 Safety Aspects

A laser system that generates radiation energy powerful
enough to remove biological tissue is also a potential
source of danger to both the patient and the operator,
making it in effect no different to a sharp scalpel or an
RF surgical device. The long-distance effect of the laser
radiation presents an added danger to the eyes for which
the protective measure of simply keeping a distance
from the divergent radiation exit (fiber end, focusing
optics) is usually overestimated. However, by imple-
menting simple safety measures it is possible to achieve
an even higher level of safety than for many other de-
vices. This requires knowledge of the basic physical
interactions and strict adherence to the respective safety
specifications [29.10–14].

29.7.1 Permissible Exposure
and Laser Classification

The danger to both the eyes (Fig. 29.16) and to the skin
(Fig. 29.17) has led to the specification of maximum
permissible exposure (MPE) levels [29.12]. Some ex-
amples for medical lasers are shown in Table 29.3. All
safety measures should be implemented in such a way
that should an unintentional irradiation occur, the MPE
values cannot be exceeded.

The damage that laser radiation can incur is de-
pendent on the output power, exposure time and

wavelength. As a result, laser systems are divided into
classes according to these parameters, thus giving an
indication of the danger potential for each individual de-
vice. A simplified version of the laser classes according
to IEC 60825-1 is shown in Fig. 29.18. The divisions
are such that the class 1 comprises the so-called intrin-
sically safe systems i. e. looking directly into the laser
beam is either not dangerous or technically impossible.

CO2 laser
Excimer laser

Nd:YAG laser (pulsed)

Argon-ion laser
Nd:YAG laser (cw) Fig. 29.16 Pos-

sible hazards to
the eyes from
different laser
types
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UV–C UV–B UV–A VIS IR–A IR–B IR–C

100 280 315 400 760 1400 3000 10 600

Skin burnsErythema

Epidermis

Corium

Subcutis

Fig. 29.17 Penetration depth of laser
radiation in the skin and possible skin
damage dependent on wavelength
(nm)

Table 29.3 Frequently used lasers and their maximum permitted exposures (MPE)

Laser type Wavelength
(nm)

Maximum permitted exposure of the eyes
(MPE) according to IEC 60825-1:2007

Maximum permitted exposure of the skin
(MPE) according to IEC 60825-1:2007

Power density
(W/cm2)

Time
(s)

Power density
(W/cm2)

Time
(s)

Argon-ion 488, 514 0.0018 1 1.1 1

Helium-Neon 633 0.0018 1 1.1 1

Diode (GaAs) 970 0.0062 1 3.8 1

Nd:YAG 1064 0.0090 1 5.5 1

CO2 10 600 0.56 1 0.56 1

Class 2 lasers are lasers emitting in the visible spec-
tral range (400–700 nm). For this class it is assumed
that the reflex response (including the blink reflex) lim-
its the exposure duration to about 0.25 s. However, new
research has shown that these figures are unreliable. For

Wavelength (nm)
300 400 500 600 700 800 900 1000 1100 1200 1300

101

100

10–1

10–2

10–3

10–4

10–5

10–6

10–7

10–8

Power (W)

5 mW
1 mW 2

2M

Visible range

39 μW

4

3B

3R

1

1M

500 mW

Fig. 29.18 Laser classification over-
view (for an emission time of 103s)

lasers of classes 1 M and 2 M, a glance in the beam with
visual aids (telescopes, magnifying glasses, surgical mi-
croscopes, etc.) can be dangerous although there is no
danger for the naked eye under normal predictable cir-
cumstances. The radiation from the lasers of class 3R
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can be dangerous for the eye, although less so than for
class 3B. For lasers of class 3B, looking at a diffuse
reflection of the laser beam (e.g. on skin) is permitted
but a glance in the direct beam or the specular reflex
is dangerous. For class 4 lasers, even diffuse reflec-
tions are dangerous to the eye, and the direct beam
can cause burns to the skin. Needless to say, the lasers
used in surgery and ophthalmology are all attributed to
class 4.

29.7.2 Safety Requirements
for Laser Devices

Safety requirements for medical laser systems of classes
3B and 4 are specified in the international standards
IEC 60601-2-22 Medical electrical equipment – Part
2-22: Particular requirements for the safety of thera-
peutic and diagnostic laser equipment and IEC 60825-1
Safety of laser products – Part 1: Equipment classi-
fication and requirements. The essential requirement
protection against radiation of the European Medical
Devices Directive 93/42/EEC (MDD, Chap. 4) is imple-
mented from these standards by formulation of a series
of constructive requirements. According to these re-
quirements, all medical laser systems must incorporate
the features

• A key switch (or equivalent) to protect against unau-
thorized use.• An emergency switch for the immediate interruption
of emission.• A stand-by/ready circuit to protect against acciden-
tal triggering off of the system.• An interlock connection for remote interlocking.• An optical and/or acoustic laser-ready and emission
indicator.• An aiming device to show the radiation’s incidence
point on the target before triggering.

Furthermore, the actually delivered power or pulse en-
ergy should only deviate from the previously set value
within definite limits. These settings must be displayed
in SI-units (W, J). The failure of an explicit list of
components (e.g. shutter, trigger switch, attenuator,
monitoring circuits, timer) should not pose any hazard.
All protective measures must be effective within toler-
ance times of approximately 130 ms if tissue damage is
to be avoided due to excessive laser output.

The optical end device of the beam guidance system
can be a further source of danger. A badly constructed
focusing handpiece can heat up to temperatures that can

burn the operator’s hands or a micromanipulator with
a defective or the wrong integrated safety filter can re-
flect dangerous levels of radiation directly into the eyes
of the operator. As a result, every medical laser ac-
cessory must go through an EC conformity assessment
procedure for medical devices.

It is important for the manufacturers of medical
laser devices to know that these systems are regarded
as medical devices of Class IIb according to the clas-
sification criteria in Appendix IX of EC Directive
93/42/EEC. Only devices with a successfully completed
conformity assessment procedure can be put on the mar-
ket in the European Union (Chap. 4).

29.7.3 Protective Measures
and Application Safety

Regardless of more specific national regulations, some
safety measures must be taken if the laser radiation ex-
ceeds the maximum permissible exposure (MPE).

• Safety glasses or goggles must be worn.• Dangerous specular reflections on medical instru-
ments are to be avoided by using roughened
surfaces.• Protective measures should be taken to prevent fire
and explosions [29.15].• Protective filters should always be used when using
optical observation instruments.• Disposable and covering materials should be flame
resistant.

The requirements on laser protective filters and laser
protective glasses are covered by the standard EN
207 Personal eye-protection equipment – Filters and
eye-protectors against laser radiation (laser eye-
protectors). The labeling of standardized laser protec-
tive glasses is shown in Fig. 29.19. It should be noted
that there is no one pair of glasses that offers protec-
tion against all wavelengths. Every pair of protective
glasses protects exclusively against the wavelength (or
range of wavelengths) and the mode of operation (con-
tinuous wave, pulsed, or mode coupled) as specified on
the glasses themselves!

As a result of pyrolysis of the tissue during ther-
mal laser applications, patients and operators can be
confronted with substances that have both toxic and
infectious potential [29.1]. According to the latest tech-
nology, the only effective protective measure against
laser plume is the use of a special smoke evacuator fit-
ted with a handpiece to remove the smoke as close as
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Laser operating mode
D: Continuous wave (>0.25s)
I: Pulsed mode (0.25s–1μs)
R: Giant pulsed mode (1μs–1ns)
M: Modelocked mode (<1ns)
Without: For all modes

Wavelength (or range of
wavelengths) of protection

Protection level
according to EN 207

Mark for enhanced 
mechanical strength 
(optional)

Test mark (if certified by
testhouse, e.g. DIN)

ID of manufacturer
(e.g. RH or CZ)

DI 1064 L7 XX ZZ S
Fig. 29.19 Label-
ing of laser pro-
tective glasses
according to
EN 207

possible to where it was produced. These devices are
equipped with a two-stage filter system: a membrane

filter to catch particles and droplets, and a downstream
active carbon filter to reduce unpleasant smells.

29.8 Future Prospects

Against the background of laser applications in
medicine, future prospects for further developments
are becoming apparent. Technologically there is an in-
creasing trend towards the use of diode lasers, which
will allow the realization of more compact and sim-
pler systems. This development will be accompanied
by a reduction in costs that will lead to an even wider
acceptance of lasers in medicine. The development of
suitable components for endoscopic laser surgery will
make the realization of newer and enhanced applica-
tions possible. In this context, the availability of flexible
optical transmission systems for all spectral ranges is
a central development aim.

Further developments are to be expected in the field
of in-vivo or in-situ diagnostics in which the same ap-

plicator is used for both modalities. This combination of
diagnosis and therapy to localize the tissue that is to un-
dergo therapy or even for therapy control itself, will char-
acterize the next generation of minimal invasive medical
laser systems. The development of these smart systems
will occur gradually, whereby the new developments in
endoscopic methods make a significant contribution.

In addition to the therapeutic applications, there are
a large number of diagnostic applications that have not
been dealt with here. These will become increasingly
more important as will also laser surgery at a cellular
level. The last few years have not only seen an increase
in indications but also the spread of medical laser sys-
tems. It can now be safely said that the laser no longer
competes with the scalpel!
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Inhalational30. Inhalational Anesthesia Devices

Erich Siegel

Anesthesia devices are used in operating rooms in

hospitals by medical staff to ensure that opera-

tive and diagnostic procedures can be performed

on a patient without pain in an unconscious

and relaxed state. This chapter provides an

overview on the concept of these devices. It

describes the intended medical use and based

on this the necessary technical components.

The principles of these main components are

explained in detail: the mechanical or elec-

tronic dosing of the gases O2 and N2O or

air, the dosing of anesthetic agent using the

vaporizer principle, the ventilator with a re-

breathing system, and the ventilation modes

used in anesthesia. To ensure safe anesthe-

sia, both the device and the patient have to

be monitored. The measuring principles for

the necessary device monitoring parameters

are also discussed, such as the concentrations

of oxygen, nitrous oxide, anesthetic agent,

and carbon dioxide. In addition, the exhaled
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volume and the pressure in the breathing system

are described.

30.1 Anesthesia Devices in General Anesthesia

Anesthesia devices are designed to assist trained med-
ical anesthesia staff, so that operative and diagnostic
procedures can be performed without pain, the con-
sciousness of the patient can be suppressed, and the
oxygen supply can be guaranteed.

To meet these aims, the following drugs are deliv-
ered by the device:

• Oxygen (approximately 30 vol. %) to ensure ade-
quate oxygenation of the patient during the inter-
vention• Nitrous oxide (approximately 70 vol. %) or intra-
venous administration of an opioid, for example,
remifentanil, to prevent the patient from feeling any
pain

• An anesthetic agent (isoflurane, sevoflurane or des-
flurane) administered via the lung, or propofol
administered intravenously, to suppress conscious-
ness.

Anesthesia is called inhalation anesthesia if the anal-
gesic (nitrous oxide) and the agent used to achieve
unconsciousness (for example, isoflurane) are delivered
to the body via the lung.

Anesthesia is called total intravenous anesthesia
(TIVA) if the analgesic (for example, remifentanil) as
well as the drug for unconsciousness (propofol) are ad-
ministered intravenously.

Anesthesia is called balanced anesthesia if one drug
is administered intravenously (for example, remifen-
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Fig. 30.1 Example of an anesthesia device (Primus, Dräger, Lü-
beck)

tanil) and the other drug is delivered via the lung (for
example, isoflurane).

Since patients are usually relaxated using muscle re-
laxants during surgery, their breathing musculature is
paralyzed, which means that every anesthetic device

must be equipped with a device for automatic, controlled
ventilation. The possibility of manual ventilation is also
important to allow the physician to intervene during in-
duction and termination of anesthesia and also to provide
assisted ventilation during these phases if required.

To ensure that anesthesia is safe and transparent,
both the device and the patient are monitored. For this
purpose, the parameters of the delivered anesthetic gas,
i. e., the inspiratory oxygen concentration and the ni-
trous oxide and anesthetic agent concentrations, are
measured. In addition, the exhaled CO2 and the exhaled
volume are determined and the pressure in the system is
controlled. These device monitoring parameters are the
parameters to be measured in accordance with current
standards.

To test cardiovascular function, the electrocar-
diography (ECG) and noninvasive or invasive blood
pressure are measured. Blood oxygenation is moni-
tored by the oxygen saturation. In addition, the effect
of anesthesia must be monitored, i. e., the level of pa-
tient unconsciousness, the degree of painlessness, and
the level of relaxation.

Therefore, an anesthesia device (Fig. 30.1) consists
of the following components, according to its intended
medical purpose:

• Drug dosing unit• Ventilator with breathing system• Monitoring unit consisting of 3 subunits:
– One which monitors drug dosing and the venti-

lator called device monitoring
– One which monitors the patient called patient

monitoring
– One which monitors the depth of anesthesia

called anesthesia effect monitoring.

30.2 Functional Principle, Medical Aspects

Figure 30.2 shows the three main components (drug
dosing unit, ventilator, and device monitoring) of an
inhalation anesthesia machine. During inspiration, the
ventilator forces the gas from the breathing bellows
through the CO2 absorber and the inspiration valve
into the patient’s lung. During this time, the drugs
(oxygen and nitrous oxide at concentrations of approx-
imately 30 vol. % O2 and 70 vol. % N2O as well as,
e.g., 2 vol. % isoflurane) flow continuously from drug
dosing to the reservoir bag, which also acts as the man-
ual breathing bag at the same time. During expiration,

the path to drug dosing is opened by the controlled
valve. The gas from the reservoir bag flows together
with the exhaled gas from the patient to the breathing
bellows of the ventilator. All gas that exceeds the de-
sired pressure at the end of expiration escapes through
the anesthetic gas scavenging valve. During inspiration,
the path to the reservoir bag is closed by the control
valve, and the ventilator forces the gas back to the pa-
tient.

The amount of fresh gas flow is based on the follow-
ing considerations.
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Inhalational Anesthesia Devices 30.2 Functional Principle, Medical Aspects 581

• How much oxygen and nitrous oxide is absorbed by
the patient?• How much leakage is there from the device?• Which rebreathing rate should be used?

Taking a 70 kg patient as an example, uptake of
250 ml/min oxygen and about 100 ml/min N2O is nor-
mal in steady state. With a leakage rate of about
50 ml/min, a minimum flow of 400 ml/min is needed
in equilibrium. In the induction phase, more than
1300 ml/min is needed. In addition to the minimum
level of fresh gas, the physician also has to adjust the
desired gas rebreathing rate. The patient must also be
provided with an adequate respiratory minute volume
during ventilation and also during spontaneous breath-
ing; for a patient with body weight of 70 kg, this is
approximately 6 l/min. It is therefore necessary for the
patient to receive this amount of gas per minute. How-
ever, that does not mean that the fresh gas which is
provided by drug dosing is always required to supply
this amount of fresh gas to the system. If, as shown
in Fig. 30.2, part of the exhaled gas is reused for in-
spiration, a fraction of the respiratory minute volume
is sufficient as the fresh gas flow.

The type of breathing system which reuses a part of
the expiratory gas is called a rebreathing system. Of-
ten, a fresh gas flow of 3 l/min with approximately 1 l
oxygen and 2 l nitrous oxide is used. Depending on the
degree to which the system is sealed and if monitor-
ing is used, the fresh gas flow can be reduced further. If
the fresh gas flow is reduced to approximately 1 l/min,
this is known as a low-flow system. The type of fresh
gas flow used does not have any effect on the anesthe-
sia. The factors which are decisive for the magnitude of
the fresh gas flow include the experience of the anes-
thetist, the degree to which the system is sealed, and
whether monitoring is used. In a rebreathing system
there are two sources of water: first the patient, who ex-
hales warm (37 ◦C) water with 100% humidity in the
system, and second the soda lime in the CO2 absorber,
which produces water and heat through a chemical re-
action with CO2. Therefore, no active humidification is
necessary in anesthesia care.

If a low fresh gas flow is used, adjustments induced
by drug dosing are slow acting. In other words, it takes
a long time until these adjustments take effect in the
patient. If, on the other hand, a high flow is used, the
system is flushed quickly and adjustments to the agent
concentrations are passed on quickly to the patient.

A primary objective of anesthesia is to ensure that
the oxygen (O2) supply to the patient is maintained.

Reservoir

Drug-dosing unit

O2/N2O
Isoflurane

Control valve

CO2

absorber

Inspiratory valve open

Exspiratory valve closed
Lung

Scavenger valve

Ventilator

Fig. 30.2 Schematic layout of gas flow of an anesthesia device

This is determined by the inspiratory O2 concentration
and the mean pressure caused by ventilation. In this
case, the O2 supply must be set in such a way that the
O2 partial pressure measured by the blood gas analy-
sis reaches approximately 100 mmHg in patients up to
the age of 60 years with normal hemoglobin content.
For adults, this corresponds to an oxygen saturation of
arterial blood of more than 95%.

The anesthetic agent concentration determines the
depth of anesthesia (depth of hypnosis). The lower the
end-expiratory concentration, the shallower the anes-
thesia. The higher the value, the deeper the anesthesia.
Determination of the depth of anesthesia itself is dif-
ficult and requires an experienced physician using
clinical signs such as skin color, heart rate, and blood
pressure. Continuous monitoring of parameters derived
from the electroencephalography (EEG), such as the
bispectral index (BIS) index, allows the depth of hyp-
nosis to be determined objectively.

The ventilator parameter settings are determined
both by the patient’s oxygen demand and by the fact
that the CO2 needs to be removed. This is achieved as
follows. Proportional to the patient’s weight, in a first
step, approximately 10 ml/kg body weight is set as
the breath or tidal volume at a frequency of approxi-
mately 10 /min. Thus, a patient weighing 70 kg receives
approximately 7 l/min as the respiration volume per
minute at a tidal volume of 700 ml and a frequency of
10 breaths per minute. In a second step, the current end-
tidal CO2 value is monitored and compared with the
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target value. A CO2 partial pressure of approximately
35 mmHg is desired. In the third step, the tidal volume

is adjusted to meet the current needs of the patient using
the measured end-expiratory CO2 value.

30.3 Functional Principle of the Main Components

The three main components (drug dosing, the ventilator
with breathing system, and monitoring) are discussed in
detail in this section.

30.3.1 Drug Dosing

Dosing of O2 and N2O

Today, two principles are used for delivering the gases
O2, air, and N2O, namely mechanical metering valves
and electronic mixers. In the case of the metering prin-
ciple using metering valves, the respective single flow
is set in units of l/min (e.g., 1 l/min O2 and 2 l/min
N2O); however, in the case of mixers, the gas selection
O2/N2O or O2/air, the O2 concentration in %, and the
total flow in units of l/min are set (e.g., 33% O2 and
3 l/min total flow for O2 and N2O, to receive the same
1 l/min O2 and 2 l/min N2O).

Mechanical Dosing

With this principle (Fig. 30.3), high-precision mechani-
cal needle valves are used for dosing. The pressure in
the gas supply is approximately 5 bar and is reduced
to approximately 3 bar by pressure reducers, which are
arranged in the gas flow direction upstream from the
high-precision needle valves. This prevents pressure
variations in the gas supply from disrupting the set flow.

The gas flow is set by turning the high-precision
needle valve, which in turn changes the area of
a ring-shaped opening. In some machines, the flow is
measured using a measuring tube (tapered glass tube)
in which a specially shaped float moves up and down
according to the magnitude of the flow. The measuring
tube must be positioned vertically to allow for pre-
cise measurements. This is the only way of ensuring
that the float can move freely. The flow can also be
measured electronically, so that the flow set using the
high-precision needle valve can be displayed digitally
and also be represented as a bar graph on a screen.

The metering valve buttons are provided with dif-
ferent profiles so that the oxygen valve can also be
distinguished by touch (or blind) from the other meter-
ing valves. They are also protected against accidental
readjustment.

Electronic Dosing

In the case of electronic gas dosing (Fig. 30.4), a switch-
able two-gas mixer is used. Depending on operator
selection, it supplies O2 and N2O (selection N2O) or O2
and air (selection air) in accordance with a preset O2
concentration and a preset total fresh gas flow. There-
fore, the desired O2 concentration and the magnitude of
the total fresh gas flow are set directly and do not have
to be calculated from single flows like in mechanical
mixers.

In the case of electronic dosing, the gases are dosed
successively in time, each one individually, and sub-
sequently mixed in a storage tank. If the mixed gas
tank is partially emptied through the withdrawal of gas,
the following process takes place. If, for example, 33%
O2 should be delivered and 300 ml is missing from the
mixed gas tank, the control unit opens the O2 gas in-
let valve in the first step and 100 ml O2 is fed into the

O2 sensor

O2 flush

Oxygen deficiency
signal

N2O cutoff

Vaporizer

Measuring tube

Resistor for ORC

Oxygen ratio
controller (ORC)
Needle valve

Pressure reducer

Fig. 30.3 Mechanical gas dosing principle
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Control unit

Air

N2O

O2

O2 safety flow

O2 flush

0.5 l
Gas inlet 

valve

Mixing
reservoir

pV· V·

Fresh
gasFlow

control

Fig. 30.4 Electronic gas dosing prin-
ciple

mixed gas tank via flow metering using flow and time
measurement. As soon as 100 ml has been delivered, the
O2 valve is closed. All gas inlet valves are temporarily
closed. In a third step, the N2O inlet is then opened and
200 ml N2O is fed into the tank via the flow and time
measurement. This process creates a 33% O2 mixture
in the tank. The N2O valve is closed again. This type of
filling cycle lasts approximately 1 s. If gas is extracted,
the pressure falls in the gas tank and the process starts
over again.

Elements for Monitoring O2, N2O Dosing

Oxygen Deficiency Signal. The oxygen deficiency sig-
nal issues an alarm in the event of an oxygen supply
failure. This is regardless of whether, for example, it is
caused by an empty oxygen cylinder in the machine,
a central gas supply disruption or the accidental removal
of the oxygen coupling (Fig. 30.3).

This alarm is issued when the minimum supply
pressure in the 5 bar oxygen supply line of the machine
falls below approximately 2 bar. The alarm lasts for at
least 7 s and cannot be switched off.

Nitrous Oxide Cutoff. An oxygen supply failure con-
ceals the danger that pure nitrous oxide might suddenly
enter the breathing system. To prevent this, the nitrous
oxide in the nitrous oxide supply line is shut off by the
nitrous oxide cutoff in the event of a pressure failure
in the oxygen supply line (5 bar) (Fig. 30.3). The de-
vice’s nitrous oxide supply is only reactivated when the
oxygen supply has been restored.

Proportional Valve Oxygen Ratio Controller. The oxy-
gen ratio controller (ORC) is a safety feature which
monitors the oxygen and nitrous oxide flows to the pa-

tient. It reduces nitrous oxide in the low pressure range
and ensures that at least approximately 20–25 vol. % O2
is present in the fresh gas line.

The ORC works by comparing the N2O flow with
the O2 flow in order to control the administration of ni-
trous oxide to ensure that the ratio of nitrous oxide to
oxygen never exceeds approximately 3 : 1.

The ORC is called a proportional valve because this
safety feature is designed to monitor the ratio of O2 to
N2O. In mechanical gas metering, ORC is implemented
pneumatically, and, in electronic mixers, in control soft-
ware.

Inspiratory Oxygen Measurement. The oxygen defi-
ciency signal, nitrous oxide cutoff, and ORC monitoring
elements can only be used to prevent errors when the
correct gas is flowing through the provided line. These
elements are useless if O2 is inadvertently mixed with
N2O in the line. This type of error can only be detected
through direct measurement of the gas type. Inspira-
tory oxygen measurement is therefore mandatory in the
standards for anesthetic machines because it can detect
errors associated with insufficient or incorrect dosing
of O2.

Delivery of Anesthetic Agents Isoflurane,

Sevoflurane, and Desflurane

Operating Principle. Today, isoflurane, sevoflurane,
and desflurane are used for inhalation or balanced anes-
thesia as anesthetic agents to achieve unconsciousness.
They are also called volatile anesthetic agents, because
they are exhalable and evaporate quickly. An anesthetic
agent vaporizer converts the anesthetic agent isoflurane
or sevoflurane from a liquid to a vapor state and adds
them to the fresh gas at a preset concentration. The anes-
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thetic agents isoflurane and sevoflurane have relatively
high vapor pressure at room temperature. Isoflurane,
for example, has a vapor pressure of approximately
300 mbar at 20 ◦C.

The saturation concentration (vapor pressure/air
pressure) for isoflurane is 30 vol. % at 20 ◦C. The va-
por pressure depends on temperature, so the saturation
concentration increases at higher temperatures. In the
case of isoflurane, for example, the concentration of
saturated vapor increases from 30 vol. % at 20 ◦C to
approximately 60 vol. % at 35 ◦C.

At 20 ◦C, the concentration of saturated vapor is
much higher (20 fold) than therapeutically necessary.
For isoflurane and sevoflurane, an anesthetic agent
concentration in the range 1–3 vol. % is used. Conse-
quently, the anesthetic agents cannot be inhaled directly
and need to be diluted accordingly.

The vaporizer is primarily designed to reduce the
high saturation concentration of, e.g., 30 vol. % to the
concentration required during anesthesia, e.g., 2 vol. %.
For this purpose, the fresh gas flow is divided into two
partial flows (Fig. 30.5): a vaporizer flow with gas con-
taining anesthetic agent and a flow which bypasses the
vaporizer without anesthetic agent. At the end, both
flows are joined again.

The vapor pressure of the anesthetic agent changes
with temperature. As a result, if the anesthetic agent
vaporizer were only based on this principle, changes
in temperature would also affect the delivered anes-
thetic agent concentration. If a vaporizer based on
this principle was set to, e.g., 3 vol. % at 20 ◦C and
the temperature was then increased to 35 ◦C under
equilibrium conditions, the delivered concentration of
isoflurane would rise to 6 vol. %. However, anesthetic
agent vaporizers should ensure that the delivered anes-
thetic agent concentration in the respective temperature
range should be temperature independent. Therefore,
the physical effect of the temperature dependence of

Bypass flow

Vaporizing chamber

Fresh gas
flow

Concentration
settings

30%

Fig. 30.5 Anesthetic agent vaporizing principle

the vapor pressure or saturation concentration needs to
be compensated. The principle of temperature compen-
sation is based on reducing the vaporizer flow as the
temperature increases to compensate for the increase
of the saturation concentration. In this way, less gas
passes through the vaporizer chamber as the tempera-
ture increases. Technically, this problem is solved by
using the different thermal expansions of two metals
to widen the bypass opening as the temperature in-
creases.

Each anesthetic agent needs its own separate vapor-
izer due to the different saturation concentrations and
the different effect on the patient.

Anesthetic agent vaporizers must only be used in the
fresh gas line because the gas passing through the va-
porizer repeatedly would result in uncontrollably high
concentrations in the rebreathing system. The vapor-
izer must also always be used below the boiling point
(48 ◦C for isoflurane). Concentrations cannot be con-
trolled above the boiling point.

Since the boiling point of desflurane is 22 ◦C, this
anesthetic agent requires the use of a different princi-
ple from that mentioned above. Desflurane is heated
in a heating chamber to 40 ◦C and the desflurane is
added as a vapor to the fresh gas. It is also nec-
essary to know the fresh gas flow to determine the
quantity to be added. This is determined via a control
loop.

Safety Features

Coded Filling Device. If an incorrect anesthetic agent is
administered, under- or overdosage is possible depend-
ing on the anesthetic agent and the vaporizer. To avoid
this, vaporizers are provided with a coded filling device.
These devices ensure that the anesthetic agent is only
delivered to the intended anesthetic agent vaporizer. The
geometric coding of the anesthetic bottle, filling hose,
and vapor filling opening is designed to ensure this.

Measuring the Anesthetic Agent Concentration. To
detect vaporizer malfunctions, and thus any possible
associated under- or overdosage, the anesthetic agent
concentration is measured during inspiration. It is im-
portant to ensure that the monitor is always set to the
used agent.

Dosing the Intravenous Anesthetic Agent. Since the
intravenous hypnosis agent propofol and the intra-
venous analgesic remifentanil are metabolized quickly
in the body, within minutes, continuous administration
of these drugs is required. For this reason, during anes-
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thesia these drugs need to be administered by syringe
pumps, which need to be suitably attached to the anes-
thesia machine.

A bolus (a certain amount of a drug given in a spe-
cific period of time) is administered to raise blood-level
concentrations to the desired therapeutic level. The de-
creasing effect of the drug caused by drug clearance
is compensated by a constant infusion rate. The blood
concentration cannot be measured directly in the pa-
tient. This means that the physician has to depend on
monitoring the effect on the patient.

30.3.2 Ventilator and Breathing System

The second component of an anesthesia device is the
ventilator. A distinction between its parts must be made
according to their tasks: the input unit, the control unit,
the breathing system, the bellows unit with drive, the
fresh gas supply, and ventilator monitoring (Fig. 30.6).
These components facilitate patient ventilation. In anes-
thesia, controlled ventilation is the most frequently used
form of ventilation.

Subcomponents of a Ventilator

Input Unit (Human Interface). The input unit of the
ventilator, also called the human interface, is the in-
terface between the user and the device. It allows the
medical personnel via the control unit to set the val-
ues which are appropriate for the respective patient,
according to the operating philosophy of the device; for
example, the frequency and inspiration-to-expiration ra-
tio can be used to set the inspiration and expiration time,
as widely used in anesthesia. In volume-controlled ven-
tilation, the controlled ventilation stroke is determined
by the specification of the volume to be administered
and the inspiratory pause time or also by the volume
and the inspiratory flow.

Today, the parameters are usually entered indirectly.
In other words, each adjustment is only carried out by
the control unit and applied to the patient if confirmed
again by the user. This is a means of detecting erroneous
settings before they are applied.

Control Unit. The control unit converts the set values
preset by the input unit into machine data. It controls
the valves and defines the times at which the inspiration
valve, the expiration valve, and the fresh gas decoupling
valve are opened or closed. It also triggers the drive
unit to administer the tidal volume during inspiration
to the patient. These activities depend on the respective
operating mode.

Monitoring ventilator

Bellows unit with drive

Breathing
system

Fresh gas

Control unit

Input unit

Fig. 30.6 Subcomponents of a ventilator

Today, anesthesia ventilators are operated as time-
time-cycled devices in controlled ventilation modes. In
such time-time-cycled devices, the switchovers from
both inspiration to expiration and from expiration to in-
spiration take place at defined times, independently of
the condition of the patient’s lungs.

Breathing System. In clinical practice there are two
different types of breathing systems: the rebreathing
system and the non-rebreathing system.

Non-rebreathing systems are used in intensive care
ventilators. With this system, the fresh gas is supplied
directly to the patient’s lungs. The exhaled gas is re-
leased, without diversion, into the ambient air.

Rebreathing systems are used in anesthesia be-
cause of the costs of the gases in anesthesia devices
(Fig. 30.7). By recirculation of the expiratory breathing
gas into the inspiration gas flow, the anesthetic agents
contained in the gas are used to best effect. This allows
for a reduction of the delivered doses of inhalation nar-
cotics. In this way, the fresh gas volume per minute can
be reduced far below the minute volume.

Since the exhaled gas contains CO2, this system
requires the integration of a CO2 absorber to ensure
that the patient is supplied with CO2-free gas. The
absorber is the characteristic feature of a rebreathing
system. The soda lime (primarily Ca(OH)2) contained
in the absorber bonds the CO2 in the exhaled air. At
the same time, the chemical reaction produces heat and
moisture, which contributes to gas heating and humidi-
fication.

The inspiratory concentration of the breathing gas
delivered to the patient depends significantly on the set
fresh gas concentration and the concentration of the ex-
piratory gas.
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Lung

CO2

absorber

Fresh gas Waste gas

Fig. 30.7 Principle of a rebreathing system

Today, rebreathing systems have become standard
in anesthesia because they consume less gas, therefore
having lower operating costs and being less envi-
ronmentally harmful, and provide for improved gas
climatisation.

The systems are classified as follows depending on
the magnitude of the fresh gas flow:

• High flow, approximately 3–6 l/min• Low flow, approximately 1 l/min• Minimum flow, approximately 0.5 l/min.

However, the lower the fresh gas flow setting, the higher
the degree to which the system must be sealed and the
greater the demands placed on device monitoring.

Bellows Unit with Drive. The bellows unit is the main
component of a ventilator. It is used to supply the pa-
tient with the required tidal volume. The bellows can be
pneumatically emptied using compressed air, for exam-
ple, in the case of Ventilog, AV1, and Julian devices,
or also electronically using a motor, for example, in the
case of Cicero, Fabius or Primus devices.

In a pneumatically driven ventilator (also called
the bellows-in-bottle principle), the bellows is fastened
in a pressure-tight chamber. The application of com-
pressed air in the chamber causes the bellows to be
emptied in the inspiratory phase, and the gas contained
in the bellows is delivered to the patient. In the expira-
tory phase, the pressure in the chamber is reduced, so
that the pressure returns to ambient pressure again and
the bellows returns to its initial position.

The bellows may be moved back and forth by means
of an electric motor with connected gears, which results
in the contained gas being emptied. This effect can also
be implemented with a piston cylinder unit, which can
be compared to a large syringe. The piston is moved
back and forth via a spindle by a step motor. Since the
cylinder has a defined cross-sectional area and the drive
via the spindle is very precise, this provides for very
accurate information on the currently delivered volume
being administered. As drive gas is not needed when an
electric drive is used, costs are reduced accordingly.

Fresh Gas Supply. As shown in Fig. 30.2, the O2/N2O
mixture from the dosing unit is added to the anesthetic
agent vaporizer. After passing through the vaporizer, the
gas mixture consisting of O2, N2O, and the anesthetic
agent is also called fresh gas. This gas mixture is deliv-
ered to the inspiration side of the breathing system. The
fresh gas can be supplied in two different ways:

• Continuous (conventional system)• Discontinuous (fresh gas decoupled system).

Continuous Fresh Gas Supply into the Inspiration

Line. This conventional system (Fig. 30.8), imple-
mented, for example, in Sulla 808 with Ventilog 2 or
Narkomed devices, features the characteristics that the
manual ventilation bag is not included in the gas flow
during controlled ventilation and that gas flows con-
tinuously into the breathing system independently of
inspiration and expiration.

During inspiration, fresh gas is delivered to the
patient in addition to the volume from the bellows.
Therefore, the volume delivered to the patient consists
of the bellows volume plus the fresh gas volume. There-
fore, the system has the following characteristics:

• The minute volume is fresh gas flow dependent.
This means that, if the fresh gas flow is reduced
from, e.g., 5 l/min to 2 l/min, without adjusting the
ventilation, the minute volume (MV) is reduced by
1.5 l at an inspiration/expiration ratio of 1 : 1, i.e.,
MV change = 1/2(5 l/min−2 l/min) = 1.5 l/min.• If a large flow is present, the pressure curve in
the plateau phase of volume-controlled ventilation
shows a continuous pressure rise.
The pressure curve exhibits a second pressure peak
as a result.• If a very small fresh gas flow is present, with
descending bellows, a negative pressure phase is
produced at the start of expiration because the
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conventional system is not equipped with a gas
reservoir. Therefore, to avoid this effect, a suffi-
ciently high fresh gas flow must be maintained.

Today, some devices on the world market feature
a steady state in which a fresh gas compensation elimi-
nates this fresh gas flow dependency. By measuring the
volume, for example, during inspiration, consisting of
a fresh gas and a ventilator part, a control algorithm can
be used to reduce the part from the bellows unit in such
a way that the total of the fresh gas and bellows parts
corresponds to the set volume.

Discontinuous Fresh Gas Supply into the Inspira-

tion Line. This system (Fig. 30.9) is also called a fresh
gas decoupled system and is implemented, for example,
in Cicero and similarly in Fabius and Primus devices.
A characteristic feature of this system is that the fresh
gas flow can only flow into the inspiration line of the
breathing system during the expiratory phase of the pa-
tient. During the inspiratory phase, the gas flows into
a reservoir bag (manual ventilation bag), which allows
the bellows to be filled during the expiratory phase.

Due to this discontinuous fresh gas supply, the sys-
tem has the following characteristics.

• The minute volume is independent of the fresh gas
flow, i. e., if the flow is adjusted from, e.g., 5 l/min
to 2 l/min, the minute volume remains unchanged.
This characteristic makes fresh gas decoupling es-
sential for low-flow anesthesia applications.• Due to the decoupling between drug dosing and the
patient, the pressure curve is not affected by the
fresh gas flow; in particular, no negative phase is
present for low flow.• The reservoir bag is included in the system during
controlled ventilation and is filled and emptied with
the rhythm of ventilation. This feature also allows
recognition of fresh gas decoupling in volume-
controlled ventilation.

Monitoring the Ventilator. Monitoring of device pa-
rameters is essential to make malfunctions in individual
components (such as the ventilator including the breath-
ing system) identifiable and transparent and to provide
the user with the option of intervening. Three sensors
– for pressure, volume, and CO2 – are responsible for
monitoring the correct functioning of the ventilator and
the breathing system. Usually, these sensors are inte-
grated into general device monitoring and also perform
additional patient monitoring tasks.

Drug dosing unit

O2/N2O
Isoflurane

CO2

absorber

Inspiratory valve open

Exspiratory valve open
Lung

Scavenger valve

Ventilator

Fig. 30.8 Conventional breathing system with continuous fresh gas
supply

Reservoir

Drug dosing unit

O2/N2O
Isoflurane

Control valve

CO2

absorber

Inspiratory valve open

Exspiratory valve open
Lung

Scavenger valve

Ventilator

Fig. 30.9 Fresh gas decoupled system through discontinuous gas
supply

Volume measurement can be used to check the set
tidal volume. The correct ventilation frequency can be
determined from the volume, pressure or CO2 mea-
surement. The pressure measurement warns against too
large pressure in the breathing system (stenosis) and
is designed to protect against the risk of barotrauma.
The inspiratory CO2 measurement detects an exhausted
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soda lime absorber. The expiratory CO2 measurement
and the pressure measurement warn against discon-
nections (as the set lower pressure limit is no longer
periodically reached in both directions in the case of
disconnection).

Ventilation Modes in Anesthesia

Today, four main ventilation modes are used in anesthe-
sia.

Manual Ventilation. Manual ventilation enables the
anesthetist to initiate anesthesia, to ventilate the patient,
and to wake up the patient from anesthesia for sponta-
neous breathing.

Controlled Ventilation. This is the main form of venti-
lation in anesthesia, because a muscle relaxant is often
used during anesthesia, having the side-effect that the
breathing musculature is also paralyzed. A distinction
is made between two forms: volume-controlled ventila-
tion and pressure-controlled ventilation. Both are used
for different applications. Volume-controlled ventila-
tion is primarily used for patients with healthy lungs,
whereas pressure-controlled ventilation is used for pa-
tients with pulmonary problems, neonates, and pediatric
patients.

Spontaneous Breathing Support

(Pressure Support)

The use of muscle relaxants is not necessary in
many operations, and a laryngeal mask is used in-
stead of a tube to secure the airways. The patient can
breathe spontaneously with stable spontaneous breath-
ing frequency, however, the musculature is weakened
depending on the drugs administered. Pressure support
is designed to assist the breathing musculature which
has been weakened by the drugs and to help the patient
take deeper breathes.

Mixed Ventilation

In cases where operations are performed without use
of muscle relaxants, but the doses of hypnosis and
analgesic drugs are so high that spontaneous breathing
frequency is not stable, there may be periods without
spontaneous breathing. During such periods, minimum
ventilation must be maintained to ensure that the patient
is provided with sufficient oxygen. The patient’s breath-
ing is basically spontaneous. The ventilator, which has
a low safety frequency setting, delivers controlled venti-
lation cycles synchronously with the patient’s inhalation
efforts.

To assist patients in overcoming the difficulties
caused by the tube and the side-effects of the drugs,
spontaneous breathing is supported by pressure support.

During the anesthesia termination phase with mus-
cle relaxants, where the concentration of the drugs is
gradually reduced and spontaneous breathing returns,
mixed ventilation can be used to help support emerging
spontaneous breathing and ensure minimum ventilation.
This allows the anesthetist to use his hands for other
tasks. Usually, one hand is busy providing manual ven-
tilation.

Volume-Controlled Ventilation

Volume-controlled ventilation, also called intermittent
positive pressure ventilation (IPPV), is a time-cycled,
volume-controlled ventilation mode. In this controlled
ventilation mode, the ventilator administers the preset
tidal volume (e.g., 10 ml/kg body weight) with a fixed
defined constant inspiration flow with the specified fre-
quency (e.g., for adults, 10 /min).

The pressure in the breathing system and in the lung
results from the set parameters and the resistance and
compliance of the patient’s lungs (Fig. 30.10).

High pressure peaks can occur depending on the
settings. Therefore, a maximum pressure limit Pmax
must be set which ensures that the flow is automati-
cally reduced when the pressure limit has been reached.
Additionally, pressure monitoring is also essential. An
advantage of the IPPV mode is that the patient is al-
ways provided with a defined minute volume even with
changes in lung properties.

Pressure

Time (s)

ppeak

pmax

Time (s)

Flow

pplat

TIP
Tinsp Texsp

1/f

Fig. 30.10 Pressure and flow curve for volume-controlled
ventilation
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This mode is primarily used for patients with
healthy lungs and is very popular in anesthesia. It is also
used when volume constancy and thus maintenance of
arterial CO2 partial pressure within strict limits is a pri-
mary objective of ventilation, for example, in traumatic
brain injury. Since cerebral perfusion is dependent on
CO2, the volume must be kept constant to set the opti-
mal intracerebral pressure.

Pressure-Controlled Ventilation

Pressure-controlled ventilation (PCV) is a time-cycled,
pressure-controlled ventilation mode. In this controlled
ventilation mode, the ventilator delivers a ventila-
tion stroke at a constant preset pressure level, e.g.,
15 mbar, with a decelerating inspiratory flow pattern
during the entire inspiration time at a specified fre-
quency (Fig. 30.11). The administered volume cannot
be preset and results from the applied pressure and
lung compliance. Depending on the pressure setting, the
delivered volume may be too large or too small. There-
fore, expiratory volume monitoring is essential. The
main advantage of this mode is that the pressure values
which have been set for the patient are never exceeded.
This mode is primarily used for neonates, infants, and
children, where the thorax is not stabile and also the
endotracheal tube is not blocked, resulting in a leak. It
is also helpful for patients with inhomogeneous lungs,
where it is necessary to prevent overinflation of the
normal areas. This mode is also suitable for venti-

Pressure

Flow

Time (s)

Time (s)

Trigger indicator Trigger indicator Apnoe
ventilation

ΔpPS

Tslope

1/fmin

1/fmin

25%

Flow trigger Flow trigger No trigger

25%

Fig. 30.12 Pressure and flow curve
for supported spontaneous breathing
(pressure support, PS)
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Time (s)

Flow
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Tinsp Texsp

1/f

Fig. 30.11 Pressure and flow curve for pressure-controlled
ventilation

lating patients with bronchopleural fistulas. PCV is
also increasingly used for ventilation with laryngeal
masks.

Spontaneous Breathing Support

(Pressure Support)

Pressure support is a pressure-supported ventilation
mode which can be used in cases where spontaneous
breathing is present but insufficient (Fig. 30.12). It sup-
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ports each individual breath taken by the patient. This
mode is also called assisted spontaneous breathing
(ASB) or the inspiratory help system (IHS). In a similar
way to how the anesthetist senses the restarting of spon-
taneous breathing in the patient at the breathing bag and
supports it manually, the device can support insufficient
spontaneous breathing. The device takes over part of the
breathing work; however, the patient controls the start
and end of inspiration. The start of inspiration is de-
tected using a trigger system. The device then provides
a flow and thus creates a pressure rise which increases
up to the preset support pressure and also remains con-
stant. Expiration starts as soon as the inspiration flow
falls below a specific value (e.g., 25% of the maximum
flow). By reducing the support pressure, the support
provided by the device is reduced and the patient is
induced to take over more breathing work.

Mixed Ventilation (SIMV/PS)

The basic idea of synchronized intermittent manda-
tory ventilation (SIMV) (Fig. 30.13) is that the patient
basically breathes spontaneously and the ventilator
intermittently delivers controlled ventilation strokes
(volume controlled or pressure controlled) with a very
low safety frequency synchronously with the patient’s
inhalation efforts. This prevents mechanical ventilation
strokes from taking place during spontaneous expi-
ration. No spontaneous breathing is possible during
a controlled stroke.

Flow
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Time (s)

Trigger indicator Trigger indicator

ΔpPS

on

ΔpPS

TIP Tslope

Tinsp Texsp
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Flow trigger Flow trigger window

25%
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ppeak

pmax

pplat
Trigger

on

Fig. 30.13 Pressure and flow curve for mixed ventilation SIMV
(VC) with PS

SIMV is a mixed form between pure spontaneous
breathing and controlled ventilation. The ventilation
strokes of the device are synchronized with the patient’s
breathing, for which the trigger function of the ma-
chine is used. The ventilation stroke is triggered when
the patient tries to inhale again at the end of the spon-
taneous breathing phase and thus triggers the trigger
pulse. The consequence of these is a minimum venti-
lation which results from the product of tidal volume
(VT) and the frequency. The patient can breathe freely
and spontaneously between these controlled strokes. In
these spontaneous breathing phases, the patient can be
additionally supported with pressure support by a suit-
able pressure setting, thus relieving him of part of his
breathing work.

30.3.3 Monitoring

The third significant component of an anesthesia device
is monitoring. It has two main purposes: firstly, to con-
stantly monitor the correct administration of drugs and
the correct functioning of the ventilator, and secondly,
to constantly monitor the effects of the anesthesia on the
physiological functions of the patient. The correspond-
ing monitoring values are used to determine whether the
device is functioning properly and whether the patient is
being anesthetized and ventilated as desired.

In the event that the limits of a previously defined
range are exceeded, the corresponding audible and vi-
sual alarm of the monitored parameter is triggered. To
meet the two most important tasks, namely the measure-
ment and monitoring of a specific parameter, different
system components in the monitor are required.

Measuring Unit

Using a sensor, this unit converts the physical values,
such as pressure, flow, oxygen concentration, tempera-
ture or absorption, into a measurable electrical signal;
for example, a sensor is used to create an electrical
current from the breathing gas flow.

Display Unit

This unit shows the measured result after it has been
converted into the corresponding units, such as volume
in ml. The display can be shown as a digital numerical
sequence or as a curve.

Monitoring Unit

This unit checks whether the actual values are within
the target range. To achieve this, lower and upper limit
values are defined for the monitoring unit by the user.
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The monitoring unit compares the currently measured
value with the lower and upper limit value. If limit val-
ues are exceeded, an alarm is issued to allow the user to
intervene.

The output values from the different sensors can be
collated in such a way that the screen can be arranged
differently with curves, data, and alarm displays.

Tasks of Different Sensors

Generally, anesthesia devices are equipped with nine
sensors, including five device monitoring sensors for
monitoring drug dosing and the ventilator:

• Oxygen• Pressure• Volume• Carbon dioxide (CO2)• Anesthetic agent

and four patient monitoring sensors for monitoring pa-
tient health during uncomplicated operations:

• Electrocardiogram (ECG)• Noninvasive blood pressure (NIBP)• Oxygen saturation (SpO2), and• Body temperature.

Display of Dosed Gases

The gas dosing unit and the anesthetic agent vaporizer
deliver the drugs into the fresh gas flow of the breathing
system. Due to the rebreathing system, the inspiratory
concentrations of oxygen, nitrous oxide, and anesthetic
agent differ from the concentrations set on the dosing
devices. This difference increases when the fresh gas
flow is reduced. To determine the concentrations being
delivered to the patient, the inspiratory concentrations
of oxygen, nitrous oxide, and anesthetic agent (isoflu-
rane, sevoflurane or desflurane) need to be measured
and displayed.

Monitoring the Device Components

Five different sensors with upper and lower alarm limits
ensure that the device components are constantly moni-
tored. The purpose of this type of monitoring is to allow
qualified and trained medical personnel to intervene im-
mediately in the event that the device fails to function
properly.

Oxygen measurement is used to monitor gas dos-
ing, to identify, for example, whether the O2 and N2O
lines have been mixed up. Measuring the nitrous oxide
concentration is another way of checking this. Oxygen

measurement is also used to detect hypoxia, if, for ex-
ample, too low an O2 concentration was set. Anesthetic
agent measurement is responsible for monitoring the
anesthetic agent vaporizer and ensuring that it is func-
tioning correctly. CO2 measurement allows detection
of rebreathing if, for example, an inspiration or expi-
ration valve is defective. Inspiratory CO2 measurement
monitors the CO2 absorption by the soda lime and indi-
cates the point when the soda lime has to be replaced
at the latest. Expiratory CO2 measurement monitors
adequate ventilation and thus also breathing system in-
tegrity to ensure that the device and patient are not
disconnected.

Pressure and volume measurement are used to mon-
itor the proper functioning of the ventilator. Volume
measurement indicates whether the ventilator is work-
ing properly, in particular whether the set volume is
actually delivered. Pressure measurement ensures that
disconnection is detected and also that the physician is
alerted if the pressure is too high, to prevent barotrauma.

Patient Monitoring

The different sensors designed to monitor both the de-
vice and the patient allow the physician to assess the
state of the patient. The inspiratory oxygen concentra-
tion and the mean pressure produced during ventilation
are used to determine patient oxygenation. The dif-
ference between the inspiratory and expiratory O2
concentrations provides an indication of the patient’s
O2 uptake. Volume measurement together with the ex-
piratory CO2 measurement is used to set the patient’s
ventilation correctly. The expiratory anesthetic agent
concentration provides a reference point for the depth
of anesthesia. The difference between the inspiratory
and expiratory anesthetic agent concentration values
provides an indication of the patient’s anesthetic agent
uptake.

The difference between the peak pressure and
plateau pressure in volume-controlled ventilation in-
dicates the airway resistances. Patient and device
compliance, on the other hand, are reflected in the
plateau pressure in volume-controlled ventilation.

The oxygen saturation sensor shows the blood oxy-
genation level and also provides information on the
heart’s pump function. Monitoring the blood circula-
tion is also necessary for patient monitoring. The heart’s
pump function can be observed by measuring the heart
rate via evaluation of the oxygen saturation level as well
as by measuring the noninvasive blood pressure. The
ECG indicates whether and how the heart is electrically
activated.
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Fig. 30.14 Principle of a fuel cell for
measuring oxygen concentration

For operations on the heart, and in neurosurgery
and other related areas, enhanced monitoring with
invasive blood pressure measurement is required in
addition to the form of monitoring described before
(Chap. 48).

30.3.4 Sensor Principles
for Device Monitoring

Fuel Cell for Oxygen Concentration

Measurement

The inspiratory oxygen concentration measurement
monitors the oxygen delivery. A method often used for
O2 measurement is the fuel cell (Fig. 30.14).

The electrochemical reaction system of the fuel cell
is accommodated in a housing which is sealed by an
extremely thin membrane. This membrane prevents the
alkaline electrolytes from escaping from the housing but
allows oxygen molecules to diffuse through.

The O2 concentration in the gas determines the O2
concentration in the electrolyte of the fuel cell. The al-
kaline electrolytic solution contains a lead anode and

Thermometer

Heating

Coil

Magnetic field “on” Magnetic field “off”

Fig. 30.15 Principle of a paramagnetic sensor cell for measuring
oxygen concentration

a gold cathode. After the oxygen molecules of the gas
to be measured have passed through the membrane,
basically the following electrode reactions take place.
On the gold cathode, oxygen releases electrons from
the cathode material, forming OH− ions and positively
charging the cathode. On the anode, lead reacts with
the OH− ions to form lead oxide and water. During this
process, the anode is negatively charged. If the cathode
and anode are connected with each other, an electri-
cal current proportional to the oxygen concentration is
produced.

The lifetime of this system is limited by two pro-
cesses: lead is transformed to lead oxide, and water as
the catalyst in the cell diffuses out.

Paramagnetic Sensor

for Oxygen Concentration Measurement

The gas mixture used in anesthesia consists of oxy-
gen, nitrogen, nitrous oxide, carbon dioxide, and the
volatile anesthetic agent. Only the oxygen molecule has
a paramagnetic moment, which can be influenced by
a magnetic field. Therefore, oxygen can be measured
selectively in this gas mixture. The measurement prin-
ciple (Fig. 30.15) is based on the thermal conduction
of oxygen. The thermal conduction of a gas depends
on the degrees of freedom of the molecules, with more
degrees of freedom contributing more to the thermal
conduction. A magnetic field is used to reduce the de-
grees of freedom of the oxygen molecules. The oxygen
molecules are aligned like tiny magnets and their free-
dom of movement is restricted.

Therefore, the thermal conduction depends on the
external magnetic field and has a small but measurable
influence on the overall thermal conduction of the gas
mixture. A heating element is brought to a constant
temperature in a magnet and conducts heat to the gas
in the cuvette. A nearby temperature sensor measures
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the temperature, which depends on the thermal conduc-
tion of the gas. The magnetic field is periodically turned
on and off at a specific frequency and the temperature
sensor consequently measures small temperature fluc-
tuations whose amplitude is proportional to the oxygen
concentration.

This paramagnetic thermal-conductive oxygen ana-
lyzer has a short time constant, no moving parts, and
long lifetime durability.

Piezoresistive Sensor for Pressure Measurement

Inspiratory and expiratory pressure measurements can
be used to create pressure–time diagrams to make
ventilation more transparent. This ensures that discon-
nections and apnea phases can be detected and also that
warnings are issued if the pressure is too high.

An electrical pressure signal can be produced
from a mechanical–electrical (piezoresistive) converter
(Fig. 30.16). For this purpose, a pressure cell is sealed
with a movable membrane. The membrane is attached
to a solid-state device, whose electrical resistance
depends on the elongation of the membrane. The elec-
tronic pressure measurement is determined by the actual
stretching of the membrane. The stretching of the mem-
brane causes the solid-state device to bend, leading to
a variation in resistance. In this way, the current preva-
lent pressure is uniquely correlated with the measured
resistance.

Hot-Wire Principle for Volume Measurement

The expiratory volume measurement detects the total
quantity of exhaled gas. In particular, in the case of
pressure-controlled ventilation, volume measurement is
the only way of obtaining information on the volume
delivered to the patient. An additional inspiratory mea-
surement can be used to display the inspiratory and
expiratory flow curve.

Electrical resistance

PressurePressure
sample
line

Pressure
container

Piezo-
resistant
sensor

0

R

p

p

Fig. 30.16 Principle of a piezoresistive sensor for pressure
measurement

Cold gas Warm gas

Hot wire

Fig. 30.17 Principle of a hot-wire anemometer for flow and
volume measurement

The hot-wire anemometer method is a purely elec-
trical method for volume measurement (Fig. 30.17).
An extremely thin platinum wire is heated to a tem-
perature of approximately 180 ◦C using an electrical
current. When gas flows past this wire, the wire is
cooled. The greater the volume per time flowing past
the wire, the more the wire is cooled. If the tempera-
ture of the platinum wire is kept constant by a control
circuit, the required heating current can be used as
an indication for the gas flow. A high flow requires
a high electrical current to keep the temperature of the
heating wire constant; a lower flow requires a small
electrical current to reach the same temperature. The
volume is obtained by integrating current over time
electronically.

Infrared Absorption Measurement for CO2, N2O,

and Anesthetic Agent Concentration

Measurement

Infrared absorption spectroscopy (Fig. 30.18) is based
on the physical principle that polyatomic gases ab-
sorb infrared radiation at characteristic frequencies. The
level of absorption depends on the concentration of
molecules.

For measurement, the molecules are channeled into
a cuvette with a defined length and illuminated with
an infrared light source. The detection element (the
detector) detects the remaining residual radiation after
absorption. If the light source has an intensity of I0
and the beam is weakened by the molecules to the
intensity I , then the concentration can be calculated
according to the Lambert–Beer law

Concentration = Absorption constant × ln(I0/I ) .

CO2 and N2O are determined in the 4 μm range always
using one specific light frequency for each gas. Today,
the anesthetic agents halothane, enflurane, isoflurane,
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Fig. 30.18 Infrared (IR) absorp-
tion for measuring CO2, N2O, and
anesthetic agent concentrations

sevoflurane, and desflurane are identified by measur-
ing the absorption at three wavelengths in the range
8–9 μm for determination of the corresponding concen-
tration.

Sensor Principles for Patient Monitoring

The principles of ECG, oxygen saturation, blood pres-
sure, and body temperature measurement are described
in Chap. 48.

30.4 Safe Operation Prerequisites

30.4.1 Connection Prerequisites

The proper functioning of the anesthesia device is only
guaranteed in rooms equipped with appropriate supply
connections. Therefore, it must be ensured that the anes-
thesia device as a life-support system is connected to
the hospital’s internal emergency power system. It is
equally important to ensure that oxygen, compressed
air, and, where used, nitrous oxide from the central
supply at a suitable pressure (e.g., 5 bar) are always
available. If there is no redundancy, it must be ensured
that backup cylinders are readily available to main-
tain anesthesia in the event of disruption to the central
supply system. For cardiological procedures, it is also
required that the device be connected to the central
ground in the operating room. It must also be considered
that mobile telephones can disturb the proper function-
ing of these devices.

Since nitrous oxide and anesthetic agents (isoflu-
rane, sevoflurane, desflurane) are used in the device,
being intended only for patient inhalation and not for
inhalation by operating room personnel, it is necessary
to provide for an anesthetic gas scavenging system to
remove the gas. Since no device is totally leak-tight
and, for example, anesthetic gases are released into the
environment when mask anesthesia is used, a recircula-
tion system with a suitable air exchange rate is required
to keep unwanted levels in the workplace to a mini-
mum.

30.4.2 Training and Continuing Medical
Education

Training provides users with the knowledge of the pro-
cedures required to operate the device as designed.
The instructions for use form the basis of training be-
cause they contain the main source of information for
users. However, in addition to receiving initial train-
ing and studying the instructions for use, users should
also receive further instruction and training on a reg-
ular basis to ensure safety. All training and advanced
training programs must be directed towards instructing
users how to use the respective anesthesia workstation
properly, enabling them to make best use of the func-
tions and to apply the knowledge and skills they have
acquired to ensure safe operation in routine and emer-
gency situations.

30.4.3 Cleaning

Anesthesia devices can be a source of infection. There-
fore, these devices must be prepared according to
defined protocols before use on the patient. The follow-
ing points are important:

• All breathing-gas-conducting parts must be dis-
infected for each patient as standard. This can
be achieved, for example, by replacing the
corresponding parts of the breathing system and
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ventilator for each patient. Nowadays, filters are of-
ten used on the Y-piece to meet these requirements.• Parts for invasive use such as invasive pressure mea-
surement lines or also endotracheal tubes must be
sterilized.• The surface of the machine must be disinfected at
least once a day to reduce bacteria and to prevent
the transfer of bacteria by hand from the machine to
the patient.

To ensure devices are hygienic, it is essential that a fixed
replacement regime is used and that this routine is veri-
fied by conducting hygiene tests at the site. If the test
result is not satisfactory, the regime must be adapted
accordingly.

30.4.4 Maintenance and Pre-use Check

The manufacturer integrates safety features into the de-
vice in the design, development, and production phases.
The CE mark indicates that all applicable safety require-
ments of all pertinent EC directives which have to be
observed for the medical device have been met. How-
ever, this does not guarantee the required safety during
clinical use when the device is used for years, even if the
device has been used as intended and operated within its
design limits in accordance with the instructions for use.
During operation, these types of devices are subject to

wear; i. e., the current state (actual state) differs increas-
ingly from the desired state (target state). Therefore,
users and operators are required to organize and carry
out tests and checks on a routine basis, e.g., one or two
times a year, to ensure device safety. It can be assumed
that safety is maintained between two such regular in-
spections. However, users must always ensure before
using any medical devices that they are functioning
properly and operating correctly. Pre-use checks are de-
signed to detect errors which may have been caused by
disassembly, cleaning, disinfection, sterilization, trans-
portation, and assembly.

Further Reading• J.A. Baum: New and alternative delivery concepts
and techniques, Best Pract. Res. Clin. Anaesthesiol.
19(3), 415–428 (2005)• J.-U. Meyer, G. Kullik, N. Wruck, K. Kück,
J. Manigel: Advanced technologies and devices for
inhalational anesthetic drug dosing. In: Handbook
of Experimental Pharmacology, Vol. 182, ed. by
J. Schüttler, H. Schwilden (Springer, Berlin, Heidel-
berg 2008) pp. 451–470• J.A. Baum: Low Flow Anaesthesia, 4th edn.
(Butterworth-Heinemann, Oxford 2000)• EN IEC 60601-2-13 (2003-05) International Stan-
dard: Particular requirements for safe and essential
performance of anaesthetic systems
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Extracorpore31. Extracorporeal Blood Purification Systems

Jörg Vienken

The increase in the number of chronic kidney dis-

ease patients has encouraged the development of

hemodialysis as a routine therapy. Basic improve-

ments in the dialysis system, from the membrane

and the tubing system to the dialysis monitor,

have laid the basis for this development. The un-

derstanding of underlying control variables and

their settings in terms of optimal therapy has also

led to reduction of side effects that used to oc-

cur and therefore improved the quality of life

and reduced mortality [31.1]. Innovative processes

associated with the analysis of individual physi-

ological patient parameters use feedback systems

and control realized in the dialysis machine. These

are currently state of the art. Using bioimpedance

procedures, precise monitoring of the water bal-

ance of patients is possible. Even patients with

liver failure currently use extracorporeal blood

purification procedures. In contrast to hemodialy-

sis, one uses protein-permeable membranes with

which albumin-bound toxins are filtered. Their

purification of the filtrate is then achieved by ad-

sorber columns. Clinical studies have confirmed

the efficacy of this procedure.

Extracorporeal blood purification will, there-

fore, play a central role in renal and hepatic organ

failure in the future.
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The pioneers in the field of blood purification sys-
tems could scarcely dream that by 2010 there would
be 1.8 million patients with kidney disease who
are undergoing standardized blood purification with
dialysis procedures. This should be considered in
the light of the fact that, at the beginning of re-
search into extracorporeal blood circulation, seemingly

insurmountable technical difficulties existed. Rou-
tine treatment with an artificial kidney was even
inconceivable. The famous clinician Franz Volhard
held this to be even useless and dangerous in the
1920s.

The understanding of physiological processes in the
body as well as the high state of technology now avail-
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able for extracorporeal blood purification processes has
led to an annual increase in dialysis patient numbers of 7
to 8% at this time, a figure growing faster than the world
population, which is increasing at 1.2% per year. Linked
to this are the increasing survival rates with dialysis pa-
tients since the beginning of the new millennium, which
can be attributed to improvements in dialysis proce-
dures, related therapies, and also with better prevention
of kidney diseases [31.2].

Bloodpurificationprocessescanberegardedasoneof
themost successful treatmentprocedures in theareaofor-
gan replacement therapies. One can assume in the future
that in the Western industrial countries, on average about
1000 patients with kidney disease per one million inhabi-
tantswillhave toundergohemodialysis (HD).Thisplaces
high demands on the corresponding medical technology,
but also with the payers who must ensure that all patients
can receive this vital treatment.

31.1 Historical Perspective

31.1.1 Prologue

William Harvey (1578–1657) presented his idea of
blood circulation for the first time to a skeptical audi-
ence in 1628. His ideas were so unusual, and so counter
to prevailing wisdom, that his followers were ridiculed
soon after by his contemporaries with the nickname cir-
culatores. Circulatores were peddlers, stray dogs, and
vagrants and the epitome of speculation and lack of
seriousness. It was impossible to believe at the time
what Harvey, and before him Giordano Bruno, asserted,
that the blood flows through the organism in a cir-
cuit. Leonardo da Vinci had already reported that the
heart pumped out blood at high pressure, but with-
out coming up with the idea that the consequence
of this observation must be blood circulation. This
idea was advanced by William Harvey for the first
time.

Objective scholars of the time shied away from the
obvious consequences of blood circulation theory for
physiology and pathology. One countered Harvey’s the-
sis with the statement that “. . . if the blood circulates at
the speed asserted by Harvey, absorbable and harmful
matter would be distributed in a chaotic mess!” and tried
in a last attempt to rescue the respected teacher Galenus
of Pergamon (129–199) with his idea of a blood circu-
latory time of 12 to 15 h [31.3].

31.1.2 Blood Purification:
The Search for Principles

How can bodily poisons be removed from the blood?
With blood circulation such as advanced by William
Harvey, this should have been simple. It meant that ac-
cess to the blood for detoxification could be obtained
anywhere in the body. Anyway, the now well-known
physical principle of diffusion was not known at that

time. Already in the early eighteenth century, René
Dutrochet (1776–1847) had undertaken the first exam-
inations of the transport of water through biological
dividing walls, independent of the earlier and simi-
lar observations of Jean Antoine Nollet (1700–1770)
and George Frédérique Parrot (1767–1852). The real
progress, however, took place with the work of Thomas
Graham (1805–1869) in Glasgow published as his Bak-
erian lecture on osmotic forces. In this publication,
Thomas Graham coined the terms dialysis and dia-
lyzer for the first time [31.4]. Graham’s experiments
were performed in 1854 with the aid of membranes
made of bladders, which he later replaced with mem-
branes made of parchment. Such membranes, however,
were often fragile and uneven in terms of thickness
and size. They were often contaminated with bac-
teria, and therefore unsuitable for precise scientific
investigations.

In Zurich, and in parallel to Graham, Adolph Fick
from the German city of Kassel in Hesse worked on the
mathematical description of transport processes through
membranes. These investigations led to the fundamental
Fick’s laws. They were published in 1855 and described
selective material transport through a semipermeable
membrane as a consequence of concentration gradi-
ents [31.5]. Fick’s laws remain today the principle
for the description of movement of molecules through
membranes and therefore still form the basis for the
clearance properties of dialysis membranes for blood
purification.

31.1.3 Membranes, Transport Processes,
and Dialyzers

It became important to pose the question about the op-
timum membrane material for transport investigations
fairly early. The solution was devised by an agricul-
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tural chemist named Schumacher of Bonn, Germany.
He introduced a new type of membrane material called
collodium. Collodium is a syrupy fluid that forms af-
ter evaporation of a solvent – acetone, ether, or alcohol.
It subsequently constructs a membrane film upon dry-
ing [31.6]. From a chemical point of view, collodium,
a cellulose nitrate, is therefore an ester of nitric acid.
Due to its chemical configuration and its contents of
nitrate groups, it explodes at a temperature of 186 ◦C
and is also therefore known as gun cotton. Schumacher
was a good chemist. He succeeded in casting extremely
thin membrane skins of collodium with which he could
study the processes that were significant for the trans-
port of molecules through membranes. His work in
1860 carried the title On Membrane Diffusion [31.6].
That was the first time this term appeared in the scien-
tific literature, and it prevailed as the driving force for
many developments from biochemistry and medicine to
reverse osmosis. Later, in 1921, Eggerth of Hoagland
Laboratories in New York was able to make mem-
branes of collodium with different permeabilities by
using different concentrations of alcohol solutions as
a solvent [31.7]. Many of the details given by Schu-
macher and Eggerth about which materials could be
separated still form the basis for the technology of
modern membrane production, both for the production
of commonly used low-flux dialysis and for high-flux
membranes.

Cellulose nitrate in the form of collodium and, af-
ter 1945, the regenerated cellulose from cotton became
the dominant membrane material for HD up to the end
of the twentieth century. The production of the famous
Cuprophan membrane, which led the dialysis market for
50 years, however, was finally abandoned in 2006.

At the end of the nineteenth century, Emil Ab-
derhalden (1877–1950) of Switzerland attempted to
separate substances from the blood of pregnant women
using dialysis. It appears that an American with German
ancestors, Johan Jacob Abel (1857–1938) of Baltimore,
had heard of these attempts and began to develop a dial-
ysis machine that he described in a report on Monday,
August 11, 1913 in the London Times as the artifi-
cial kidney. Abel is called the father of dialysis due
to the term he introduced, even though he had not in-
tended to use this treatment on patients with kidney
disease or kidney failure. Rather, at the time he only
applied animal trials on dogs to produce an artificial
urine in order to isolate substances such as salicylates,
phenolsulfonphthalein, and aromatic amino acids by
dialysis and to then purify these substances [31.8]. In
any case, Johan Jacob Abel should be respected for

the technical development of the first dialysis machine,
which he called the vividiffusion apparatus [31.8]. This
machine, built in 1913, was already very similar to
today’s capillary dialysis systems. At that time, artifi-
cial kidneys were made of a hollow glass cylinder in
which the inflowing blood flowed over a header con-
sisting of 8 or even 32 glass distribution tubes through
approximately 20-cm-long membrane tubes made of
collodium. These membrane tubes had a cross-section
of about 2 cm. The end of the dialyzer consisted of
a second distribution header as with the blood in-
put area with which the blood was returned to the
dog’s blood circulation. The perfect design of the
glass distribution headers must be attributed to the
skillful biochemist Benjamin B. Turner (1871–1945),
who was also the coauthor of the work along with
Abel.

Abel is credited with having already carried out ex-
aminations about possible extractable substances from
the colloidin (collodium) membranes he produced. It
was shown that, under the circumstances, colloidin ex-
tracts could influence the blood and therefore render the
experiment more difficult. In none of his experiments
could differences in comparison to control experi-
ments with saline solution be shown [31.8]. Studies of
extractable substances from polymers for medical tech-
nology are now routinely carried out and are even the
subject of ISO standards [31.9].

31.1.4 Preparatory Work
for Extracorporeal Blood Circulation
for Blood Purification

At the end of the nineteenth century the first stud-
ies were carried out on organ perfusion in order to
determine isolated organ functions in vitro. A leader
in this area was Franz Hofmeister’s laboratory at the
Physiological Institute of the University of Strasbourg.
Strasbourg was also the way-station for the scientific
careers of two scientists who later played a great role
in the development of extracorporeal blood circulation.
Johan Jacob Abel received his doctorate at Strasbourg
in 1888. The second, the German Georg Haas (1886–
1971), who was to work later in Giessen, was a close
collaborator of Hofmeister.

One can rightly argue that the foundations for the
theory and practice of extracorporeal circulation were
laid in Strasbourg, from which Georg Haas profited later
in carrying out the first extracorporeal blood purifica-
tion in Giessen/Germany in the 1920s on patients with
kidney disease.
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31.1.5 Removal of Nephrotoxic Substances
Through Dialysis as an
Experimental Therapy

Johan Jacob Abel conducted his research exclusively on
animals, whereas Haas conducted the first procedure
on a human being [31.10]. The physician Haas began
his experiments on dialysis in Strasbourg at the begin-
ning of the First World War in 1914. No doubt, the main
idea of HD for the select diffusion of crystalline blood
substances on artificial exchange surfaces was born in
Haas’ laboratory at Hofmeister’s institute [31.10].

In contrast to Abel, Haas began with the goal of re-
moving uremic toxins for the treatment of renal failure.
He described his first observations [31.11]:

Now, as to the therapeutic success of this case, we
clearly had the impression of a detoxification pro-
cess. Immediately following blood purification, the
patient’s mood was visibly better. Yes, I would say,
superior. He was the talk of the ward during the
night of the purification, and in the following nights
he slept quite well without sleeping pills. Nausea
and headaches, which were intractable in the days
before blood dialysis, which had given an imme-
diate indication for a procedure, had completely

disappeared. Above all, he had regained his ap-
petite, which had been nearly absent before. The
improvement in his status lasted about six days, until
headaches, sleeplessness and vomiting reappeared.

Haas abandoned his experiments on the use of a dia-
lyzer before the Second World War for a number of
reasons. A major reason for this was the great demand
for him as a director of the university hospital and the
nursing school of St. Josef’s Hospital in Giessen, and
also the lack of recognition and acceptance by his col-
leagues, especially by Volhard, who was probably the
most famous clinician of the time.

Only Willem Kolff in Kampen, the Netherlands, and
later in the USA was able to conclude the work of Haas
in the 1940s on his rotating drum kidney, from which
kidney replacement therapy could be developed from
an experimental to a standard therapy today [31.12].
Further technical developments in the area of mem-
brane technology, e.g., through the use of capillary
membranes instead of flat or tubular membranes, and
also in the area of dialysis machines, e.g., through
volume-control, analyzed and controlled through feed-
back systems incorporated into the extracorporeal blood
circuit, additionally contributed to the success of extra-
corporeal treatment systems.

31.2 Blood Purification for the Therapy of Renal Failure

31.2.1 Principles, Control Variables,
and Conditions for Hemodialysis

If the kidneys fail to perform their functions, then the
body must be detoxified through extracorporeal blood
circulation containing blood pumps and filters. Fol-
lowing intense investigations, the kidney patient must
undergo a 4-h blood purification three times a week. In
this procedure, blood is taken from a shunt between the
veins and arteries of the patient’s forearm. The blood
then passes through blood tubes into the dialyzer (artifi-
cial kidney). The control of blood flow, its temperature,
its blood pressure, blood volume, etc. are taken over by
a monitor in the dialysis machine during the treatment
process (Fig. 31.1).

The actual blood purification or blood washing then
takes place in the dialyzer. This filter mimics the filter-
ing unit of the natural kidney, the glomerulus. A typical
dialyzer contains about 10 000 capillary membranes
which are arranged in a bundle. These hollow fiber

membranes typically have an inner diameter of 200 μm.
The wall of the capillaries consists of membranes with
a thickness of about 40 μm through which the material
exchange takes place (Fig. 31.2). The interstices be-
tween the capillary membranes are perfused with an
isotonic rinsing solution (dialysis fluid or dialysate)
in countercurrent flow to the direction of blood flow.
This creates a concentration gradient for material from
the blood because the dialysate only contains some
electrolytes to maintain tonicity. Various blood toxins
(uremic toxins) are filtered out of the blood into the
dialysate path using these concentration gradients. They
are thus removed and later disposed of. This blood pu-
rification procedure is called hemodialysis (Fig. 31.3a).
The process of hemodiafiltration, which is used more
and more for blood purification, additionally uses a pro-
cess controlled by convective forces in addition to the
diffusively controlled transport of uremic toxins. Here,
high ultrafiltration volumes are used in order to pro-
voke a solvent drag, whereby uremic toxins with higher
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a) b) c)

Fig. 31.1a–c Blood purification by hemodialysis is achieved in patients with kidney disease when blood is passed and
filtered extracorporeally through a dialyzer. Treatment parameters, such as blood flow, dialysate flow, blood pressure,
blood volume, pH, and the performance parameters, can be assessed and appropriately monitored by the dialysis machine.
Patients (a) undergo this procedure three times per week for 4 or more hours nearly as a rule. Dialyzers (b) are the key
functional elements of blood purification systems. Dialysis machines (c) (5008 machine from Fresenius Medical Care) are
able to control a patient-specific therapy with the assistance of feedback systems. Even highly efficient blood purification
systems, such as hemodiafiltration, can be operated cost-effectively, as the machine offers online availability of the
necessary substitution solution directly from the dialysis fluid as a standard

molecular weights are filtered out in the secondary cir-
cuit (Fig. 31.3b). Obviously, high-volume ultrafiltration
of the patient requires compensation of the lost vol-
ume by substitution with an infusion solution prior to
or after the dialyzer (pre- or postdilution). In the past,
such a substitution solution was very costly due to the
requirements for microbiological and chemical purity.
Modern dialyzers enable the introduction of highly pure
substitution fluids online directly from the circulation of
the dialysis fluid (Fig. 31.3c). Thus, online hemodiafil-
tration (OL-HDF) has developed into an accepted and
affordable blood purification procedure.

Treatment of renal failure should be understood as
a therapy under the premise of a systems approach. It si-
multaneously uses a dialysis machine, a tubing system,
a dialyzer, and the circuit of dialysis fluids. All compo-

nents of this system act under synergistic conditions and
have to be appropriately controlled in order to perform
a blood purification therapy.

31.2.2 Dialysis Membranes

In nephrology, water is seen as a uremic toxin and must
be removed by HD because patients with kidney disease
are limited in their ability to excrete water. This process,
known as ultrafiltration, specifies the chemical compo-
sition of the dialysis membrane. A membrane must be
at least in part hydrophilic in order to allow water per-
meation. Consequently, a series of hydrophobic poly-
mers such as polypropylene, polyethylene, etc. are ex-
cluded as membrane materials for HD. In many cases, it
helps to blend originally hydrophobic polymers with hy-
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Fig. 31.2 The dialysis membrane assumes the function of cleaning the blood from the filtration unit of the kidneys, the
glomerulus. The capillary membranes assume the membrane functions in the walls of the capillaries. It is interesting to
observe that the dimensions of the inner diameter of the glomerulus and the inner diameter of the capillary membranes
are similar. A dialyzer contains more than 10 000 capillary membranes through which the patient’s blood is passed. The
dialysis fluid is passed in a countercurrent flow to the patient’s blood

drophilic polymers. As an example, polysulfone (PSu)
andpolyamide (PA)canbe renderedpartiallyhydrophilic
by the addition of polyvinylpyrrolidone (PVP) or poly-
ethylene glycol (PEG), or, as in the case of polyacryloni-
trile (PAN), by the addition of methallyl sulfonate.

The basic polymer and the additives of a dialysis
membrane dictate its chemical and physical behavior.
This includes resistance and stability against chem-
ical steriliants and sterilization processes, its adsorptive
characteristics for bacterial contaminants, and its re-
moval characteristics for both uremic toxins and inflam-
matory mediators. In addition, the blood compatibility
and biocompatibility of a membrane is influenced by its
polymeric additives, e.g., in relation to blood coagula-
tion, the activation of red and white blood cells, and the
generation of vasoactive mediators such as bradykinin.

An ideal polymer membrane for dialysis should
show physical stability and an excellent diffusive per-
meability and, if necessary, allow for high ultrafiltration

rates. High ultrafiltration rates enable the application
of convective forces, which provoke solvent drag for
large molecules in hemodiafiltration. It should have
performance and biocompatibility characteristics that
promote effective treatment conditions and avoid acute
and chronic clinical sequelae.

Recent evidence indicates that an ultraclean dialysis
fluid that is free of microbial contamination not only
helps with acute inflammatory reactions but can also
reduce or eliminate long-term complications of dial-
ysis [31.13]. Therefore, it is particularly important to
ensure no contamination in the dialysis fluid with chem-
ical, bacterial, or other contaminants. The adsorption
capability of a dialysis membrane for organic contam-
inants such as endotoxins is, therefore, of paramount
importance. Membranes made of polysulfone show ef-
ficient adsorption capability for endotoxins. They offer
additional protection for patients and are also approved
for the filtration of dialysis fluid for online HDF [31.14].
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About 10000
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membranes

Dialysate + ultrafiltrate
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Blood flow >200 ml/min
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Endotoxin
filter I
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Concentrates

Dialysis fluid
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>500 ml/min
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Dialysis
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Fig. 31.3a–c Schemes of blood purification procedures. (a) hemodialysis (HD); (b) hemodiafiltration (HDF), by which
the high ultrafiltration rate is compensated by a substitute solution. (c) In the online HDF procedure, the substitution
solution is directly obtained from the dialysis machine from the dialysate circulation. Endotoxin filters in the circuit
guarantee the necessary purity of the substitution solution

Synthetic hollow fiber membranes have a diameter
between 185 and 230 μm, with a wall thickness between
20 and 40 μm (Fig. 31.2). Typical polymers for the dial-
ysis membrane are polysulfone (PSu, Fresenius Med-
ical Care, and others), polyacrylonitrile (PAN, AN69,
AN69ST, Gambro Hospal), polymethylmethacrylate
(PMMA, Toray), and polyamide (PA, Gambro).

Membranes for dialyzers are now consistently of-
fered as hollow fiber membranes made from synthetic
polymers. Flat and tubular membranes indeed played
a role only in the beginning of dialysis therapy, but
the treatment of larger numbers of patients with the
necessary voluminous dialysates would be inefficient,
impracticable, and costly.
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The cellulose membranes that have dominated the
market in the past 50 years have nearly disappeared
from the market due to their alleged lack of blood com-
patibility. Production of the Cuprophan and Hemophan
membrane was abandoned in 2006 by its manufacturer,
Membrana, in Wuppertal, Germany.

The range of dialyzers and filters with capillary mem-
branes is far-reaching and difficult to grasp. Six hundred
fifty different dialyzer types could be found on the market
in 2010. These are equipped with membranes made of at
least ten different polymers. Table 31.1 gives an overview
of some of the most common filters.

31.2.3 Dialyzer Construction

The ideal dialyzer should be able to effectively re-
move soluble substances from the blood throughout the
treatment period with consistent performance, have low
blood priming volume, and contain a biocompatible

Table 31.1 Overview of some of the most common filters. Data from chosen dialyzers (manufacturer listed in alphabetical order)

Performance, clearance data Technical data

Dialyzer
manu-
facturer

KUF
(ml/
mmHg)

Urea

(ml/min)

Creati-
nine
(ml/min)

Phos-
phate
(ml/min)

Vit B12

(ml/min)

Sterili-
zation

Membrane
material

Wall
thickness
(μm)

Lumen

(μm)

Applica-
tion

ASAHI
PAN
650 SF

30 194 189 174 146 ETO Polyacrylo-
nitrile

35 250 HD/HDF/
HF

BBraun
Diacap HI
PS15

50 190 178 176 127 γ -rays Polysulfone
– PVP –
blend

40 200 HD/HDF

Fresenius
Medical
Care
F8 HPS

18 252 224 193 118 Inline
steam

Polysulfone
low flux

40 200 HD

Fresenius
Medical
Care
FX60

46 193 182 177 135 Inline
steam

Polysulfone
helixone

35 185 HD/HDF/
HF

Gambro
Polyflux-
17S

71 191 179 176 136 Steam Polyamide/
PES/
PVP

50 215 HD/HDF

Hospal
Nephral-
ST 400

50 189 176 156 111 γ -rays
wet

PAN/
AN69ST

42 210 HD/HDF/
HF

Nikkiso
FLX-15GW

50 190 179 175 143 γ -rays
wet

Polyether
sulfone

30 210 HD/
HDF

Nipro
150FH

67 198 194 193 155 γ -rays
wet

Cell.-tri-
acetate

15 185 HD/HDF

Toray
BK-1.6U

31 187 169 153 108 γ -rays
wet

PMMA 30 200 HD/
HDF

* Information from the manufacturer’s data sheets
HD – haemodialysis; HDF – haemodiafiltration; HF – haemofiltration; PES – polyethersulfone; PAN – Polyacrylonitrile;
PVP – Polyvinylpyrrolidone; PMMA – Polymethyl methacrylate

membrane [31.15]. In addition, it must be absolutely
safe to use and ideally be steam-sterilized in order to
avoid problems caused by possible sterilization byprod-
ucts (e.g., extracted oligomers followed by gamma
irradiation, or residues of ETO (ethylene oxide) after
gas sterilization). Furthermore, it should be made of
a material that can be disposed of in an environmentally
friendly way.

Capillary dialyzers consist of a housing made of
polycarbonate or polypropylene (e.g., FX class from
Fresenius Medical Care, Bad Homburg, Germany) with
a hollow fiber bundle inside (Fig. 31.2). The fiber bun-
dle is embedded on both ends in polyurethane (PUR)
potting and attached in the housing in such a way
that two compartments are formed, one for blood and
one for dialysis fluid. Both compartments are separated
from one another by the membrane. Material exchange
between the compartments is therefore only possible
across this membrane.
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A sophisticated means of microtome cutting tech-
nique gives extremely smooth surfaces at the surface of
the PUR potting at the ends of the bundles. The activa-
tion of blood coagulation pathways and of blood cells
can thereby be significantly reduced. The inlet and out-
let for the dialysis fluid are found in most dialyzers at
the respective ends of the housing.

Housing Material

The housing material for earlier dialyzers was generally
made of polymers such as polycarbonate, whereas for
the new generations of dialyzer housings are made from
polypropylene (FX-class from Fresenius Medical Care,
Bad Homburg). Such polymers can be disposed of in an
environmentally friendly manner. The housing and the
fiber bundles must be structured in such a way that the
volumes of the blood compartments are as small as pos-
sible in order to prevent the blood of the dialysis patient
from being damaged.

Dialyzers and their housings are regarded as dis-
posable and are not to be reused for the most part in
Europe or the USA. In a recently published report, the
EU commission stated that reuse of medical disposables
has no proven advantage in cost, ecological impact, and
performance over single-use devices [31.16].

Fiber Bundles

The performance characteristics of a dialyzer are pri-
marily based on the size and type of the fiber bundle
inside. The best performance, and hence the best ex-
ploitation of diffusive and convective transport from the
blood to the dialysis compartment, can only be guaran-
teed if the flow of the dialysis fluid can occur around
each fiber, even in the center of the membrane bun-
dle. The latter is achieved with some newer housing
options by a special design of the cap area and with
a Moiré structured capillary membrane (FX-class, Fre-
senius Medical Care). The loosening of the membrane
bundle is carried out through undulation of the capillary
membrane in the sense of a Moiré structure or through
irregular insertion of textile fibers or so-called spacer
yarns into the bundle [31.17].

Potting Material and Sealing Compounds

The potting material affixes the capillary bundle and
also makes it possible to separate the blood and dialysis
fluid compartments. It consists in most cases of PUR.
Epoxy resins can also be used. The amount of neces-
sary sealing compound has been continuously reduced
over the years. A reason for this was the observation
that PUR has a high binding capacity and low degassing

kinetics for ethylene oxide (ETO) under ETO steriliza-
tion. In the case of contact of the potting compound
with blood, such as in HD, ETO can be extracted from
the dialyzer by human blood and be released into the
circulating blood in the body. Blood proteins, such as al-
bumin, have a high binding affinity to ETO. Once bound
to albumin, the so-formed albumin–ETO complex pro-
vokes and stimulates the development of IgE antibodies
by plasma cells. Serious allergic reactions among hy-
persensitive patients or among patients who have been
primed by a previous contact with ETO can develop as
a consequence [31.18, 19]. For this reason, the majority
of dialyzer manufacturers have stopped the sterilization
of their filters with ETO for safety reasons.

31.2.4 Performance Parameters

The treating physician checks the efficiency of the
dialysis treatment for the removal of water, urea, cre-
atinine, and phosphate in everyday clinical practice. In
many countries, the Kt/V value is used as an indicator
or measure for adequate dialysis. The urea reduction
rate (URR) is also still used as a parameter in some
hospitals.

The abbreviation Kt/V describes the clinically tar-
geted dialysis dose, where K stands for urea clearance,
t for the effective dialysis time, and V for the urine dis-
tribution volume of the body of the individual patient.
The last corresponds at a first approximation to the wa-
ter content of the body and adds to about 60% of total
body weight.

Kt/V must be determined at regular intervals. It
is recommended that it be determined at least once
a month. In Germany and the USA, this measure serves
as the basis for determining dialysis reimbursement
by health insurers. Depending upon the dialysis unit
and patient groups, the measurements are also made
more frequently (once a week) or less often (every 6
weeks to every 3 months) [31.20, 21]. As an exam-
ple, Table 31.2 provides conditions for the assessment
of dialyzer performance. In addition, the development
of technically better systems for online determination
of urea clearance has led to carrying out these mea-
surements automatically during dialysis treatment (e.g.,
OnLine Clearance Monitor, Fresenius Medical Care),
and therefore the dialysis dose of Kt/V can be continu-
ously monitored [31.22].

In stark contrast, predialysis measurements of urea
levels with an estimation of dialysis efficiency besides
Kt/V or URR are considered to be a bit imprecise and
are not efficient over time [31.23].
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Table 31.2 Conditions for the assessment of dialyzer per-
formance

Clearance test
parameter

Standard Differences
with some
manufacturers

Type of test In vitro

Test medium Dialyzer fluid, en-
riched with urea,
creatinine, phosphate,
and vitamin B12

Concentration of
test substances

Urea: 100 mg/dl
Creatinine: 10 mg/dl
Phosphate: 5 mg/dl
Vitamin B12: 5 mg/dl

Test medium
temperature

37±1.5 ◦C (USA)
37±1.0 ◦C (Europe)

Test medium pH
(important for the
determination of
phosphate)

7.4±0.1
*AAMI Standard,
Vol. 3, Dialysis
RD16, 1996

Blood flow (QB) 200±4 ml/min 300 ml/min

Flow dialysis
fluid (QD)

500±10 ml/min

Filtrate flow (QF) 0 ml/min
(*EN 1283)

7, 10, and
60 ml/min

*AAMI: Association for the Advancement of Medical Instru-
mentation (USA)

With a planned increase in dialysis efficiency, first
the state of vascular access should be reviewed in order
to maximize performance. In the next step, one should –
if organizationally feasible – consider extending the
dialysis time or increasing blood flow. If there are op-
portunities to improve urea clearance (K), as a rule it
is recommended to use a dialyzer with increased per-
formance, e.g., through the use of a larger membrane
surface area.

The assessment of dialysis performance is still car-
ried out on the basis of urea clearance, whereby urea
serves as a low-molecular-weight molecule to quantify
dialysis dosage. This does not imply that urea is con-
sidered to be a uremic toxin. Toxins with a molecular
weight of 300–500 are known as low-molecular-weight
entities. For the last few years, however, so-called mid-
sized molecules, known as middle molecules, have
come back as a central point of interest for nephrol-
ogists. In the 1970s to the 1980s, middle molecules
were considered to be uremic toxins with a molecu-
lar weight of up to 5000. Today in nephrology, one
includes in these molecular classes molecules up to
a molecular weight of even 20 000. The small protein
β2-microglobulin is a representative and model mol-
ecule for this class. It has a molecular weight of 11 818

and should not be removed by HD from patient blood by
diffusion. Only high ultrafiltration, based on convective
transport with high-flux membranes, allows for the effi-
cient removal of this molecule. As a consequence, high-
flux dialysis and hemodiafiltration were applied in order
to remove these midsized molecules (HDF, Fig. 31.3b).

The European Uremic Toxin Working Group
(EUTox) and its director, Vanholder, from Ghent/
Belgium, recently published a list of molecules classi-
fied as uremic toxins [31.24]. Of the total 92 identified
molecules and compounds, 68 belong to the class
of low-molecular-weight substances, and another 23
are protein-bound. Twelve toxins are shown to have
middle molecular weight, and the remaining 12 sub-
stances possess molecular weights of about 15 000.
Toxic molecules with a molecular weight above albu-
min (66 000) should be filtered only to a limited extent
during HD according to current doctrine.

UF Coefficient

The ultrafiltration coefficient (UFcoeff) of a dialyzer,
often denoted as flux, determines the membrane’s per-
meability for water. It is not only used as a measure
of hydraulic permeability, but also serves as an indica-
tor of the ability of a dialyzer to remove the medium-
or high-molecular weight substances. The ultrafiltration
coefficient of a membrane (UFcoeff) is defined as the
product of hydraulic permeability (Lp) and the mem-
brane surface (A) in the dialyzer

UFcoeff = Lp · A .

Ultra- Hydraulic Surface
filtration permeability coefficient

size (31.1)

Multiplying the ultrafiltration coefficients by the trans-
membrane pressure (TMP), one obtains the resulting
ultrafiltration rate (QF, also called filtrate flow) during
dialysis:

QF = UFcoeff · TMP .

Ultra- Ultra- Trans-
filtration filtration membrane
rate coefficient pressure (31.2)

The ultrafiltration rate per surface unit of the membrane
is somewhat proportional to the fourth power of the
average pore radius [31.25]. The pore size of dialysis
membranes, which normally is in the area of 1.5 nm for
low-flux membranes and of 3 nm for high-flux mem-
branes, has no significant effect on the membrane’s
ultrafiltration coefficients.

It follows from (31.1) that the ultrafiltration coeffi-
cient is a direct function of the size of the membrane
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surface. Therefore, one can simply compare the ultrafil-
tration coefficient of membranes with varying surfaces
by dividing the values by the size of the effective
membrane surfaces. This implies the surface of the
membrane that lies within the two parts of the potting
material. Because the size of the membrane surface is
already an integral part of the definition of the required
ultrafiltration coefficient of a membrane, the attending
physician – with knowledge of the ultrafiltration coeffi-
cient – requires no additional information about the in-
dividual membrane’s surface area. This does not apply,
however, for the membrane’s capability to remove dis-
solved substances. Figure 31.4 depicts the dependence
of the ultrafiltration rate of the applied TMP for low-flux
(Fig. 31.4a) and high-flux (Fig. 31.4b) membranes.

It is easy to see that for a given ultrafiltration, e.g.,
for 3 l/h, the necessary TMP with low-flux membranes

0 100

Low-flux membranes

Ultrafiltration profile
In vitro, human blood
Hct. 32%, TP 6%, QB = 300 ml/min

200

UF = 3000 ml/h

300 400 500

a)  UF (ml/h)

TMP (mmHg)

6000

4000

2000

0

6000
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2000

0

F8 HPS
F7 HPS
F6 HPS
F5 HPS
F4 HPS

0 100

High-flux membranes

200 300 400 500

b)  UF (ml/h)

TMP (mmHg)

12000
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HF 80 (S)
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F 60 (S)

Fig. 31.4a,b Ultrafiltration profiles of low-flux (a) and high-flux (b) dialysis membranes. Ultrafiltration is a function
of transmembrane pressure (TMP) whereby the dependencies in low flux are linear; for high-flux membranes, they are
exponential. TMPs to achieve an ultrafiltration rate of 3 l/h are significantly less if high-flux membranes are used. F4–F8
HPS denote to low-flux dialysers from Fresenius Medical Care (a) whereas F60–HDF100S refer to high-flux dialysers
from this manufacturer

is significantly higher than with high-flux membranes.
Lower TMPs have an additional advantage as they
preserve the solid components of blood such as erythro-
cytes, leukocytes, and platelets. With high-flux mem-
branes, lower TMPs are applied for high ultrafiltration
rates and, thus, enable an easy realization of convective
therapies for the removal of midsized molecules.

Standard Values

Table 31.2 captures the conditions under which the
manufacturer of dialysis membranes measures the re-
spective ultrafiltration coefficients. The relationship
between TMP and ultrafiltration rate is linear for rel-
atively low TMP values for all membranes. However,
the deterioration of membrane function during clini-
cal use limits the achievable filtrate flow through the
formation of a secondary membrane layer consisting
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of blood protein and blood cells. Normally, one mea-
sures the ultrafiltration rate (QF) with several different
TMP values. The ultrafiltration coefficient (UFcoeff) is
then defined as the increase of the linear portion of the
curve resulting from QF to TMP. Alternatively, some
manufacturers calculate the ultrafiltration coefficients
according to (31.2) from the ultrafiltration rate that is
measured with a fixed TMP value.

Values for ultrafiltration coefficients can differ by up
to ±20% from information provided by the manufac-
turer. If one would like to use the ultrafiltration coeffi-
cient derived from standard conditions in order to com-
pare different dialyzers, the blood flow rate used (QB)
must be identical with all comparable measurements.
Information is often lacking. Most manufacturers pro-
vide the values for ultrafiltration coefficients measured
at blood flows of QB = 200 ml/min, analogously to the
corresponding rules for the measurement of clearance.

Lately, UF coefficients measured with blood flow
rates of 300 ml/min have been used and are provided
in product leaflets, as nephrologists prefer higher blood
flows due to the higher performance that can thus be
achieved.

31.2.5 Low-Flux, High-Flux,
and High-Performance Dialyzers

The classification of low-flux, high-flux, and high-
performance dialyzers using their ultrafiltration coef-
ficients varies from country to country. In Europe,
low-flux dialyzers are those that have an ultrafiltration
coefficient under 10 ml/h mmHg [31.26]. In the USA,
low-flux dialyzers are defined with ultrafiltration coef-
ficients of less than 8 ml/h mmHg. High-flux dialyzers
vary in their respective values in a large range, begin-
ning from a minimum of 8–10 to over 50 ml/h mmHg.
Some organizations and countries, however, set
higher low limits as minimums: for example, the
HEMO study group (American National Institute of
Health, Hemodialysis (HEMO) Study Group) sets >

14 ml/h mmHg, in Germany the regulations have been
> 20 ml/h mmHg [31.27] since 2000, and some other
authors give > 40 ml/h mmHg for high-flux dialyzers.
Some facilities and the Japanese authorities frequently
and additionally rate the removal of β2 microglobulin.
Here, the sieving coefficient for this molecule should
be greater than 0.6. The general classification is made,
however, on the basis of ultrafiltration coefficients.

The ultrafiltration coefficients of high-flux dialyzers
may also exceed 50 ml/h mmHg with some FX dialyz-
ers from Fresenius Medical Care, the APS-SYNTRA,

or Polyflux series from the companies Asahi, Bax-
ter, or Gambro when applied in hemofiltration (HF)
or hemodiafiltration (HDF). These dialyzers are es-
pecially appropriate for convective blood purification
procedures. Today one describes high-flux dialyzers
with very high ultrafiltration coefficients as a rule as
hemofilters or hemodiafilters as soon as they are used
for convective therapy using a substitution fluid.

During the passage of blood through the dialyzer,
water is continuously removed through filtration, which
is associated by a continuous hemoconcentration along
the length of the dialyzer. As a result, plasma oncotic
pressure locally increases, so that a reduction of the
in vivo ultrafiltration coefficient of the membrane fol-
lows. In addition, the hydraulic permeability, or water
permeability, of a membrane (ρ) depends on the number
and, above all, on the size of the pores as [31.28]

ρ = N · π · r2
p .

Membrane Number Pore
porosity of pores diameter (31.3)

All treatment parameters that promote or inhibit the
pore-blocking effect therefore affect the in vivo ultra-
filtration coefficient of the dialyzer. This includes both
the actual filtrate flow and the blood flow. During dialy-
sis, cellular components and proteins from the patient’s
blood are deposited on the dialysis membrane and build
up a so-called secondary membrane layer. This phe-
nomenon is described in biotechnology as filter fouling.
With high filtrate flows, such as in the context of HF
and HDF, hemoconcentration and, therefore, also the
pore blockade can increase significantly. The result-
ing increase in plasma oncotic pressure then opposes
the (much larger) mechanically generated pressure by
blood pumps, which is needed for the removal of fluid
during treatment. This phenomenon can be countered
by increasing blood flow velocity. As a consequence,
shear forces at the membrane surface increase and pro-
tein deposits are reduced.

Ultrafiltration Coefficient and Backfiltration

The phenomenon of backfiltration emerged with the ad-
vent of high-flux dialyzers. During clinical use, these
filters may face a potential chemical or microbiologi-
cal contamination from the dialysis fluid. Apart from
heavy metals, mostly biological contaminants origi-
nating from cell wall components of gram-negative
bacteria (endotoxins) may enter patients’ blood through
backfiltration. Since this observation has been described
in 1991 [31.29], a higher UF coefficient and backfiltra-
tion have been inseparable terms.
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Fig. 31.5 Pressure profiles for blood and dialysis fluid as
a function of the length of a dialyzer. If the pressure of the
dialyzer fluid exceeds that of blood, backfiltration can take
place. Backdiffusion due to available concentration gradi-
ents between the dialysate and the blood compartment have
also been observed even against an ultrafiltration flux over
the entire length of the dialyzer

The term backfiltration describes the transition of
fluid from the dialysate to the blood side of the dia-
lyzer. At the blood inlet of the dialyzer, the TMP in the
blood compartment exceeds the pressure in the dialysate
compartment. As a consequence, ultrafiltration occurs
from the blood into the dialysate. With increasing dis-
tance from blood inlet, however, the pressure in the
blood compartment continuously sinks along the long
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Fig. 31.6 Polysulfone membranes are
able to adsorb endotoxins that are
transported from the dialysate side
into the membrane. This was shown
with an experiment using fluorescent-
marked endotoxins. These endotoxins
were finally adsorbed within the
membrane (after [31.14])

axis of the dialyzer to the point where the pressure in the
dialysate compartment is higher than that in the blood
compartment [31.29]. At this point, a reverse fluid filtra-
tion into the patient’s bloodstream can result (Fig. 31.5).

Originally the volume of backfiltered fluid was cal-
culated using the pressure relationships of blood and
dialysate in the respective inlet and outlet positions. To-
day we know that these calculations often overestimate
the volume of backfiltration, as the running pressure
profiles of blood and dialysate are not similar along
the long axis of the dialyzer. They don’t fall linearly,
as was earlier assumed. This nonlinear form of profile
course is especially characteristic of high-flux mem-
branes [31.30]. It depends on the change in blood
viscosity and on small variations in fiber diameter along
the long axis of the dialyzer and is also a consequence
of the continuously increasing oncotic pressure due to
ultrafiltration of water. The danger of contamination of
blood through backfiltration with high-flux membranes
is countered by the high adsorption capabilities of poly-
mers with aromatic structures containing benzene rings
such as polysulfone and, to a lesser extent, polyamide
(Fig. 31.6, [31.14]).

Clearance, Dialysance, and KoA

The clearance of a dialyzer is defined as its volumetric
removal rate for a substance dissolved in blood. It corre-
sponds to the amount of this substance that the dialyzer
removes from the blood over a unit of time, divided by
the respective concentration in the streaming blood. The
clearance is calculated as

K = QBi[(CBi −CBo)/CBi]
+ QF(CBo/CBi) [ml/min] (31.4)
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or

K = QDFi[(CDFi −CDFo)/CBi]
Clearance diffuse portion

+ QF(CDFo/CBi) [ml/min] .

Convective portion (31.5)

If the adsorption of blood components at the membrane
equals zero, the ultrafiltration rate (QF) is calculated
from (31.4):

QF = QBi − QBo ,

Ultrafiltration Blood flow at Blood flow at
rate blood inlet blood outlet

(31.6)

where K is the urea clearance, Q the flow, and C the re-
spective solute concentration. The subset indices B, DF,
and F stand for blood, dialysis fluid, and filtrate. Fluids
that stream into the dialyzer contain the additional in-
dex i, such as the out-streaming index o. The first two
parts of the equations represent the clearance percentage
caused by diffusion of a substance, while the last part
represents the convective components of the mass ex-
change. If no ultrafiltration takes place, the last factors
are removed. Under standard conditions with dialyzers,
mostly the diffusive clearance values are given. This im-
plies that the respective measurements are carried out
without additional filtration.

Relevance of Diffusive Clearance Values

For low-flux dialyzers, diffusive clearance values give
a reliable measure of clearance for diffusible sub-
stances. This does not apply, however, for high-flux
dialyzers. For these types of filters, the pressure profiles
of blood and dialysis fluid cross in the dialyzer. Even
with a QF set at 0 ml/min, there is always a filtration of
fluid from the blood into the dialysate (internal filtra-
tion) as well as a reverse filtration from the dialysis fluid
into the blood compartment (internal backfiltration).

Measurements for the determination of diffu-
sive clearance, i. e., clearance determination with
QF = 0 ml/min, are always subject to the influence of
internal filtration or backfiltration. Finally, internal fil-
tration is affected by the concentration profile of soluble
substances in the membrane itself as well as along the
length of the capillary membrane.

Because the diffusion rate of substances is in-
versely proportional to the square root of the molecular
weight, following the analyses of Einstein, measure-
ments of only the diffusive clearance of substances
such as vitamin B12 (molecular weight 1355) and in-
ulin (molecular weight 5200) are of limited practical

value. Various experiments have shown, however, that
even under conditions of high dialysis flow rates and
thinner membranes, these substances are mainly re-
moved by diffusion. This also applies to drugs such
as Vancomycin, which is often used in in vitro ex-
periments in the place of vitamin B12. Still, with
increasing molecular size, the proportion of substances
removed by convection plays an increasingly important
role.

Effects of Flow Rates on Dialyzer Clearance –

the KoA Concept

The clearance of soluble substances is a direct function
of blood flow, dialysate flow, and filtrate flow. For the
determination of dialyzer performance in in vitro mea-
surements, the flows in a dialyzer to be applied are given
as fixed by the Standards Authorities. In clinical reality,
however, these values depend greatly on the actual com-
position of patient blood. Different flow conditions will
affect a dialyzer’s clearance. Therefore, the factor Ko A
has been introduced in order to get normalized values
under various clinical conditions.

Ko A stands for the so-called mass transfer area
coefficient of a dialyzer and serves to describe the clear-
ance characteristics of a dialyzer under different blood
and dialysate flow conditions. A standard formula ap-
plies for the conditions of QF = 0 ml [31.31]:

Ko A = [QB/(1− QB/QD)]
Mass transfer Factor considers
area coefficient the blood and dialysate flow

· ln[(1− K/QD)/(1− K/QB)] .

Factor considers the flow –
adapted in vitro urea clearance

(31.7)

Alternatively, one can also read the Ko A value from
a nomogram (clearance versus Ko A), which is created
from in vitro clearance values. Such diagrams are pub-
lished by dialyzer manufacturers. The determination
of Ko A values not only takes into account blood and
dialysate flows but also offers other advantages over
clearance measurements. With the help of Ko A mea-
surements, a comparison of dialyzers is easily possible
that accounts for different membrane surfaces: one sim-
ply divides the Ko A values by the individual surface
dimensions (A) of the dialyzers.

Membrane Sieving Coefficients

The sieving coefficient (SC) of a membrane is deter-
mined from the clearance formula, which represents
the convective portion of membrane transport (31.4).
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Because the removal of midsized molecules occurs
primarily by convective ultrafiltration (solvent drag),
one defines the sieving coefficient as the relationship
between the concentration of a substance in the ul-
trafiltrate (CF) to the average value from the sum of
concentrations in blood inlets (CBi) and outlets (CBo)
in the dialyzer, divided by two:

SC = 2CF/CBi +CBo .

Sieving Concentration
coefficient relationship feed to filtrate (31.8)

If the SC of a substance is one, it refers to an unlim-
ited and unhindered passage of a substance through
the membrane. With an SC value of zero, the mem-
brane is impermeable to this substance. The area
left to the SC curve represents the area for which
molecules in so-defined molecular-weight ranges can
pass through. To the right of the SC curve are molecules
in a molecular-weight range that cannot pass through
the filter (Fig. 31.7).

The SC is dimensionless and is mostly only given
if the removal of midsized molecules is considered, or
if high-flux membranes for use in convective treatment
modes, e.g., HF or HDF, are applied.

Unfortunately, measurements of SCs have the disad-
vantage that they are difficult to recognize through the
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Fig. 31.7 Sieving coefficient curves for low-flux and high-flux
membranes, as well as membranes for liver replacement therapy,
all made of polysulfone (PSu). Molecules whose molecular weight
is located to the left of the curve can pass through the membrane,
while molecules with molecular weight to the right cannot penetrate
the membrane

elimination of molecules by membrane adsorption. The
SC describes only the portion of the adsorbed molecules
that is also found in the filtrate during therapy.

31.3 Dialysis Machines and Additional Equipment: Use and Conditions

In contrast to the complex physiological regulatory
tasks of the natural kidneys, extracorporeal kidney re-
placement therapies, such as HD, HF and HDF are
limited today to the correction of solute concentrations
in a patient’s blood induced by uremia, primarily correc-
tion of changes of metabolites, electrolytes and buffers,
and the removal of excess body fluid. Despite the
fact that knowledge of uremic retention substances has
multiplied in recent years [31.32], the current therapy
approach still applies a given exclusion range (cutoff
point of the membrane). This is why unselective dia-
lyzers or filters are still state of the art.

With regard to membranes’ transport phenomena,
renal replacement therapy is still almost exclusively
concentrated on diffusive and convective solute transfer.
This is also reflected in the design of dialysis machines
and their therapeutic management. The use of adsor-
bents, which in 1980 was projected to be widely used
for direct purification of whole blood, has not yet taken
place despite different and repeated approaches, at least

in the framework of chronic kidney replacement ther-
apy. Hemoperfusion with adsorber cartridges has only
proven itself as an appropriate adsorbent therapeutic
procedure in serious poisoning cases.

The technical possibilities for chronic hemodialysis
have expanded since its inception in 1961 to a consid-
erable degree, but not all approaches since this time
have proven successful. For now, all trends in this area
attempt to pursue a maximum removal of uremic reten-
tion substances combined with the goal of a reduced
patient exposure to inflammatory stimuli. In order to
protect patients from the influence of inflammatory
stimuli, blood- as well as biocompatible disposables
(dialyzers, blood tubing) are successfully used and man-
ufacturing procedures, e.g., use of materials with low
leachables and adequate sterilization procedures, have
been optimized. Further, the use of chemically and mi-
crobiologically highly pure dialysis fluids (dialysates)
has become a focus of dialysis therapy. Over the past 15
years, the medical device industry has made significant
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progress in this area in both substance as well as cost of
these products and, thus, enabled a successful therapy
of kidney patients in the long term.

Modern dialyzers, which are appropriate for the OL-
HDF form of therapy, combine all the aforementioned
characteristics in terms of treatment effectiveness, bio-
compatibility, patient safety, and cost efficiency in an
exemplary manner. The term hemodiafiltration (com-
bining the terms hemodialysis and hemofiltration)
therefore describes a form of therapy in which ure-
mic retention substances are removed from the patient’s
blood through diffusive (dialysis) as well as through
a large volume of convective (filtration) methods.

The parallel deployment of both these solute trans-
port mechanisms makes it possible to effectively
remove smaller-molecular-weight substances as well
as the maximum removal of higher-molecular-weight
substances. These most effective forms of treatment ac-
cording to current standards to treat renal failure were
first practiced by Leber et al. and described in [31.33].

The use of HF requires the substitution of large fil-
ter volumes (15–40 l, in special cases even more) in the
form of sterile infusion solutions. The treatment costs
resulting from this have prevented the significant spread
of this procedure in the years between 1980 and 2000.
A way out, as described above, is the so-called online
production of the requested substitution solutions using
cold filtration of the dialysate through the dialyzer it-
self. It was first described in the literature in 1978 by
Henderson et al. [31.34]. Approval ambiguities and ob-
stacles, however, have led to a very slow and limited
deployment of this promising technique. Commercial
manufacturers have offered equipment for this proce-
dure since around 1984, but up to the late 1990s one
could not establish a significant equipment base for the
general use of HDF.

At least in Europe, however, new authorization rules
have led to a continuously increasing inventory of such
equipment. Since 2005, Fresenius has presented in its
5008 dialysis machine (Fig. 31.1c) a medical device that
offers OL-HDF for the first time not just as an option,
but as standard equipment in each unit. The decision to
render OL-HDF as a modern standard procedure was
based on the overall positive past experiences with this
class of equipment and the results of the safety analyses
related to these [31.35, 36].

In contrast to the otherwise preferred safe solution
realized by a diversity of safety systems, e.g., by means
of the combination of an operating and a protection sys-
tem, the OL-HDF system uses redundant suitable filters
with the appropriate return stop rate for viruses, bacte-

ria, endotoxins, and exotoxins. Such membrane filters
(e.g., DIASAFE, Fresenius Medical Care) with effec-
tive surfaces > 2 m2 allow an operating clinical life of
up to 3 months. Depending upon the technical execu-
tion of the individual device types, two or three filters
are used that can be operated alternatively in multiple
uses as well as in disposables. In the cost-saving ver-
sion, only multiply-used filters are deployed, so that
their integrity must be established through a strictly pre-
scribed test before the beginning of treatment. Modern
equipment conducts such tests within the context of an
automated procedure prior to the start of treatment.

The now widespread availability of such systems for
OL-HDF have led to an increasing market presence and
thus to increasing treatment figures derived on the ba-
sis of tentative but mounting evidence about the clinical
significance of this technique [31.37]. Retrospectively
gathered clinical data indicate, even with cautious inter-
pretation, that the use of effective HDF treatment over
longer time periods demonstrates a reduction of patient
mortality by roughly 30% [31.37]. Subject to a method-
ologically comprehensive study, these relationships are
reason enough to regard HDF as the method of choice
for extracorporeal treatment and clinical implementa-
tion for chronic renal failure. This particularly applies
because technical developments in recent years have
meant that appropriate substitution solutions that meet
quality standards can be delivered directly from the
dialysate (OL-HDF). This makes it possible to over-
come the traditional cost barriers.

A central question in extracorporeal dialysis treat-
ment concerns the need to set the necessary dialysis
dose for individual patients whose individual treatment
plan must be successfully implemented in individual
procedures. This is judged primarily on the basis of
urea generation in treatment-free intervals and the sub-
sequent urea removal during treatment based on the
adequacy of the treatment. The possibilities and limits
of this approach, described as urea modeling, is multi-
layered, and its discussion is beyond the scope of this
chapter. Treatment planning has traditionally been car-
ried out for the individual patient. It allows for the
monitoring of the actually administered dialysis dose
for individual treatment only on a sporadic basis, since
this monitoring was associated with significant labor
and laboratory costs.

Extensive analysis of the data in national and in-
ternational databases, e.g., United States Renal Data
System (USRDS), EDTA/ERA, etc., confirm both the
relationship between dialysis dose and mortality as well
as the fact that this ideal was not achieved in a signif-
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icant number of individual treatments. It is explained
by the notion that the proposed dialysis dose was not
achieved for a variety of reasons. The now widespread
introduction of technical systems to measure dialysis
dose in real time through the dialysis machine itself
allows for an almost complete review of treatment suc-
cess, at least in this respect.

The technique used for this purpose mainly mea-
sures the conductivity differences in the dialysate before
and after use of the dialyzer [31.35]. This allows for ef-
fective in vivo determination of urea clearance of the
dialyzer and then performs the calculation of the rele-
vant Kt/V dose parameter. The procedure is extremely
cost-effective and can be done automatically by the de-
vice. The now widespread use of this technology in the
devices made by many manufacturers can be considered
as one of the main contributions to the quality of dialysis
treatment in recent years.

Dialysis patients suffer complications in 20–30% of
treatments; the complications include headaches, nau-
sea, vomiting, and loss of consciousness due to a drop in
blood pressure. The causes of these events are certainly
multifactorial and may vary from patient to patient.
However, the process of dialysis itself presents a mas-
sive intervention in the various homeostases of the
organism, which determines the aforementioned symp-
toms. Since the mid-1980s, medical research and the
industry have endeavored to adjust the intelligent rules
systems of dialysis treatment to the individual phys-
iological reactions of patients, so that the incidence
of these complications can be reduced to a mini-
mum. In connection with the hemodialysis procedure
itself, technical solutions concentrate on approaches
that impact the intradialytic cardiovascular stability of
patients [31.38].

The relative change in blood-volume-controlled ul-
trafiltration and the regulation of intradialytic thermal
energy of the body are clinically accepted monitor-
ing parameters today. The use of these techniques
allows for the reduction of the estimated incidence of
dialysis-induced blood pressure drops in patient popu-
lations who are predisposed to this condition by about
30–50% [31.39, 40]. At present, studies have focused
on easily measurable, but difficult-to-interpret, conduc-
tivity differences pre- and postdialysis to determine and,
finally, to regulate the electrolyte balance of patients un-
der dialysis. In contrast to the established procedure of
automatic ultrafiltration regulation and the control of
the thermal energy balance, there are still no reliable
clinical data yet available. Without doubt, however, an
assessment of this will be possible in the near future, so

that the clinician will be given these three effective ways
to make dialysis treatment largely free of complications.

31.3.1 Determination of Fluid Status
with Whole-Body Bioimpedance
Spectroscopy

Limited renal function strongly influences the water bal-
ance of patients with renal failure. Fluid is withdrawn
as part of the HD procedure through the ultrafiltra-
tion of fluid in order to normalize hydration. Many
patients, however, suffer from chronic overhydration, as
all current clinical methods are very insensitive to the
objective determination of hydration status [31.41].

Pathological changes of the heart, e.g., left ventric-
ular hypertrophy, are triggered by this overabundance
of water and increase the mortality of affected patients.
It is possible to prevent these dangerous changes in the
heart through better hydration management or even to
reverse them [31.42]. A clinically deployable diagnos-
tic method to determine hydration status is therefore
a prerequisite for this. Extensive analysis of different
measurement methods have shown that in particular
whole-body bioimpedance spectroscopy is an appro-
priate method [31.41, 43]. The results of these studies
were the starting point of the body composition monitor
(BCM, Fresenius Medical Care) for objective determi-
nation of hydration status.

31.3.2 Description of the Technology
and Methodology

Using whole-body bioimpedance spectroscopy, the
impedance response of patients is determined over a fre-
quency range of a few kilohertz to the megahertz range
(Fig. 31.8). The frequency range of beta dispersion is
thereby sampled by a frequency sweep over 50 frequen-
cies. In the lower kilohertz range, the measurement of
current flows is only through the extracellular space; at
high frequencies, however, both the extra- as well as the
intracellular spaces are measured. By modeling as per
Cole [31.44], the resistance of the extracellular space
(RECW) and the resistance of total body water (RTBW)
are calculated.

In order to present a clinically applicable method,
these resistances will need to be converted into easy-
to-interpret and clinically relevant variables. This is
achieved in two steps by the combination of the fluid
model [31.45] with a body composition model [31.46]
and makes it possible to differentiate overhydration
from muscle mass. The clinically usable output vari-

Part
D

3
1
.3



614 Part D Therapeutic Devices

Reactance
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Fig. 31.8 Calculation steps from measured resistances and
reactances over the fluid volume for body composition.
Extracellular resistance, or RECW, and the total resistance
RTBW are determined on the basis of Cole–Cole model-
ing using 50 measured resistances and reactances at 50
frequencies. This is possible as at lower frequencies (e.g.,
5 kHz) the current flows only around the cells, while at
very high frequencies (about 1000 kHz) they can cross
the cell membrane. The two resistances thus calculated
(RECW, RTBW) are converted in the fluid model to ex-
tracellular (ECW) and intracellular water (ICW). In the
next step, the determination of body composition is made
(overhydration, lean tissue mass, fat mass) using the body
composition model

ables are overhydration, lean tissue mass, and adipose
tissue mass.

Using BCM, the standard hydration of a patient can
be shown as a hydration target. This compares to the
hydration status of a uremic patient with a patient with
healthy kidney function and the same body composi-
tion. The attending physician decides whether to bring
the patient to target with a positive or negative offset to
standard hydration. It is possible to achieve the intended
target after only weeks or months, because only a very
cautious withdrawal of fluid can be tolerated by the pa-
tient. However, it is crucial that this long goal be kept
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Fig. 31.9 Slow reduction of fluid status in a 73-year-old,
heavily overhydrated patient over a period of 12 months

in mind even with a changing body composition of the
patient (e.g., increased fat mass).

31.3.3 Validation of Clinical Data

The validation of the measured and calculated values is
very important, as the BCM allows, for the first time,
a quantitative calculation of the hydration status. Vali-
dation is carried out in several stages in comparison to
then-available gold-standard reference methods.

This includes, for example, the indicator dilution
method, total body potassium measurement, and dual
x-ray absorptiometry. A complete overview of the vali-
dation studies conducted so far can be found in [31.46].
An analysis of 500 European hemodialysis patients fur-
ther demonstrated that at least 25% of these patients
were clearly overhydrated [31.47]. An overhydration of
2.5 l is already associated with a significantly increased
mortality [31.48]. It is possible to reduce this over-
hydration through the design of long-term hydration
management programs. Figure 31.9 shows the hydra-
tion process in a hemodialysis patient for whom a 7 l
overhydration was reduced to 1.5 l within a year.

31.4 Blood Purification in Liver Replacement Therapy

In an issue of the American magazine Newsweek,
hepatitis C virus (HCV) was termed an insidious killer
virus, which has already infected several hundred mil-
lion people globally [31.49]. HCV is responsible for

20% of acute and 70% of chronic liver inflamma-
tion. The associated hospital costs are immense. They
amount in the USA alone to more than $ 5.5 bil-
lion [31.50]. Liver transplantation, which is the only
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possible therapy for many patients, is, however, not an
alternative in the short term due to the insufficient sup-
ply of available donor organs, and the waiting list for
liver transplants is steadily increasing.

Detoxification procedures on the basis of extra-
corporeal blood circulation have therefore become the
basis for liver support systems. Initial work on mem-
brane processes started in 1992 [31.51]. A basis for
recent developments is the dual function of the liver,
considered both as a detoxification organ and as an
organ for synthesizing clotting factors, proteins, and
hormones. Extracorporeal circulation for liver replace-
ment therapy should ideally support or replace both
functions.

31.4.1 Detoxification

In contrast to most uremic toxins, which are removed by
dialysis because they are water soluble by nature, liver
toxins are mostly protein (albumin)-bound and accord-
ingly have hydrophobic (lipophilic) properties. Because
of the relatively low-molecular-weight cutoff for typical
hydrophilic dialysis membranes (membrane cutoffs are
below the molecular weight of albumin), even modern
dialysis membranes are not suitable for detoxification
in liver replacement therapy. New therapeutic proce-
dures such as molecular adsorbent recirculating system
(MARS) (Gambro, Fig. 31.10) and the Prometheus
System (Fresenius Medical Care, Fig. 31.11) use mem-
branes that are able to remove albumin-bound liver
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Fig. 31.11 In extracorporeal circulation of the
Prometheus system, also known in the litera-
ture by the abbreviation FPSA – fractionated
plasma separation and adsorption (Fresenius
Medical Care, Bad Homburg, Germany) –
albumin-bound liver toxins are depleted by
a highly permeable plasma filter in the pri-
mary circuit. Albumin is then purified in two
adsorber columns of the secondary circuits
(prometh 01 and 02). It is then returned to
the patient’s bloodstream. Subsequent serial
dialysis continues to provide the removal of
small-molecule liver toxins, such as ammonia
(NH3)
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Fig. 31.10 Schematic principle of MARS. The blood of a patient
with liver disease is transmitted over the MARS flow filter, whereby,
according to the inventor, the albumin-bound toxins are led through
the membrane into the secondary circuit. They are then bound to the
free albumin molecules available in the secondary circuit. Two ad-
sorbers in the secondary circulation, an active charcoal and an anion
exchanger, clean this albumin solution online, so that free albumin
molecules can continue to be used for further absorption of toxins

toxins from the bloodstream and discard them in a sec-
ondary circuit with the help of adsorbers [31.52, 53].
Following the postulated mechanisms of the respective
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inventors of MARS (see below), high-flux membranes
are used here [31.52,54] that allow the passage of albu-
min, while in the Prometheus system protein-permeable
membranes are used [31.53, 55]. Clinical trials have
already demonstrated the effectiveness of these proce-
dures [31.52–57].

The MARS system (Fig. 31.10) has already been
available since the 1990s [31.52, 54, 56, 57]. More than
10 000 patients with liver disease have been treated by
the MARS system, and therefore, the largest database in
the area of liver replacement therapy is available in this
realm.

MARS (originally produced by the Teraklin com-
pany, Rostock, now offered by GAMBRO AB, Hechin-
gen) is an extracorporeal blood purification system with
a primary, a secondary, and a tertiary blood circuit. As
in HD, the patient’s blood is circulated for 4 to 6 h
through a high-flux filter (MARSflux Filter). A buffered
5–10% commercial albumin solution (150 ml/min) is
circulated in a closed secondary circuit, which cleans
with two adsorber columns made of active carbon and
an anion exchanger. Furthermore, the secondary circuit
is supplemented by a tertiary circuit that contains an ad-
ditional low-flux dialysis filter. This filter permits the
diffusive removal of small molecular toxins.

With MARS it is possible [31.52,56,58] to separate
albumin-bound toxins from the albumin in the blood
and to transfer them through a not yet completely un-
derstood mechanism into the secondary circuit. Here, it
is picked up by the then-circulating free albumin and is
removed through the adsorber column. Thus, the sec-
ondary circuit always presents free albumin to take up
toxins.

The Prometheus system [31.53,55,56] for extracor-
poreal liver replacement therapy (Fig. 31.11) contains,
in contrast to MARS, an albumin-permeable filter
whose SC curve has been shifted to higher molecular
weights in comparison to dialysis, as shown in Fig. 31.7.

By shifting the SC curve to higher molecular
weights, one obtains membranes with a cutoff of
> 200 000. Using this, the patient’s own plasma and
toxins bound to albumin can be filtered. Blood cells and
large proteins, e.g., IgM, are retained, as their SC is 0.

Using the two adsorbers prometh 01 and 02, which
are set in series in the secondary circuit, it is possi-
ble to clean the patient’s own and toxin-laden albumin.
Blood can then be led back into the patient. The adsor-
ber particles consist of neutral resins (prometh 01) or are
anion exchangers (prometh 02) with a large internal sur-
face area (about 120 000 m2 per cartridge with a particle
diameter of about 400 μm). Lipophilic as well as elec-

trically charged toxins, such as bilirubin, can thereby be
removed.

Anticoagulation is carried out in liver replacement
therapy similarly to HD, with the administration of hep-
arin. Recent studies in the field of HD have shown
that anticoagulation with sodium citrate may better
address the specific pathological conditions for liver
patients [31.59–61]. For regional coagulation, which
applies exclusively to extracorporeal blood circulation,
two pumps replace the necessary heparin pump. The
first pump advances a citrate solution (4% trisodium
citrate) from the albumin filter into circulation. Cit-
rate forms a chelate complex with ionized calcium
and magnesium. Blood clotting can be reduced by
minimizing Ca2+/Mg2+ volumes, at best to a con-
centration under 0.2 mmol/l, because these ions are
cofactors in the coagulation cascade. In contrast to
work in the older literature, which showed no de-
pendence of activated clotting time (ACT) on Ca2+
levels in blood [31.62], observations by Falkenhagen at
the Donau University in Krems, Austria [31.63] have
shown that a lengthening of clotting time has been
observed if one is able to reduce the Ca2+ level to
below 0.2 mmol/l. The initial coagulation status after
blood has passed through the extracorporeal circuit is
achieved again if the patient is infused with a diluted
solution of calcium ions through the second pump. It
is important to know that the sodium citrate needed
to reduce the calcium depends upon the hematocrit
of the treated patient [31.58]. A significant and posi-
tive side effect of anticoagulation with sodium citrate
solutions and the related reduction of calcium and
magnesium concentrations is the lower complement ac-
tivation [31.58].

In order to prevent hypercalcemia as well as
hypocalcemia, it is necessary to measure and control
calcium concentrations within defined intervals. The
Prometheus system’s CiCa device continuously adjusts
the necessary physiological concentration of the cal-
cium solution through the use of algorithms.

31.4.2 Synthetic Liver Function

Biological cells have characteristics that are so well
designed that no engineer could copy them easily. It
is feasible to treat liver patients by the supplemen-
tation of necessary proteins, hormones, and clotting
factors, but the costs, also due to the related purity re-
quirements, would be immense. Therefore, the use of
liver cells in bioreactors for extracorporeal circulation
should be seen as a possible solution. Liver cells can
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be sensitive and be synthetically continuously active
if the conditions of the cell culture in the bioreactor
are at an optimum. In the past this has not been pos-
sible as the survival of isolated hepatocytes in vitro
has been quite short (less than 1 week). The develop-
ment of three-dimensional bioreactors in which liver
cells can be cultivated in their entirety, i. e., all the cells
present in the liver are grown, and are not just exclu-
sively hepatocytes, allows for treatment periods of 1 to
2 months.

Thus, a bioreactor for extracorporeal treatment of
patients with liver disease is a realistic therapeutic
medium. Clinical applications of bioreactors with liver
cells have so far not been satisfactory [31.64], but they
offer promising prospects. However, a broad applica-
tion of such bioreactors has not yet met the necessary
European criteria for approval for a bioreactor for hu-
man therapies, as such a device would be categorized

as a medicinal product (pharmaceutical drug) due to its
principal mode of action. The newly established regula-
tions for advanced therapy medicinal products (ATMP)
by the European Commission exclude the possibility of
considering such a bioreactor a medical device [31.65].
As a consequence of this regulation, expensive clini-
cal trials with large patient numbers would be required
for approval. This creates difficulties for small and
medium-sized enterprises (SMEs) for cost reasons.

Conclusion for Liver Replacement Therapy

It is possible that the two major liver functions, detoxi-
fication and synthesis, can be at least partially replaced
through extracorporeal blood circuits, so that thera-
peutic success would be possible. Clinical trials with
adsorber systems show promising results that have al-
ready led to approval for a detoxification system in liver
replacement therapy.
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Heart–Lung M32. Heart–Lung Machines

Ulrich Böckler, Andreas Hahn

During cardiac surgery and interventions on the

large vessels, it is often necessary to disconnect

the heart and lungs from the natural circulatory

system and to stop them from working temporarily.

When open heart surgery or coronary interventions

are carried out, the heart and lung function is

usually taken over by an external heart–lung

machine (HLM). This procedure is also referred

to as extracorporeal circulation (ECC) (Sect. 32.2)

or cardiopulmonary bypass. The function and

technical details of HLMs are decribed in this

chapter.
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32.1 Historical Development of Extracorporeal Circulation

The French physiologist Julien Jean César Le Gallois
wrote down the first realistic principles of ECC in his
monograph [32.1] in the early nineteenth century. He
suggested replacing the function of the heart with a con-
tinuous injection of natural or, if possible, artificially
produced blood.

This concept was, however, only implemented
in 1828 by Kay [32.2] and, several years later, by
Brown–Séquard [32.3]. In 1849, the German scientist
Loebell [32.4] also experimented with isolated organ
perfusion. He examined the secretions from explanted
kidneys that had been artificially perfused. Ernst Bidder
repeated these experiments using a pressurized con-
tainer that served as a volume reservoir for artificial

perfusion. In 1867, Schmidt [32.5] from the Institute of
Physiology in Leipzig refined this perfusion technique.
He managed to influence perfusion flow and pressure
during artificial perfusion using a container that could
be elevated and lowered. However, the enrichment of
blood with oxygen was yet to be achieved.

Artificial oxygenation of the blood during the per-
fusion of organs was not achieved until 1882 when
von Schröder [32.6] invented a device for dispens-
ing air directly into the bloodstream for oxygenation.
However, this only partially met the basic requirement
for artificial oxygen enrichment since extreme foam-
ing made it unsafe to use this method at this point in
time.
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In 1885, von Frey and Gruber [32.7] developed the
first forerunner of the modern HLM at the Institute of
Physiology in Leipzig. It contained a film oxygenator
with a rotating glass cylinder that oxygenated blood
artificially. Von Frey and Gruber were the first to use
a syringe pump with a corresponding valve control for
perfusion in a closed system.

In 1890, Jacobj [32.9] from the Institute of pharma-
cology in Strasbourg (France) presented his invention,
the hematisator, a blood pump that was capable of
generating a pulsatile flow. Controlled by two valves,
a rubber balloon was compressed rhythmically by a see-
saw lever driven by a water motor. Jacobj was aware
of the problems associated with the oxygenation pro-
cesses of his time and focussed on a new technique.
He used explanted isolated lungs, explaining that these
were much easier to manage. This involved perfusion of
two organs, and for this reason he would later name his
device the double haematisator.

It was half a century later that Gibbon [32.10] fi-
nally achieved the revolutionary breakthrough. After 20
years of development, the surgeon from Jefferson Med-
ical College in Philadelphia produced an HLM. He had
constructed a pump oxygenator in 1934, which he used
to take over the heart and lung function of cats that had
had their pulmonary artery clamped for 25 min. Exper-
iments on rabbit and monkey lungs carried out in the
1950s in the USA were less successful. In 1950, Gib-
bon received financial and technical support from the
computer company IBM.

The rapid technical advancement and improved
knowledge in the field of physiology made it possible
to finally use the device on a human patient. Gibbon’s
device, based on a roller pump and his screen oxygena-
tor, was used for the first time in 1952. His first patient,
however, died as a result of a misdiagnosis.

On 6 May 1953, Gibbon used the HLM successfully
on a human for the first time. The 18-year-old female
patient was suffering from a congenital atrial septal
defect. The machine was used for 45 min in a partial
bypass, including 26 min in a total bypass, completely
taking over the heart and lung function. That year,
Gibbon performed four further operations that were,
however, unsuccessful.

Despite Gibbon’s major breakthrough in the history
of cardiac surgery, scientists concentrated on the results
published by in 1949 Bigelow [32.11], who stipulated
that the body core temperature had to be lowered as
a prerequisite for corrective surgery with circulatory ar-
rest. Hypothermia slowed down the metabolism, which
allowed the venae cavae to be clamped for a short time

without causing damage to the sensitive organs as a re-
sult of oxygen deprivation.

In 1953, Lewis [32.12] from Minneapolis success-
fully managed to close an atrial septal defect using
surface hypothermia. Several years later, Sealy [32.13]
combined profound hypothermia and partial cardiopul-
monary bypass to perform corrective surgery.

In early 1954, Lillehei [32.14] made a name for him-
self with his concept of cross-circulation (Fig. 32.1).
Artificial blood oxygenation and the use of an HLM
were not required for this procedure. Cross-circulation
involved the continuous reciprocal exchange of blood
between two individuals. The donor, who had an iden-
tical blood type to the patient, served as the oxygena-
tor for the patient’s blood. The arterial donor blood
was pumped into the recipient’s circulation using a Sig-
mamotor pump.

On 26 March 1954, Lillehei carried out the first
surgical procedure using cross-circulation. As a result,
more complex congenital heart defects, such as ven-
tricular septum defects and Fallot’s tetralogy, could be
treated surgically with success for the first time.

However, as the disadvantages of cross-circulation,
such as reduced pump volume, outweighed the advan-
tages when compared to the HLM, the procedure was

P

Fig. 32.1 Principle of cross-circulation according to Lille-
hei using a donor to oxygenate the patient’s blood (after
Galetti and Brecher [32.8])
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not widely used. Cross-circulation also put both pa-
tient and donor at great risk and had a high mortality
rate.

In 1955, Kirklin [32.15] carried out a further series
of surgical procedures on patients with congenital heart
defects at the Mayo Clinic in Rochester, MN, USA.
He used the Mayo–Gibbon HLM, which had been im-
proved in the intervening years. The biggest problems
were the amount of fresh blood preserves (5–11 units)
needed to prime the HLM and the risk of lethal em-
bolisms caused by foaming blood, which meant that
a controlled low blood flow through the oxygenator was
a prerequisite. At first, Sigmamotor pumps were avail-
able as blood pumps. Later, Gibbon adopted the roller
pumps first described by Beck in 1924 [32.16], which
were utilized for transfusions. These roller pumps were
later named after their advocate De Bakey [32.17].

The development of different types of oxygenators
such as bubble, film, disk, spiral coil, and membrane
oxygenators in the mid-1950s led to further advances
in cardiac surgery. The first commercially manufactured
membrane oxygenator went on sale in 1967.

Alongside Zuhdi’s [32.18] realization in 1961 that
an HLM could be primed without blood, the use of an
integrated heat exchanger to induce hypothermia by di-
rectly cooling the blood was an important development.

In 1962, the authors Galetti and Brecher [32.8] de-
scribed the ideal perfusion as an intervention in which
the heart and lung function is taken over completely by
a machine with minimal detrimental effect on the body.
Although advances in device technology and material
science, new surgical techniques, and improved perfu-
sion techniques have led to significant strides toward
achieving this ideal, perfection has yet to be achieved.

32.2 Extracorporeal Circulation

ECC or perfusion is defined as a procedure carried out
with the aid of an HLM.

In the early stages, cardiac surgery was mainly con-
cerned with the treatment of congenital heart defects. To-
day, the main focus is on acquired heart defects. If heart
disease cannot be treated with drug therapy or cardiolog-
ical intervention, cardiac surgery becomes necessary.

The term minimally invasive cardiac surgery relates
to an alternative method in which the access path to the
operation area is kept as small as possible to reduce the
patient’s surgical trauma. This primary surgical tech-
nique usually has a direct influence on the configuration
of the HLM and on the way the perfusion is carried out.
OPCAB (off-pump coronary artery bypass) as well as
off-pump have also become established terms and refer

to cardiac surgeries carried out without the support of
an HLM.

ECC has evolved from its beginnings in the area of
experimental organ perfusion to a routine procedure for
open heart surgery. It will always be necessary when
surgical intervention is carried out on an arrested heart
or when assisted perfusion is required to support circu-
lation on a beating heart.

The HLM can never be looked at in isolation.
Additional components, mainly in the form of sterile
disposables such as an oxygenator, heat exchanger, or
reservoir, take on other important functions during ECC
and are also described below. This is essential for under-
standing the extremely complex overall system of the
HLM and its functions.

32.3 Structure and Function of the Heart–Lung Machine

The HLM is the basis of ECC and assumes two impor-
tant organ functions once the cardiopulmonary bypass
has been established:

• Pump function of the heart• Gas exchange function of the lungs

A sufficient perfusion volume that corresponds to the
normal cardiac output of the patient under anesthetic
and an adequate perfusion pressure (50–90 mmHg) are

of particular importance during any ECC. The HLM
must also ensure sufficient oxygenation, elimination of
CO2, and control of the blood temperature.

The following components make up the basic equip-
ment of the ECC that is used during modern cardiac
surgery:

• Blood pumps• Oxygenator• Tubing system with various tubing diameters
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• Blood filters with various functions• Cardiotomy reservoir• Cannulae and intracardiac suction tubes

Because the HLM and the disposables must be regarded
as a closed and functional unit, they must be set up in
a certain way. ECC is always based on the same princi-
ple.

Venous blood is transferred from the venous vascu-
lar system (usually both venae cavae or the right atrium)
to the cardiotomy reservoir using cannulae. The so-
called arterial blood pump (roller pump or centrifugal
pump) then actively pumps the blood from the car-
diotomy reservoir through the so-called oxygenator and
through another cannula back into the arterial vascular
system (usually the aorta ascendens).

An additional arterial filter is located between the
oxygenator and the arterial line leading back to the pa-
tient to filter-aggregated leukocytes and platelets, cell
and tissue debris, denatured protein, air, and particle
abrasion from the tubing system. Additional pumps are
needed for cardiotomy and vent suction or as cardiople-
gia pumps.

During the intervention, cardiotomy suction tubes
can be used to aspirate blood from the operation area in
order to keep it free of blood.

Vent suction tubes aspirate directly from the heart
chambers to prevent overextension of the arrested heart
with excessive blood volume, which could cause exten-
sive damage. The aspirated blood is collected, filtered,
and defoamed in the cardiotomy reservoir and is usually
fed back directly into the extracorporeal system.

Cardioplegia pumps are used to administer cardio-
plegic solutions into the aortic root or selectively into
the two coronary ostia with volume, time, and pressure
control.

32.3.1 Blood Pumps and Their Function

Blood pumps can generally be categorized into two
groups, depending on their function:

1. Roller pumps
2. Centrifugal pumps

Essentially, both pump types should meet certain
criteria when used with the HLM:

• Dosed delivery of liquids, with precise display of
the actual flow rate• Ideal ratio of size to delivered volume• External control mechanism (e.g., for monitoring
functions)

• Sufficient pressure or vacuum generation• Minimal blood damage• Adjustable occlusion settings (roller pumps only)• Pulsatile flow generation• High efficiency• High reliability and safety• Option for emergency operation (e.g., manual oper-
ation)

Roller Pumps

De Bakey blood pumps are based on the displace-
ment principle and deliver blood through a tubing
segment from the pump housing using rotating rollers.
The roller pump consists of a rotating pump arm
with two attached cylindrical rollers and a pump
housing into which a semicircular silicone tubing seg-
ment is inserted and then secured using special tubing
inserts.

The rotating rollers alternately compress the tubing
segment and deliver the liquid contained in the tubing
in accordance with the rotational speed and direction.
The exact adjustment (occlusion) of the two rollers de-
termines the delivery. When a central thumbwheel is
turned, the occlusion rollers move outward symmetri-
cally and occlude the inserted tube evenly. This reduces
erythrocyte damage caused by shear stress or direct
crushing.

Centrifugal Pumps

Centrifugal pumps do not use direct displacers and are
therefore nonocclusive pumps. Such pumps use cen-
trifugal forces to transport the blood instead of tubing
compression. Because of the technical principle of op-
eration, the centrifugal pump has a limited application.
Although it can be used as an arterial pump, it has no
application as a suction pump. Centrifugal pumps have
the advantage of delivering limited amounts of air and
causing less blood damage in the long run. The fact that
an additional flow meter is required to determine the
delivered flow is a disadvantage.

32.3.2 Oxygenator
and Gas Exchange Function

The artificial lung, also called the oxygenator, takes on
the lung function during ECC and is therefore responsi-
ble for the exchange of vital gases. So-called membrane
oxygenators are now used as standard. They contain
a semipermeable membrane in the shape of a microp-
orous hollow fiber. This liquid-impermeable membrane
separates the gas side from the bloodstream.
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Due to the partial pressure gradients, O2 and CO2
diffuse through the microporous membrane. A corre-
spondingly adjusted supply of air and O2 on the gas
side allows for selective and exact control of paO2 and
paCO2 on the blood side.

Today, most membranes are made of polypropylene
or polyethylene and permit operating times of 6–8 h.

32.3.3 Tubing Systems
for Extracorporeal Circulation

The tubing system is used to connect the individual
components of the extracorporeal system and forms
a closed circuit with the vascular system of the patient.
Depending on the location, either PVC or silicone tub-
ing is used, which is available in different diameters and
wall thicknesses. Tubing sizes range from a diameter
of 1/8′′ and a wall thickness of 1/16′′ to 3/16′′ and
1/4′′ for pediatric applications (with correspondingly
low flow rates). Tubing for adult applications is usually
3/8′′ or 1/2′′ with a wall thickness of 3/32′′, facilitating
flow rates of more than 10 l/min. In order to achieve the
desired flow when small tubing diameters are used, ac-
tive pressure or suction (within certain limits) is used in
the respective line.

Tubing with the smallest possible lumen and short-
est possible length is used to keep the priming volume
and system foreign surface as small as possible. In con-
trast to the pioneering days of ECC, modern medicine
uses completely preassembled disposable systems man-
ufactured under clean room conditions (Fig. 32.2).

Although the number of HLMs, components, and
applications on the market is relatively small, there
is practically no standardization and a wide range of
customer-specific preassembled tubing systems is avail-
able.

Fig. 32.2 Completely preassembled
tubing system with infant oxygenator
(Sorin Group S.p.A., Milan)

32.3.4 Blood Filters

Blood filters are integrated into the ECC system mainly
to avoid micro-embolisms caused by autologous influ-
ences, foreign particles, and microbubbles.

Depth Filters

Depth filters, made of Dacron wool or polyurethane
foam, are inserted into cardiotomy reservoirs and are
used mainly for particle filtration. The pore size can
vary from 80–100 μm (coarse separation of particles)
to 20–40 μm (micropore range).

Mesh Filters

Mesh filters are used as arterial blood filters and work
on the principle of sieves. The pore size of mesh fil-
ters ranges from 20 to 40 μm. The material is a mesh
of woven polyester strands. Unlike depth filters, mesh
filters have little adhesive force. Their air retention
properties are excellent as air bubbles can only pass
the filter medium when a certain pressure difference
(bubble point pressure) is reached.

32.3.5 Cardiotomy Reservoir

The cardiotomy reservoir collects and filters the blood
aspirated from the operation area and feeds it back into
the ECC as required. At the same time, it provides
volume storage. The transparent housing facilitates con-
tinuous level control. A detailed scale makes it easy to
quantify the level and detect corresponding changes in
volume.

A minimum residual volume always remains in the
reservoir during the entire ECC to prevent air delivery
into the extracorporeal system. The blood flow or the
blood–air mixture passes through a defoaming module
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integrated into the reservoir and a combination of depth
and mesh filters for optimal filtration.

The incoming and outgoing tubing can be plugged
or screwed into the different types of connectors on the
cardiotomy reservoir.

Hard-shell reservoirs that are exposed to air are
used alongside pure venous reservoirs in the shape of
a collapsible bag. The advantage of these soft-shell
reservoirs is that the blood volume does not come in
direct contact with air. In this case, the suction tubes
are connected to a separate reservoir. These systems are
referred to as closed or semi-open.

32.3.6 Cannulae

Cannulae are the interface between the ECC system and
the vascular system of the patient. They are inserted into
the relevant vessels by a surgeon, where they are se-
cured and deaerated before their sterile connection to
the tubing system of the HLM.

Arterial Cannulation

Arterial cannulae are used to return the oxygenated
blood to the systemic circulation of the patient. The
aorta ascendens is the most frequently used site. De-
pending on the type of intervention and surgical access
path, an alternative site such as the femoral artery or
iliac artery may be preferable or necessary.

The type and size of the selected cannula depends
on both the required blood flow and the anatomic con-
ditions.

Arterial cannulae are available in different sizes,
with straight or bent tips, suture or flange collars, and
optionally with wire reinforcement or length markings.

Venous Cannulation

Venous cannulae drain the patient’s blood from the ve-
nous vascular system to the extracorporeal system.

The most commonly used cannula is the so-called
two-stage cannula. The tip of the cannula with its side
openings is placed in the vena cava inferior, and the
blood from the vena cava superior and the right atrium
is drained through the side openings in the second stage.

The type and size of the selected cannula is deter-
mined by conditions that are similar to those on the
arterial side. However, venous cannulae are actually
larger because the blood flow in the venous branch is
usually caused by hydrostatic suction alone.

Two cannulae may be used on the venous side, if
required, depending on the surgical access path or on
the fact that the right atrium of the heart needs to be

bloodless. These drain the blood from the two large ve-
nae cavae or from the vena femoralis and vena jugularis
separately.

Vent Catheters

A so-called vent suction tube is also inserted to pro-
tect the temporarily arrested heart and especially the left
ventricle from overextension due to blood flowing back
from the Thebesian veins and bronchial circulation.

Using this vent suction tube, excessive blood is
drained usually via the auricle of the left atrium or a side
port of the cardioplegia cannula into the cardiotomy
reservoir of the HLM.

Cardioplegia Cannulation,

Myocardial Protection

Cardioplegia is defined as a reversible, artificially in-
duced arrest of the heart. This is required for most
cardiac interventions to create an operation area free of
movement for the surgeon or, if the heart muscle or ves-
sels close to the heart need to be opened, to allow access
to the heart valves or to the internal structures of the
heart.

The induction of a cardioplegic heart arrest usually
requires a process called myocardial protection. As the
name implies, this involves protection of the arrested
heart muscle. The most common method of plegia and
myocardial protection is the administration of cardio-
plegic solutions. The administration of hyperkalemic
solutions interrupts the conduction pathway and hence
the mechanical activity of the heart.

Blood, electrolytes, colloids, and crystalloids are
some of the base solutions available. Myocardial arrest,
the administration of cold cardioplegic solution, and to
a certain extent additional external cooling lead to dras-
tically reduced oxygen consumption and thus represent
the most important mechanisms for protecting the my-
ocardial cells.

Immediately before the heart arrest is induced, the
aorta ascendens is clamped between the aortic valve
and the aortic cannula. The cardioplegic solution is then
administered directly or indirectly into the coronaries.
Depending on the nature of the surgery planned and
other factors, there are two methods of administration.
Antegrade administration delivers the solution via the
aortic root or directly into the coronary ostia on the arte-
rial side. Retrograde administration delivers the solution
via the coronary sinus on the venous side.

A variety of different cannula types is available for
both methods. If the aortic valve is sufficient, the cardio-
plegic solution can be administered via the aortic root
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using an aortic root cannula. After the cardioplegic solu-
tion is administered, the cannula serves as an aortic root
vent for left ventricular relief and deaeration. If the aor-
tic valve is insufficient, the cardioplegic solution cannot
be infused via the aortic root. With the aorta clamped,
the incompletely closed aortic valve would cause a ret-
rograde flow of the solution into the left ventricle. In this
case, myocardial protection has to be carried out by di-
rect selective catheterization of the coronary ostia using
coronary perfusion cannulae.

In the case of retrograde administration, the cannula
is inserted via the right atrium. The cardioplegic solu-
tion is then administered via the coronary sinus. This
is an effective way of reaching the poststenotic areas
of the heart muscle in particular as stenoses are not
prevalent in the venous coronary system. This leads to
optimum distribution of the cardioplegic solution and
considerably improves myocardial protection.

The infusion of cardioplegic solutions against the
normal coronary vascular blood flow has proved par-
ticularly successful during coronary reoperations when
inadequate native coronary flow is a factor, in the case
of insufficient coronary artery development, as well as
for patients who are at risk of embolization caused by
arteriosclerotic material.

Intracardiac Suction Tubes

Intracardiac suction tubes are used to keep the operation
area free of blood by aspirating blood from this area into
the cardiotomy reservoir.

Cardiotomy suction is an important factor as it con-
tributes greatly to blood damage. Shear stress at the
tubing tips is not the only, or even most important, cause
of blood damage; it is caused mainly by the constant
mixing of blood and air, which leads to massive blood
damage through hemolysis.

32.4 Components of the Heart–Lung Machine

Section 32.4.1 lists the most important basic compo-
nents of modern HLMs and provides a brief description.

32.4.1 Basic Components

Basic components are online gas and blood gas analysis
in the form of measuring devices for the measurement
and display of gas flows, gas concentrations in the gas
flow, and saturation or partial pressures directly in the
blood flow:

• Mobile console for mounting multiple pumps; in-
cludes the power supply, emergency power supply,
and electronics.• Adjustable mast system for mounting the holders for
the oxygenator, filters, cardiotomy reservoirs, exter-
nal pumps, and additional devices.• Blood pumps
– Large roller pump: pump with a longer tubing

path in the pump housing that produces higher
flow rates, required for the arterial blood flow,
suction, or vent pump (Fig. 32.3).

– Small roller pump: pump with a shorter tubing
path in the pump housing for lower flow rates,
e.g., for the perfusion of infants and children or
for the administration of cardioplegic solutions,
usually a double pump (Fig. 32.4, Table 32.1).

– Centrifugal pumps: pumps for the arterial blood
flow.

Fig. 32.3 Fifth-
generation roller
pump (Sorin
Group, Munich)

Fig. 32.4 Fifth-
generation
double pump
(Sorin Group,
Munich)
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Table 32.1 Technical specifications of roller pumps (Sorin Group, Munich; model Stöckert S5)

Display S5 roller pump S5 double pump

RPM display range 0–250 RPM 0̃–250 RPM

RPM control range 3̃–250 RPM 3–250 RPM

RPM display accuracy ±0.5% for full scale value 250 RPM ±0.5% for full scale value 250 RPM

LPM display range 0–3.29 LPM for 1/4′′ tubing 0–1.6 LPM for 1/4′′ tubing

0–6.98 LPM for 3/8′′ tubing 0–2.28 LPM for 5/16′′ tubing

0–11.3 LPM for 1/2′′ tubing 0–16.2 LPM for 5/8′′ tubing

• Control and monitoring devices
– Pressure monitor, including sensors, for mea-

suring different pressures in the extracorporeal
system and for controlling the flow rates accord-
ingly.

– Temperature monitor, including sensors, for
measuring and displaying different system tem-
peratures and, if required, patient tempera-
tures.

Fig. 32.5 Extract from a perfusion
log with graphics and various patient
and intraoperative data

– Level monitor including sensors, for measuring
and controlling the volume level in the car-
diotomy reservoir and for regulating the arterial
pump flow correspondingly.

– Bubble monitor in the form of ultrasonic sensors
that regulate the flow rate of the affected pump
when air is detected in the system.

– Pulsatile flow control for creating and control-
ling a pulsatile flow profile.
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– Cardioplegia control, including pressure and bub-
ble sensor, for controlling cardioplegia delivery.

– Timer for measuring important times and in-
tervals during perfusion such as total perfusion
time, aortic clamping time, and reperfusion time.• Display and control panel, providing access to all

display and control elements described above as
well as to additional system information and alarm
management.• Electronic or mechanical gas blender, for control-
ling and displaying the ventilation gases (air, O2,
and CO2) that are delivered to the gas side of the
oxygenator; vacuum controller, for the precise con-
trol and display of a permanent vacuum on the
venous reservoir.• Anesthetic gas vaporizer, allowing and displaying
the administration of a precisely dosed amount of
anesthetic gas to the oxygenator.• Electronic documentation system that displays and
stores all relevant data during perfusion. All data
are stored centrally and displayed instantly as a per-
fusion report (Fig. 32.5), which allows for data
evaluation at a later stage for statistical and scientific
purposes.

Figure 32.6 shows a modern HLM.

32.4.2 Additional HLM Components

During ECC, the heat exchanger of the oxygenator
indirectly regulates the patient’s body temperature by
heating or cooling the blood flow. Patients can also be
placed on a water mattress that increases or decreases
body temperature.

Heater–Cooler Device

For this purpose, the heater–cooler device delivers water
with a temperature ranging from 2 to 42 ◦C. Two-
chamber pumps ensure that the delivered water does not
cause a buildup of overpressure in the circuits.

Modern heater–cooler devices feature several cir-
cuits with different temperatures. Two circuits supply
the oxygenator and the heating/cooling mattress, while
a third is connected to the heat exchanger in the cardio-
plegia system. The heat exchanger is supplied from two

Fig. 32.6 Industrial heart–lung machine with panel PC and
data management system (Sorin Group, Munich)

independent tanks with different temperatures, which
allows instant switching from cold to warm or vice
versa.

Ideally, a remote control is integrated into the con-
trol panel of the HLM, which facilitates operation of the
device and allows it to be placed outside the operating
theater, leading to considerably lower noise levels in the
OT.

Heater–cooler devices have always presented a hy-
giene challenge because the system parts that transport
water inevitably become contaminated by germs. Reg-
ular water changes and the use of appropriate chemical
cleaning agents are the two most effective cleaning and
maintenance strategies.

32.5 Extracorporeal Circulation

Perfusion in ECC is an extremely complex process and
plays a central role during cardiac surgery. The op-

eration and monitoring of the HLM is the exclusive
responsibility of the perfusionist, who discusses ev-
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ery action and decision with the operating surgeon and
the anesthetist. Clear communication among these three
parties is essential, especially at the beginning and end
of ECC and in the event of irregularities and situations
that require coordinated action.

The following section describes the course of a stan-
dard perfusion without making reference to the wide
range of modified procedures.

32.5.1 Preparing the ECC

ECC begins with the selection of the required materials,
followed by the setup, priming, and technical function
test of the HLM.

The perfusionist mounts the components of the ster-
ile disposable set in the relevant holders, inserts the
tubing into the pump heads, and places temperature
probes and bubble, flow, and pressure sensors in the
appropriate positions. All connections are checked and
secured as necessary.

The dry, sterile system is then primed with a mixture
of different solutions and drugs, completely vented, and
checked for leaks.

Using a checklist, the relevant settings, connections,
functions, and alarms are checked and documented.

The arterial and venous lines are connected us-
ing the appropriate cannulae, which the surgeon has
previously placed in the large vessels of the patient,
connecting the blood circuit of the patient to the extra-
corporeal system.

The coagulation system is deactivated by the sys-
temic administration of approximately 300–350 IU/kg
of heparin before the cannulae are placed and the perfu-
sion is started.

32.5.2 Carrying Out the Perfusion

The initiation of ECC is a major intervention that af-
fects the entire organism and all vital functions of the
patient. The following steps take place simultaneously
at the start of perfusion.

• The perfusionist opens the venous line in consul-
tation with the surgeon and the anesthetist and,
by virtue of the hydrostatic differential, drains the
blood from the venous vascular system of the patient
into the venous reservoir of the HLM.• The arterial pump is started and the blood flows
from the HLM into the patient’s arterial vascu-
lar system. The flow is increased until inflow and
outflow are balanced. A previously calculated per-

fusion flow serves as a theoretical point of reference
and corresponds to an artificial heart time volume.• Depending on the blood flow, the oxygenator is sup-
plied with a mixture of air, O2, and anesthetic gas
or CO2 as required. This mixture is determined and
controlled by mechanical or electronic gas blenders.• The heater–cooler device supplies the heat ex-
changer in the oxygenator with warm or cold water
and regulates the temperature.

The perfusionist continuously monitors and regulates
the parameters and keeps them within the desired range.

• Perfusion flow.• The HLM generates the blood flow that is required
to perfuse the organs and the microcirculation suf-
ficiently. This blood flow is first calculated by
multiplying the body surface area with a so-called
flow index (similar to the natural heart index). This
theoretical index ranges from 2.4 and 3.0 l/m2 body
surface/min and depends on several factors, e.g.,
temperature, hematocrit value, body fat percentage,
and depth of anesthesia. The perfusion flow must
then be adjusted on the basis of parameters such
as oxygen saturation, partial O2 pressure, and other
situational factors.• Temperatures:
– Blood temperature in the arterial and venous

lines of the extracorporeal tubing system
– Set and actualize temperatures of the heater–

cooler device
– Temperature of the cardioplegic solution• Pressures in the extracorporeal tubing system.• During perfusion, pressure measurements before
and after the oxygenator and, if required, before the
arterial cannula in the cardioplegia line or before the
hemofilter result in an automatic flow adjustment
of the assigned arterial pump (visual and acoustic
alarm).• Pressure monitors have two modes of operation:
– Start–stop mode, i. e., the assigned pump is

stopped when the set pressure value for the
pump stop is reached and is restarted automat-
ically only after the pressure has decreased;

– Control mode, i. e., the pump slows down when
the set pressure value for the pump control is
reached and is only stopped when the stop pres-
sure is reached.• Perfusion times:

– Total perfusion time
– Aortic clamping time
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– Reperfusion time
– Circulatory arrest times, head perfusion times,

or hemofiltration times (where applicable)• Level monitoring in the cardiotomy reservoir.• Level monitoring protects against complete deple-
tion of the reservoir, as this would cause delivery of
air into the arterial branch of the extracorporeal sys-
tem and lead to a severe air embolism in the patient’s
aorta. The level sensor is positioned at the desired
minimum level on the cardiotomy reservoir. If the
liquid level in the reservoir reaches the level sensor,
the level monitor automatically decreases the flow
of the assigned arterial pump and triggers a visual
and acoustic alarm.• Level monitors have two modes of operation:
1. Start–stop mode, i. e., the pump is stopped when

the stop level is reached and is restarted au-
tomatically only after a release level has been
reached.

2. Control mode, i. e., the pump slows down when
the control level is reached and is only stopped
when the stop level is reached.• Bubble detector. Bubble monitoring also protects

against air delivery. The ultrasonic sensor detects
air bubbles that exceed a certain size and automat-
ically stops the assigned pump, triggering a visual
and acoustic alarm at the same time. The system can
also be set to generate acoustic and visual warnings
if microbubbles below a certain size are detected.
Similar to level monitoring, bubble monitoring pro-
tects the patient from severe air embolisms in the
arterial vascular system.• Cardiotomy suction strength. Optimum visibility
in the operation area is essential during cardiac
surgery. The surgeon or the assistant can use one
or more cardiotomy suction tubes to keep the oper-
ation area free of blood. The perfusionist, who is in
constant communication with the rest of the team,
adjusts the suction strength to meet the needs of the
surgeon.

32.5.3 Patient Monitoring
and Therapy During ECC

Because the cardiovascular system of the patient and
the ECC system form a unit during perfusion, the per-
fusionist must fully focus on the patient. This means
that he or she is responsible for controlling and regulat-
ing the gas exchange and the resulting partial O2 and
CO2 pressure, the acid–base balance, renal function,
coagulation, perfusion pressure (MAP, CVP), temper-

ature, and a number of other blood gas values and
electrolytes.

The perfusionist uses these parameters to get an
overall view, interprets them in the relevant context, and
reacts in an appropriate manner.

The section below describes a few essential aspects
of the complex perfusion procedure in more detail.

Hemodynamics

The arterial blood pressure is the most important param-
eter of hemodynamic monitoring. During nonpulsatile
perfusion, only the mean arterial pressure (MAP) can
be measured, while pulsatile perfusion techniques also
allow for measuring the systolic and diastolic pres-
sure. Every clinic has its own standard regarding the
ideal perfusion pressure. As a rule, the average per-
fusion pressure target is 60–90 mmHg for adults and
30–50 mmHg for pediatric applications.

Compared to perfusion flow, which is vital to ade-
quate organ perfusion and microcirculation, perfusion
pressure plays a relatively minor role.

The MAP is controlled by the two parameters pump
minute volume (PMV) and total systemic vascular re-
sistance (SVR). A reduction in PMV inevitably leads
to a decrease in MAP, while the MAP increases sub-
ject to SVR when the PMV rises. The SVR can also be
regulated with special drugs that dilate (vasodilatators)
or constrict the vessels (vasopressors) as well as with
anesthetics.

O2 Supply

The O2 required for the organs needs to be delivered
during ECC in a way that corresponds to the physiolog-
ical gas exchange in the lungs. The supply of oxygen
to the organism is determined by the arterial O2 content
(aO2) and the flow (Q)

O2 supply = Q × aO2 . (32.1)

O2 consumption is calculated by multiplying the flow
(Q) and the arteriovenous O2 concentration difference
(avDO2)

O2 consumption = Q × avDO2 . (32.2)

The oxygen supply to organs depends on the position
of the sigmoidal O2 binding curve or on the P50 value.
The P50 value is the so-called half-saturation oxygen
tension where 50% of the hemoglobin (Hb) is saturated
with O2.

The more limited the O2 transport capacity during
ECC, the greater the importance of the P50 value for
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the O2 supply to organs and tissue. If there is a left
shift in the O2 binding curve (e.g., caused by hypother-
mia), then the P50 value decreases due to an increased
Hb−O2 affinity. As a result, the O2 delivery to organs
and tissue deteriorates. In contrast, a right shift in the
O2 binding curve (e.g., due to a temperature increase
or acidosis) leads to decreased Hb−O2 affinity and an
increased P50 value, which facilitates O2 delivery to
tissue.

A simple and safe method to ensure adequate O2
delivery during ECC is the continuous monitoring of
the arterial saturation (SaO2) and mixed venous satura-
tion (SvO2) on the HLM. Arterial O2 saturation is an
excellent parameter for judging the oxygenation per-
formance, while the mixed venous O2 saturation can
indicate an imbalance between O2 supply and O2 de-
mand.

Blood Gas Analysis and Management of the Acid-

base Status. Two different methods can be applied to
regulate the acid–base status during hypothermic ECC.
Opinions differ as to which of the two methods repre-
sents a more physiological approach to the regulation of
the acid–base balance.

The pH-stat measuring method is based on the fact
that a pCO2 value of 40 mmHg and a pH value of
7.40 are regarded as normal values, with the actual
temperature not taken into account. The blood gas anal-
ysis carried out at 37 ◦C is adapted to the actual blood
temperature. With the pH-stat method, the CO2 partial
pressure must be kept constant by feeding CO2 into
the oxygenator to replace the additional CO2 dissolved
in the blood. This corresponds to a state of respiratory
acidosis and hypercapnia.

In contrast, the a-stat measuring method measures
the pH value at 37 ◦C, but does not adjust this value in
relation to the actual blood temperature of the patient.
Under hypothermic conditions, this would mean a de-
creased pCO2 value and an increased pH value and, as
a consequence, hypocapnia or respiratory alkalosis.

It has not yet been established which of the two
methods is superior for regulating the acid–base status
in a hypothermic circuit. However, the a-stat method has
a number of advantages over the pH-stat method:

• With the a-stat method, the cerebral blood flow
correlates to the cerebral O2 consumption during
hypothermia, which means that the cerebral au-
toregulation is not affected.• A physiological pH value is maintained in the intra-
cellular space.

As the pH-stat method also offers advantages during
deep hypothermia due to improved cerebral blood circu-
lation and cooling, both methods may be used (pH-stat
during the hypothermic phase and a-stat during the
warmup phase).

Blood Coagulation. Systemic heparinization of the
patient needs to be performed before starting ECC.
The initial dose of heparin administered for the pur-
pose of anticoagulation ranges from 200 to 400 IU/kg
body weight. Anticoagulation efficiency during car-
diopulmonary bypass is primarily determined from the
activated clotting time (ACT).

To avoid coagulation complications at the start of
ECC, part of the heparin dose is added during the prim-
ing of the HLM – this varies between 2500 IU and
10 000 IU for adults, depending on clinic and coagula-
tion management. The initial dose is administered via
central venous access or is injected into the right atrium
or the aortic root.

Before the ECC can be started, the ACT value must
be checked a few minutes after administration of the
heparin. ECC should never be started if the ACT is
< 400 s. If this is the case, the ACT has to be con-
trolled again and, if required, additional heparin must
be administered. If the AT III value is too low, AT III
is substituted to ensure the anticoagulatory effect of the
heparin.

During cardiopulmonary bypass, ACT values
should stay over 400 s and heparin is substituted when
the value falls below 400 s. After completion of the
ECC, protamine is used as a heparin antagonist. The
purpose of the antagonization is to restore a normal
ACT (< 130 s). Unlike heparin, protamine is not ad-
ministered as a bolus but as a short infusion given over
the course of approximately 5–10 min. If protamine is
administered too quickly, it can cause peripheral va-
sodilation in combination with hypotension and cardio
depression. Once the administration of protamine has
been started, cardiotomy suction is stopped to avoid
complications from embolisms.

As a general note, the method briefly described
above applies primarily to ECC systems without coat-
ing. Coagulation is a highly complex topic that cannot
be adequately covered within the limitations of this ar-
ticle.

Hypothermia

Artificial lowering of the body temperature (induced hy-
pothermia) during ECC slows down the metabolism of
the organism, facilitating a reduction in tissue O2 con-
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Table 32.2 Hypothermia grade depending on body core or
rectal temperature

Hypothermia grade Temperature (◦C)

Light hypothermia 37–32

Moderate hypothermia 32–28

Deep hypothermia 28–18

Profound hypothermia 18–4

sumption for the duration of hypothermia. Hypothermia
is achieved by cooling flowing blood with a heat ex-
changer that is integrated into the oxygenator. Even
a moderate drop in body core temperature, e.g., to
30 ◦C, decreases O2 consumption by approximately
50% because hypothermia has a protective effect on or-
gans and leads to an improved ischemic tolerance in the
various tissues.

Most modern surgeries are carried out under nor-
mothermic or light hypothermic conditions. Deep
systemic cooling of the patient is called for in case of
aortic arch surgery or a small number of complex surgi-
cal interventions on infants and may be combined with
temporary circulatory arrest or low-flow perfusion when
required.

Hypothermia is clinically graded according to the
target temperature measured rectally or at the body core
(Table 32.2).

Urine Production

During ECC, the renal function must be continuously
monitored by measuring urine output. Urine output of
0.5–1.0 ml/kg body weight/h is considered adequate
during ECC. Sufficient perfusion flows and pressures
are required to ensure adequate diuresis. If the urine
output decreases during ECC, the perfusion pressure
should be increased with a higher perfusion volume or
by administration of drugs. If renal function does not
improve, diuresis can be treated with loop diuretics or
substituted temporarily by a hemofilter.

32.5.4 Complications
During Extracorporeal Circulation

Continuous advancements in the area of device tech-
nology, the introduction of quality assurance measures,
the improvement and enhancement of monitoring func-
tions, and, last but not least, the standardization of
training ensure that the number of incidents during per-
fusion is kept to a minimum. However, the possibility
of incidents can never be ruled out completely.

All incidents can be categorized as being caused by
technical problems or human operation. Incidents with
technical causes result mainly from defective devices or
components, material fatigue, or manufactured products
of inferior quality. Incidents caused by human opera-
tion are almost always the result of misinterpretation of
situations and values or inappropriate reactions.

It is essential to protect and preserve the life and
health of the patient under all circumstances and us-
ing all available means. Preventive measures for early
detection of such incidents, appropriate training with
regard to countermeasures, and clear communication
among all parties can help prevent irreversible damage
to the patient even in the case of a very serious incident,
such as total failure of the arterial blood pump, rupture
of tubing, or failure of the power or gas supply.

Incorrect Placement of the Arterial Cannula

Proper arterial cannulation of the relevant vessel (as-
cending aorta, femoral artery, etc.) and the correct
choice of cannula (size, type) are vital for adequate
body perfusion. Arterial perfusion cannulae that are
too small and material defects are the most common
causes of cannula-related complications. Complications
that could have serious consequences for the patient
at a later stage can also occur during cannulation and
surgery. These include:

• Aortic dissection• Displacement of the arterial cannula• Dislocation of the arterial cannula

Incorrect Placement of Venous Cannula(e)

Because venous blood is usually drained from the pa-
tient into an HLM using the hydrostatic differential, the
reflux of the blood depends on the central venous pres-
sure and the resistance of the venous cannula(e) as well
as on the tubing size of the venous line. Manufactur-
ers’ flow charts list the flow capacity of the individual
cannulae and make it relatively easy to determine the
correct size of cannula to meet the respective require-
ments.

A cannula of insufficient size may severely obstruct
the venous reflux during a total cardiopulmonary by-
pass, which may cause blood stasis and dilation of the
right heart. The drop in blood level in the oxygenator or
reservoir then forces the perfusionist to reduce or adjust
the pump minute volume depending on the situation. If
such an event occurs, the cause of the error should al-
ways be addressed with measures such as recannulation

Part
D

3
2
.5



634 Part D Therapeutic Devices

or additional cannulation so that adequate perfusion can
continue.

Additional factors that can obstruct venous drainage
are as follows:

• Dislocation of the venous cannula(e)• Displacement of the venous cannula(e)• Large amounts of air in the venous line (air block)• Relocation of the venous line• Luxation of the heart• Hypovolaemia• Insufficient hydrostatic differential

Arterial Air Embolisms

Systemic arterial air embolisms are among the most
serious complications that can occur during cardiopul-
monary bypass and can have many different causes.
The most common causes of arterial air embolisms are
insufficient reservoir levels, air embolization via car-
dioplegia cannulae, air application caused by incorrect
flow direction in the vent suction tube, oxygenator mal-
function, disconnection of the tubing system, material
fatigue leading to rupture of the arterial pump tubing
segment, and aggressive warming of the patient.

A large number of complications described in the
literature could be added to this list. Depending on
the amount and intensity of air delivery, an arterial air
embolism can have catastrophic consequences for the
patient, including irreversible organ damage. Arterial
air embolisms can lead to hypoxic brain damage. For
this reason, measures must be taken immediately after
an embolism is detected in order to minimize subse-
quent damage.

If an air embolism occurs despite the applied pre-
ventive measures (level sensor, bubble sensor, arterial
filter), immediate corrective action is required that must
go well beyond removing the air from the systemic cir-
cuit:

• Immediate interruption of the cardiopulmonary
bypass and positioning of patient in maximum Tren-
delenburg position (head-down position)• Decannulation of the aortic cannula and deaeration
via the incision point using a suction tube• Removal of air from the arterial line and aortic can-
nula• Hypothermic, retrograde perfusion via the superior
vena cava until air can no longer be detected above
the aortic root• Intermittent compression of the two carotid arteries• Hypertension using vasoconstrictors• Drug therapy with steroids and barbiturates

• Antegrade, hypothermic perfusion (at ≈ 20 ◦C)• Hyperbaric oxygen therapy as a last resort

Oxygenator Failure

Inadequate oxygenator performance during cardiopul-
monary bypass can have major consequences and lead
to hypoxic organ damage. Various monitoring options
(arterial O2 saturation, arterial blood gases, and visual
evaluation) allow for relatively fast interpretation of the
oxygenator’s gas exchange performance, enabling the
user to take instant action if complications should occur.

The perfusionist can visually evaluate the returned
arterial blood from the start of extracorporeal perfu-
sion. If a significantly reduced arterial O2 saturation
and unacceptable arterial pO2 values are measured at
the beginning of the perfusion despite sufficient venti-
lation of the delivered gases, it must be assumed that
the oxygenator failed because of an oxygenator mod-
ule material defect or that the surface required for the
gas exchange has been reduced by protein or thrombus
deposits.

Depending on the remaining oxygenation capacity
and the stage of the surgery, the oxygenator may have
to be replaced. This requires a temporary interruption of
perfusion (with the corresponding risk to the patient).

Incidences Caused by Technical Problems

In the past, an interruption to the power supply in the
operating theater during ECC was a serious problem
because both arterial pump and overall system were
affected. Modern HLMs have a built-in independent
emergency power supply. Using the emergency power
supply (uninterruptible power supply, UPS), the overall
system can be battery-operated for a period of approxi-
mately 20–130 min (depending on the load).

If the power supply or power pack fails, the UPS
switches automatically to battery operation via an inter-
nal electrical switch. When the power supply returns, it
switches back automatically.

An additional UPS control module monitors the
battery charge status during power supply failure and
displays the remaining battery life, which depends on
the load. If a total roller pump failure occurs, the ro-
tation and, hence, the required flow can be maintained
with a hand crank. In modular systems, the defective
pump can be replaced by a functioning pump, if re-
quired. In the case of centrifugal pumps, the pump head
can be removed and inserted into a mechanical drive
that is also operated using a hand crank.

If the central gas supply fails, the oxygenator is sup-
plied with gas from transportable gas cylinders.

Part
D

3
2
.5



Heart–Lung Machines 32.6 Differentiation of Heart–Lung Machines 635

32.6 Differentiation of Heart–Lung Machines

Functionality, maximum reliability, safety and er-
gonomic aspects, optimum user-friendliness, and intu-
itive operation are factors for the design and develop-
ment of HLMs.

The most important design feature that distinguishes
HLMs is the modular or semimodular configuration.

In addition, the integration of blood gas analysis de-
vices, flow sensors, electrical remote-controlled tubing
clamps, and other systems is gaining importance.

32.6.1 Modular Systems

The modular concept of HLM systems (Fig. 32.7) offers
maximum user flexibility. The overall system can be
custom-tailored, resulting in HLM configurations that
meet individual clinical requirements. Individual com-
ponents, modules, and accessories can be added to the
system at any time according to the requirements of

Fig. 32.7 Modular HLM

Fig. 32.8 Con-
trol panel for
connecting mon-
itoring, control,
and measuring
devices and the
central display
and control mod-
ule (CDM). The
control modules
for the moni-
toring, control,
and measuring
devices can be
arranged on the
control panel as
required

the user or replaced when defective. Modifications or
system extensions that include additional monitoring,
control, and measuring devices facilitate the use of the
HLM for a variety of perfusion tasks.

Modular systems consist of a basic mobile console
that supports 3–6 roller pumps, depending on the con-
figuration. The modular roller pumps form the basis of
the perfusion system. They are placed on the pump ta-
ble of the console and connected to the power supply
and electronic control via plug connectors. The control
panel (Fig. 32.8) accommodates all modular monitor-
ing, control, and measuring devices. As different types
of surgery require various levels of monitoring, control
panels accommodate a number of control modules.
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The modular design also includes pumps that can be
mounted in any position on the mast system, preferably
separate from the control module. These pumps are also
available for the semimodular systems described be-
low. The main advantage of the freely positioned pumps
are shorter tubing paths that lead to a reduction in the
foreign surface and priming volume of the ECC system.

32.6.2 Nonmodular Systems

In contrast to modular designs, nonmodular systems
are a configuration in which the number, type, and ar-
rangement of the roller pumps as well as the scope of
monitoring and control functions are predetermined by
the concept and design (Fig. 32.9).

The system includes all important monitoring and
control functions, such as bubble monitoring, level
monitoring, pressure monitoring, cardioplegia moni-
toring, temperature monitoring, and timers. In such
a system, the roller pumps are built into the housing and
the standard monitoring functions are integrated fully
into the HLM control panel without any option of re-
configuration. In comparison to modular systems, the
options for extending the system with additional roller
pumps and monitoring, control, and measuring devices
are limited. Another marked difference from modular
systems is that the main components of the HLM can

Fig. 32.9 Compact HLM with semimodular configuration

only be replaced by authorized service technicians when
technical defects occur.

32.7 Aspects of Technical Safety

HLMs should be designed, constructed, and manufac-
tured with an emphasis on optimum safety. The user
must always be in command of the system technology,
especially when adverse events occur. For this reason,
the main focus of any safety assessment must be on
the detection of risks that are inevitable when techni-
cal devices are used or when man and machine interact.
The most important safety requirement for an HLM
is the maintenance of the patient’s blood circulation.
Perfusionists contribute greatly to the safety of such
procedures.

The objective is to find solutions that prevent the
occurrence of one or more adverse events. The mini-
mum safety requirement is compliance with the laws
and regulations (basic requirements) and the relevant
standards.

Risk analysis is an important preventive measure
that, based on EN ISO 14971, has developed into risk
management. Risk management goes beyond the scope
of pure risk analysis and requires decisions on the ac-

ceptability of risks and on the measures to reduce risks
as well as a review of the measures taken.

If an adverse event occurs despite the measures that
were taken, a targeted reaction is required. This means
that a safe status must be determined and defined in such
a way that any danger to the health and safety of patients
and users is kept to an absolute minimum. Because the
evaluation of probability of risks depends on their exact
allocation, these must be classified:

• Unintended adverse event, such as a stopped pump
– caused by a technical defect• Intended adverse event, such as a stopped pump –
caused by the detection of an air bubble in the tubing
system

A life-sustaining system is not safe if the function is in-
terrupted and an alarm is triggered. A temporary pump
stop can be acceptable under certain conditions to avoid
a risk caused by an adverse event such as air entering
the tubing system.
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The following standards are mandatory for the de-
sign of HLMs: Directive 93/42/EEC or MPG (Medical
Device Act), EN 601-1, EN 601-1-1, EN 601-1-2,
EN 601-1-4, EN 601-1-6, EN 62304.

All requirements must be determined at the start of
the development process and must be implemented in
system, device, and component specifications. A risk
analysis must be generated for each function and for the
overall system. Error control measures need to be stated
and verified by prediction and testing.

All development tests as well as the entire product
documentation have to be stored in a master file.

HLMs must always be constructed to be first-fault
tolerant, i. e., a fault such as component failure caused
by short-circuiting or interruption should never bring
the device into an uncontrollable operational state. In
any event, the error must be detected and indicated by
an alarm and the function must be stopped.

The perfusionist then decides which measures to
take so that the perfusion can continue. For example,
if a pump stops due to motor failure, the affected tub-
ing segment can be inserted into a backup pump or,
in an emergency situation, the defective pump can be
operated using a hand crank. If the level sensor on the
cardiotomy reservoir or on the oxygenator fails, the per-
fusionist can monitor the level manually and stop or
reduce the flow rate of the relevant assigned pump.

It goes without saying that HLMs must meet
all applicable requirements for electrical safety, elec-
tromagnetic compatibility, explosion safety, and fire
safety as well as the environmental requirements in
the operating theater (e.g., temperature range). All
devices must undergo stress testing under transport
and storage conditions. In addition to these char-
acteristics, users also evaluate cleaning and disin-
fection properties and look for adequate ergonomic
design.

The operating instructions are an integral part of
the device and are also inspected during the approval
process. They contain information about safety and
are therefore an important factor for the safe oper-
ation of the device. For this reason, they not only
contain normal operating instructions but also informa-
tion on error prevention as well as warnings regarding
operational states that are not permitted or use in com-
bination with devices that have not been tested or
approved.

HLMs are Class IIb medical devices in accordance
with MPG (Medical Device Act) and are subject to tech-
nical safety checks. The official transfer of ownership
to the operator also includes an inspection that must be
documented. Furthermore, the operator must be given
formal instruction on the functions of the device as part
of the transfer of ownership.

32.8 Prospects for Further Development

Cardiac surgery has developed greatly in recent years
due to the increasing use of minimally invasive and
video-assisted endoscopic and robot-assisted technol-
ogy. The development of new, less invasive surgical
techniques aims to reduce surgical trauma by reduc-
ing the size of surgical access and avoiding the use of
an HLM. The implantation of vessel prosthetics without
the use of an HLM is already established as a standard
procedure in aortic surgery. In contrast, the trend toward
implanting heart valves without ECC is still at an early
stage of development.

Contrary to initial expectations, surgical interven-
tions on a beating heart, especially in the area of bypass
surgery, are still only being carried out at a small
number of heart centers because of the complex and
time-consuming nature of the surgery involved.

On the other hand, the use of extracorporeal sys-
tems outside heart surgery centers is increasing rapidly.
Terms like ECMO or ECLS refer to minimalist systems
consisting only of a pump and oxygenator that carry out

the main functions of the HLM, namely, the pump func-
tion of the heart and the gas exchange function of the
lungs.

These systems can be used for several days or even
weeks on account of the small number of components
and the resulting minimum foreign surface. Along with
the extended period of operation, the compact design
makes the system practically autonomous and therefore
independent of the operating-theater infrastructure. As
a result, the use of these systems is on the increase
in other departments, such as cardiological institutions.
One of the main application areas of these mobile mini
ECC systems will most likely be patient transport from
clinic to clinic by road or air with partial or complete
cardiopulmonary support that will present completely
new possibilities and challenges.

Running parallel to the development of equipment
technology is the advancement in the area of dispos-
ables such as tubing, oxygenators, filters, reservoirs,
and cannulae. The focus here is on increased efficiency
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and also on materials that have direct contact with
and cause damage to blood cells. The aim is to use
different coatings to create surfaces on the individual
components and complete tubing sets that are almost
biocompatible. A number of companies are offering
various products that are, in some cases, a definite im-
provement, but to date no company has succeeded in
producing a surface that is completely biocompatible
with blood.

Further Reading• H.S. Baraka, M.A. Baroody, S.T. Haroun: Effect
of α-stat versus pH-stat strategy on oxyhemoglobin
dissociation and whole-body consumption dur-
ing hypothermic cardiopulmonary bypass, Anaest.
Analg. 74, 32 (1992)• G.D. Buckberg: Antegrade/retrograde blood cardio-
plegia to ensure cardioplegic distribution: operative
techniques and objectives, J. Card. Surg. 4, 216
(1989)

• K.G. Davidson: Cannulation for cardiopulmonary
bypass, Cardiopulm. Bypass 5, 115–169 (1986)• T.G. Hattersley: Activated coagulation time of
whole blood, JAMA 196, 436 (1966)• M. Kurusz, V.R. Conti, J.F. Arens, B. Brown, S.C.
Faulkner, J.V. Manning: Perfusion accident sur-
vey, Proc. Am. Acad. Cardiovasc. Perfus. 7, 57–65
(1986)• J.B. Magner: Complications of aortic cannulation
for open heart surgery, Thorax 26, 172–273 (1971)• W.A. McAlpine, M.W. Selman, T. Kawakami:
Routine use of aortic cannulation in open heart
operations, Am. J. Surg. 114, 831–834 (1967)• N.L. Mills, J.L. Ochsner: Massive air embolism dur-
ing cardiopulmonary bypass, J. Thorac. Cardiovasc.
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Application o33. Application of Shock Waves
and Pressure Pulses in Medicine

Friedrich Ueberle

Since 1980 extracorporeal shock waves and pres-

sure pulses are used to disintegrate kidney stones.

Since then, ESWL – Extracorporeal Shock Wave

Lithotripsy – is the most important treatment for

kidney stones. In the past years, more medical ap-

plications for these special pulsed acoustic waves

were developed, e.g. for orthopedic pain therapy

(ESWT – Extracorporeal Shock Wave Treatment).

Shock waves and pressure pulses have high peak

pressures (up to 150 MPa) and very short time dura-

tion, typically 2–5 s. They are mostly generated by

one of three principles: The electrohydraulic (spark

gap) source, the electromagnetic (EMSE) source or

the piezoelectric source. Some thousand pulses are

released at a slow rate. They propagate through

water into the body of the patient by an acoustic

coupling means. In order to achieve the intended

medical effects, they are focused on the treatment

site. A number of physical parameters can be at-

tributed to the effects of the pulses both on stones

and tissue, the most important being the effec-

tive acoustic energy and the energy flux density.

Stone disintegration is governed by direct wave

effects, squeezing and cavitation. The waves also

act on tissue, which may cause healing effects,

but also some side effects. Targeting and treat-

ment control is usually done by imaging systems

using x-rays or ultrasound imaging. The result of

the treatment can be described by efficiency quo-

tients, which comprise stone-free rate as well as

side effects.
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33.1 Introduction – Historical Development

On 26 February 1980, for the first time, a patient
with kidney stones was treated successfully with an
extracorporeal shock wave lithotripter. Research and de-
velopment for this moment had taken about 10 years
from the first ideas to successful clinical application.

The first proposals to treat concretions with sound
reach back to the 1940s. A British working group tried
to disintegrate gallstones in vitro using continuous wave
(CW) ultrasound at 400 kHz lasting between 5 and 60 s.
Their success rate was about 80% [33.1].

Unfortunately, animal experiments in vivo resulted
in heavy tissue damage, which was lethal for the an-
imals. Consequently, further efforts were cancelled in
1956 [33.2–4].

The discovery that shock waves were able to pene-
trate soft tissue without harming it was made by chance
in 1966 when a Dornier technician was touching a metal
plate under fire, which was serving as a target in high-
speed gas cannon experiments [33.5]. He felt a kind

Fig. 33.1 The first series lithotripter Dornier HM3 was
introduced in 1983. The patients were treated by the spark-
gap source in a large bathtub filled with degassed water.
Targeting was done using two crossed x-ray tubes

of electric shock without suffering any visible dam-
age. This phenomenon of transmitting shock waves
through tissue was a subject of research by Dr. Hoff
at Dornier Systems, Friedrichshafen, Germany, until
1971. During a scientific collaboration with the Dornier
team, Prof. Häusler (Saarbrücken, Germany) raised
the idea of disintegrating kidney stones using sound
pulses generated by multiple sound sources, which
would be transmitted through the body. Subsequent re-
search activities soon led Prof. Häusler away from the
originally unfocused high-speed projectiles generating
shock waves when they hit a steel target. Instead, spark
gaps (almost like spark plugs in a car) were used to
generate shock waves by underwater discharge [33.6].
In 1972 urologist Prof. Schmiedt at the Klinikum
Grosshadern of the University of Munich, with his team
Chaussy (Munich) and Eisenberger (now Stuttgart),
joined the working group. Research funding was se-
cured from the German government (BMFT), which
supported the subsequent animal experiments and later
on the development of an efficient x-ray targeting.

After 3 years of clinical studies involving about
200 patients, the first series kidney stone lithotripter
Dornier HM 3 was installed in Stuttgart in 1983. Soon
the method was extended beyond kidney stones to the
treatment of stones in the entire urinary tract. In 1985
experiments to disintegrate gall stones were started.
This minimally invasive method is still in use today un-
der certain circumstances, but it was made obsolete by
the forthcoming minimally invasive surgical cholecys-
tectomy in most cases.

Since its first introduction of noninvasive shock
wave treatment, the medical applications of this en-
ergy have been continuously extended (Table 33.1). At
present extracorporeal shock wave therapy (ESWT) for
the treatment of soft tissue pain (e.g., tennis elbow
pain, heel spur pain) is in clinical evaluation and ap-
proval worldwide. The sound sources used in ESWL
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Table 33.1 Applications of shock waves and pressure pulses in medicine and biology. (Some applications are only in the
experimental stage and may not be approved for clinical use in certain countries)

Application Clinically applied since Literature

Ureter stone lithotripsy 1980/1983 [33.10]

Gall stone lithotripsy 1985 [33.11]

Gall duct stone lithotripsy 1985 [33.12, 13]

Pancreatic duct stones lithotripsy [33.14]

Salivary stone lithotripsy 1989 [33.15]

Pseudarthrosis treatment 1989 [33.16]

Shockwave effect on tumors [33.17]

Tendinosis calcarea treatment 1993 [33.18]

Pain therapy of tendons (tennis elbow, heel spur pain, shoulder pain) 1992 [33.19, 20]

Therapy of motion infringement 1994 [33.21]

Shockwave induced transfection of cells [33.7, 8]

Peyronie’s disease treatment 1997 [33.22]

Coronary vessels treatment 2002 [33.23]

and ESWT are similar – no wonder, because the first
clinical tests to treat soft tissue pain were undertaken
using standard or slightly modified ESWL machines.
Presently the use of shock waves for the application
of biotechnological agents is under research. The first
results are promising; as it turned out those shock-
wave-induced cavitations are able to open up molecular

pathways into cells for a short time. During this time,
molecules (e.g., genes, cytotoxics) are able to penetrate
the cells [33.7–9].

Due to the close relationship between the ESW dis-
ciplines, the following technical description may be
mostly restricted to the vocabulary and the knowledge
learned from ESWL.

33.2 Definitions of Physical Terms:
Acoustics – Sound Waves – Pressure Pulses – Shock Waves

33.2.1 Wave Forms Used
in Acoustic Therapies

The simplest wave form is a sinusoidal wave compris-
ing positive and negative pressures (overpressure and
rarefaction pressure phases).

Each sinusoidal wave has one precisely defined fre-
quency – in contrast to a shock wave. The wave is called

Fig. 33.2 Acoustic waves propa-
gate in fluid and gaseous media as
longitudinal compression waves

an ultrasonic wave if its frequency is above approxi-
mately 16 000 oscillations per second. If only one or
a limited number of sinusoidal cycles are generated,
which is common in ultrasound imaging systems, the
result is called a sound pulse.

A pressure pulse typically consists of only one pos-
itive pressure wave, which decays in an exponential
slope to ambient pressure within one to 5 μs. Immedi- Part
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ately a rarefaction period lasting a few microseconds
follows. When the rise from ambient pressure to the
positive pressure maximum takes place in a very short
period of time (a few nanoseconds), the resulting signal
is called a shock wave. After the pressure pulse or shock
wave has passed, the medium has returned to ambient
pressure conditions.

33.2.2 Sound Waves – Mechanical Waves
in Media

A sound wave is a mechanical wave that propagates
in a medium like gas, fluid, or a solid body. During

Table 33.2 Acoustic properties of some important media (after [33.24, 25])

Material Density (kg/m3) Sound velocity (m/s) Impedance (N s/m3)

Air 1.293 331 429

Water 998 1483 1.48 × 106

Fat tissue 920 1410–1479 1.33 × 106

Muscle tissue 1060 1540–1603 1.67 × 106

Bone tissue 1380–1810 2700–4100 4.3–6.6 × 106

Table 33.3 Mechanical and acoustic parameters of some stone materials (more data, in particular for kidney stones, are published
in [33.27])

Material Pressure
strength
(MPa)

Tensile
strength
(MPa)

Vickers
hardness
(kg/mm2)

Speed of
sound
(m/s)

Density
(g/cm3)

Impedance
(106 Rayl)

Disintegration
energy
(mJ/cm3)

Comment

Model stones

Plaster balls with
10% micro spheres

11 1.4 18.8 2096–3195 1.1 2.4–3.7 1599–1764 [33.26]
[33.27]
[33.28]

Calcite stone 5800 [33.29]

Graphite 22 500 [33.29]

Glimmer 67 000 [33.29]

Glass 1500 [33.29]

Glass marbles 3669 [33.30]

Breeze blocks 620–670 [33.30]

Gall stones 2.2–3.2 0.4–1.0 1700–2100 1.1–1.5 1.9–3.1 8050
(4336–17 850)

[33.28,30]

Kidney stones 2600–3800 1.8–3.0 4.8–7.8 [33.30]

Magnesiumammonium-
phosphat

8 0.6 22–40 2050 [33.10,31]

Tricalciumphosphat 4.8 0.6 [33.10]

Harnsäure 1.8 31.2–41.6 3318–3471 1.48–1.54 5.4–6.2 [33.10,27]

Calcium oxalate 1.1 98–125 3000 [33.10,31]

Mixed data of CaOx ,
Ca apatite, Mg ammon, P

2.0–17.6 0.1–3.4 1875–3390 [33.32]

the passing of the wave, the molecular distances in the
medium undergo a slight local change. In particular, in
fluids and gases the waves propagate as longitudinal
compression waves (Fig. 33.2).

In solids more wave forms like transversal waves,
shear waves, surface waves, etc. can propagate.

Acoustic Properties of Media

Media differ by their mechanical properties like elas-
ticity and compressibility. These properties determine
the velocity of sound c, and the acoustic impedance
Z = ρ c, which is calculated as a product of the medium
density ρ and the sound velocity c. Table 33.2 shows
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some data of biological materials, and Table 33.3 sum-
marizes data of different stones.

33.2.3 Definition of Shock Wave
and Pressure Pulse

A shock wave is a mechanical wave in a fluid (or a gas)
that rises from ambient pressure to peak positive pres-
sure in a few nanoseconds (10−9 s). The cause for this
almost instant rise is the nonlinear properties of fluids,
which lead to a local increase of the velocity of sound
in the positive pressure zone. During the propagation,
trailing positive pressure parts of the wave approach on
the leading front. The front steepens. This effect is sat-
urated when the steepening is balanced by the energy
loss by dissipation. Only in this saturated case is it phys-
ically valid to use the term shock wave. Besides the
direct generation of a shock wave by a sound source,
which moves at a higher speed compared to the velocity
of sound in an ambient medium, shock waves are also
generated by the steepening of a strong positive pressure
pulse. This may happen, for example, in the converging
sound field of a focused lithotripter source. Nowadays
pressure amplitudes of 10 MPa to over 100 MPa (Mega-
Pascal, 1 MPa = 10 bar, which equals ten times the
atmospheric pressure) are used in pressure pulse ther-
apies. As a shock wave – like all kinds of sound waves
– propagates with a velocity, which is determined by the
medium and the shock wave pressure, one can calculate
a shock front thickness, which is the spatial distance be-
tween the point of ambient pressure and the point of
peak positive pressure. In tissue, the shock front thick-
ness is about 1.6 to 6 μm (micrometers, 10−6 m). There-
fore, significant forces may act on a cell membrane that
is only a few molecule layers thick when a shock wave
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Fig. 33.3 A typical shock wave is
characterized by a positive pressure
pulse with an extremely short rise
time tr, followed by an exponential
decay to ambient pressure. A trail-
ing rarefaction phase lasting a few
microseconds follows. Typical shock
wave simulation (after [33.33])

is passing. The pressure gradient, i. e., the change in
pressure between two places, is maximized when shock
waves occur instead of other kinds of acoustic wave
forms, like sinusoidal high-power ultrasound.

It should be pointed out that in lay language the
term shock wave frequently is used for all kinds of pres-
sure signals, even if their rise times are much longer
than a few nanoseconds. In this case the term pressure
pulse, according to the IEC Standard 61846 [33.34],
is more appropriate. The measurement problems of the
fast pressure rise times will be discussed below.

33.2.4 Mechanical Effects of Sound Waves
at Interfaces

When a sound wave passes an interface between media
with different acoustic impedances, the propagation of
the sound may be significantly changed. In most cases,
knowledge of the magnitudes of the impedance of the
different media (which is given by the product of den-
sity and sound velocity) is sufficient to characterize their
properties.

Transmission and Reflection of Sound Waves

A fraction of sound energy is reflected into medium 1 at
the interface when the media impedances are different,
for example when the sound wave is passing from fat into
muscle tissue. The remaining sound energy is transmit-
ted into medium 2. The examples in Table 33.4 demon-
strate the fraction of transmitted energy, depending on
the properties of the tissues (e.g., muscle → bone).

Another very important property of the reflected
sound wave can be learned from the reflection for-
mula: If the impedance of medium 2 is less than that of
medium 1, then the algebraic sign of the reflected pres-
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Table 33.4 Examples of the amount of reflected and transmitted sound energy at the interface of two media calculated
using the reflection formula for pressure r = (Z2 − Z1)/(Z2 + Z1) with magnitudes of impedance Z1 and Z2

Interface Reflected pressure (%) Reflected sound energy (%) Transmitted sound energy (%)

Water – fat tissue −5 0.25 99.75

Fat tissue – muscle 11 1.2 98.8

Muscle – fat tissue −11 −1.2 98.8

Muscle – bone 44–60 19–36 64–81

Muscle – model kidney stone 22 5 95

Model kidney stone – muscle −22 5 95

Muscle – air −99 98 2

sure becomes negative. The physical meaning of this
is that a positive pressure is reflected as negative pres-
sure back into medium 1. Almost the complete pressure
amplitude is inverted during reflection at plane inter-
faces with a large difference in impedance. The pressure
gradient at the interface takes twice the value of the gra-
dient of the traveling wave in a homogeneous medium.
No energy is transmitted to medium 2. These effects
occur in particular at all interfaces from tissue to air,
e.g., at the lung. As almost the complete energy is re-
flected at the interface, the tissue is no longer able to
tolerate the resulting forces, and it tears. Thus, when

2t
1t

2r

1

1r

Fig. 33.4 If a sound wave impinges at the interface be-
tween two media, a part of the acoustic energy is reflected.
If the acoustic impedance of the second medium is less
than the impedance of the first medium, then the polarity
of the wave is inverted. Positive pressures become nega-
tive and vice versa. At impacted stones the Hopkins effect
can be observed. The concrement is damaged not at the
sound entry side but at the adjacent side. The reflected
pulse overlaps with the rarefaction portion of the impinging
pulse, leading to high strain forces inside the stone. This
effect explains findings on impacted concretions that are
disintegrated from the back toward the front

the high-pressure path of a pressure pulse device is di-
rected toward the lung, severe harm can occur. Similar
problems can occur at the surface of other organs, e.g.,
gas in the intestine or at the skin/air interface on the
opposite side of the body. If air bubbles are trapped at
the impinging site of the sound waves, small bleedings
(petechiae) frequently occur.

The effect of pressure inversion also occurs at an-
other interface, which is important in lithotripsy: at the
rear side of the stone, because the adjacent medium
(e.g., kidney parenchyma) has lower impedance than the
stone. Thus part of the leaving shock wave is inverted
and reflected back into the stone. It overlays with the
trailing rarefaction part of the shock wave, resulting in
very strong traction forces at the rear side of the stone.
These forces cause a spallation of the stone, occurring
somewhere at the rear surface. This effect is named after
its discoverer, Hopkins. In ESWL it can be observed in
particular when stones are impacted, e.g., in the urethra
or the shoulder (Fig. 33.5) [33.35, 36].

The Hopkins effect can be observed at impacted
stones. The concrement is damaged not at the sound
entry side, but at the adjacent side. The reflected pulse
overlays with the rarefaction portion of the impinging
pulse, leading to high strain forces inside the stone. This
effect explains findings on impacted concretions that are
disintegrated from the back toward the front.

Refraction of Sound Waves at Boundaries

A wave that is impinging on an interface at an angle
other than normal to the surface continues its path at
a different angle. According to Snell’s law, this angle
depends on the speed of sound in both media. This re-
fraction effect is used to design acoustic lenses for the
focusing of sound.

Refraction can also occur at interfaces between tis-
sues, and at the boundary between the coupling fluid of
the sound source and the patient skin. Refraction is the
main reason for a smearing of the sound focus inside
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the body of the patient. Furthermore, refraction may be
the cause of a potential aberration between the focus
display of the localization device (x-ray or ultrasound
imager) and the actual focus position of the pressure
pulse source [33.37–40].

Diffraction of Sound Waves

Comparable to the diffraction of optical waves, diffrac-
tion of sound waves occurs at edges. Therefore, a certain
portion of the sound not only propagates straight ahead
but is bent around the edge.

Therefore, an edge-bending wave occurs at the
fringe of any sound transducer as well as at interfer-
ing mechanical structures, e.g., an inline scanner device.
This portion of the wave, which is unavoidable in sound
sources of finite extensions, results in an inverted (rare-
faction) pressure, which follows the primary transmitted
positive pressure pulse. The maximum of this rarefac-
tion portion occurs on the axis close to the focus, even if
the sound source only transmits positive pressure pulses.

Absorption and Attenuation

Absorption and attenuation of sound waves lead to
a loss of acoustic energy in every kind of tis-
sue. The attenuation is usually frequency dependent
(0.5–0.7 dB cm−1 MHz−1, which means a bisection of
the pressure amplitude of 1 MHz after a 12 cm path
length, or bisection of a 2 MHz wave after 6 cm). Thus,
not only does the amplitude of a sound pulse change,
but also the pulse itself changes its shape, resulting
in less steep rise and decay [33.40]. Positive portions
(P+) of the pressure pulses are reduced by 15–30%
at penetration depths of 100 to 120 mm (typical for
kidney stones) [33.42]. In contrast, the rarefaction am-
plitudes P− are only reduced by 6% [33.43]. This can
be explained from the different frequency contents of
the (steepened) positive portion and the nonsteepened
rarefaction portion (e.g., 5–8 μs duration, Fig. 33.9).
This rarefaction portion has a quasisinusoidal shape and
contains frequencies in the range of 120 to 200 kHz,
which are minor attenuated. As a contrast, the positive
steepened signal portions have a saw tooth – like shape-
containing frequencies up to the high megahertz range,
which are particularly attenuated in tissue.

33.2.5 Mechanical Effects of Sound Waves
Caused by Nonlinear Properties
of the Media

So far, we have discussed the propagation of sound in
a linear medium that does not change its properties no

Fig. 33.5 If
a cavitation bub-
ble is hit by
a shock wave,
then it collapses.
During the col-
lapse a water
jet is generated
in the direction
of the shock
wave propaga-
tion or toward
a nearby surface
(after [33.41])

matter how high the pressure amplitudes are. Essentially
all waves in a medium propagate nonlinearly. There-
fore, we need to discuss some of the nonlinear effects
in ESWL and ESWT.

Steepening of the Positive Pressure Portions

of Sound Waves

High local positive pressures result in a strong local
compression and thus a local increase in medium den-
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sity. Simultaneously the velocity of sound increases due
to the elastic properties of the medium. Thus, the trail-
ing positive signal portions catch up with the leading
portions during wave propagation. At the end of this
process an ideally steep (shocked) front of the wave is
built up, even if the wave starts as a sinusoid (assum-
ing the starting positive amplitude is high enough to
feed the nonlinear effects). The time and the source dis-
tance until the signal is fully steepened depend on the
starting pressure of the sound wave, focusing (conver-
gence) of the wave, and properties of the medium such
as attenuation and nonlinearity coefficient.

In media with low attenuation (like water), already
at rather low energy settings, steepening frequently oc-
curs somewhere in front of the focus of the ESWL or
ESWT devices. But the energies at higher frequencies,
which are generated by steepening, are more strongly
affected by attenuation in tissues. Therefore, it can be
assumed that steepening in tissue needs a longer path
length or higher starting pressures as in water.

Generation and Excitation of Cavitations

Cavitations are characterized by the occurrence of vac-
uum or gas-filled bubbles in a fluid medium. Stable
cavitation bubbles are in a state of equilibrium when the
vapor pressure inside the bubble is equal to the pressure
of the fluid.

If the rarefaction pressure of the sound wave
exceeds a certain threshold, which depends on the fre-
quency of the wave and properties of the surrounding
medium, then chemical bonding forces can be ex-
ceeded even in homogeneous media [33.24]. The bonds
break up and cavitation bubbles occur. The theoreti-
cal cavitation threshold of tissues was estimated to be
−16 MPa [33.33, 44]. though cavitation events can be
observed at significantly lower rarefaction amplitudes
during lithotripsy. Most likely cavitation occurs close to
stones and inside vessels [33.45].

The rarefaction portion of a sound wave is also re-
sponsible for another cavitation effect – micro bubbles,
which may exist as remainders of larger collapsed bub-
bles start to grow during the rarefaction pressure portion
of the sound waves. They may reach a stable size, up to
three orders of magnitude larger than the original size.
These bubbles may remain stable for several hundred
microseconds.

After this stable phase, oscillations of the bubble
occur until it is reduced to its final size. Every time
during oscillation when the bubbles reach their mini-
mum volume, they emit a shock wave to the surrounding
environment, called a collapse wave. Afterwards, they

start growing again and the cycle is repeated. The num-
ber of oscillations as well as the maximum size of
the bubble depends largely on the properties of the
surrounding medium. Occasionally these bubbles may
be observed for more than 1 s [33.37]. In large ves-
sels, bubble clouds could be identified by ultrasound
images [33.46]. Other research groups have used an
external sensor to measure cavitation signals extracor-
poreally during lithotripsy [33.47].

When a shock wave hits a cavitation bubble, the ex-
cess external pressure leads to a shrinking of the bubble,
while the bubble absorbs a part of the sound energy.
When the exciting forces and energies are large enough,
this leads to a forced bubble collapse. During the col-
lapse, a part of the energy stored inside the bubble
is released as a new acoustic wave to the surround-
ing medium. The maximum collapse energy is released
when the original bubble radius is around 500 μm (these
values are valid for water and typical lithotripter shock
waves). The bubble collapse takes place about 2–3 μs
after the shock wave has passed by. The collapse pres-
sure amplitude is about 1/10 of the original shock wave
pressure and its duration is typically 30 ns. Thus, the
acoustic energy of the collapsing bubble is 1000 times
less than that of the exciting shock wave. Larger bub-
bles do not collapse that hard because they are slowed
down by the rarefaction phase of the shock waves.

As a shock wave usually hits a bubble only from
one side, the bubble collapse tends to be asymmetric, in
particular close to interfaces. In this case, a water jet in
the direction of the nearest surface is created (Fig. 33.5).
The water jet can reach velocities as high as 400 to
more than 800 m/s. Thus, the jet has enough power to
perforate aluminum foils and plastic membranes.

During a bubble collapse, local effects may harm the
tissue, which leads to small bleedings (petechiae) inside
the tissue and at the skin. At cell level, an increase in
the permeability of cell membranes is attributed to the
effects of cavitation [33.9, 48].

Around the year 1990 researchers tried to find out
if a bubble collapse would be able to create free radi-
cals. To date, free radicals have only been identified in
extracellular space. The question of whether free radi-
cals caused by collapsing cavitation bubbles might also
appear inside cells is still controversial [33.49, 50].

Trailing after the positive pressure pulses, the signal
of every pressure pulse source also includes rarefac-
tion portions. Due to these rarefaction portions, bubble
seeds several micrometers in size grow to large bubbles
of several hundred micrometers. Due to these bubble
seeds, new active cavitation bubbles are created. How-

Part
D

3
3
.2



Application of Shock Waves and Pressure Pulses in Medicine 33.3 Lithotripter Measurement Technology 649

ever, the exact thresholds for this process are not defined.
Depending on the water purity and gas content, values
between −0.5 and −20 MPa can be found. For tissue
a theoretical cavitation threshold of −12 to −16 MPa
was estimated [33.51]. Furthermore, the duration of the
rarefaction signals additionally plays an important role.
The shorter the signal duration, the higher rarefaction
pressures are tolerated by the tissue. In animal experi-
ments with lithotripter pulses, the first damage occurred
at about −1.5 MPa in mouse intestine [33.52]. Notably,
lung tissue is very susceptible to damage [33.53].

Bubbles can be observed by high-speed photog-
raphy at quite a large distance in front of the focus
on the axis of a lithotripter pressure pulse source in
water [33.54]. Recent measurements during stone treat-
ments also demonstrated the occurrence of cavitation
around the stone [33.55].

The amount of cavitation occurring in different tis-
sues apart from the kidney is largely unknown. In water,
bubbles may reach several millimeters in size. In tis-
sue cavitation bubbles behave much differently. Most
likely cavitation occurs in vessels and capillaries with
a diameter of about 100 μm. These vessels contract im-
mediately after the first shock waves [33.56]. It can be
expected that the maximum bubble size is limited by the
diameter of the vessels [33.53, 56, 57]. The collapse of

such small bubbles is significantly less powerful. Even
a minor static excess pressure of 0.1 MPa is able to
suppress cavitation completely [33.58].

It is of vital importance to restrict the maximum
pulse repetition rate in order to avoid undesired side
effects due to cavitation and its interaction with the trail-
ing shock wave [33.59]. Besides reduced tissue damage,
the number of shocks needed to disintegrate a given
stone mass is also reduced when the pulse repetition rate
is limited to 60/min or even less [33.60].

33.2.6 Thermal Effects Caused
by Pressure Pulses

The pulse duration of a clinical pressure pulse or
a shock wave is very short; as a rule, the time duration
of the complete wave is only 3 to 5 μs. Nevertheless,
a peak power of more than one megawatt per pulse can
be reached. The average sound energy per pulse in the
focal region is 10 to 150 mJ. Depending on the pulse
intensity, the energy setting of the device, the pulse rep-
etition rate, the stone material, and the heat conduction
properties of the surrounding medium, the stone may
warm up during the course of a treatment. In vitro,
a maximum temperature elevation of 1.5 ◦C was meas-
ured [33.61].

33.3 The Acoustic Field of a Lithotripter –
Basics of Measurement Technology

The following description of the acoustic field of
lithotripters will be restricted to those parameters that
are most relevant in practice. They are defined in the
international measurement standard IEC 61846 Pres-
sure Pulse Lithotripters [33.34, 62]. The correlation of
these parameters to stone comminution is shown in
Table 33.5. The most relevant parameter for stone com-
minution is the acoustic energy that hits the stone, i. e.,
the energy distributed in the cross-sectional area of the
stone [33.63,64]. The biological importance of the pres-
sure pulse parameters is less understood and will be
discussed in a later chapter.

To evaluate the pressure pulse parameters, measure-
ments must be made in degassed water according to
the International Standard IEC 61846 (because no in-
ternationally acknowledged standard tissue phantom is
defined). Sound waves are less attenuated in water as
compared to tissue and the nonlinearity parameters of
water are different from those of tissues. Therefore, the

measurement results cannot be directly applied to the
situation in an individual patient. If a wave propagates
in tissue, then the sound signals are influenced by the
tissue layering, the attenuation of sound, and the nonlin-
earity parameters. As a rule, the greater the attenuation
of the amplitudes, the greater the reduction of the ampli-
tudes of higher frequencies in the pressure pulse signals.
Thus the rise time of the pulses increases, resulting in an
individual change in focal geometry [33.39, 40].

33.3.1 Sensors
and Measurement Technology

New sensors for shock waves and pressure pulses con-
tinue to be developed. The most important parameters
for these sensors are as follows:

• Small effective diameter to allow for measurement
of parameter changes in small-scale highly focused
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fields, where the pressure amplitudes may vary by
> 50% within a range of 2–5 mm;• Broadband from < 100 kHz to > 10 MHz with low
sensitivity variation (< 3 dB) [33.76, 77];• Resistant to at least several thousand pulses;

Table 33.5 Hydrophones used for lithotripter measurements. A comparison of the wave forms of the most frequently used
hydrophones is given in Fig. 33.6

Sensor type Advantages (+)/disadvantages (−) In use since Literature/
comments

Piezoceramic sensor + Simple handling
+ Long service life
− No good signal reproduction

1970 Used as hydrophone for
quality control (long term
stability of lithotripters)

PVDF membrane + Good signal reproduction
− Cavitation damage
− Short service life
− Very high prize
− Large sensor head dimensions

Ca. 1982 [33.65]
[33.66]
Focus hydrophone accord-
ing to IEC 61846; Refer-
ence hydrophone accord-
ing to FDA

Contact-free PVDF membrane + Long service life
− Relatively large effective aperture

1992 [33.67]

PVDF needle (IMOTEC) + Long service life
+ Reasonable price per pulse
− P-reproduction varies
− Cavitation damage

1987 [33.68, 69]
Mostly used hydrophone
in the past years; field
hydrophone according to
IEC 61846

Fiber optic hydrophone using the reflected
light at the fiber tip, which is modulated by
a transient change of water density by the
pressure pulse

+ Good signal reproduction
+ Long service life
+ Reasonable price per pulse
+ Good P-reproduction
+ Easy calibration
− Fragile fiber needs frequent maintenance
− Handling requires much training

1988 [33.70]
Focus Hydrophone and
field hydrophone accord-
ing to IEC 61846

Fiber optic hydrophone based on interferom-
eter principles

+ Good signal reproduction
+ Good P-reproduction
+ Can be used in vivo
− Handling only by trained personnel
− Fragile fiber needs frequent maintenance
− Service life?

1998 [33.71, 72]

Light spot hydrophone (LSHD), using the
reflected light at a glass–water interface,
which is modulated by a transient change of
water density by the pressure pulse

+ Good pressure signal reproduction
+ Good reproduction of rarefaction pressure
+ Robust and durable, glass block can be
easyly exchanged, usually only slight adjust-
ments of the glass block position required
after damage, without the need to leave the
measurement position
+ Calibration can be checked at any time
− Large sensor head dimensions

2004 [33.73]

Steel ball sensor − No good signal reproduction
+ Long service life
+ Reasonable price per pulse

1991 [33.74]
Quality control hydro-
phone and measurement of
cavitation signals

Capacitive steel block sensor − Signal fidelity low
+ Very durable
+ Low price per measurement

1990 [33.75]
For quality control

• Known linearity over a broad pressure range (less
than −10 MPa to more than 50 MPa);• Constant calibration and easy recalibration during
use;• Appropriate price per pulse;
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• Hydrophones must satisfy the requirements of
IEC 61846 for a focus hydrophone or field hy-
drophone depending on the intended use;• High adhesion to water to avoid cavitation at the
hydrophone surface.

With a hydrophone made of plastic material like PVDF
the last point in particular is very difficult to achieve.
Rarefaction pressures of more than approximately −5
to −10 MPa often cannot be measured with sufficient
reliability with such hydrophones due to the signal dis-
tortions caused by cavitation.

An additional major source of problems is the
low cavitation resistance of the PVDF membrane hy-
drophone electrodes. They are very sensitive to pits
caused by cavitation jets, which results in electrical
interruption of the sputtered leads and significantly de-
creased sensitivity.

PVDF needle hydrophones are made of a PVDF-
coated steel needle. Therefore they are less sensitive
to damage [33.68]. In recent years, this type of hy-
drophone has frequently been used as a standard shock
wave hydrophone because of its comparably long ser-
vice life and reasonable price [33.26, 30, 69], but it
has significant disadvantages. The metal needle is me-
chanically excited by shock waves and thus generates
additional signals interfering with the trailing parts of
the pressure pulse, in particular with the rarefaction
part. Therefore, the reproduction of rarefaction portions
and most of the signal energies are not reliable with this
type of hydrophone (Fig. 33.6).

Hydrophones made of glass fibers are particularly
advantageous because the adhesion of water to glass is

p+=8 MPa (time scale:1μs/div) p+=50 MPa (time scale:1μs/div)

Membrane

PVDF needle probe

Fiberoptic

1 μs

Fiberoptic Membrane

PVDF needle probe

Fig. 33.6 Comparison of the focal wave form of a pressure pulse source at different energy settings, measured using
three different hydrophone types. The amplitudes were calibrated to read the same p+ value. While the rise time and
the p− amplitude are reproduced comparably, the pressure-time curves and thus the energy flux density values measured
by the PVDF needle probe are significantly different. In contrast, the PVDF membrane hydrophone and the fiber-optic
hydrophone display almost the same curves

higher than the cohesion of water itself [33.70]. Thus,
as cavitation at the probe surface is less likely, rarefac-
tion pressures can be measured with high reliability. If
any cavitation events occur at an optical hydrophone
due to gas bubbles in the fluid, they can be identi-
fied by a rapid leap in the hydrophone output voltage,
as the reflectivity of the laser light will change in-
stantaneously in the presence of a gas bubble. As an
alternative to the fragile glass fiber, the active surface
of the light spot hydrophone (LSHD) is composed of
a thick glass block, which also is able to tolerate very
large rarefaction pressure amplitudes without causing
cavitation [33.73].

In conclusion, because of all these problems and
the extremely high price of fragile PVDF membrane
hydrophones, the state of the art in measurement tech-
nology are optical hydrophones such as the fiber-optic
hydrophone and the LSHD.

33.3.2 Measurement Parameters
of Lithotripter Sound Fields

International Standard IEC 61846 describes the mea-
surement parameters in detail. Further requirements,
in particular for ESWT devices, are specified in
a consensus paper of the Technical Working Group
of the German Society for Shock Wave Lithotripsy
(DGSL) [33.78]. The DIGEST (German and Interna-
tional Shock Wave Therapy Society) also accepted the
parameters and gave further advice on their application.

The correlation of the parameters with the com-
minution of stones and with biological effects shall be
discussed in the following sections.
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Pressure – Time Parameters of Single Waves:

Pressure, Intensity, Energy Flux Density,

Pulse Duration, Rise Time
The amplitudes of the positive and the rarefaction pres-
sure are read from oscilloscope recordings of single
pressure pulses (Figs. 33.2 and 33.6). The significance
of the peak positive pressure values for the efficacy of
lithotripters were often overestimated in the past. The
actual pressure value seems not to have a high corre-
lation to stone comminution as long as the pressure
exceeds a certain (stone-material-dependent) thresh-
old.

The rise time is determined as the difference in time
between the 10 and 90% points of the positive pres-
sure amplitude. In order to determine a typical shock
wave’s rise time of < 5–10 ns, it is necessary to use os-
cilloscopes and sensors with a frequency bandwidth of
500 MHz and sampling rates of 1 GSample/s. Addition-
ally, the effective sensor area has to be adjusted exactly
parallel to the shock wave front. Otherwise, parts of
the sensor receive the wave with a temporal delay and
thus the rise time of the wave appears to be longer.
On the other hand, rise time has not been identified
up till now as a very important parameter in the usual
ESWL and ESWT regimes (< 5 ns to > 250 ns); thus
the measurement efforts can be slightly relaxed. Mea-
suring with a reduced bandwidth (e.g., 20 MHz) will
reduce the noise, thereby enhancing the measurement
quality.

The pulse width is defined as the signal duration be-
tween those points in time when a level of 50% of the
maximum positive pressure amplitude is reached. When
the wave form is complicated, this pulse width defini-
tion may lead to misinterpretations, e.g., if the wave has
a long duration but contains one high short-time peak,
its pulse width may be largely underestimated. These
kinds of waves occur in regions outside the focus of
a lithotripter.

The pulse intensity integral (PII) is a measure of the
average power per pulse. A synonymous, more common
term in lithotripsy is energy flux density (ED) per pulse.
The unit of ED is J/mm2. Usually a manufacturer’s
technical specifications of the ED state the maximum
value measured in the focus. There is a high correla-
tion of ED to the depth of a crater that is eroded out of
model stones after a number of shocks. On the other
hand, in vitro experiments with perfused pig kidneys
also showed the relevance of ED+ (ED of the positive
portion of the pressure pulse) in determining the risk of
tissue damage [33.79].

Spatial Parameters of Signals

in the Pressure Pulse Field
When the location of the measurement is only several
millimeters away from the focal maximum, the shape of
the pulses changes significantly [33.80]. The rise time
of the signal increases quickly at positions other than
the focal maximum [33.81]. The pressure-time curves
before and after the focus depend on the kind of pres-
sure pulse source. In the case of spark-gap sources,
a shock wave is found before the focus. In the case of
electromagnetic shock wave emitter (EMSE) and piezo
sources that emit less steep signals, the shock front may
only occur several millimeters before the focal region,
depending on the energy setting. It should be noted that
the steepness of the front is of minor significance for the
disintegration of stones [33.82].

Axial and Lateral Pressure Distribution,

Full Width Half Maximum or (−6 dB) Width

Axial and lateral distributions of the positive pressure
in the focal region usually are plotted in a graphic rep-
resentation (Fig. 33.7). From these curves single values
are extracted as a compact description of the focus ac-
cording to the standard IEC 61846. According to the
standard, the full width half maximum (FWHM) values
of the axial and lateral pressure distributions are stated.
The FWHM values give the spatial distance between
those points where the pressure amplitude has 50% of
the focal peak value. The term −6 dB width is used
frequently instead of the term FWHM.

The focal volume is calculated from these axial and
lateral −6 dB values under the simplifying assumption
that the focal region is shaped like an elliptical cigar
that extends along the direction of the wave propagation
path.

However, the medical significance of these (stan-
dardized) values is not clear. All those values are based
on measurements relative to the peak positive focal
pressure, which depends on many technical design pa-
rameters. Besides the energy setting, the peak pressure
mainly depends on the aperture angle of the source (the
angle of a cone between source aperture and focus) –
the larger the aperture angle, the higher the focal peak
pressure and the smaller the focal FWHM values.

The correlation between pressure-based values and
stone comminution effect is low. In contrast, it is shown
below that the effective energy is very important for
stone comminution. Also, in most publications, biolog-
ical effects are described in terms of intensity and ED
values [33.79, 83].
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33.3.3 Energy Parameters
of the Sound Field

The ED is calculated by integrating the squared pressure
pulse signal; therefore, ED is also called the PII. Lateral
from the axis, the ED values decrease at about the same
rate or faster than the peak pressure values because ED
depends on the square of the pressure.

The focal energy is calculated by integrating the
ED values in the −6 dB focal area. So the term fo-
cal energy specifies the energy that is evaluated in
a circle around the focal spot (point of maximum pres-
sure) with a diameter of the FWHM [(1) in Figs. 33.7
and 33.8].

Effective energies are calculated by integrating over
a certain effective area, which is defined from certain
effects. An important effective area is a circle with a ra-
dius of 6 mm around the focus, which is a typical stone
radius in ESWL. It is important to note that a compar-
ison of the energies of different pressure pulse sources
is only possible based on the same effective areas, as
a comparison based on the focal energies within the
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parameters are derived from mea-
surements of the axial and lateral p+
distributions, according to the stan-
dard. In contrast, for the assessment
of the disintegration efficacy, the ef-
fective energy E12 mm in the circle
delimited by a 6 mm radius and the
effective energy E5 MPa in the circle
delimited by the 5 MPa pressure value
are much more important

FWHM would be misleading when the focal dimen-
sions are different.

The total energy in the focal area is approximated
by E5 MPa. This energy is calculated by integrating the
EDs over the focal area, which is delimited by the radius
where the pressure just exceeds 5 MPa.

The total energy of larger sources (EMSE, piezo) is
about the same as the emitted primary acoustic energy.
In contrast, in sources that use reflecting mirrors for fo-
cusing purposes, the total energy additionally depends
on the portion of the (spherical) wave that is reflected
by the mirror. Thus in reflector systems the total energy
sometimes is less than half of the primary acoustic en-
ergy. The nonfocused portion also hits the patient but
does not contribute significantly to stone comminution.
It is possible that the unfocused wave portions con-
tribute to the dynamics of cavitation bubbles.

In general, the larger the aperture angle of the sys-
tem, the larger is its focal pressure as well as the focal
ED at a given level of primary acoustic energy. In
contrast, the lateral focal dimensions decrease with in-
creasing aperture angle. Thus, a pressure pulse source
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Fig. 33.8 Energies (circles) are calculated by spatial integration of the energy flux density values (diamonds). In circular
symmetric pressure pulse sources, the energy can be calculated by integration over a certain radius. Biologically effective
areas are delimited by the radius where the ED threshold (0.1 mJ/mm2) for the generation of stress fibers or the detach-
ment of endothelium (0.3 mJ/mm2) occurs. Radii important for the stone comminution are 6 mm, and the 5 MPa limit.
(1) Focal energy flux density (ED) (2) Radius r2 delimiting the area where ED is larger than 0.3 mJ/mm2; (3) Radius
r3 delimited by the half-maximum focal pressure value FWHM. Integrating inside this area calculates the focal energy;
(4) Radius r4 that encloses ED values larger than 0.1 mJ/mm2; (5) Radius r5 (here: 6 mm) that delimits the area of a typ-
ical model stone or stone concretions. Integration yields the energy E12 mm, which is relevant for stone comminution.
Integration up to the boundary of the measured area yields the total focal energy. Usually this value is well approximated
by an integration in the area delimited by the 5 MPa pressure values (not shown in the figure)

with a large aperture angle may have a high focal ED
even though the total energy is low.

A significant pressure pulse effect on biological
tissues and on stones can only occur if the energy
thresholds of the material are exceeded. These energy
thresholds are difficult to evaluate; some values will be
given below.

Primary Acoustic Energy and Electrical Energy

The primary acoustic energy is concentrated in the focal
area by focusing. Depending on the type of the pressure
pulse source, it is not possible to focus the complete pri-
mary acoustic energy as in systems with a point source
focused by a mirror. An (additional) portion of the en-
ergy can be shaded by inline scanners or other structures
in the sound field [33.30].

The electrical energy necessary to drive the sound
source is usually stored in a capacitor. It is calculated
from the capacitance multiplied by the square of the
charging voltage. Only a fraction of this electrical en-
ergy is transformed into acoustic energy; the rest is
dissipated as heat in the source. Different source types
have differing electroacoustic efficiencies and use dif-

ferent capacitor voltages. Therefore, neither voltage nor
primary energy is appropriate for comparing different
sources.

Spatial Distribution of Rarefaction Pressure

In the early years of lithotripsy, the measurement of
the rarefaction pressure amplitudes in regions close to
the focus was unsatisfactory. Already at low rarefac-
tion pressures of several megapascals cavitation may
occur [33.24], in particular at the surface of a PVDF
hydrophone. In addition, some hydrophones are less
sensitive to rarefaction pressures. Furthermore, the trail-
ing rarefaction signal parts sometimes interfere with
reflections of the wavefront at the hydrophone. Since
the introduction of the fiber-optic hydrophone as well
as the LSHD, the reproduction of rarefaction pressures
has been significantly more reliable, as the adhesion at
the water–glass interface is strong. Thus, the occurrence
of cavitation on a glass surface is unlikely. If cavitation
occurs nevertheless due to the presence of cavitation
nuclei on the glass surface, the onset of cavitation can
be immediately identified by a signal jump in the hy-
drophone output.
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The primary acoustic signal generated by an EMSE
or a spark-gap source does not contain significant rar-
efaction pressures. Nevertheless, rarefaction occurs in
the focal region along the axis. It is caused by the
diffraction wave at the rim of the sound source or reflec-
tor. This rarefaction wave appears to be a mirror image
of the positive pressure wave, which is emitted by the
outer ring of the aperture.

In the design phase of a pressure pulse source the
suppression of rarefaction signal portions is one impor-
tant point. As the rarefaction signal is not affected by
nonlinear steepening, its amplitude in the focus remains
lower than the steepened positive pressure amplitude
(ca. 1/10 to 1/5). The usual duration of the rarefaction
signal is about the same as the duration of the primary
pressure pulse (2–5 μs).

Due to nonlinear effects, the positive pressure fo-
cus is axially shifted away from the geometric focus of
the source by some small amount. In contrast, the focus
of nonsteepened signals is shifted slightly closer to the
source. Therefore, the maximum of the rarefaction pres-
sure may occur several millimeters before the positive
pressure maximum.

The piezo source generates a trailing additional
rarefaction pressure signal that merges with the edge
diffraction wave in the focus. This additional rarefac-
tion pressure can be minimized by certain electrical and
mechanical design features.

33.3.4 Significance of the Pressure Pulse
Parameters in Lithotripsy

In the early years of urethral stone lithotripsy, most
of the sound field parameters shown in Table 33.6
could not be measured with sufficient accuracy and
usually were not published. Either the peak positive
pressure or the capacitor voltage of the spark-gap source
was used to characterize the treatment parameters. Of
course, as soon as different generator types (electro-
hydraulic, EMSE, piezoelectric) appeared, this led to
confusion and misinterpretation. The characterization
of clinical study parameters based on capacitor voltages
does not provide sufficient information to compare dif-
ferent treatment regimes and devices. One of the major
advantages of the international measurement standard
IEC 61846 is that it improves the comparability of data
and study results.

Table 33.6 shows the correlations between different
standardized physical parameters and the comminution
of stones. It can be concluded that the effective energy
impinging on the stone is the most important param-

eter for the eroded volume (i. e., E12 mm and E5 MPa),
whereas the pulse intensity distribution determines the
depth and shape of the eroded craters. The 5 MPa value,
which was used to determine the boundary of the eroded
area, is a fair estimate of the disintegration threshold of
stone materials (ca. 2 to 10 MPa [33.84, 85]).

All energy values include a dose effect. The number
of shocks Sz per stone volume V increases propor-
tionally as the effective acoustic energy per shock E′

eff
decreases, given by E′

eff/V = constMaterial/Sz [33.28].
The material constant (constMaterial) depends on the
stone composition, and its value for model stones is ca.
2 mJ/ml [33.63].

Stone comminution only occurs when a certain
threshold energy per shock E0 is exceeded, which
is material dependent. Thus the effective energy that
contributes to comminution is E′

eff = Eeff − E0. The
endpoint of comminution is reached when all concre-
tions are crushed to less than 2 to 3 mm because these
fragments can pass the urethra spontaneously without
causing many problems.

Other parameters like peak pressure, rise time, and
pulse width seem to play minor roles in lithotripsy – at
least as long as they are in the typical ranges shown in
Table 33.6.

The most important parameters for other treatment
modalities have not yet been identified. In pain therapy
(ESWT), thresholds of the ED seem to play a major
role (see below). Therefore, in the future it may be-
come important to introduce energies based on different
areas whose boundaries are determined by ED (PII)
threshold values [33.81, 86, 87]. These threshold val-
ues need to be evaluated by biological and other model
experiments.

According to the standards, the −6 dB focal di-
mensions are calculated from those positions where
the positive pressure has decreased to 50% of the fo-
cal maximum value. Thus, all those focal dimensions
strongly depend on the focal peak pressure. This has
a number of implications. The stronger the focusing
of a sound source, the higher is its peak pressure
and consequently the smaller its focal diameter be-
comes. However, as the disintegration, and thus the
effective focal diameter, does not depend on peak
pressure but on a threshold value (e.g., 5 MPa), this
implies that the statement of a −6 dB focal extent is
not a valid measure for the efficacy of a lithotripter
or an ESWT device. Nevertheless, there is an on-
going discussion about which device is better: one
with a small or one with a large focus (see be-
low).
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Symbol Parameter Unit Typical value
range

Significance Comment

Focal parameters According to standard IEC 61846 measured at the loca-
tion where p+ is maximum in the sound field (acoustic
focus) [33.34]

p+ Peak positive pressure Megapascal,
MPa

7 to > 80 MPa
(ESWT)
20 to > 100 MPa
(ESWL)

Low correlation to stone
disintegration∗
(0.704∗∗)
(0.54∗∗∗)

p− Peak rarefaction pressure Megapascal,
MPa

−3 to −15 MPa Correlation to disintegra-
tion unknown∗
(0.394∗∗)

Significant for the
creation of transient
cavitation

Tr Rise time (measured from 10
to 90% of p+)

Nanoseconds,
ns

< 5–500 ns Low correlation to stone
disintegration∗
(0.006∗∗)

Varies significantly in
the sound field lateral of
the focus

Tw Pulse width (measured from
50 to 50% of p+)

Nanoseconds,
ns

< 150–> 500 ns Important to determine the
integration limits of PII
and energy parameters

PII+,
ED+

Pulse intensity integral or en-
ergy flux density of the posi-
tive signal portion

Millijoules
per millimeter
squared,
mJ/mm2

< 0.02–0.8
mJ/mm (ESWT),
< 0.1– > 1.2
mJ/mm (ESWL)

Correlates to the depth of
a crater in stone material
as well as to
effects on cells∗

Lateral distribution of
PII+ correlates to lat-
eral distribution of
p+ [33.81]

PII,
ED

Pulse intensity integral or en-
ergy flux density of the com-
plete wave (until the absolute
value is less than 10% of the
peak amplitude)

Millijoules
per millimeter
squared,
mJ/mm2

< 0.03–1.0
mJ/mm2

(ESWT),
< 0.1– > 1.2
mJ/mm2

(ESWL)

Correlates very good to the
depth of a crater in stone
material (0.99∗∗∗) as well
as to effects on cells∗. Cor-
relates fairly to the eroded
volume.
(0.801∗∗)
(0.75∗∗∗)

Lateral distribution of
PII correlates to lat-
eral distribution of
p+ [33.81]

Field parameters

wx , wy ,
wz

Focal extensions measured
from pressure distributions in
X, Y (lateral) and Z (axial) di-
rections between the locations
of 50% of p+

Millimeters,
mm

Lateral:
< 2–> 8 mm
Axial:
< 15–> 100 mm

Low correlation to stone
disintegration∗

Often misinterpreted
as significant for Dis-
integration power of
a source

Vf Focal volume, usually approx-
imated by
Vf = π/6wxwywz

Cubic milli-
meters, mm3

< 100– > 1 000
mm3

Correlation to stone disin-
tegration unknown

Often misinterpreted
as significant for dis-
integration power and
sensitivity towards mis-
placement of a target
(see below)

E+, E Focal energy derived by in-
tegrating the PII distribution
to the lateral focal extensions
wx , wy . The time integration
limits either include the posi-
tive signal portion for E+ or
the complete signal for E

Millijoules, mJ E+: 0.5–180 mJ
E: < 1.5–230 mJ

Low correlation to stone
disintegration∗
(0.442∗∗)
(0.62∗∗∗∗)

Parameter must not be
used to compare dif-
ferent pressure pulse
sources, if their focal
width wx , wy is different

Eeff+,
Eeff

Effective energy derived
by integrating over
a predetermined area, e.g.
a circle with 12 mm diameter:
E12 mm or a circle including
pressures > 5 MPa: E5 MPa

Millijoules, mJ E+: 0.5–65 mJ
E: < 1.5–80 mJ

Highest correlation of all
energy parameters to dis-
integrated stone volume
(Ttotal 0: r = 98∗∗∗)
(E5 MPa: r = 0.97∗∗∗∗)

Most important param-
eters to determine stone
disintegration, see text
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Table 33.6 Parameters describing the sound field of a pres-
sure pulse source [33.34, 78]. The correlation of the
parameters with stone disintegration and biological ef-
fects marked ∗ were taken from [33.26, 82] and [33.89].
The ∗∗ numbers in brackets are correlation coefficients,
composed of experiments with six different pressure
pulse sources [33.90]. The correlation coefficients marked
∗∗∗ were taken from [33.26], those marked ∗∗∗∗ are
from [33.82]. The parameters are shown in Figs. 33.2 and
33.6–33.10 �

Instead of using the −6 dB focal width for the
characterization of a lithotripter, a more relevant pa-
rameter will be proposed: the disintegration diameter.
This value is determined by the diameter of the area
that is bordered by an increase, by a factor of 2, in
the number of shocks necessary for the disintegration of
a typical concretion, as compared to the shock number
in the focus (Fig. 33.9). Model stone (12 mm diameter)
measurements with different lithotripters have demon-
strated that the disintegration diameter does not depend
on the standardized (−6 dB) focal dimensions. The dis-
integration diameter seems to depend only weakly on
the pressure pulse source design (spark gap or EMSE);
in particular there is only weak dependence on the aper-
ture angle of the source (angles between 54◦ and 74◦
were tested). The disintegration diameter turned out to
be 18 to 22 mm [33.88]. The experimental setup and
measurement results are shown in Figs. 33.9 and 33.10.
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Fig. 33.9 The number of pulses for the comminution of a 12 mm stone to concretions < 2 mm in size is doubled when
the stone is displaced by ±11 mm beside the focus. The experiment was carried out with different pressure pulse sources
(spark gap, aperture angle 54◦, and EMSE 62◦). Nevertheless, the measured differences in disintegration are minor. The
disintegration diameter f ′x, which is defined by a decrease in the disintegration efficacy of 50%, which means doubling
of the number of pulses is 22 mm in both sources

33.3.5 Which Physical Effects
Play a Significant Role
in Stone Comminution?

A number of effects that contribute to stone comminu-
tion were published recently:

• Direct action of the pressure pulse forces on a stone
leads to cracks due to stress and to the growth of
cracks [33.91].• Strongly focused waves lead to a cone-shaped ero-
sion of the stone [33.92].• Spallation effects are caused by the reflection of the
pressure pulse at the rear side of the stone, including
polarity reversal of the reflected wave (Hopkins ef-
fect) [33.91]. The reflected pulse overlaps with the
rarefaction portion of the impinging pulse, leading
to high strain forces inside the stone. This effect
explains findings on impacted concretions that are
disintegrated from the back toward the front.• Cavitation effects are responsible for the expansion
of cracks. They also induce extremely high ampli-
tude collapse pressure pulses of a few nanoseconds’
duration directly on the stone surface, and, due
to water jets with speeds of 200 to 800 m/s, they
are able to drill pits into the stone surface [33.71,
91]. Homologous craters can be identified in mi-
croscopic images at the stone front facing the
wave.
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Fig. 33.10 The focal pressure distributions of stronger and weaker focusing sources mainly show large differences in the
area of ±2 mm around the focal maximum. Thus the standardized (−6 dB) focal width Fx of the strongly focused source
(circles) is only 2.5 mm, the standardized (−6 dB) focal width Fx of the next weaker focused source (triangles) is 6 mm,
and that of the weakest focused source is 18 mm (diamonds). Nevertheless, the effective disintegration diameter of all
three sources is almost identical (18 to 22 mm), as the disintegration threshold of ca. 10 MPa is reached at almost the
same diameter with all three sources

• Clusters of cavitation bubbles collect around the
stone. During collapse, they act as a water ham-
mer [33.93].• Due to different velocities of wave propagation in-
side and outside the stone, mechanical strains are
created by the passing waves, which lead to binary
fraction of the stones (fraction into two pieces) due
to growing micro cracks [33.84].

The contribution of each effect to the final stone com-
minution is not yet clear. It can be estimated that the
importance of every effect varies depending on the sur-
rounding medium around the stone (fluid, in part or
completely impacted, e.g., in the shoulder tendon or in
the urethra). If a reasonably low static positive pressure
restricts cavitation, then stone comminution is reduced
by ca. 20%, i. e., the number of shocks necessary to
crush the stone into pieces smaller than 2 mm increases
by 20%. If the stone is surrounded by a medium of
higher viscosity, e.g., castor oil, then the number of
shocks also increases and the final concrements remain
larger. This occurs due to the suppression of cavitation
in the oil [33.94]. At higher surrounding static pressure
or impacted stones, the additional static forces can lead
to slower growth of cracks [33.84].

Different stone materials need typical energies for
the cracking of a unit volume into pieces smaller than
2 mm [33.30, 95]. The typical energy value of model
stones made of plaster, which are frequently used for
lithotripter test purposes, is about 2 mJ/ml [33.63]. At
the same time, the pressure must exceed at least 2 to
10 MPa [33.84, 85]. Disintegration takes place at those
parts of the stone where the pressure threshold is ex-
ceeded. The amount of transgression seems to be of
minor importance, which can be seen from the low
correlation between peak pressure and disintegration.
The amount of disintegrated stone volume per shock
depends on the effective energy per shock.

However, when treating patients the influences of
the tissue as well as the geometrical conditions of the
sound path play a fundamental role in overall treatment
success. These influences will be discussed in a later
section of this paper.

33.3.6 Effect of the Pressure Pulses
on Tissue

It is of great interest to distinguish between unintended
side effects (e.g., bleeding during lithotripsy or irritation
of nerves after ESWT), and desired effects. While the
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Table 33.7 Energy flux density thresholds for biological effects of pressure pulses on cells

ED, PII
(energy flux
density)

Finding Note

0.3 mJ/mm2 Complete detachment of endothelial cells, occur-
ring at the entrance side of the pressure pulse
Most likely caused by positive pressure

Thrombosis, occlusion of a vessel
ED based on PVDF needle hydrophone measure-
ments

[33.83]

0.22 mJ/mm2 Rounded mitochondria in attached cells ED based on PVDF needle hydrophone measure-
ments

[33.83]

0.1 mJ/mm2 Stress fiber formation in adhering endothelium Reaction to shear forces, likely a reaction to cav-
itation forces.
ED based on PVDF needle hydrophone measure-
ments

[33.83]

0.045 mJ/mm2 Bleeding of intestine Mouse model, ED values were estimated from
the published signals

[33.52]

0.007 mJ/mm2 Skin damage Mouse model, ED values were estimated from
the published signals

[33.52]

mechanisms of stone comminution in ESWL are largely
known, the healing effects in ESWT are not well un-
derstood in a biophysical sense. The shock wave might
generate micro defects, which lead to rebuilding pro-
cesses in the diseased tissues. The focusing of shock
waves on soft tissue leads to a release of substance P
and the triggering of cellular cascades [33.96].

The following mechanisms are identified:

• A dose effect, which increases with an increasing
number of pressure pulses [33.52];• An energy-dependent effect, which increases with
increasing energy per shock;• The effect of cavitation, which is mainly attributed
to a shock wave–bubble interaction [33.97, 98].

The biological pressure limits that can be found in
the literature were mostly determined for side effects
of shock waves during lithotripsy. Other side effects
of lithotripsy have rather biological causes, e.g., by
obstruction of the urethral pathways. Altogether se-
vere side effects that require treatment like kidney or
subcapsular hematoma occur only in a small num-
ber (0.1–0.7%) of treatments [33.99, 100]; a transient
hematuria is a more or less frequent effect that is ac-
cepted as a common side effect. Cavitation has been
identified as the main cause of damage.

The ED thresholds for the generation of stress fibers
and stronger effects on cells were evaluated using a hu-
man umbilical cord model [33.83, 101]. The effects
and associated ED values are shown in Table 33.7. It
should be noted that the ED values were determined
using PVDF needle type hydrophones and integrating
over the complete pressure signal. The large potential
errors of this kind of sensor were already mentioned

in the measuring technology section above. From the
lateral ED distributions of a pressure pulse source it
is possible to estimate the biologically effective zones
using the threshold values. These zones can be char-
acterized by the diameter of areas comparable to the
disintegration diameter given above. Presently the val-
ues serve as a coarse guide to the adjustment of devices.
In order to assign these values to real treatment situa-
tions, they still need to be verified with a better pressure
pulse measurement technology and more realistic tissue
models. Recent experiments with perfused pig kidneys
showed a strong correlation between damage and the
ED+ values, while no good correlation to other shock
wave parameters were found [33.79].

The limits of unwanted bone damage are only in-
directly known. Microscopic and macroscopic fractures
were found in most cases at extremely high energy set-
tings, which are rarely used in lithotripsy [33.7, 102–
104].

No significant long-term side effects of ESWT or
damage that could be shown by diagnostic means have
been reported in the orthopedic literature to date, al-
though some damage has been demonstrated in animal
tests. Still, there are a number of directions that it is vi-
tal to verify if ESWT really is the appropriate treatment
for the diagnosed disease [33.105].

The pressure limit for skin damage was determined
at 0.6 to 1.6 MPa and for intestinal bleeding at 1.6
to 4 MPa [33.52]. Thermal effects were excluded; thus
the most likely damage mechanism is cavitation. The
pressure pulses affected blood and other abdominal tis-
sue much less. The ED values may be estimated from
published graphical measurement data. The values are
between ED = 0.007 and 0.045 mJ/mm2.

Part
D

3
3
.3



660 Part D Therapeutic Devices

33.4 Generation of Pressure Pulses for Extracorporeal Lithotripsy (ESWL)
and Extracorporeal Shock Wave Therapy (ESWT)

In practice, all ESW sources are composed of a pulsed
electrical energy source, an electroacoustical converter,
and means for the focusing of the pulsed acoustic
waves. Focusing is necessary to target the pressure pulse
application area. With pointlike sources (e.g., spark
gaps, laser discharges) and cylindrical sources, a focus-
ing mirror is the first choice. Lenses are usually applied
to focus plane sources (e.g., EMSE), while spherical
curved sources (EMSE, piezo) are self-focusing.

At the end of each section, specific differences be-
tween the source concepts are discussed in terms of the
generation of the pressure pulses and their effect on the
wave fronts. However, it must be pointed out that it is
not yet possible to make statements on the medical and
biological relevance of these parameters.

33.4.1 Point Sources and Extended Pressure
Pulse Sources

Depending on the generation principle, one must dif-
ferentiate between point sources and extended sources.
Point sources generate spherically expanding acoustic
waves. Extended sources generate planar waves, cylin-
drically propagating waves, or spherically converging
waves, depending on the source shape.

All those propagation modes of the primary sound
waves require different means for focusing. Although,
due to the nonlinear propagation, from the pressure sig-
nal measured in the focus of any source it is not possible
to determine the kind of source and the focusing means.
As will be discussed below, specific differences rather
occur in the sound field outside the focus.

33.4.2 Generation of Spherical Pressure
Pulses and Shock Waves

Spark-Gap Source (Electrohydraulic Source)

The first kidney lithotripter devices were equipped with
spark-gap sources. This classical principle is still in use
today. Comparable to the spark plugs of a car motor,
a high voltage (usually 12 to 30 kV) applied to two
electrodes a few millimeters apart generates an under-
water spark, thereby generating an expanding plasma
bubble, which leads to a compression of the surround-
ing water. After the electrical energy pulse has faded,
a vapor bubble remains, which expands further with eas-
ing velocity and finally collapses after several hundred
microseconds.

The effective primary compression wave is only
generated during the existence of the plasma bubble.
As this bubble expands at a speed that is greater than
the velocity of sound in the surrounding medium, the
wave front of this compression wave is extremely steep
from the beginning and thus represents a shock wave by
physical definition (Fig. 33.11). Its rise time is about 1
to 3 ns.

When the secondary collapse of the vapor bubble
occurs, another, much weaker, shock wave develops.

The high voltage is stored in a capacitor of 40 nF to
some 100 nF. Its complete energy content is transferred
to the plasma bubble at the instant of the spark genera-
tion. The acoustic part of this energy is only a fraction
of less than 1%.

Ellipsoidal Reflector for the Focusing of Spherical

Waves. A rotational ellipsoid has the properties to re-
concentrate in the second focus every acoustic event that
happens in its first focus. If a target, e.g., a stone, needs
to be placed in the second focus (the so-called ther-
apy focus), then the ellipsoid must be cut somewhere
at a suitable location (Fig. 33.12). The remaining mirror
encloses a certain spatial angle of the spherical wave
emerging at the first focus. Thus, this part of the spheri-
cal wave is focused, while the remaining part penetrates
the tissue unfocused. The unfocused wave reaches the
second focus earlier than the focused wave. Its maxi-
mum amplitude is less than 1 to 2 MPa, which is signif-
icantly less than the amplitude of the focused wave.

Nonlinear steepening results in an increasing axial
shift of the pressure maximum of the focused wave by
ca. 2 to 5 mm beyond the geometric focus F2.

Special Properties of the Spark-Gap Source. The small
preliminary unfocused pressure pulse reaches the focus
ca. 40 μs before the main focused shock wave. Almost
1 ms after the focused signal a third, rather weak, pres-
sure pulse may occur, which is generated by the collapse
of the primary vapor bubble. It should be noted that this
vapor bubble is generated due to the spark-gap princi-
ple and should not be confused with the occurrence of
cavitation bubbles somewhere else in the field.

Pressure pulses generated by spark gaps usually
have the properties of shock waves, which means that
the pressure rise at the wave front is extremely rapid.
Thus during the propagation in tissue the shock wave is
particularly affected by the attenuation of its higher fre-
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Fig. 33.11 Primary pressure
pulse of an electrohydraulic
spark gap source. Small im-
age: enlarged view of the
pressure pulse front with
a steep rise typical for shock
waves (rise time value delim-
ited by the properties of the
hydrophone used)

quencies. It can be assumed that part of the wave energy
is completely attenuated before it reaches the focus. Due
to the steepening process the high-frequency parts are
constantly renewed, which again leads to further energy
loss.

Recent Developments in Electrohydraulic Pressure

Pulse Sources. The treatment concept of the first
lithotripter generation included the use of a new
electrode for every patient. This has the undisputed ad-
vantage that the electrode wear is well known over the
course of treatment. Due to the increasing burn-up of
the electrode tips, there are some disadvantages:

• An increasing electrode gap is the cause of an in-
creasing ignition delay. During this delay part of the
electrical charge drains off the capacitor. Thus, this
part of the primary electrical energy is no longer
transformed into acoustic energy.• Due to the irregular erosion of the electrode sur-
face, which is a side effect of the burn-up, the actual
path of the spark, as well as the instant of igni-
tion, fluctuates from shock to shock. This results
in a fluctuation of the primary spherical pressure
pulse amplitude, as well as a variation of the exact
location of the spark. Therefore, the focal pressure
varies largely from shock to shock – sometimes up
to ±30%.• It is difficult to determine the true focal dimensions.
According to the IEC standard, the measurement
has to be repeated several times to get statistically
relevant data. However, due to the statistical evalua-
tions, the focal widths appear to be larger, while the
peak pressures and EDs seem to be smaller.

Newer developments try to reduce the longer ignition
delay due to increasing electrode gaps by increasing the
conductivity of the surrounding fluid. For this purpose
sometimes an electrolyte is used [33.106]. Due to these
measures, the pressure variation from shock to shock is
significantly reduced, treatment efficacy increases, and

the measured values of the focal dimensions become
notably smaller.

Other manufacturers have developed adjustable
electrodes. As the electrodes are placed in the center of
explosions, the demands for safety and positional accu-
racy of the tips with respect to the ellipsoid focal spot
play a very important role.

A very different approach was published by a Czech
research group. They used a metal cylinder covered by
a thin porous ceramic layer. A high number of igni-
tion paths penetrate the pores of the ceramic layer in
the direction of the surrounding highly conductive wa-
ter. This setup represents an electrohydraulic cylindrical
wave source, which may be focused using a rotational
symmetric paraboloid mirror [33.107].

Explosives and Laser-Generated Shock Waves. As
early as 1986, a Japanese lithotripter was built that
used tiny explosive pills in the first focus of a rota-
tional symmetric elliptic mirror. The device was used
for the treatment of kidney stones, and reports about its
application in ESWT therapy were published.

F1

F2

Fig. 33.12 The primary spherically expanding shock wave of the
spark-gap source in the focus F1 is refocused in the focus F2 by
a rotationally symmetric ellipsoidal reflector
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The laser-generated thermal and dielectric break-
down of a fluid was also under research for the genera-
tion of shock waves [33.108]. Although this method is
able to generate highly precise and reproducible pres-
sure pulses, the high cost of applicable lasers makes
this approach less feasible for commercial lithotripters.
Therefore, the method is mostly used in academia for
the generation and excitation of cavitations.

33.4.3 Generation of Planar Sound Waves

Electromagnetic Shock Wave Emitter

The principle of the electromagnetic shock wave emit-
ter (EMSE) was published first in 1962 [33.109]. The
source uses a flat coil that is energized by an electric
current impulse of several kilo-Amperes. This results in

F

Fig. 33.13 The shape of the primary pressure pulse of the elec-
tromagnetic pressure pulse source (EMSE) is the square of the
driving current pulse [33.109]. The wave contains only weak high-
frequency components. Therefore, it is only slightly attenuated in
tissue. A shock front occurs by steepening during propagation to
the focus

p (MPa)
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Fig. 33.14 The electromagnetic pressure pulse source (EMSE) gen-
erates effective plane high-energy pressure pulses, which are
focused by an acoustic lens. In the focus, they have shock wave
properties if the primary pressure pulse amplitude is large enough
and the tissue attenuation is not too high

a strong magnetic field extending over the area of the
coil. The coil is covered by a thin insulator. On top of
it is placed a highly conductive membrane. Due to the
magnetic field of the coil, eddy current flows inside the
membrane, which in turn creates a magnetic field with
opposite polarity. Due to the two magnetic fields, the
membrane is repelled (Fig. 33.14). Thus, the water is
compressed in the volume above the membrane, which
generates a positive pressure pulse with the shape of
a squared semisinusoid (Fig. 33.13). The pressure distri-
bution above the membrane is approximately constant.
The duration of the pulse is ≈ 2–5 μs.

A capacitor again is used for the storage of the
driving electrical energy. Its capacity is several hun-
dred nanofarad to one microfarad, which is significantly
more than the capacitor of a typical spark-gap source.
Therefore, the charging voltage can be less; typical val-
ues for an EMSE are ca. 8 to 20 kV. Nevertheless, the
electroacoustic efficacies of EMSE and spark gap (and
piezo) are not comparable due to the different princi-
ples. Thus, a comparison of charging voltages or even
electrical energies does not give useful information on
the efficacy of different sources.

Acoustic Lenses for the Focusing

of Sound Waves

Acoustic lenses are used for the focusing of planar pres-
sure pulse sources like the EMSE or planar piezoelectric
transducers. Depending on the velocity of sound of the
lens material, its shape differs. If the velocity of sound is
higher than that of the surrounding water, the lens shape
becomes concave (e.g., perspex lenses). If the velocity
of sound is less than that of the water, the lens shape
becomes convex (e.g., silicon lenses).

Special Properties of the Electromagnetic Shock

Wave Emitter

The primary acoustic signal of the EMSE has the
shape of a squared sine half-wave at first. Its rise time
is several hundred nanoseconds. Thus, it only con-
tains a small amount of higher-frequency energy and is
therefore only slightly attenuated in tissue. The higher
spectral components occur during the propagation to the
focus caused by the steepening process, when the pri-
mary acoustic pressure is high enough (ca. > 1 MPa)
and the propagation path is long enough.

Steepening by a Shock Tube

In order to generate a steep signal in front of the lens,
a long tube can be inserted between the EMSE and the
lens. During propagation inside the tube, the rise time
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of the wave gets shorter, and a shock wave develops.
Disadvantages of the shock tube are its large length of
20 to > 50 cm, its weight, and the fact that some of the
waves that travel along the wall are coupled inside the
wall and thus are lost. Therefore, shock tubes are not
used in newer shock source designs.

Steepening by Focusing

On the way to the focus, the pressure pulse steepens
due to the collimation of pressure. Thus as a rule with
appropriately designed systems (distance lens – focus,
primary pressure) shock waves develop in water in the
focal area. In contrast, it is hard to prove that the same
steepening occurs in tissue in vivo. As the tissue prop-
erties (e.g., attenuation, nonlinearity, and layering) are
different in every patient, an exact prediction of the
steepness in the focal area is not possible. Nevertheless,
experiments in vivo demonstrate that the waves may be
fully steepened.

Pressure pulses with a focal pressure of less than
25 MPa are usually unable to generate fully steepened
signals at the usual geometries (focal distance 5 to
10 cm), even in plain water. At typical ESWT aper-
tures (80−90◦ angle) shock waves can be observed in
lens-focused EMSE systems at higher energy settings.

In an ESWL system with a self-focusing spherical
calotte (EMSE of 12 cm aperture), shock waves were
measured to develop even at relatively low focal pres-
sures (≈ 20–30 MPa) due to a long propagation path
and relatively high primary pressures [33.92].

Cylindrical EMSE

In this special EMSE, the coil is wound in a cylindrical
shape and is covered by a cylindrical membrane. The
pressure pulse is emitted radially symmetrical. It has
about the same shape as the pressure pulse of the flat
membrane EMSE. The waves of the cylindrical EMSE
are focused by a section of a rotationally symmetric
parabolic reflector [33.110].

Piezoelectric Pressure Pulse Source

In a piezoelectric pressure pulse source the transforma-
tion of electrical energy into acoustic energy is done
by a number of polarized ceramic platelets, made of
lead-zirconate-titanate, that elongate or contract due to
a charge transferred by an electrical impulse (up to ca.
5 kV).

Usually several dozen to several thousand ceramic
platelets are used that are arranged adjacent to each
other on a plane or on a spherical carrier (the first
sources were cuts of a sphere with a diameter of 50 cm)

[33.111, 112]. The platelets are excited simultaneously
and emit a plane wave front, which converges in case
the carrier is curved.

The time signature of the pressure pulse depends
largely on the coating material of the front and rear side
(backing) of the transducer. It also depends on the elec-
trical excitation signal. If the backing is well matched
to the properties of the piezo material, then the shortest
pressure pulse is shaped as a sinusoidal wave composed
of a single positive pressure and a trailing negative por-
tion [33.111, 112]. The time duration of the signal thus
depends on the length of the piezoelectric elements
(e.g., 5 mm [33.113]). Usually it is chosen between 1
and 2 μs per half wave.

Pulse shapes that comprise a number of positive and
negative portions can also be generated by adequate
construction of the transducer. By oscillating between
positive and rarefaction pressures, strong cavitation oc-
curs in the focal area, which results in gross tissue
damage. Possible applications for these kinds of signals
could be the disintegration of tumors [33.114–116] and
the transfection of cells in biotechnological and medical
applications [33.8, 9].

Self-Focusing Assemblies –

Spherical Sound Sources

Piezoelectric elements are favorably arranged on
a spherical surface. Thus, all pressure pulses emitted
from each single element arrive at the center of the
sphere at the same instant, which results in the for-
mation of a focal maximum. The smaller the aperture
angle of the radiating surface, the closer the maxi-
mum pressure is shifted toward the source. This shift is
compensated by an outward shift due to nonlinear steep-
ening. When the sound waves are fully steepened, then
the geometrical focus and the positive maximum often
appear at the same position.

Self-focusing arrangements can also be found in
EMSE sources using a spherically curved spiral coil and
a corresponding membrane [33.80, 92].

New Approaches to Increase the Efficiency

of Piezoelectric Pressure Pulse Sources

The primary peak pressure of a single-layer piezo-
electric generator is < 1 MPa and thus lower than the
primary pressure of an EMSE source. Therefore, the
sound intensity at the piezo transducer surface also is
less, so a larger area is necessary to achieve the neces-
sary focal energies.

New approaches [33.117, 118] are based on layered
transducer structures that are composed of two layers
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of piezo elements with time-delayed excitation. Basi-
cally, the front layer is excited in phase when the sound
waves of the rear layer penetrate it. This approximately
doubles the surface pressure, so the energy is quadru-
pled [33.117]. Therefore, the diameter of the transducer
can be reduced to ca. 30 cm (for ESWL), which makes
new system concepts of the lithotripter feasible. A lay-
ered arrangement may be obtained by bonding the front
and rear sides of a metal sphere with piezo elements.
For ESWT purposes handheld transducers of < 10 cm
diameter are available using double-layer technology.

Special Properties of the Piezoelectric Pressure

Pulse Source

Like the EMSE, a piezoelectric transducer generates
primarily not shock waves but triangular rising signals.
As the spectrum of these piezo pulses only contains
minor high-frequency components, about the same
propagation and attenuation conditions apply for both
piezo and EMSE sources.

Additionally, the typical pressure pulse signal of
a piezo transducer includes a rarefaction portion that
has about the same amplitude as the positive portion.
This generated rarefaction part adds up to the rarefac-
tion generated by the edge diffraction wave in the focus.
However, as the rarefaction part does not steepen dur-

ing propagation, the focal amplitude of the rarefaction
portion of the focus signal has less amplitude than the
positive pulse, which may have developed a shock front.

An optimal signal shaping of the piezo pulse by
electrical and mechanical means is mandatory. If the
transducers are allowed to oscillate and to emit multi-
ple positive and rarefaction pressure periods, then this
leads to tissue damage by cavitation [33.112,114]. Such
transducer configurations are used for the targeted de-
struction of tissue, but not for lithotripsy. For lithotripsy,
successful efforts were undertaken to generate both
monopolar positive pressure pulses and to minimize the
edge diffraction waves [33.119, 120].

Due to the many possibilities for pulse shaping,
piezoelectric transducers offer a wide field for the
evaluation of different bioeffects. A bioeffect study
of pressure pulses starting with a rarefaction phase
demonstrated that these inverse pulses caused signif-
icantly larger damage in agar models and in rabbit
liver [33.121]. In contrast, other authors reported
clearly less hemolysis when the rarefaction pressure
was generated using a reflector with pulse-inverting
properties as compared to a standard spark-gap arrange-
ment [33.55,122]. Stone comminution in the rarefaction
case was significantly less at comparable reflector ge-
ometries [33.123].

33.5 Extracorporeal Lithotripsy (ESWL) and Extracorporeal Shock Wave
Therapy (ESWT) in Practice

33.5.1 System Components of a Lithotripter

A typical lithotripter system as in Figs. 33.1 and 33.15
is composed of the following components:

• Pressure pulse source with high-voltage pulse gen-
erator and coupling means (water circuit and
bellows)• Source positioning means• Localization means including video monitor• Enclosure with power supplies, control computer,
electrical high-voltage generator, etc.• Patient stretcher with supplies for leg rests, arm
rests, etc.• ECG monitor for triggered pressure pulse release

Coupling Means

Between the pressure pulse source and the patient a wa-
ter path is usually inserted that is enclosed in a bellows

at the patient’s side. The water pressure can be adjusted
to support the coupling. Between the bellows and the
skin an ultrasound coupling gel is used. It is important to
avoid the trapping of air bubbles in the gel layer in order
to prevent disturbance of the pressure pulse propagation
and possible skin petechiae due to cavitation effects.

Localization

During lithotripsy of urinary stones, gallstones, and
shoulder calcification, as well as for bone treatment
(pseudarthrosis), the target can be effectively visualized
using ultrasound or x-ray systems.

During ESWT of tennis elbow pain, heel spur pain,
etc., the treatment spot cannot be identified by these
means and the doctor needs the cooperation of the pa-
tient. Usually he asks the patient to identify the exact
localization of the maximum pain spot and directs the
pressure pulses at this spot during treatment. In most
cases, ultrasound images are able to show soft tissue
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structures like tendons and thus are appropriate for
treatment control.

Some systems offer dual imaging. This means
the simultaneous use of x-ray and ultrasound imag-
ing for the precise localization of the target and for
a real-time ultrasound control of the treatment. Thus
a continuous treatment control with minimal radiation
is possible. However, for anatomical reasons, ultra-
sound localization is not possible with all stones and
treatment situations (e.g., deep ureter stones, or if
the stones are hidden behind rib shadows). Therefore,
most lithotripters are equipped with an x-ray device, or
lithotripters at least have provisions to add an external
x-ray C-arm.

The requirements for both the precision and accu-
racy of localization are very high. As discussed above,
the effective spot in the focal plane has a maximum
diameter of 18–22 mm. The axial extent of the effec-
tive focus often has comparable dimensions. Thus the
cross hair of the localization display needs to point to
the focus with the highest precision with deviations
of preferably less than 1 mm. To assure the quality of
the localization device adjustment, a focus phantom is
used that can be attached to the therapy head. It shows
the exact therapy focus position in the localization dis-
play and should be used frequently to verify the correct
adjustment of therapy head focus and localization sys-
tems.

X-ray Localization

In general a localization device must be able to dis-
play the volume around the focus from all spatial
directions. In older lithotripters this task was solved
with two x-ray systems whose central axes crossed in
the therapy focus. Newer lithotripters have a movable
x-ray arm that swivels isocentrically around the ther-
apy focus. With the x-ray tube in an upright position
perpendicular to the patient stretcher (AP position),
the target is positioned horizontally to the position
of the focal marker. Afterward, the x-ray tube is
swiveled isocentrically around the therapy focus into
an oblique position (in the cranial–caudal, CC, plane
at ca. 30◦). In this plane the vertical position of the
target is adjusted to the focal marker (Fig. 33.16) by
elevating the patient stretcher or the therapy head. In-
stead of the CC plane, sometimes a lateral position is
used.

During treatment, frequent localization controls are
necessary even at the expense of some additional x-ray
dose (which is quite low in modern systems), particu-
larly if it is suspected that the patient has moved.

Fig. 33.15 A modern lithotripter, which can be used as a urological
work station at the same time. The figure shows all system compo-
nents such as the pressure pulse source including source positioning
mechanics and attached ultrasound outline system, the x-ray system
attached to a rotating C-arm, including a monitor cart, the patient
stretcher, which can be moved in three orthogonal axes, and the
control console (Dornier Lithotripter S)

Variations of the X-ray Localization

The first lithotripters (Fig. 33.1) used two independent
x-ray systems for localization, which were adjusted in
a fixed position with respect to the shock wave focus.
Both x-rays crossed the patient from an oblique an-
gle, which made the orientation difficult. To account for
these problems, the patient could be moved in planes
parallel to the x-ray imaging planes.

Newer lithotripters sometimes use the so-called
inline x-ray targeting method. In this case one of the x-
ray projections is taken through a radiation-transparent
opening in the center of the shock source. Under cer-
tain conditions, the relatively small image sector may
be disadvantageous. To avoid excess radiation due to
the penetration of the water path, an air-filled balloon
can be inflated inside the shock source when an x-ray is
taken.

If no direct access of the x-ray projections through
(or along) the pressure pulse source is possible due
to its large size, offline x-ray targeting can be used.
In this case the x-ray arm is arranged at a position
that is shifted along the long patient stretcher axis by
some distance. For targeting, the patient is moved to the
x-ray center position by a defined shift of the stretcher.
For treatment, he is shifted back to the focus position.
It is understood that the requirement for mechanical
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a)

b)

precision of such arrangements is extremely high, par-
ticularly as the stone position and the progress of stone
comminution cannot be tracked online by x-ray without
moving the patient.

In recent devices localization systems have been
built that do not require a mechanical link to the ther-

Fig. 33.16a,b During x-ray targeting at first the AP direc-
tion is used (a). The target is adjusted to the therapy focus
by moving the patient in the horizontal x-y-plane (b). Af-
terward, the C-arm is tilted 30◦ (CC) and the target is
adjusted to the therapy focus in the z-direction by elevating
the patient stretcher or the therapy source �

apy head. Instead, an electronic navigation system using
ultrasonic or camera-based sensors measures the mu-
tual positions of the x-ray device and therapy head. The
attending physician is informed of the position of the
therapy focus via numerical displays or a video overlay
in the x-ray image [33.124].

Another system is significantly less expensive but
just as accurate. It uses laser spots projected from the
therapy head onto small target marks at the x-ray de-
vice. With the help of these laser spots, it is possible
to use almost every x-ray C-arm device available at the
hospital for targeting purposes.

Ultrasound Targeting

Depending on the arrangement of the ultrasound trans-
ducer, inline and outline systems are distinguished.

The inline ultrasonic transducer is built into the cen-
ter of the pressure pulse source along its axis. Usually
it can be moved axially and rotated around its axis. The
advantage of the inline scanner is the use of the same
propagation path and entrance window as the path of the
therapy waves. The disadvantage of the inline arrange-
ment is the shading of parts of the therapy wave and the
occurrence of diffraction waves at the transducer hous-
ing. The resulting loss in therapy energy needs to be
compensated by a higher primary pressure pulse energy.

Moreover, the ultrasound image may be impaired by
the water path between transducer and patient inside the
coupling bellows, causing multiple reflections and arti-
facts. To minimize these problems, the inline transducer
is usually moved toward the patient for localization and
retracted during the pressure pulse release.

In the ultrasound outline system the transducer is
fastened at a mechanical arm, which can be rotated
isocentrically around the therapy focus. Thus it is pos-
sible to choose the optimum windows for coupling
the therapy source and the imaging transducer to the
patient. As the localization transducer axis does not
comply with the therapy source axis, the attending
physician needs to have a good anatomical orienta-
tion. The outline transducer has the advantage that
it allows one to visualize the anatomy in standard
imaging planes, which is important for the correct as-
sessment of the state of the disease and the tracking
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of treatment success. Additional advantages are the
easy exchange of the transducers for optimum adap-
tation to the treatment situation and the artifact-free
ultrasound image. Misalignments of a few millimeters
between the localization display and the therapy focus,
caused by the different sound pathways, can sometimes
occur [33.38]. Such declinations can usually be com-
pensated by the real-time monitoring of the treatment
progress, as the exact site of the stone hits can be
estimated from the ultrasound images by trained per-
sons.

Sensor-based navigation systems have also been
used for the adjustment of the ultrasound imaging sys-
tem. The position of the therapy focus is displayed as
an overlay in the ultrasound image. In principle, the
ultrasound transducer could be used freehand, but for
continuous treatment monitoring a mechanical holding
arm is necessary.

33.5.2 Approaches to Online Disintegration
Tracking During Treatment

Early on, attempts were made to track the disintegra-
tion progress online. As piezotransducers are capable
of receiving ultrasonic signals, the echoes of test signals
or high-energy pulse echoes from the focal region can
be received by piezo lithotripters. A distinction between
cavitation and stone signals is feasible by evaluating the
polarity of the echoes [33.37]. By overlaying the sig-
nals of the lithotripsy pulse echo and standard ultrasonic

images the focal echoes could be amplified in order to
implement a hit-or-miss monitoring [33.125].

Recent clinical trials demonstrated a highly signif-
icant indication of a hit or miss by evaluating the time
duration of a Doppler shift when test signals were sent
shortly after the pressure pulses. It was also feasible to
track the progress of stone comminution by changes in
the Doppler signals [33.126].

Nevertheless, none of these methods is (yet) used in
actual clinical lithotripsy. In particular, solutions that in-
terrupt the excitation of high-energy pressure pulses in
the absence of stone echoes from the focus lead to irreg-
ular triggering of the shocks (comparable to the effects
when respiration triggering was used), which is very ir-
ritating for both the patient and the physician [33.79].
Therefore, to date, a regular, continuous triggering of
the pressure pulses is preferred and seems tolerable even
if a certain number of pulses are missing the stone (up
to ca. 30%).

A continuous and well-targeted shock wave appli-
cation could be achieved by using an online target-
tracking method. Mechanical tracking is hard to realize
due to the large moved mass of the therapy head. A pos-
sible option would be the use of electronic focusing,
e.g., by a phased array composed of a number of syn-
chronized small single sources (16–128). Such designs
were published as acoustic mirrors. They were used in
clinical trials, but the high technological expenditures,
and thus high price, prevented further steps toward
widespread introduction [33.127].

33.6 The Patient

33.6.1 Patient Bedding
for ESWL and ESWT Treatment

The treatment of stones usually is done with the patient
in a lying position, which facilitates analgesia, supervi-
sion of blood pressure and ECG, and, in some cases, the
use of sedation or anesthesia.

ESWT treatment may be done in a sitting or lying
position, depending on the treatment site. A lying posi-
tion may be advantageous for avoiding blood circulation
problems, in particular if treatment is done under local
anesthesia.

The extremities can be supported by appropri-
ate holders. In this way the limbs can be posi-
tioned in a comfortable treatment position. These
tools help to avoid decoupling of the target and pa-

tient movements due to reflexes caused by fear or
pain.

33.6.2 Stone- and Patient-Related
Influences

In the section on stone disintegration, the mechanisms
were discussed from a physical view. The starting point
was idealized conditions, which only occur when mea-
surements are made in a water bath. In order to account
for the influences of the patient, the Technical Working
Group of the Deutsche Gesellschaft für Stoßwellen-
lithotripsie (DGSL) started the design of a patient
phantom [33.78]. Probably due to the large number of
parameters to be taken into account, the development is
yet to be completed.
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During actual stone treatment a number of real-
world influences play a significant role in treatment
outcome, the necessary pulse energy, and the overall
energy dose. These influences are as follows:

1. Attenuation due to absorption in tissue;
2. Dissipation of energy and losses due to nonlinear

distortions of the pressure pulses;
3. Reflections at tissue boundaries (skin, fat, muscle,

kidney capsule, urethra, etc.);
4. Shadowing by bone structures (ribs, spine, pelvic

bone) [33.30];
5. Shadowing by components installed inside the pres-

sure pulse source propagation path, e.g., inline
ultrasound transducers [33.30, 110];

6. Shadowing by gas-filled structures (e.g., gas in in-
testines or bubble layers in the coupling gel);

7. Shadowing and absorption by sludge, viz., already
comminuted stone mass [33.63];

8. Aberration at boundaries by the diffraction of sound
(which also leads to a declination of localization);

9. Influence of the medium surrounding the stone
(tissue, urine, biles, etc.) on the excitation and en-
hancement of cavitation [33.30, 57, 71, 91];

10. Impacted stones, e.g., in the urethra [33.128, 129],
or shoulder calcifications [33.35], which require
markedly higher energy doses for complete disin-
tegration as compared to free-floating stones in the
kidney. In environments of higher viscosity (e.g.,
PVA) 8 to 10 times more pressure pulses are needed

for the complete destruction of a stone as compared
to water [33.30];

11. Gas bubbles in the pressure wave path (e.g., in the
coupling gel between bellows and patient, or in
greasy layers at the skin), which significantly in-
crease the attenuation in the propagation path;

12. Different stone compositions, which can multiply
the necessary pulse count for comminution [33.27];

13. Mispositioning due to localization errors, which
may lead to misalignments of stone and focus in the
range of centimeters;

14. Motions of the organ and the stone due to breath-
ing, which typically lead to an excursion of around
30 mm; thus the stone leaves the focal region in ca.
30% of cases [33.130];

15. Uncontrolled patient movements, which may lead
to gross mispositioning; thus frequent localization
control is necessary (despite the moderately in-
creased x-ray dose).

These influences can create a strong cumulative
influence on the total number of pressure pulses per
treatment: The number of pulses of one treatment usu-
ally is 5 to 10 times higher (1000 to > 5000 pulses per
treatment at a retreatment rate of 10 to > 40%) than
the number of pressure pulses needed for a compara-
ble model stone in an idealized in vitro model using
degassed water (e.g., to disintegrate 0.9 ml model stone
material into pieces < 2 mm, 50 to 500 pressure pulses
are needed [33.131]).

33.7 Assessment of the Clinical Efficiency of Lithotripters

For the assessment of the clinical efficiency of
lithotripters the disintegration efficacy is not the only
important parameter. Patient-related factors also need to
be taken into account. These factors include the need for
sedation, analgesia, or anesthesia, as well as auxiliary
posttreatment measures like, e.g., endourological inter-
ventions to remove urinary tract obstruction or multiple
lithotripsies (retreatments, re-ESWL). All these factors
have been combined in the definition of the clinical
efficiency quotient (EQ) [33.132, 133]

EQA = % stone-free patients

100%+% retreatments

+%auxiliary measures post ESWL

.

Modern treatment strategies also include auxiliary mea-
suers before lithotripsy, like catheterization or pushing

a ureter stone up the urethra back into the calyx. These
measures can be included in the equation as an addi-
tional addend in the denominator of the above equation,
which is then termed EQB .

Some first-generation lithotripters had EQs from
25%, whereas modern lithotripters reach up to
67% [33.134]. Thus both the increased stone-free rate
(usually controlled after 3 months) as well as the contin-
uing reduction of auxiliary measures and the lower pain
level of the newer sources play a major role. But dif-
ferent authors often publish significantly different EQs
for the same lithotripter type (e.g., HM3: 0.25 to 0.67).
It is interesting to note that just this lithotripter, which
was introduced as the first device 25 years ago, still
is deemed the most efficient lithotripter by some doc-
tors [33.135]). According to a recent study, both the
applied treatment strategy (energy, pressure pulse count,
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localization, anesthesia) and the training and experience
of the physician play a crucial role in treatment effi-
cacy [33.136]. Another reason for large differences in
the EQs may be different patient populations used in
the studies (e.g., exclusion or inclusion of ureter stones,
restriction of stone size, etc.).

Due to the progress of measurement technology,
physical data of the pressure pulse sources can be meas-
ured with satisfactory quality today. Thus a pressure
pulse dosimetry should be introduced, taking into ac-
count the number of pulses per treatment times the
effective energy per pulse E12 mm [33.64].

With respect to the ESWT, the sum of effective
energies per pulse or the sum of EDs is under discus-
sion [33.86].

33.7.1 The Controversy
About the Right Focal Size

Statements on the focal size traditionally (and according
to the standard) refer to the axial and lateral (−6 dB)
focal extent. Unfortunately, these values have no vi-
able correlation to the disintegration efficacy, as shown
above. Even recent publications that compare the de-
vices of different manufacturers with smaller and larger
focal extents do not reveal the effective energies E12 mm
or E5 MPa which have significant correlation to the
stone comminution efficacy. This is due to the lack
of obligation to state such parameters. In a consensus
report [33.78] driven by the DGSL, technical experts
agreed on an adequate data set in Germany, but the ac-
tual implementation has only taken place for ESWT
devices on the DIGEST Web site. There the techni-
cal data of ESWT devices are published, which were
consistendly measured using fiber-optic hydrophones or
other acknowledged focus-type hydrophones according
to IEC 61846.

For lithotripters such a database does not yet exist.
Comparisons of devices using model stones may give
a certain orientation [33.137], but they are not accepted
by all manufacturers. An international standard of these
kinds of tests is lacking.

A comparison of clinical and technical data of de-
vices with a wide focus and lower peak pressure and
devices with a smaller focal width but significantly
higher peak pressure on the basis of the EQ values is
difficult due to incomplete data sets. Still, two examples
shall be given.

The clinical EQAs are 0.65 and respectively 0.62 in
the case of a wide-focus, low-amplitude device (18 mm
lateral −6 dB width at max. 33.8 MPa) compared

to a small-focus, high-amplitude type (approximately
6 mm lateral −6 dB width at ca. 90–100 MPa), and thus
would be comparable [33.84]. But in another publi-
cation concern was raised that the patient populations
might have had too large differences to justify compari-
son of the data [33.79].

Another comparison of the EQAs between a low-
pressure, wide-focus spark-gap lithotripter (33 MPa at
16 mm −6 dB width) and a high-pressure, small-focus
EMSE (90 MPa at 5.4 mm −6 dB width) using data
from different publications reveals that the published
EQA values are (up to) 0.67 (low-pressure source) ver-
sus 0.71 (high-pressure source) [33.64, 138], but the
patient populations are also not clearly reported.

In conclusion, from the available data a clear
advantage of one of the philosophies – wide-focus, low-
pressure or small-focus, high-pressure – cannot yet be
demonstrated.

So far the side effects of different lithotripters are
rarely taken into account. This may be in part because
the fraction of severe side effects seems to be too low
to make statistically significant statements (at least for
the devices that are actually on the market). The sup-
porters of the wide-focus lithotripters point to very
limited side effects and, in the case of the first example
above, the complete absence of analgesia or anesthe-
sia despite high efficacy at a low overall pressure pulse
number. The reason might be the exceptionally low rar-
efaction amplitude of less than 5 MPa, which avoids
tissue-damaging cavitation almost completely [33.84].

The supporters of the high-pressure, smaller-focus
philosophy point to the positive experience in sev-
eral million successful treatments, where subcapsular
hematoma as the most frequent severe complication oc-
curred in only 0.1–0.7% of cases, and other organs were
affected even less [33.139].

Due to the unsolved controversy, recently some
manufacturers have started to offer lithotripters with
adaptable focal properties. In earlier devices this was
achieved by exchangeable reflectors. In recent litho-
tripters, the pulse duration of the EMSE pulse can be
modified; or it is possible to switch the delay times be-
tween the two layers in one piezo lithotripter, resulting
in different focal properties. Recommendations by the
manufacturers suggest using the larger focus for kidney
stones and the smaller one for targeting ureter stones.

33.7.2 Side Effects and Safety

Direct side effects of the ESWL include pain, urinary
tract infections, obstruction of urinary pathways, hema-
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turia, cardiac rhythm disturbances, kidney hematoma,
subcapsular hematoma, and harm to surrounding or-
gans. Only the last three side effects are estimated to
be severe. Delayed complications include loss of kid-
ney function, hypertension (controversial), steinstrasse,
residual fragments, and recurrent stones. Most of these
complications are very rare, some are rated differently
by different authors, and almost all can be minimized
by properly following the treatment guidelines of the
urological societies [33.140].

ESWT side effects are reported to be low at low-
energy treatments like tennis elbow: transient skin
reddening, pain, small hematoma, and seldom mi-
graine [33.141]. In higher-energy regimes also large
area hematoma were observed in single cases.

Sound energy is almost completely reflected at
gaseous tissues. In particular, at the lung severe dam-
age can occur. Therefore, it is mandatory during therapy
planning to exclude lung tissue from the pressure pulse
path, even at large distances from the focus. The safety
distance of the focus from lung tissue depends on the
design parameters of the pressure pulse source.

The effects of pressure pulses on nerves remain un-
determined. It was demonstrated that nerves could be
activated by cavitation [33.48]. But there are no actual
results on nerve damage available. As a safety measure,
the inadvertent insonification of nerves in the vicin-
ity of the focus or at the propagation axis should be
avoided. Signs of numbness or other neurological re-
actions should be watched carefully. In the meantime,
patents can be found that claim the insonification of
nerves with high-intensity sound pulses.

Increased hematoma were reported when blood-
thinning medication was taken. These medications
should therefore be discontinued in time before the

pressure pulse treatment. The Deutsche Gesellschaft für
Stosswellenlithotripsie specifies discontinuing blood-
thinning medication at least 10 d before treat-
ment [33.142].

Pregnant women should not be exposed to x-rays.
Additionally, the effect of shock waves and pressure
pulses on the development of the fetus is not well under-
stood (including indirect effects caused by pain during
treatment).

In patients with heart pacers, it must be ascertained
that the pacers are not influenced by the strong elec-
tromagnetic pulses of the therapy source as well as
acoustic pulses during treatment; otherwise, treatment
should be cancelled.

While lithotripters of the first generation generally
used ECG triggering, in newer generation lithotripters
the pulse repetition frequency can be chosen from 60
(seldom 30) up to a maximum repeat rate of 120 to
(rarely) 240 pulses per minute. Due to the excitation of
cavitation, the disintegration effect of the pulses is re-
duced at increasing pulse repetition rates, whereas the
danger of kidney hematoma increases [33.59, 64, 143].
Recent animal experiments also point to reduced kidney
trauma at slower pulse repeat rates.

In general the ECG must be watched in patients
with a predisposition for cardiac rhythm disturbance.
If necessary, the release of the pressure pulses should
be triggered by ECG. The same holds if heart tissue is
somewhere near the axis of pressure pulse wave propa-
gation.

International Standard IEC 601-2-36 describes the
general requirements for the safety of lithotripters.
Medical guidelines are given by local urological or
orthopedic societies and are constantly updated to in-
corporate the recent state of knowledge.

33.8 Associations and Societies for Lithotripsy
and Pressure Pulse Therapy

Some societies were founded in Germany that deal
with all aspects of pressure pulse lithotripsy (ESWL)
and pressure pulse therapy (ESWT). The Deutsche
Gesellschaft für Stosswellenlithotripsie (DGSL) within
the scope of the Deutsche Gesellschaft für Urologie
DGU is particularly competent for lithotripsy and re-
lated applications of therapeutic energy applications in
urology. The DGSL develops consensus papers and
guidelines for treatment and quality assurance. The

society watches actual technical and medical develop-
ments of extracorporeal and intracorporeal lithotripsy
and related topics.

The Deutsche und Internationale Gesellschaft für
Stosswellentherapie (DIGEST) is dedicated to the needs
of pain therapy and the treatment of pseudarthrosis
by pressure pulses [33.144]. The International Society
for Musculoskeletal Shockwave Therapy (ISMST) also
supports the development of ESWT applications.
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High-Freque34. High-Frequency Surgery

Bernhard Hug, Reiner Haag

High-frequency surgery (HF surgery) has been

the dominant form of electrosurgery for many

years. HF surgery can be defined as the applica-

tion of electrical energy in surgery for effecting

a thermally induced change or destruction of

tissue cells with the aim of hemostasis (stop-

ping bleeding), cutting tissue, or sealing it. In

HF surgery, high-frequency alternating current

(preferably 0.3–4 MHz) is delivered by special ap-

plicators (or active electrodes) to the tissue to

be treated, where a thermal tissue interaction

takes place due to the electrical resistance of the

tissue.
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In contrast, in the case of the electrosurgical operating
method galvanocautery – which is insignificant today –
a direct current is or was used to heat a cautery (Greek
kauter) directly as a surgical instrument in order to
transfer heat from it to the tissue. Today, this method
is only applied for a small number of indications, i. e.,
whenever a flow of current through the body tissue is to
be avoided (e.g., ophthalmology) [34.1, 2].

Today, HF surgery has become an indispensable tool
for all surgical disciplines, whether for in-patient care or
private medical practices.

A considerable advantage of cutting tissue using
HF-assisted surgery, as compared with conventional
cutting techniques using a scalpel or scissors, is that
hemostasis takes place at the same time the cut is made
due to the respective vessels becoming sealed. Other ad-
vantages lie in the prevention of cross-contamination,
mechanical tissue protection,and the possibility of en-

doscopic application. When applying the method for
a targeted hemostasis of bleeding vessels, selective
hemostasis – as opposed to the alternative vessel liga-
ture – can be achieved quickly and simply by boiling
off (coagulating) spatially limited tissue without having
to use any foreign substances.

Due to the history of its development, a large num-
ber of synonymous terms are used for HF surgery.
Although some of the terms are based on totally
different techniques historically, in most cases the
same application method is meant today. With no
claim as to its completeness, a list of some of the
internationally common terms is given as follows:
HF surgery, RF surgery, radiosurgery, electrosurgery,
cautery, electrocautery, diathermy, endothermy, trans-
thermy, electrotomy or – frequently in the USA – also
referred to as Bovie after an American pioneer in HF
surgery.

Part
D

3
4



678 Part D Therapeutic Devices

34.1 Development of High-Frequency Surgery

The development of this method originates from the
advantageous of the therapeutic application of heat. In
the papyri written by the Egyptians in the second mil-
lennium BC (Papyrus Ebers, Papyrus Edwin Smith),
information can already be found on the selective, thera-
peutic use of heat. The treatment of battle wounds using
heated stones, opening festering inflammations using
small sticks of wood heated in hot oil, or cauterizing
wounds using the fire drill (glowing piece of charcoal)
were recommended there. Even Hippocrates, who is of-
ten referred to as the father of medicine (≈ 400 BC),
used the ferrum candens (cautery) in just the same way
as Arabian or Roman physicians to reduce bleeding
during amputations with glowing cauteries or knives.
Even into the nineteenth century the ferrum candens,
heated in different ways, was the method of choice in
surgery.

New techniques have always been readily adopted
in medicine. Thus, the predecessor of the electric bat-
tery developed by Count Volta around 1800 (voltaic
pile) had only been known for a few years when
the era of electrosurgery was heralded – any ideas
about electric street lighting were still a long way
off. In this connection, the recommendations of the
Englishman Humphrey Davy (1807) for using elec-
tricity to decompose organic parts played a less
decisive role than the suggestions of the Munich physi-
cist Karl August Steinheil, according to which the
Viennese dental surgeon Moritz Heider deadened a den-
tal nerve using an electrically heated platinum wire.
Throughout Europe physicians especially were now
working on the new method; the Finnish physician
Gustav Crusell then coined the term galvanocautery.
Other pioneers worthy of note during this period are
the Frenchmen Alphonse Amussat, Charles Sedillot,
Auguste Nelaton, and Leroy d’Etoiles and the En-
glishmen John Marshall, Thomas Harding, George
Waite, and Robert Ellis. Although he cannot be re-
garded as the originator of galvanocautery, Breslau
physician Albrecht Theodor Middeldorpf (1824–1883)
took much credit for the new method by stan-
dardizing surgical methods and described them in
great detail in his book Galvanocautery: A Con-
tribution Towards Operative Medicine in 1854. The
basic instruments used in galvanocautery originate
from him, i. e., the galvanocautery and the gal-
vanocautery cutting loop – ligatura candens. One
of the most famous surgeons of that time, Theodor

Billroth (1826–1894), who even recognized Middel-
dorpf as the inventor of galvanocautery, wrote in
1878 in his Handbuch der allgemeinen und speziellen
Chirurgie (Manual of General and Specialized Surgery)
[34.3]:

Middeldorpf not only invented galvanocautery; in
his book he also completely exhausts it, so it seems
to me, by inventing the most practical battery and
the most practical instruments, and he additionally
formulated the indications for the usability of this
operating method with the utmost precision.

One of the few from the first group of German surgeons
whose work on this topic deserves special mention
after Middeldorpf was Victor von Bruns. Technical im-
provements of the ligatura candens trace back largely
to him, specifically the contractible, loop-shaped plat-
inum wire (snare) that was heated using direct currents
of 10–20 A at voltages of 3–6 V. It was now possible
to operate on places that were difficult to access and
allow the glowing heat to take effect after having pre-
viously applied the cold wire without any hindrance –
ideal conditions for applying the method endoscop-
ically, and it was ultimately in the endoscopic area
that galvanocautery was able to establish itself. In gen-
eral surgery, hot cautery prevailed, not electrically as
in the form of galvanocautery, but in the form of the
thermocautery invented by Claude A. Paquelin. Differ-
ently shaped, hollow pieces of platinum were heated
until they glowed and were then kept glowing by
blowing in a mixture of petrol and air that burned
on the glowing platinum surface. That thermocautery
was the preferred method wherever it was possible
to work with open access for laparotomies (open
surgery) may be due to the fact that galvanocautery
was complicated and expensive. In addition, handling
the batteries existing at that time (mostly of a zinc–
platinum type) was expensive and required intensive
maintenance.

The requirements for implementing electric current
not only as a form of energy for operating a mod-
ern ferrum candens, but also for applying it directly
for use in the tissue, were similarly developed during
the mid-nineteenth century. From the electrophysiolog-
ical experiments conducted by Duchenne de Boulogne,
whose results were published in 1855, the fact was es-
tablished that low-frequency, alternating currents lead
to muscle contractions and nerve irritation and are thus
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useless for surgical purposes. At the end of the nineteen-
thth century, though, Nikola Tesla and Jacques-Arsene
d’Arsonval showed that alternating currents in a fre-
quency range of 2 kHz to 2 MHz lead to heating the
tissue without causing any stimulation of the muscles
or nerves. In 1899 Walther Nernst demonstrated the rel-
evance of these results and proved the inherent working
principle. He formulated the Nernst law of electrical
nerve stimulus threshold named after him, which es-
tablished the correlation between the threshold value
of the electric current intensity necessary for stimulat-
ing a nerve and the frequency of the alternating current
producing the stimulus.

These fundamental findings formed the basis for
Clive Rivière being able to report on successes in the
spark treatment of tumors and tuberculous skin diseases
in Paris in 1900. The era of HF surgery had begun.
First, a device designed by d’Arsonval was used; its
damped oscillations with high-voltage peaks enabled
tissue to be destroyed by sparks arcing to the tissue. Si-
mon Pozzi referred to this method as fulguration (Lat.:
fulgur, lightning), a term used up to the present day to
describe the virtually noncontact form of power trans-
mission to a patient. In addition to Pozzi’s work, de
Keating-Hart’s work was trendsetting. He used a ful-
guration device (Fig. 34.1) – as also recommended by
Professor Czerny – for the irradiation of malignant tu-
mors in combination with resection in Marseille and
Paris (Broca Hospital).

Electrodesiccation (according to William L. Clark)
has also been known since 1907. For this method,
needle electrodes are used; they are positioned on or
inserted into the tissue, and under the influence of an
HF current the tissue cells subsequently reach the boil-
ing point and dehydrate. In 1909, Eugène L. Doyen
reported a two-pole method for the electrocoagulation
of malignant tumors. The term voltaisation bipolaire
was then introduced. The applications for this method
were limited to begin with, due to the generators avail-
able (Oudin resonators and spark-gap generators with
a spark frequency < 3 kHz). For, as Nernst had already
demonstrated, the lower frequencies are accompanied
by strong faradic tissue stimulation. Even though spark-
gap generators with frequencies of up to ≈ 1 MHz had
been available since 1907, and their application could
also be extended to neurosurgical indications, it was
not possible to cut tissue (electrotomy) to a satisfactory
extent using this given technology. It was later demon-
strated that unmodulated or slightly modulated HF
currents are required to successfully achieve the desired
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Fig. 34.1 Fulguration device as invented by de Keating-
Hart for cancer fulguration. For ≈ 10 min strong fulgu-
ration spark bundles were applied to the tumor tissue.
Excessive heating was prevented by a flow of carbon diox-
ide conducted coaxially via the electrode (after [34.4]).
Short explanation: a mains supply, b transformer, c Ley-
den jar, d variable resistor, e regulating screw for solenoid,
f solenoid, g resonator, h connector for applicator, l adjust-
ing screw for spark gap, k CO2 gas cylinder, l applicator,
m circuit breaker, n grounding cable

effect, which could not be generated from spark-gap
generators. Such current generation was not possible
until tube generators came into use, in the form used
by George A. Wyeth (endotherm) in the mid-1920s.
However, the hemostatic effect of these generators was
not as strong as that offered by spark-gap generators.
For a long time, two separate generators were there-
fore used for electrotomy and hemostasis (cutting with
tube generators, coagulating with spark gap). The patent
application of American inventor William T. Bovie in
1931 [34.5] marked another milestone in the develop-
ment of HF surgery. Bovie proposed to offer surgeons
the option of different kinds of HF surgical currents
using the same generator with the same applicator.
A technical level had now been reached where faradic
(neuromuscular) stimulation was largely avoided and
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Fig. 34.2 Advanced HF
surgical unit with a menu-
guided user interface. The
treatment parameters are
clearly arranged on a screen
next to the respective patient
output

smooth cutting was possible. Whereas in the USA both
Bovie and his collaborator, neurosurgeon Harvey Cush-
ing, deserve special mention for this new application, in
Germany it was von Seemen (1898–1972), from Alsace,
who wrote a guidance paper [34.6] on the topic during
his time in Munich.

In subsequent years, the developments of HF
surgery were concentrated more on the use of higher
frequencies and thus on treatment using radiated elec-
tric or magnetic fields. In this context, parts of the body
to be moderately heated were exposed to the electri-
cal influence of a capacitor field (Schliephake [34.7])
or the magnetic influence of a coil field (Esau [34.8]).
The shortwave devices (27.12 MHz) and decimeter de-
vices (433.92 MHz) available in the 1930s and 1940s
were completed by microwave devices (2.45 GHz) af-
ter the magnetron in radar technology became available
after World War II. Although some of the shortwave
devices were also suitable for surgical applications, it
was HF hyperthermia – i. e., the artificially produced,
temporary, and localized fever – that was the main
focus of attention. It was probably due to the high
price of tubes that these devices did not gain in popu-
larity until after 1945. For surgical applications, most
devices still contained a spark-gap generator for coag-
ulation and a tube generator for cutting tissue. It was
not until 1955 that the first fully electronic, universal
device built on a tube principle was offered for HF
surgery. The development of modern transistor tech-
nology in the 1970s offered a technological evolution
of the technical design of the device. With this tech-

nology, devices could be built considerably smaller
and more compact. However, as regards new poten-
tial applications, the method did not offer any new
developments. Then, however, in the mid-1970s, the
development of the so-called argon beamer marked
an important milestone. Based on a plasma scalpel
principle, as suggested by Americans Shaw [34.9],
Goucher [34.10], and Incropera [34.11], for vaporizing
tissue, Morrison [34.12] developed the argon beamer
which has been used in basically the same way up
to the present day. Whereas with the plasma scalpel
a high-energy plasma beam – comparable to a cutting
torch – was directed toward tissue, the argon beamer
merely uses an ionized argon beam as a conducting
medium in order to deliver the HF energy to the tis-
sue without contact. And while the plasma scalpel was
not of any real medical significance, the argon beamer
firmly established itself in various medical applica-
tions.

Microprocessor-controlled HF surgical units have
been in use since the early 1990s. As a result, feed-
back control technology has opened up completely new
possibilities. A large number of different types of ther-
apeutic current could be developed and adapted to
specific indications and applications. Due to the great
variety of application options, each with its process-
specific treatment parameters, using these new devices
soon became quite complex, however. Future devel-
opments took this into account, and today units with
a display screen and a menu-guided user interface
(Fig. 34.2) are offered to facilitate use.
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34.2 Physical and Technical Principles

34.2.1 Bioelectrical and Biothermal Effects
on Tissue

When electric current flows through biological tissue,
three different effects occur, depending on the type of
current, current intensity, and frequency.

Electrolytic Effect

With direct current and low-frequency alternating
currents, the electrolytic effect dominates, i. e., ion mi-
gration takes place in the tissue. Positively charged
ions travel to the negative pole (cathode) and nega-
tively charged ions to the positive pole (anode). This
effect is used in medicine in ionophoresis for transport-
ing certain drugs into the body. In HF surgery this effect
is undesirable as the tissue’s cytochemical content can
become damaged.

Faradic Effect

When alternating currents flow through biological tis-
sue with a frequency of up to 20 kHz, the faradic effect
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Fig. 34.3 The Nernst law of electrical
nerve stimulus threshold, which states
the frequency-dependent thresh-
old value of the currency intensity
necessary for stimulating a nerve

occurs. Currents within this frequency spectrum stimu-
late nerves and muscle cells, which can lead to muscle
contraction. This stimulus effect peaks at frequencies
between 10 and 100 Hz (Fig. 34.3). The faradic effect
is currently used effectively in stimulation-current di-
agnostic procedures and the stimulation-current therapy
(e.g., for muscle paralysis). In HF surgery this effect is
undesirable as muscle contractions are painful, and pos-
sibly even dangerous for the patient, and are a hindrance
for the surgeon.

Thermal Effect

With HF alternating currents, both the electrolytic and
faradic effects are largely prevented in biological tissue,
and thus the thermal effect dominates. The frequency of
the alternating current is then at least 300 kHz, hence the
term HF surgery. This desired thermal effect is mainly
used for two different applications, namely, for cutting
and, much more frequently, coagulating. The amount of
heat created in the tissue mainly depends on the specific
resistance of the target tissue, the current density, and
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the duration of exposure. The thermal effect is achieved
through conversion of electrical energy into thermal en-
ergy.

Heat can be produced in every conductive or
current-carrying matter. The conversion of electrical en-
ergy into thermal energy takes place effectively without
loss of energy.

According to Joule’s law, the following correlations
result

Q = Pt = UIt = I2 Rt = U2t

R
(J = W s) , (34.1)

where Q is the heat, P the power, U the voltage, I the
current, R the resistance, and t the time.

The HF power Pcoag required for coagulation can be
calculated approximately by using both the heat quan-
tity Qcoag and the coagulation time tcoag

Pcoag = Qcoag

tcoag
(W) . (34.2)

The heat quantity Qcoag depends on the quantity mcoag
of the tissue to be coagulated, on its specific heat ca-
pacity ccoag, and on the temperature difference Δtcoag
within the coagulum (of ≈ 37 ◦C to 60–100 ◦C) be-
tween the start and end of the coagulation period

Qcoag = mcoagcΔtcoag (W s) . (34.3)

In Qcoag only the heat quantity required for coagulation
is represented. Depending on the coagulation technique
used, an additional quantity of heat Qenv also must
be taken into account to represent the unintentional
dissipation of heat in the surrounding current-carrying
tissues. Though Qenv is negligibly small for bipolar
coagulation applications in comparison with Qcoag, in
monopolar coagulation techniques Qenv can at times be
very large relative to Qcoag if unfavorable circumstances
obtain. These unfavorable circumstances include, e.g.,
monopolar coagulation techniques where a large part
of the HF current flows past the tissue to be coag-
ulated, for example through the irrigation fluid used
in transurethral resection (TUR) procedures. The heat
quantity Qenv always poses a risk of undesired sec-
ondary effects, and it is absolutely necessary to take this
into account during use. This also explains why a higher
power value is required in monopolar applications as
opposed to bipolar applications.

Apart from the heat quantities Qcoag and Qenv, the
heat quantity QAE – which is the heat created within
the active electrode during coagulation – also must be
taken into consideration for some coagulation proce-
dures. The temperature of the active electrode should

not rise during coagulation because this creates a layer
of coagulum that can stick to the active electrode; if the
active electrode were to directly contact the coagulum,
the electrode would unavoidably be heated.

Thus the entire heat quantity created is calculated

Qtot = Qcoag + Qenv + QAE (W s) , (34.4)

where Qcoag is the heat quantity required for coagula-
tion, QAE the heat quantity active electrode, Qenv the
unintended surrounding heat quantity, Qtot the total heat
quantity, tcoag the coagulation time, Pcoag the power for
coagulation, Δtcoag the temperature difference, mcoag
the quantity of tissue to be coagulated, and ccoag the
specific thermal capacity.

The HF power PS required for cutting can simi-
larly be calculated approximately by using both the heat
quantity QS and the cutting duration tS as

PS = QS

tS
(W) . (34.5)

When cutting, a tissue volume proportional to the
length, the average depth, and the width of the cut is
heated so strongly that its water content vaporizes. The
heat quantity required for vaporizing the water content
in tissue (QS) consists of the heat quantity Q100 to heat
tissue fluid from 37 to 100 ◦C plus the heat quantity QD
to evaporate the boiling tissue fluid.

QS = Q100 + QD (W s) . (34.6)

In analogy to the heat balance during coagulation, the
heat quantity for the unavoidable heating of the tissue
not involved in the cutting and the heat quantity for the
unavoidable heating of the active cutting electrode also
have to be taken into consideration during cutting.

Thus the total heat created is calculated as

Qtot = QS + QU + QAE (W) , (34.7)

where PS is the power for cutting, QS the heat quantity
required for cutting, QD the heat quantity for vaporizing
the water content of the tissue volume, Q100 the heat
quantity from 37–100 ◦C, VS the cut-tissue volume, and
tS the cutting time.

The current density J plays a key role in HF surgery;
only if the current density is sufficiently high (normal:
1–6 A/cm2) can the desired cutting or coagulation ef-
fect be achieved.

The current density decreases quadratically with
distance r

J ∝ l

r2
(A/cm2) . (34.8)

Part
D

3
4
.2



High-Frequency Surgery 34.2 Physical and Technical Principles 683

Table 34.1 Specific resistance ρ of biological tissue
(0.3–1 MHz), modified as described by Reidenbach [34.13]

Tissue Specific resistance ρ (�cm)

Blood 160–300

Muscle, kidney 160–260

Spleen 270–300

Heart 200–230

Liver 200–380

Brain 670–700

Lung 160–1000

Fat 1600–3300

When tissue properties are homogeneous, the tempera-
ture-increase capabilities are reduced by the distance r
at the fourth power

Δt ∝ l

r4
(K) . (34.9)

Biological tissue itself mainly behaves like an ohmic re-
sistor (Table 34.1). Whereas the specific resistance in
muscle tissue and well-vascularized tissue is relatively
low, tissues with little fluid content such as bones, carti-
lage, and fat tissue have a high specific resistance, which
in turn translates to a relatively low current flow. In mus-
cle tissue, the resistance is ≈ 150–300 Ω, whereas in fat
tissue it lies between 500 and 1000 Ω.

Regardless of the method used to heat the tissue
(HF current, laser, IR coagulator, ultrasound, ferrum
candens, etc.), the thermal effects can be classified qual-
itatively as shown in Table 34.2.

34.2.2 Coagulation

The term coagulation (Lat. coagulare) generally de-
scribes the precipitation, flocculation, or coagulation
of a material, i. e., the transition of colloidal mater-

Table 34.2 Thermal tissue damage depending on temperature

Temperature Tissue reaction

Up to ca. 40 ◦C No significant cell changes

From ca. 40 ◦C Reversible cell damage (depending on the duration of exposure)

From ca. 49 ◦C Irreversible cell damage

From ca. 60–65 ◦C Coagulation: Collagens are transformed into glucose, the tissue containing collagen shrinks and produces
a hemostasis of the bleeding vessels

From ca. 90–100 ◦C Dehydration/desiccation (drying out): Transition of intracellular and extracellular fluids to the vaporous
state. Glucose can produce a sticking effect due to dehydration; the coagulum shrinks

From ca. 200 ◦C Carbonization: The tissue carbonizes as in a 4th degree burn; unpleasant smell of the burnt tissue; the
healing process can be impaired

Several hundred ◦C Vaporization (evaporation of the tissue): Emission of plume and gases

ials (colloid: from Greek kolla, glue, and eidos, form,
appearance) from a solution state to a gel state. This
process could also be described simply as a tissue’s
boiling point. During this process, the tissue is heated
relatively slowly by HF electric current such that intra-
cellular fluid and extracellular fluid vaporize and cause
the tissue to shrink. The resulting tissue glue and the
tissue shrinkage generated lead to the contraction of the
perforated blood vessel and subsequent hemostasis. In
many cases, such as with small vessels, this fast and ef-
fective coagulation can replace expensive fibrin glues
or extensive ligatures. In daily use of HF surgery, the
term coagulation is used not only for the tissue reac-
tion described above but also more widely for a certain
operating mode of HF surgical units. Depending on the
quality and quantity of the HF current and technique
used, a distinction is made between contact coagula-
tion, forced coagulation, desiccation, fulguration (also
referred to as spray coagulation), argon-assisted coagu-
lation, and vessel sealing (Sect. 34.4.2).

34.2.3 Electrotomy (Cutting)

Even though the biophysical process occurring during
a cutting procedure has not yet been fully explored
in detail to date, it can be plausibly explained by
a phenomenological description and through theoretical
considerations. In doing so, two totally different ini-
tial situations must be taken into account. On the one
hand, the cutting electrode is already in contact with the
tissue at the beginning of the cutting procedure, while
on the other hand the cutting electrode gradually ap-
proaches the tissue in an activated condition. Using a
HF alternating current, it is possible to produce rela-
tively high, but very concentrated, current densities in
tissue using knife-shaped or needle-shaped electrodes
with small electrode surface areas. As a result, the tissue
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heats up to over 100 ◦C in a flash, resulting in a vapor
pressure increase and the rupture of cell membranes.
The resulting isolative vapor between the electrode and
the tissue subsequently prevents the unhindered ohmic
current flow into the tissue; a cutting voltage builds up
between the electrode and the tissue, creating sparks
between them. The energy transfer subsequently takes
place through these sparks. As extremely high energy
densities occur in their very small base points having
a size of just a few microns (r = 10–20 μm), the tar-
geted tissue cells vaporize. It is irrelevant whether this
process takes place openly under atmospheric condi-
tions or in an electrically nonconducting liquid. This
model concept is also supported by the work being
done by the study group headed by Thiel and Fasten-
meier [34.14].

If, on the other hand, one approaches tissue with an
electrode that is already active, the voltage present ig-
nites sparks at a certain proximity to the tissue. These

sparks, which are indispensable for a cutting process,
create a bridge over the last air gap before subsequently
producing the steam layer that maintains the process
as described above. However, in the first scenario, the
reduced current flow into the tissue occurring at the
beginning of the desired cutting application leads to
a delay in starting the cut. This was overcome in the past
using a pulse-type power increase when activating the
current (to facilitate starting the cut); today, power con-
trol technology is used to compensate the phenomenon.

Cutting tissue with an HF knife involves no mechan-
ical effort. The cutting electrode virtually glides through
the tissue, similar to a hot wire gliding through butter
or wax. As a result of the high temperature generated
at the edge of the cut, the danger of contamination is
reduced. In addition, hemostasis is produced simultane-
ously with the cut. The precisely controllable cut can
be utilized by the surgeon both for open surgery and
endoscopically.

34.3 Technology and Techniques

34.3.1 HF Generator Technology

The main task of an HF generator is to convert the elec-
tric current of the commercial power supply into HF cur-
rent. The reliability of the electrical (galvanic) insulation
between the mains circuit and the patient circuit has ab-
solute priority to ensure safety. The current generation
of microprocessor-controlled HF generators was devel-
oped on the basis of a careful analysis of the tissue ef-
fects created, taking into account also the various special
requirements of the different surgical disciplines. Thus,
HF surgical devices are now available with which consis-
tent cutting and coagulation effects can be achieved. This
provides, for example, a gentle coagulation effect with-
out any carbonization, or reproducible cutting properties
largely unaffected by external conditions such as the cut-
ting speed or electrode size. The output power levels of
automatically controlled HF surgical units are also con-
siderably lower than those of conventional devices. Be-
fore 1975 devices were still being offered with an output
power of up to 1000 W, even though no more than 150 W
was typically required at the time (as also today), even
for applications with a relatively high power require-
ment (applications in liquid environments) [34.15]. This
former trend toward higher output power was reversed
by appropriate standardization (IEC 60601-2-2) [34.16],
whereby the maximum HF output power for HF surgical
devices was limited to 400 W.

A series of monitoring features implemented in to-
day’s devices, such as neutral electrode monitoring,
overdose protection circuits, visual and audible ac-
tivation indicators, tissue impedance monitoring and
HF leakage current compensation, translate into an
increase in safety for the patient and surgeon. For
all the manufacturers of HF surgical devices, interna-
tional standards stipulate that controlling devices with
an HF output power of over 50 W must be equipped
with a monitoring system that detects a break in the
neutral electrode contact and is able to prevent an
energy output if a fault occurs. However, it is recom-
mended to use devices that not only detect a cable
break but additionally monitor the correct application
and pad positioning of the neutral electrode on the pa-
tient.

The patient output circuit (applied part) must not
have any direct connection to ground when using HF
surgical devices. In other words, a floating (insulated)
applied part must be used. HF devices are therefore not
constructed as devices with an applied part of type B
protection rating against electric shock but are defined
as type CF (defibrillation-proof). In a completely float-
ing output – devices with an applied part of type CF
(cardiac floating) – neither of the two patient HF leads
has an HF ground contact by design, whereas in the case
of devices with a type BF (body floating) protection
rating, the neutral electrode connection is designed to
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have ground contact via a capacitor. For application on
the open heart and for the combination with intracardial
catheters, HF surgical devices with an applied part of
protection type CF, and thus defibrillation-proof output,
are available.

Since capacitive leakage currents – i. e., HF currents
diverted to ground due to partial capacitances, e.g., gen-
erated by the housing, leads, and patient – can occur in
an uncontrolled fashion and cause patient burns, stan-
dardized limits must not be exceeded. Since the leakage
currents become higher with an increase in frequency,
the application of HF surgery virtually has an upper
limit. Low frequencies, on the other hand, lead to nerve
and muscle stimuli, as Nernst has demonstrated. Con-
sidering this, IEC 60601-2-2 only recommends working
with frequencies over 300 kHz, and, due to the potential
for leakage current, it recommends not using frequen-
cies above 5 MHz.

However, the Faraday effect can also occur in the
above-mentioned higher working frequencies. Their ef-
fects are derived from the rectifying process of sparks
– which are absolutely vital in electrotomy, for ex-
ample. In order to avoid faradic irritation, a so-called
antifaradization capacitor of low capacity is positioned
in the patient circuit. At certain areas, however, the
occurrence of muscle twitching cannot be completely
eliminated (e.g., stimulation of the obturator nerve dur-
ing resection in the urinary bladder).

34.3.2 HF Application Technique

The various types of application can basically be
divided into monopolar, monoterminal, and bipolar
methods. The monopolar application technique is used
most frequently.

Monopolar Technique

In the monopolar technique, an active and a so-called
neutral electrode must be connected to the HF surgical
device. The physical effects required for electrosurgery
(cutting, coagulation) are produced at the active elec-
trode. The neutral electrode, which compared to the
active electrode covers a far greater surface area, is nor-
mally placed on the thigh or upper arm of the patient.
The contact area between the neutral electrode and the
skin of the patient is large, in order to ensure that the
current density (current per unit area) remains relatively
low. In contrast, the active electrode only has a small
contact area, which is why it produces a very high
current density. The selective heating of tissue using
the high temperature generated by the active electrode

HF

Fig. 34.4 Monopolar circuit with large-surface neutral
electrode attached to the thigh of the patient

would not be possible without such a high current den-
sity and the target tissue resistance.

The neutral electrode is also referred to as a plate
electrode, passive return electrode, dispersive electrode,
indifferent electrode, or, incorrectly, also as a grounding
electrode. When the surgeon touches the tissue with the
monopolar active electrode of an activated HF surgical
device, HF electric current flows to the patient and gen-
erates the desired physical effect (Fig. 34.4) directly at
the point of contact between the tissue and the relatively
small-surfaced active electrode.

Monoterminal Technique

With this technique, the circuit is closed via the pa-
tient’s body capacitive contact to ground (Fig. 34.5). No
neutral electrode is used in this case. Basically, this is
a special form of the monopolar mode. This technique
is only safe for small working currents and is therefore
only suitable for minor surgical interventions, e.g., in
dentistry and in dermatology. For this application tech-
nique, only units with a maximum HF output power
of 50 W should be used. Since in this working mode
the HF current is intended to flow back to the HF unit
via ground, an increase in electromagnetic interference
with other electrical units can occur.

Units with an output power greater than 50 W must
not be used monoterminally, as incorrect operation
could cause severe patient burns.

Bipolar Technique

The bipolar technique is best described as the integra-
tion of both electrodes (active and neutral) in a single
instrument, such as bipolar forceps with branches or
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HF

Fig. 34.5 Monoterminal circuit. The grounding of the HF
unit on the HF side allows the reverse flow of current via
a grounded treatment chair to which the patient is capaci-
tively coupled

tines that are insulated from each other (Fig. 34.6). In
this case, the current flows into the tissue via one elec-
trode and back to the HF surgical unit via the other.
This means that the current only flows in the nar-
rowly defined tissue area between the two electrode
tips. The bipolar technique offers an increase in safety
particularly in the case of fine dissection in neurology.
A separate neutral electrode is not necessary for opera-
tion.

In comparison with the monopolar technique, this
offers the following advantages:

HF

Fig. 34.6 Bipolar circuit. The current flow remains limited
to the tissue grasped between the two tips of the forceps

• The current only flows through the tissue held be-
tween the two electrodes where the thermal effect is
intended.• The danger of patient burns by touching conductive
objects during the operation is negligible.• There are no stray currents.• It has reduced influence on cardiac pacemakers and
units that are connected to the patient in addition to
the HF unit (e.g., for monitoring).

Whereas the bipolar technique mainly used to be
applied in neurosurgery, it is successfully used today
in ENT (ear, nose, throat), gynecology, and particu-
larly for minimally invasive surgery (MIS). The bipolar
technique is primarily used for coagulation with bipo-
lar forceps and for sealing vessels and tissue. Despite
several attempts to apply it in other areas, bipolar cut-
ting continues to be limited to a few special cases thus
far. The basic problem in using the bipolar mode for
the cutting function is that the spark formation required
for targeted cutting relies on the constant presence of
an active electrode and a nonactive electrode. With the
bipolar technique, both electrodes are more or less the
same size. This means that the active/nonactive func-
tion can change during the cutting process and the
whole process will come to a halt. An exception to
this is bipolar cutting in a conductive saline solution
for transurethral resections (Sect. 34.4.1). However, in
this case one would correctly have to describe this as
a semibipolar technique, as the two electrodes are of
a significantly different size and it is always clear which
of the two electrodes is to assume the function of the
active electrode. Basically, the neutral electrode – as we
know from the monopolar technique – is highly reduced
in size here and held at very close proximity to the active
electrode.

34.3.3 Leakage Currents

When applying HF surgery in flexible endoscopy and
MIS, one should keep in mind that a capacitive current
can flow due to the high frequency. This is the case
whenever a capacitive reactance is present (capacitor
effect).

The capacitive reactance follows the relationship

XC = 1

2
π fC (Ω) , (34.10)

where C is the capacity of a capacitor, f the frequency
on the capacitor, and XC the capacitive reactance. In
practice this effect is best known as capacitive coupling.
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Capacitive coupling refers to a physical effect that
always occurs when HF current flows from one electri-
cally conductive medium to another while separated by
an insulator. This can take place because an insulator
for HF current does not have the same insulating prop-
erties as an insulator for low-frequency current (e.g.,
50 Hz mains frequency). However, since our knowl-
edge of the properties of insulative materials is based
on those commonly used in the low-frequency range,
the user expects these materials to have a similar insu-
lating behavior when HF current is applied. The user is
therefore not aware of the capacitively coupled current.
This capacitive coupling depends on a series of factors:

• The distance between the two electrical conductors:
the smaller the distance, the higher the capacitive
current• The cross sections of the electrical conductors: the
larger the cross sections, the higher the capacitive
current• The level of the electric voltage: the higher the elec-
tric voltage, the higher the capacitive current

• The frequency level: the higher the frequency, the
higher the capacitive current• The form of the electric voltage: voltage character-
istics with few harmonics cause a lower capacitive
current than voltages with a high harmonic con-
tent.

For applications in open surgery, the capacitive
coupling effect plays a small role. In the case of la-
paroscopic surgery and in flexible endoscopy, however,
capacitive coupling is a more frequent phenomenon
due to the long instruments used in these procedures.
Since leakage currents are unavoidable, undesirable,
unnoticeable, and unpredictable, it is particularly im-
portant for users to bear in mind that capacitive coupling
can occur when using such instruments. In prac-
tice, this means that a current can also flow through
a plastic insulating layer such as is present, e.g., in
trocars or MIS instruments and that in the event of
concentrated contact with the tissue, a current den-
sity can be produced that is high enough to cause
a burn.

34.4 Types of Current and Their Application

The effect that an HF current can cause in the tissue
is determined mainly by its application time, voltage
level, and the degree of amplitude modulation. The fre-
quency (0.3–5 MHz) does not play any decisive role in
this case. However, the crest factor is an important pa-
rameter here. It describes the relationship between the
peak value and the effective value of an alternating elec-
tric current and thus indicates how strongly a current
is modulated in its amplitude. Thus, a sinusoidal alter-
nating voltage with an effective value (Ueff) of 230 V
(mains voltage), for example, has a peak value (Up) of
≈ 325 V; the crest factor (CF) here is 1.41 (

√
2). For the

same output power, the output voltage must be higher
for a current with a high crest factor. As to its influence
on the tissue effect, the following holds true: the higher
the crest factor, the more pronounced the coagulation
effect; the lower the crest factor, the greater the cutting
effect. Due to the sinusoidal forms of current used in HF
surgery, the value of the crest factor cannot fall below
1.41

Crest factor CF = Up

Ueff
, (34.11)

with CF (sinus) = 1.41, CF (symmetrical rectangle) = 1.

34.4.1 Cutting Currents

It is only possible to cut tissue using HF alternating cur-
rent if the electric voltage between the active electrode
and the tissue is sufficiently high to generate electric
sparks (Fig. 34.7). When an active electrode penetrates
the tissue, electric sparks are automatically produced
wherever the distance between the active electrode and
the tissue is small enough. However, sparks do not oc-
cur until a minimum voltage of ≈ 200 V is exceeded.
If this voltage increases, the spark intensity increases

Fig. 34.7 Dis-
section: HF
surgical cutting
(electrotomy) is
based on spark-
ing between the
cutting electrode
and the tissue
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Ueff

Ueff

Ueff

Up

Up
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Fig. 34.8 HF surgical cuts with different crest factors. An unmod-
ulated current produces a pure cut that only shows a very low
thermal effect at the cutting edge (top). A modulated current causes
a blend cut, whereby its thermal effect produces a narrow co-
agulation halo at the cutting edge (center). Strongly modulated
current produces a cut with high eschar formation (super blend
cut). The powerful thermal effect involved creates a wide coagu-
lation margin along with slight carbonization on the cutting edge
(bottom)

proportionally. Depending on the appearance of the cut-
ting surfaces, a distinction is made between a pure
cut and a blend cut. For a pure cut, where the cutting
surfaces do not show any discoloration as a result of
the heat effect, an HF current with a crest factor of
≈ 1.4 is used. For a blend cut, where the cutting sur-
faces show a brownish discoloration, an HF current with
a crest factor of between 2 and 4 is used, depending
on the required degree of coagulation. The more pro-
nounced the eschar formation on the cutting surfaces,
the greater the hemostatic effect accompanying the cut.
A current with a crest factor higher than 4 no longer
allows for satisfactory cutting. With the introduction
in 1920 of tube generators, unmodulated currents did
not initially provide sufficient hemostasis during cut-
ting. Therefore, a spark-gap-based fulguration current
was superimposed on (or mixed into) the cutting cur-
rent. This is described as a mixed or blend current –
a term that is still commonly used to describe unmodu-
lated current today. A term frequently used for a smooth
cut is pure cut, for an average eschar formation blend
cut, and for a greater eschar formation super blend cut
(Fig. 34.8).

Various parameters impacting the quality of the cut
are minimized today using feedback control technology.
The following factors play a considerable role here:

• Size and shape of the cutting electrode: for HF
generators, it makes a great difference whether
a large-blade electrode or a microneedle is used for
cutting.• Type of cut and cutting speed.• The cutting quality depends on whether cutting is
superficial or deep, incision speed is fast or slow.• Tissue properties: if the cutting electrode penetrates
tissue with a low electrical resistance (muscles, ves-
sels), the output voltage sometimes breaks down;
for tissue with a high electrical resistance (fat), this
effect is less pronounced.

Depending on the circumstances, different control algo-
rithms are used based on the output power, the output
voltage, and the spark intensity. The aim here is to offer
the user reproducible cutting properties that are inde-
pendent of external conditions to the greatest possible
extent.

Controlled Cutting Currents

For voltage control and regulation, sinusoidal voltages
ranging between 200 and 650 V are used. In this case,
the output voltage level also has an influence on the
spark intensity and, consequently, on the degree of co-
agulation achieved during the cutting process (apart
from the degree of modulation, the spark intensity thus
also influences the degree of coagulation). No cut is
possible below 200 V, as no spark ignition can occur be-
tween an active electrode and tissue at this voltage. On
the other hand, voltages of over 650 V lead to an unde-
sirable carbonization of the tissue and excessive wear of
the active electrode. In homogeneous tissue, the voltage
control compensates for variable cutting depths, cutting
speeds, and electrode sizes. However, since mostly het-
erogeneous tissues (or different types of tissue) are cut
during surgical interventions, constant voltage regula-
tion alone is not sufficient. Low-impedance tissue (e.g.,
muscle) requires a much lower cutting voltage for a cer-
tain cutting effect than high-impedance tissue (e.g., fat).
A purely voltage-controlled cutting process can there-
fore come to a halt when cutting through fat tissue. In
order to prevent this, the control algorithm in modern
HF generators uses another control criterion – e.g., the
output power. The output voltage is allowed to fluctuate
but the output power is kept constant. If an increase oc-
curs in the tissue impedance (cut transition from muscle
tissue into fatty tissue), the output voltage is increased
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in order to keep the amount of power delivered to the
tissue constant. This guarantees a consistent cutting ef-
fect even in heterogeneous tissue with highly variable
tissue impedances.

The spark intensity has already been established as
a main factor in the cutting process. As the existence
of sparks inevitably has a retroactive effect on the gen-
erator itself, this can be utilized for control technology.
On the one hand, sparks cause harmonics in the cur-
rent, while on the other hand, sparks have a rectifying
effect. This was already mentioned above in connection
with faradic stimulation that can occur in electrotomy.
During cutting, electrical variables are generated that
are directly related to the spark intensity and thus may
impact the cutting process. If one of these variables is
regulated, the spark intensity can be kept constant. In
this way, the cutting quality can similarly be reproduced
and is largely independent of the cutting speed and type
of tissue. However, spark regulation alone is not suffi-
cient as an overall control algorithm to compensate for
all the aspects involved. If the contact area of the ac-
tive electrode is reduced – e.g., at the end of a cut when
the electrode is lifted from the tissue – both a constant
power algorithm and a constant spark algorithm try to
maintain the process right to the end, even though the
effective electrode area becomes steadily smaller. As
a result, the tissue response would be far too strong.
However, this phenomenon can then be controlled again
by the constant voltage algorithm. An all-inclusive con-
trol algorithm, in contrast, links the three individual
criteria to form one complex in which the best con-
trol algorithm is used as the situation demands in terms
of impedance, voltage, and current. In this case, the re-
quired output power level is as low as possible, but as
high as necessary.

Microneedle, lancet, and blade electrodes are used
as cutting electrodes in open surgery; in transurethral,
hysteroscopic, and cystoscopic resections, rigid loop
electrodes are used, whereas hook electrodes are the
best option in laparoscopic surgery.

Fractionated Cutting Currents

HF surgical interventions in gastroenterology present
a particular challenge. The focus here is on endoscopic
polypectomy (removal of an adenoma or a tumor on the
mucous membrane, mostly in the intestines), mucosec-
tomy (surface removal of gastric or intestinal mucosa),
and papillotomy (widening of the biliary and pancre-
atic duct orifice in the duodenum, also referred to as
sphincterotomy). In these indications, collateral ther-
mal damage should be as superficial as possible, but as

large as necessary for sufficient hemostasis. The wall
thicknesses of the target organs fluctuate considerably
according to their position and elastic properties (stom-
ach 2–8 mm, colon 0.5–4 mm), which make a resection
very difficult due to the constant risk of perforation.
Another factor to be considered is that not only is
an open breakthrough to be classified as a perfora-
tion, but also a coagulation penetrating the wall. From
a physical point of view the initial conditions are very
unfavorable for electrotomy, particularly in polypec-
tomy. Typically, prior to HF activation, the polyp is
completely trapped within the polypectomy snare loop
and held under tight mechanical tension. This results
in a tissue contact situation that is very unfavorable
to the electric cutting process as this process cannot
take the form of a smooth cut due to the constant me-
chanical pressure that the cutting electrode exerts on
the tissue. Once the cutting process has begun, the
cut will continue in a jerky, hesitant manner. In order
to provide an adequate clinical effect in this situation,
a very HF power must first be applied in order to con-
dition the tissue prior to cutting. However, this leads
to the accompanying coagulation effect that is a great
deal stronger than the required cutting power needed
for the cutting process – which is much lower (by
several orders of magnitude) than the initial cutting
power needed for starting the cut. As a result, a highly
inhomogeneously coagulated resection surface is pro-
duced which is too pronounced at the outer edges (risk
of perforation) and too weak in the middle (risk of
bleeding).

This problem is solved by temporarily discontinuing
the cutting process right after it has been started. The
short initial cutting phase is followed directly by a pure
coagulation phase without any cutting effect. There-
after, cutting pulses of varying intensity, automatically
adjusted to the requirements of the procedure, are suc-
cessively delivered to the tissue precoagulated between
the pulses. The result is a fractionated, step-by-step
cutting process by which a homogeneously coagulated
resection surface is achieved. Depending on the type of
polyp (sessile or pedunculated), the degree of coagula-
tion can be controlled by selecting the most appropriate
type of current.

In the case of endoscopically assisted manipulation
of a cutting electrode during papillotomy, the surgeon
frequently must correct the direction of the cutting elec-
trode as he must assess the tissue condition regularly
while cutting in order to determine whether the cut-
ting length obtained is sufficient. In this case it is very
helpful if the cutting procedure is not continuous but
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pulsed. This means that the pulse-type cutting proce-
dure used progresses millimeter by millimeter, giving
the physician a chance to decide during the cutting
pauses whether to continue or discontinue the proce-
dure.

Argon-Assisted Cutting

If argon gas is used in combination with the normal
cutting mode of the HF surgical unit, this method is
referred to as argon-assisted cutting. For this purpose
a special applicator is used. An active cutting electrode
with argon gas flowing coaxially around it during the
cutting procedure protrudes from the applicator shaft.
Argon-assisted cutting is performed with the normal
cutting voltages provided by the HF surgical unit, i. e.,
the argon gas is not ionized and is therefore not electri-
cally conductive. The cutting site is surrounded by an
inert argon-gas atmosphere, which adopts the function
here of a protective gas atmosphere. Due to the argon
gas, less oxygen reaches the cutting surface, leading to:

• A reduction in plume formation – the surgeon thus
has a clearer view of the operating site• Less carbonization – this means a faster healing pro-
cess.

Argon-assisted cutting is particularly suitable for
breast and liver surgery.

Fig. 34.9 TUR application. Via a rigid resectoscope, bladder or
prostate tissue is resected transurethrally with a loop electrode, us-
ing the HF surgical monopolar mode with an electrically insulating
sugar solution, or the bipolar mode with an electrically conductive
NaCl solution

Bipolar Cutting

Generally the same physical laws governing the
monopolar cutting process apply to bipolar cutting as
well. Therefore, the current qualities and the possi-
bilities created by control technology as shown for
monopolar cutting currents can basically also be applied
in the bipolar mode of application. The restrictions men-
tioned in connection with bipolar cutting in Sect. 34.3.2
are primarily due to the limitations of the application in-
struments available. Although great efforts were taken
from the mid to late 1990s to improve the performance
of bipolar cutting instruments and enhance the range of
available products, none of the instruments have thus far
been able to establish themselves as a real standard. The
attempts at integrating additional electrodes in an instru-
ment (in tripolar or multipolar arrangements) have also
not led to the hoped-for breakthroughs.

Bipolar Transurethral Resection (Bipol-TUR)

The transurethral resection (TUR) of the hypertrophic
prostate (TUR-P), resections in the bladder (TUR-B)
in urology, or the transcervical resection of the en-
dometrium in gynecology are standard procedures that
are traditionally carried out by HF surgery using the
monopolar technique in electrically nonconductive ir-
rigation fluid (Fig. 34.9). A sugar solution serves as an
irrigation medium (sorbitol + mannitol) that, however,
due to irrigation pressure, can be washed into the circu-
lation as a result of intraoperative bleeding. This absorp-
tion of hypotonic irrigation fluid can subsequently pro-
voke a change in the electrolyte composition (hypona-
tremia) that – better known as TUR syndrome – leads to
a brain or pulmonary edema and must be treated in in-
tensive care. Since this risk increases with the length of
the surgery, the duration of the surgery is limited.

When applying the bipolar TUR, as opposed to
monopolar resection, a physiological saline solution can
be used as an irrigation medium. With this medium the
TUR syndrome is avoided. In bipolar TUR instruments,
the two electrodes are combined within the resecto-
scope; either the shaft of the resectoscope functions as
the nonactive electrode or it is arranged as the opposite
electrode in close proximity to the active loop elec-
trode. In both cases, the arrangement is quasibipolar,
as described in Sect. 34.3.2. Since saline is electri-
cally conductive, however, resection poses a problem
because this fluid creates an electrical shunt, causing
the electric current to be discharged from the cutting
electrode and bypass the target tissue – which means
that the required cutting voltage cannot be achieved.
In order to overcome this situation, a very high power
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must be produced at the loop electrode, at least for
a short time. The high power level causes the irriga-
tion fluid to evaporate abruptly along the entire cutting
electrode, thus forming a plasma layer along the loop
electrode. It is obvious that the energy required for
forming the plasma will be dependent on the surface
size of the loop electrode. The plasma layer produced
in this way can then be maintained at a considerably
lower power level. The loop is then ready for resection
and any tissue in contact with it can be cut immedi-
ately – there is no problem starting the cut and no need
to avoid the pressure exerted by the loop (as described
above).

The method offers the following advantages:

• Reduced risk of the TUR syndrome• Statistically significant but low risk of an obturator
nerve stimulation. Due to the bipolar arrangement,
the current does not flow through the body to the
neutral electrode attached to the thigh but only in
close proximity to the resection site• Less blood loss• Lower risk for pacemaker patients due to lower in-
terference• No thermal damage to the tissue in deeper layers• Slightly lower cost of irrigation fluid• No neutral electrode needed.

34.4.2 Coagulation Currents

The aim of coagulation is to denature tissue using HF
current, or to constrict vessels to an extent where bleed-
ing stops. The coagulation effect mainly depends on the
level and form of the output voltage, the current density
in the tissue, the tissue resistance, the form and size of
the active electrode, and the application time. To coagu-
late biological tissue, a temperature of ≈ 70 ◦C (158 ◦F)
is required.

If the coagulation temperature of ≈ 70 ◦C is ex-
ceeded, the glucose within the coagulate dehydrates and
the tissue can stick to the active electrode. At even
higher temperatures, a carbonization of the tissue can
result (Table 34.2).

The demands made on an HF surgical unit are very
complex for coagulation; it is therefore important to be
able to utilize different coagulation modes in order to
meet all surgical needs. The following modes should
be available: contact coagulation, forced coagulation,
desiccation, spray coagulation, argon-assisted coagula-
tion, bipolar coagulation and bipolar vessel sealing. The
user can then select the coagulation mode best suited

to the respective surgical intervention and optimize the
intensity setting accordingly.

Contact Coagulation

A distinction is made here between two basically differ-
ent forms of application:

• Direct application of the HF current to the tissue
via an HF surgical instrument (handle) incorporat-
ing special contact coagulation electrodes such as
ball or plate electrodes.• Indirect application of the HF current to the tis-
sue via an additional surgical instrument to which
the current is transmitted from the HF surgical han-
dle; a cutting electrode (needle or blade electrode)
is usually used for this purpose.

The direct application mode is used to a far lesser
extent than the indirect application mode. Among gen-
eral practitioners, where very little cutting takes place,
it plays a more significant role than in daily routine ap-
plication in the OR. There, selective coagulation goes
hand in hand with cutting and takes place in constant
alternation, cutting/coagulation. The source of sponta-
neous bleeding can be quickly grasped and compressed,
and thus mechanical hemostasis can be achieved us-
ing surgical dissecting forceps. The needed boiling off
of the targeted tissue can then be attained by sim-
ply applying HF current to these forceps (therefore,
indirect application). Since the surgeon holding the
forceps in his hand is frequently in contact with the
patient with his other hand, he can virtually become
part of the patient from an electrical point of view
since he is only insulated by very thin surgical gloves.
The higher the coagulation voltage used for the ap-
plication, the greater the risk of the glove failing to
insulate and thus the risk for the surgeon. As a re-
sult, he would notice and feel the coagulating effect
of the HF current at the instrument contact point on
his hand. In order to minimize this risk, only HF volt-
ages of ≈ 600–700 V should be applied when using the
indirect form of application. To support the user here,
specially optimized currents are offerred today for use
with clamp forceps (so-called clamp currents). In order
to reduce the risk even further, electrically insulated in-
struments are suggested that protect the grasping area
(Fig. 34.10).

The diversity of differing types of tissue (for in-
stance, muscle, fat) and their states (bleeding, dry,
intimate, loose electrode contact, etc.) to which HF cur-
rent is applied is reflected in a very wide impedance
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Fig. 34.10 Indi-
rect contact
coagulation via
insulated sur-
gical forceps.
Alternatively, the
HF surgical elec-
trode can also
be used in direct
contact with the
tissue for contact
coagulation

spectrum (≈ 50–1000 Ω). A broadband adjustment of
the HF generator, i. e., constant power output across
a wide tissue impedance range, is therefore required
here. Since the maximum output voltage is limited for
indirectly applied contact coagulation, only coagulation
currents with relatively low crest factors are permitted
for use here. These currents have a partially cutting
characteristic that many users intentionally use for cut-
ting in situations where the cut is to be accompanied by
a distinct hemostatic effect, or if the risk of contamina-
tion is relatively high (e.g., in visceral surgery).

So-called care coagulation represents a special
form. In care coagulation (also referred to as soft coag-
ulation) the peak voltage between the active electrode
and the tissue remains restricted to values < 200 V. At
these low voltages, no electric spark can be produced
between the active electrode and the tissue. Any risk of
unintentional cutting effect or undesirable carbonization
is thus eliminated. Another advantage of care coagula-
tion is the lower degree of eschar on the active electrode,
which therefore needs to be cleaned less often during
a surgical intervention. Care coagulation is suitable for
all surgical interventions where the active electrode is
brought directly into contact with the tissue to be co-
agulated (e.g., in neurosurgery, gynecology, ENT and
particularly in minimally invasive surgery (MIS)).

As the level of the current depends on the coag-
ulation progress, this can be used as a criterion for
switching off the power supply. During the coagulation
process the tissue impedance decreases considerably
during the initial phase, and thus the current increases.
Once the intracellular and extracellular fluids have va-
porized, however, the impedance increases rapidly due
to dehydration and the current is abruptly reduced

to a minimum as a result. A dynamic sensor system
registers this change and switches the generator off au-
tomatically as soon as a certain limit value is reached.
One speaks of contact coagulation with an auto-stop
function in this context. For the surgeon this means that
optimal coagulation is still possible even if he cannot
observe the tip of the electrode in the tissue. Using
the auto-stop coagulation mode, the user can adjust
the switching-off threshold and thus preselect different
coagulation degrees. The overall speed of the coag-
ulation process varies with the output voltage used.
A higher output voltage dehydrates the tissue more
rapidly, whereas a lower output voltage means that less
power is applied to the tissue and more time is required.
This also implies that, due to heat conduction, the co-
agulation can continue to spread until the process is
completed. Depending on the power setting on the HF
surgical unit, different coagulation depths can therefore
be achieved with electrodes of the same size.

Desiccation

The term desiccation (Lat.: desiccare, to dry out) is
used mainly to define a very special form of applica-
tion rather than a specific form of current. In this case,
a needle-shaped electrode is pricked into the tissue and
left in place for as long as the the current is applied. At
the given current intensity, the tissue then boils off and
dries out in the area immediately surrounding the nee-
dle. As desiccation is a process that takes place deep
inside the tissue, and since the thermal tissue reaction
cannot be controlled visually, this form of application is
advantageously combined with the auto-stop function
already described in Sect. 34.4.2.

In the treatment of tumors, desiccation is used to
reach tissue volumes as large as possible. Therefore,
a suitable current to be used is the care coagulation cur-
rent or a special desiccation current that is offered today
for HF-induced interstitial tumor therapy (HFITT). In
HFITT, special monopolar, bipolar, or multipolar ap-
plicators are brought into the center of the tumor or
metastasis under imaging control (MRI, x-ray, ultra-
sound). HF current is applied over a longer period of
time (typically 20 min) and the spreading of the thermal
lesion is observed using imaging. Once the coagulation
edges have extended into the healthy tissue, the power
supply is discontinued. In order to be able to generate
the largest possible coagulation volume, the needle elec-
trodes are partially cooled to prevent the tissue close to
the needle from desiccating too early. If this tissue were
to dry out too soon, any further energy transfer would
be prevented due to the high impedance of the dried-out
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tissue and the tumor could not be completely ablated.
HFITT is mostly used today in tumor therapy for liver
tumors and liver metastases.

Forced Coagulation

In this coagulation mode, high, pulsed, strongly modu-
lated output voltages of up to 3 kV are used (crest factor
5–7). This coagulation current is referred to as forced
because, thanks to its high voltage, it even overcomes
high impedances and can therefore generate coagula-
tion even in unfavorable situations. The term forced also
emphasizes the exclusive coagulation character of the
current. Due to the relatively high voltages, sparks can
occur between the active electrode and the tissue during
forced coagulation, and thus extensive coagulation can
be achieved within a short period of time. This mode
fulfills the requirements for a standard coagulation and
enables the surgeon to work fast and effectively – but
with the compromise that tissue carbonization might
also possibly occur. If a forced coagulation is to be ap-
plied indirectly via a surgical instrument, the instrument
must be electrically insulated. This current is also ap-
plied in a slightly modified form for transurethral and
gynecological interventions using an electrically non-
conductive irrigation liquid (Fig. 34.9). Here it is partic-
ularly important that the current does not tend to cut,
as the coagulations are carried out using very thin wire
loop electrodes with wire thicknesses of 0.3–0.4 mm.
If a cutting coagulation current were used, the loop
electrode would sink into the tissue as soon as slight
pressure was exerted; this cannot be tolerated for a re-
section in the bladder, where the tissue walls are thin.

Spray Coagulation or Fulguration

Due to the type of apparatus available in Pozzi’s day,
fulguration, which is largely referred to today as spray
coagulation (and in very few cases also as sideration),
represented the first possibility for applying HF current
to living tissue (Fig. 34.11).

For spray coagulation very high pulsed and ex-
tremely strongly modulated output voltages of several
thousand volts (up to 8 kV) are used (crest factor up to
20). If the user approaches the tissue with a small-area
electrode (needle electrode) under spray voltage, the air
between the tip of the electrode and the tissue is ion-
ized at a distance of 3–4 mm from the tissue. Via the
ionized air in the electric field, a spark discharges to the
tissue, followed by further spark discharges in a process
of spraying energy to the tissue surface and coagulating
a relatively large tissue area – hence the term spray co-
agulation. If a ball electrode is used instead of a needle

Fig. 34.11 Spray
coagulation –
also referred to
as fulguration

electrode, a weaker electric field strength is produced
at the blunt electrode tip at the same distance from the
tissue. This only increases again as the distance to the
tissue gets smaller; so when using a ball electrode, the
ionization of the air with the accompanying spark dis-
charge only takes place at a closer distance

Electric field strength E = Voltage U (kV)

Distance l (mm)
.

Using spray coagulation, tissue can therefore be co-
agulated without touching it (noncontact coagulation).
Whenever surface coagulation is necessary or dif-
fuse bleeding must be stopped, the application of
spray coagulation is advantageous, e.g., for coagulating
parenchymal tissue (liver, kidney, spleen, lung). And if
direct contact with the tissue is to be avoided for heat
reasons, or if energy application is not possible by con-
tact coagulation due to high tissue impedance – e.g., for
hemostasis on the osseous sternum in thoracic surgery
– spray coagulation is frequently the only possible ap-
plication form for hemostasis.

For endoscopic applications, spray coagulation cur-
rents of lower voltage (such as endo spray) are used
(typically limited to 4 kV) as a result of the dielectric
strength requirements applying to the instruments.

Argon-Assisted Coagulation (Argon Beam)

There are clinical situations that cannot be sufficiently
dealt with using conventional monopolar and bipolar
coagulation methods. Problematic, for instance, is the
open or endoscopic coagulation of large tumoral or
hemorrhagic areas, which can only be addressed via
technically challenging techniques and with a consid-
erable expenditure of time when using conventional
methods. Any plume formation obstructing the view,
carbonization of the tissue, or coagulated tissue sticking
to the electrode should also be excluded, particu-
larly where endoscopic application is concerned. Since
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the mid-1980s, the argon beamer HF method has
been available for hemostasis in open surgery and
since the mid-1990s in flexible endoscopy as well.
Today auxiliary argon-gas modules can be added
to advanced HF surgical units to have the argon-
beam type of current readily available whenever it is
needed.

The argon beam is a monopolar coagulation method
in which HF alternating current is transmitted to the
tissue to be coagulated through ionized, and thus electri-
cally conductive, argon gas (argon plasma). Like spray
coagulation, this method requires a high voltage (e.g.,
> 2000 V) and a relatively short distance between the
electrode and the tissue. Basically, the whole process
is similar to that of spray coagulation but differs where
the electric field strength required for ionizing the argon
gas is considerably less than for air (argon 5 kV/cm,
air 25 kV/cm). In comparison with spray coagulation,
the applicator can therefore be held at a considerably
greater distance from the tissue (Fig. 34.12). In addition,
the characteristics of the thermally generated tissue es-
char are distinctly different from the effect that can be
achieved using spray coagulation. The argon beam pro-
duces a focused, controlled current distribution in the
beam, which in turn leads to a smooth, homogeneous
coagulation of the tissue surface. In addition to this, the
argon-gas beam blows tissue fluids away from the site
to be coagulated. This ensures that the energy reaches
the tissue directly, not only a film of blood possibly
covering the tissue.

Due to its physical and electrical composition, the
plasma beam will automatically deflect from coagulated
(high-resistance) areas toward bleeding or insufficiently
coagulated (low-resistance) tissue areas of the applica-

a) b)

Fig. 34.12a,b Comparison of (a) argon-assisted and (b)

spray coagulation

tion site. Thus a precise and uniform coagulation effect
is achieved with superficial thermal damage limited in
both depth and width; the typical depth of penetration is
limited to 2–3 mm.

Compared with conventional monopolar and bipolar
methods, argon-assisted coagulation offers significant
advantages:

• Fast, large-surface coagulation of superficial hemor-
rhages.• Automatically flow of current to tissue that has not
yet been (sufficiently) coagulated, thus producing an
eschar of even depth without any gaps.• Possibility of lateral coagulation.• Reliable hemostasis with minimal traumatization of
the organ.• Contact-free (noncontact) application, therefore no
electrode charring.• Maximum penetration depth of 3 mm, thus lower
risk of perforation during coagulation in thin-walled
organs.• Faster wound healing due to minimal necrosis and
less carbonization.• No vaporization.• The argon flow blows any blood produced away to
the side; thus, the source of the bleeding is reached
directly, which in turn improves the coagulation ef-
fect.• Reduced smoke plume generation (better view), less
unpleasant odor.• Shorter procedural times.• Reduced complication rate.

The endoscopic application of the argon beam has
proved its worth for many indications, among them the
hemostasis of tumor bleeding or bleeding after dilata-
tion or bougienage, the treatment of anastomosis and
scar stenosis, as well as partially obstructive tumors
or tumors close to walls. Tumor tissue and granula-
tion tissue growing through a mesh stent after stent
insertion can be devitalized by endoscopic argon-beam
application.

Necrosis can be obtained with the argon beam in
tumor tissue located in areas subject to a risk of per-
foration (duodenum, colon). For bronchoscopy, thin,
flexible probes are available that have been specially
adapted to the working channel of the bronchoscope.
In the tracheobronchial system, the argon beam can
be used to stop bleeding and treat intrinsic obstructive
tumors. Due to the numerous advantages that this coag-
ulation method offers, the argon beam has established
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itself relatively quickly in the operating room. The ar-
eas of application are mainly limited at present by the
special applicators required for the discipline/indication
involved. It is to be expected that new developments of
combination instruments will enable additional indica-
tions to be added using this method.

Bipolar Coagulation

As in bipolar cutting, the physical laws governing tis-
sue interaction are the same for bipolar coagulation
currents as for monopolar coagulation currents. Due
to the integration of both poles in one instrument,
however, only currents with a limited output voltage
(max. 500–800 V) can be used for reasons of dielectric
strength. Strongly amplitude-modulated currents with
high crest factors and high-voltage pulses – as required
for noncontact coagulation – are therefore ruled out
for practical reasons. As a result, bipolar coagulation
is nowadays performed exclusively as contact coagu-
lation and desiccation. Indirect application of current
via surgical instruments is not an option in this case, as
the tissue must come into direct contact with the bipo-
lar instrument. In the majority of cases, bipolar forceps
are used, which are offered in a large variety of shapes
and sizes specially adapted to the requirements of the
surgical disciplines concerned.

Auto Start and Auto Stop Functions

As in the case of monopolar contact coagulation, there
is also the possibility in bipolar coagulation of terminat-
ing the coagulation process automatically by using the
automatic-stop (auto-stop) function. This function can
be beneficial for coagulating hypertrophic nasal concha
and myomas, for example. A bipolar needle arrange-
ment is pricked into the tissue, and the target tissue is
then ablated by the application of HF energy (desicca-
tion). In addition to the auto-stop function, automatic
activation without using the foot switch (auto start) is
possible for bipolar coagulation. A tissue contact sensor
registers when the tissue to be coagulated is pinched be-
tween the two electrodes and automatically activates the
generator. To ensure that the surgeon has sufficient time
for positioning and preparation before the generator is
activated, individually programmable delay times can
be selected as needed. The auto-start function is only
recommended and permitted for open surgery. Jointly
using the auto-start and auto-stop functions offers a high
degree of operating convenience as the generator is au-
tomatically activated with the preselected delay time,
automatically supplies the correct power, and automat-
ically switches off as soon as the optimum coagulation

result is obtained. In addition, undesirable side effects
such as tissue carbonization and electrode charring are
avoided.

Nonstick Technology

Similarly to searing in a frying pan, tissue tends to stick
to a metal contact surface when heated for coagulation
via electrosurgical forceps. In an attempt to detach the
forceps from the tissue, it is possible for tissue to be
torn off and the source of the bleeding broken open
again. The chemical–physical process that is ultimately
responsible for the sticking is largely unknown. What
can be observed, however, is that the effect is all the
more pronounced the higher the temperature of the for-
ceps tips rises, and it is particularly pronounced when
sparks occur between the tissue and the electrodes of
the forceps.

One possibility for limiting the electrode tempera-
ture is to dissipate the thermal energy produced at the
electrode contact point as effectively as possible. This
can be achieved, for example, by selecting a material for
the electrodes with a high specific-heat storage capac-
ity and a good thermal conductivity. While the stainless
steel normally used for forceps has a relatively high
heat-transfer capacity (0.5 kJ/(kg K), whereas it is only
0.235 for silver and 0.383 for copper), thus offering a re-
lationship between the amount of heat applied and the
temperature increase obtained that is very favorable for
coagulation electrodes, the thermal conductivity of the
material is rather poor. In fact, it is only 15 W/(m K) and
as such 25 times lower than that for copper. As a result,
the process of removing the heat from the contact point
and conducting it into the body of the forceps is too
slow – heat builds up. The best conductor of heat is sil-
ver with 418 W/(m K). For this reason, a special silver
alloy is used for the distal electrode area (tissue contact
area) of nonstick forceps – one that is mechanically ro-
bust and combines the excellent thermal and electrical
properties of silver with biocompatibility. This allows
the heat energy to be quickly transferred, via the dis-
tal tines of the forceps, from the tissue contact point
to the stainless steel composite where the thermal en-
ergy is readily absorbed due to the heat capacity of the
material.

With the method developed by Reidenbach [34.17],
which has become known as electrohydrothermosation
(EHT), fluid (e.g., NaCl) is run through the tines of
the forceps to the electrode contact points on the tissue
surface. This fluid surrounding the electrodes ensures
that, due to evaporative cooling, the temperature does
not exceed 100 ◦C. This temperature is sufficiently high
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for the required tissue coagulation but does not cause
complete drying out of the contact surfaces or even any
tissue carbonization. Although the EHT method is very
effective, it is very expensive, as special forceps and ad-
ditional irrigation fluid are needed. In addition, some
indications do not allow an irrigation fluid to be applied.

Nonstick forceps therefore are an attractive alter-
native. They are particularly advantageous for use in
neurosurgery, and also wherever tissue adhesion to the
forceps is not tolerated.

Bipolar Vessel Sealing

Although the bipolar application form had already
been introduced at the beginning of the twentieth cen-
tury [34.18] and the coagulation mechanisms effective
for occluding or sealing blood vessels had been suf-
ficiently investigated in the early 1960s [34.19], only
smaller vessels with a diameter of ≈ 2–3 mm could
be sealed reliably with the bipolar method until the
end of the twentieth century. The development achieved
by an American study group led by Buysse [34.20]
and Ryan [34.21] must therefore doubtlessly be re-
garded as a milestone in bipolar technology. At the
end of the 1990s they introduced a system that enabled
them to seal considerably larger vessels by using a spe-
cially controlled coagulation process applied via bipolar
clamp forceps (Fig. 34.13).

While being heated, the tissue undergoes different
stages. In the first phase, the connective tissue is coag-
ulated, thereby maintaining the fiber structure; this is
followed by amorphous coagulation – i. e., structures
disintegrate – and finally its complete destruction in
the form of carbonization with loss of substance. When
sealing vessels, it is important to fuse the body’s own

Fig. 34.13 Reusable bipolar instru-
ments. Bipolar clamp forceps for
vessel sealing in open surgery. Prior
to cutting the tissue it is sealed inten-
sively using the forceps (left). Bipolar
scissors enable the application of co-
agulating, bipolar HF current via the
two scissor blades during mechan-
ical cutting (right). In contrast to
vessel sealing, the hemostatic ef-
fect achieved in the process is only
sufficient for smaller vessels

collagen and elastin (i. e., the basic fibrous connective
tissue structure), thereby maintaining the morphologi-
cal tissue structure. Mechanical pressure is necessary
for connecting these fibers during heating in order to
ensure that the vessel walls are in close proximity with
each other. Insufficient pressure merely leads to throm-
bosis inside the vessel, which does not ensure a reliable
vessel occlusion for larger vessels. Insufficient heating
produces a weak seal or only fusion of the adventitial
layers (the lax connective tissue surrounding the blood
vessel). If heated too strongly, the physical properties
of the connective-tissue fibers are destroyed. The amor-
phous coagulate would tend to break and detach from
the remaining tissue; the fiber structure would be de-
stroyed and thus the mechanical stability and elasticity
lost. Ideal sealing can only take place if the physical
properties of the tissue are retained. When sparks are
applied to the tissue, however, temperatures of more
than 1000 K are reached, destroying the integrity of the
tissue.

Consequently, the bipolar vessel-sealing current
must not be allowed to reach voltages that could cause
sparking (< 180–200 V). To ensure that sufficient en-
ergy can be delivered into the tissue for adequate
coagulation at such low HF voltages, the energy trans-
fer process must be supported by control technology. To
this end, one utilizes the fact that the tissue impedance
drops again after the first desiccation phase directly af-
ter discontinuing the HF power supply, which in turn
enables repeated energy transfer at permissibly low HF
voltages. In other words, the tissue is coagulated by
applying the energy in pulsed mode. The process is au-
tomatically stopped only after the intended sealing level
has been reached.
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Reliably sealed tissue typically has a translucent,
parchmentlike appearance, with the thermally damaged
area limited to the margins.

The main advantages of the method are as follows:

• No foreign material – such as sutures and clips – is
left inside the patient

• Cost reduction by saving suture material• Shorter operating times (gentler treatment of pa-
tients and lower costs)• Bipolar procedure with its typical advantages (no
aberrant currents, no heating of distant tissue
structures, absence of a neutral electrode, electro-
magnetic compatibility).

34.5 Methodical Instructions for Application and Safety

Modern HF surgical units equipped with automatic
monitoring functions combine operational ease of use
and functional diversity with the highest possible safety
and protection for the patients. As with all HF surgi-
cal units, their safety also depends on proper handling.
There are some basic rules that need to be observed
to ensure maximum safety. They are just as important
as the instructions for use of the HF unit and should
therefore be part of the standard procedure.

The following summary has been drawn up from
practical experience. It focuses on four main areas:

1. Patient,
2. Neutral electrode
3. Instruments and cables
4. HF surgical unit.

34.5.1 Patient and User Safety

General Rules for Application• The patient must be positioned in a dry and elec-
trically insulated area. He should not come into
contact with electrically conductive objects that are
grounded or have a high capacity to ground, e.g., the
operating table or infusion stands.• During longer operations, the urine must be drained
away through a catheter.• If possible, any wet operating table covering,
drapes, or towels should be replaced by dry ones.• When positioning the patient, no skin-to-skin con-
tact should occur at any points such as between the
fingers and thighs.• The cables of the active electrode handle and the
neutral electrode should be positioned so that they
do not touch either the patient or other leads.• Do not coil the HF cable; use a plastic clamp
and not a metal clamp to attach it to the surgical
drape.

• A sufficient distance of at least 15 cm should be
maintained between the active HF electrode and an
ECG electrode.• Proper precautions should be taken for patients with
implantable devices such as pacemakers in order to
avoid interference with or damage to the implanted
device. We recommend consulting a cardiologist.• Pay attention to potential metal parts in or on the
patient’s body. Body-piercing jewelry should be re-
moved wherever possible.• Take particular care with anesthetics, degreasing
agents, and disinfectants! They must be completely
evaporated and removed from the HF target area. An
electric spark could ignite the alcohol they contain.• Prior to HF application in the gastrointestinal
tract, make sure that no combustible, endogenous
gases are present. A quick insufflation/suction com-
bination is suggested to minimize any possible
concentration.• If irrigation is insufficient during a TUR procedure,
H2O molecules can dissociate to H2 and O2 and ac-
cumulate in the upper part of the urinary bladder.
A resection carried out in this gas mixture could
cause an explosion.• The active electrode handle should not be placed
down on the patient; it should always be positioned
in the instrument holster intended for this purpose.• For surgical interventions where the HF current
flows through organs or vessels with a relatively
small cross section, undesirable thermal damage can
be safely avoided by using the bipolar technique.• Do not make an electrical connection to the instru-
ment until just prior to the desired HF application.
This is particularly important when using the foot
switch for activation.• Always set the acoustic signal loud enough so that
all users may hear the tone indicating the activation
of the HF generator.
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Rules for Application when Using

the Argon Beamer

If argon gas is used on the patient, the following applies:

• Argon-assisted coagulation is a monopolar form of
HF current application. Consequently, the safety
regulations for monopolar HF surgery must be ob-
served.• Do not blow any argon gas into open blood vessels.• Do not press the tip of the applicator against tissue
as this could cause a gas emphysema.• High HF voltages are required for gas ionization;
make sure that the electrical insulation of leads and
applicators is fully intact and undamaged.• Argon is heavier than air (1 : 1.38); it can accumu-
late close to the ground and displace oxygen.• Argon gas cylinders are under high pressure (up to
200 bar). Handle these pressurized tanks with care!

Rules for Application in Endoscopy

Apart from the general application rules given above,
the following points must be additionally observed in
endoscopy:

• The HF unit must not be activated if the electrode is
not in the field of view.• The argon gas flowing into the respective body cav-
ity increases the pressure already present there due
to air or CO2 insufflation. Only use insufflators with
regulated pressure releases.• Guide wires used in combination with an HF appli-
cation must be electrically insulated (e.g., Terumo
wires).• Prior to HF application in the gastrointestinal tract,
make sure that no combustible, endogenous gases
are present.• Do not introduce any combustible, oxygenated
breathing gas into the tracheobronchial system prior
to or during argon-beam application (if necessary,
keep oxygen concentration levels below 30% and
ensure intermittent activation of the HF current).• When using a video endoscope, prevent chip de-
struction by making sure that the argon plasma is
not directed at the camera chip.

34.5.2 Neutral Electrode

In the monopolar application mode, a thermal effect is
required exclusively at the active electrode. However,
no thermal reaction should take place underneath the
neutral electrode (NE).

Table 34.3 Contact quality monitors (CQM) of different
suppliers

Acronym Supplier Type

PCS Martin Patient control system

REM Valleylab Remote electrode monitoring

ARM Conmed Aspen return monitor

NESSY Erbe Neutral electrode safety system

PDM Aesculap Permanent dynamic monitoring

PACC Integra Patient contact control system

To prevent patient burns, potential heating in the
NE application area must be kept below 6 ◦C (42.8 ◦F)
(ANSI AAMI HF 18) [34.22]. This requires correct at-
tachment of the NE and making absolutely sure that
it does not detach during the course of an operation.
Advanced HF surgical units offer NE monitoring tech-
nology that keeps proper NE attachment under constant
control and disarms monopolar HF energy delivery if
a problem is detected (use of contact quality monitors).
However, this requires the use of a split neutral elec-
trode. The acronyms used by different manufacturers
for such monitoring technologies vary depending on
their monitoring philosophies (Table 34.3).

The original assumption that the return flow of cur-
rent from deep tissue layers was equally distributed
across the surface of the neutral electrode was not cor-
rect. In fact, the current distribution shows a distinct
current concentration at the edges of the NE (edge ef-
fect). This effect is caused by the layered structure of
the human skin, with the dermis offering good conduc-
tivity lying over the poorly conducting fatty tissue layer.
If rectangular neutral electrodes are used, the edge clos-
est to the target site will offer the least resistance to
the HF current, leading to a hot spot. An electrode as
round as possible, with a sufficiently long peripheral
edge directed toward the operating field, is therefore
ideal.

Since an even distribution of the current in both
halves of the NE is not possible due to the irregular
flow of current on the surface of the tissue, monitor-
ing systems based on an even current distribution have
not proved successful in practice. In contrast, moni-
tors that continually evaluate the dynamic impedances
between the two halves of the NE offer the highest
level of patient safety. Advanced monitors are capa-
ble of recognizing whether a single-part NE or a split
NE is connected. Additionally, given sufficient safety
awareness, users can choose to have nonsplit electrodes
locked and thus barred from use.
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Rules for Neutral Electrode Application• Ensure that the insulation of the NE is undamaged.• Connect the NE cable to the surgical unit and the
NE with the utmost care.• Occasionally check the NE alarm of the HF surgical
unit for proper functioning.• Attach the NE with the long edge directed toward
the operating field.• Position the NE on one of the suitable extremities
(upper arm, thigh) as close to the operating field as
possible.• Ensure good tissue contact; this may require shaving
any hair preventing proper contact.• Keep fluids away from the NE area, as these can
adversely affect both the adhesion and the electrical
properties of the NE.• Do not reuse disposable (single-use) NEs. For safety
and hygiene reasons, disposable NEs should never
be reused.• Observe the expiration date of the NE.• The NE must not be trimmed or reduced in size.• In any circumstance, additional contact gel should
never be applied to the NE.• Bony or uneven surfaces, implant sites, places with
thick layers of fat (such as the abdomen or buttocks),
and scarred tissue are unsuitable for NE application.• Use a contact quality monitor that requires the ex-
clusive use of split NEs.• Do not subject NE cables lying on the floor to any
mechanical stress; in particular, avoid rolling the
equipment trolley or even the C-arm over them.

34.5.3 HF Instruments and Cables

• Only use original accessories recommended by
HF surgical unit’s manufacturer. In case of doubt,
request a certificate of compatibility from the man-
ufacturer or dealer.• Prior to each application, perform a visual check
to ensure that the insulation of plugs, cables, and
instruments is not damaged in any way. A short
functional check of the instruments is recommended
as well.• During the operation, it is best to cleanse the elec-
trodes with a moist cloth (swab). Do not scratch as
this could damage the surface and insulation of the
electrode.• It is advisable always to keep the electrodes clean
immediately following each use. Should the elec-
trodes have any bits of old, dried tissue on them,
soak them in a solution before cleansing.

• The manufacturer’s instructions for reprocessing
(cleaning, sterilization) must be duly observed.• Disposable instruments must always be discarded
immediately after the operation (multiple use is not
permitted!).• Keep reusable instruments in a safe place. Ob-
servance of the manufacturer’s instructions for
handling and care increases both the safety of the
patient and the service life of the instruments.• Accessories with visible defects must be checked or
returned to the manufacturer for inspection or repair.

34.5.4 HF Surgical Unit

• The use of any HF surgical unit requires the user to
be familiar with its correct handling.• Only use HF units equipped with a contact quality
monitor.• The HF power setting should always be selected
as low as possible and as high as necessary. Auto-
matically controlled HF surgical units are the best
option.• The cutting or coagulation function should only be
activated for as long as it is really needed.• Always conduct a functional test before starting the
operation. When the NE has been applied, briefly
activate the HF current by pressing the active elec-
trode handle button.• Pay attention to error messages and alarm signals.• Repeat training courses on the principles of HF
surgery and their safe use each year (make use of
training courses offered by the manufacturer).• To avoid video disturbances in older systems, the
HF cable should run as far away from the camera
cable as possible.

34.5.5 Incidences During Application
of HF Surgery

As part of the enforcement of the Medical Devices Act,
the German Federal Institute for Drugs and Medical
Devices (BfArM, Berlin) has evaluated the incidents re-
ported in the field of HF surgery over a number of years.
It concluded that the few complications reported were
mainly caused by user errors and were not due to a mal-
function of the medical devices. The BfArM has set
guidelines from these user errors that have been taken
into consideration in the above-mentioned rules.

In the few incidents reported, the damage mainly in-
volved the NE. In this connection the BfArM made the
following statement:
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. . . A distinct accumulation of incidents can be ob-
served for single-part neutral electrodes, for which
there is no safety monitoring. The very few “burns”
observed in conjunction with split electrodes are
due to causes other than high current densities . . .
chemical burns due to disinfectants that have not
evaporated.

Where injuries in the coccyx and dorsal areas were
concerned, the BfArM made the following determina-
tion [34.23]:

. . . The users sometimes spoke of burns, but the in-
vestigations carried out by the manufacturer, or an
assessment of the photos sent in, revealed that they
were actually acid burns or inflammations. During
the operation, the area above the sacrum is par-
ticularly subjected to a pressure load that leads to
a slight perfusion of the respective skin areas.

It is therefore absolutely vital to ensure that HF units are
only put into operation and used by qualified personnel
who have received special training and are fully familiar
with the device.

34.6 Outlook

The automatically controlled HF surgical units cur-
rently available are of a very high standard, both in
terms of technical safety and usability. The grow-
ing number of technical possibilities will contribute
to further improvement of these standards as well. In
addition, application-specific improvements will mean
that the handling of the HF surgical units will become
even easier. Instrument recognition and the resulting au-
tomatic parameterization of the devices with suitable
settings will play a role here. Only logical and mean-
ingful changes to the automatic presettings will then be
possible within predetermined limits (expert systems).
Consequently, there will be no standardized interfaces
for HF instruments but specific solutions provided by
each manufacturer.

The integration of HF units into OR systems via
communication networks will also contribute toward
enabling the control of all the devices required for an
operation using a common user interface. Touch-screen
monitors and voice control are relevant keywords here.

As HF currents are being optimized increasingly
toward specific applications, HF generators will be
showing a trend toward the specialist user instead of the
general user. Solutions with special devices and systems
will be offered for the different specialist fields, e.g.,
gastroenterology, urology, neurosurgery – optimized in
terms of costs as well as handling.

Argon-assisted applications will gain even greater
importance in daily OR use. The range of applications
has by no means been exhausted and is currently re-
stricted only by the available applicators. Combination
instruments – such as polypectomy snares, sclerosing
needles, or biopsy forceps offering optional argon-

assisted coagulation – will enable the method to handle
new indications.

Greater importance will be attached to the contin-
uing development of surgical instruments, particularly
with regard to specialized instruments and instruments
for specific indications. It will be a tremendous chal-
lenge to increase the quality of the instruments and
simplify their handling in daily use. Despite the enor-
mous cost containment pressure that affects the public
health sector on a global scale, there will be a trend
toward the use of disposables. Hepatitis, AIDS, ra-
bies virus, Creutzfeldt–Jakob disease (CJD), and bovine
spongiform encephalopathy (BSE) are just a few of
the dreaded, contagious diseases now running rampant
around the globe – and new diseases continue to extend
the list year after year. As a result, instrument process-
ing becomes a growing challenge for hospitals.

Vessel sealing will play an important part partic-
ularly in laparoscopic surgery. Surgical sutures and
ligatures are particularly difficult to use in a laparo-
scopic environment, and foreign material is unavoidably
left in the patient. Reliable vessel sealing will radically
change this field and help establish standardized surgi-
cal techniques. The large number of different methods
used for tissue dissection will be greatly reduced as a re-
sult. Ultrasonic dissection and water-jet dissection leave
much to be desired as regards their performance, and
these procedures are also expensive. They will be re-
placed by bipolar, HF-induced tissue sealing. To ensure
the greatest possible safety for patients, it will also be
important for users, surgeons, and surgical staff to keep
themselves well informed about the current and future
developments taking place in the industry.
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Medical Radi35. Medical Radiation Therapy

Peter H. Cossmann

Historically speaking, medical radiation therapy is

a relatively old medical branch as it originated two

centuries ago with the discovery of x-radiation by

W. C. Röntgen in 1895. Shortly after this histori-

cal event the first treatment attempts were carried

out by some courageous physicians. Since then ra-

diation therapy evolution has undergone several

major leaps due to essential developments in me-

chanical engineering, electronics, and computer

science.

An introductory part gives an overview of

these developmental steps through history. This

is followed by some basic information on the

physical and technological principles of radiation

physics. Here radiation types, radiation sources,

and the interaction of radiation with biological

tissue are covered and finally rounded out with

a more detailed look at dosimetry.

Furthermore, the three therapy fields for ra-

diation treatments are discussed: percutaneous

therapy, brachytherapy, and radionuclide therapy.

The main part covers equipment technology for

the generation of radiation. In radiation therapy,

ionizing radiation is used, which either results from

radioactive decay processes or is generated by the

acceleration of charged particles. The technologies

described are x-ray equipment, cobalt unit, lin-

ear accelerator, brachytherapy sources/treatment

units, and radioactive implants. A main focus is on

the technology of linear accelerators, which serve

as the daily workhorses nowadays.

Finally, special techniques and newer devel-

opments in teletherapy are discussed. Besides

stereotactic and tomotherapy approaches, tech-

nological developments and refinements in the

field of linear accelerator technology are described

in more detail.
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35.1 X-Radiation

1896 patient, Vienna: 70 years later

Fig. 35.1 First radiation treatment to remove a nevus pig-
mentosus et papillomatosus (after [35.1])

On 8 November 1895 at Würzburg University’s Insti-
tute of Physics, W. C. Röntgen discovered a new type
of radiation. In his first disclosure, Röntgen spoke of
so-called x-rays because he didn’t know what type of
radiation he was dealing with. With this he laid the
foundations for medical radiation therapy (RT). Ther-
apy with ionizing radiation began in 1896 in Vienna,
only a few months after Röntgen’s discovery. Initial re-
ports regarding the successful therapeutic application of
X-radiation can be traced back to Freund, Sjögren, and
Stenbeck. Based on newspaper reports of erythema and
alopecia following exposure to x-rays, Professor Freund
from Vienna had in 1896 treated a young girl suffering
from nevus pigmentosus et papillomatosus with radia-
tion. In 1966, the patient was presented at the German
Radiology Congress. The result, which is illustrated in
Fig. 35.1, clearly showed that the radiation had undeni-
ably had the desired effect, which is to say that the hair

First successful treatments of cancer:
Stockholm, 1809

Fig. 35.2 First treatment of carcinomas of the lip and
cheek using X-radiation (after [35.2])

on that patch had definitively disappeared. However,
presumably also as a result of a lack of knowledge about
adequate dosage, there was a significant side effect –
considerable curvature of the spine in the radiation area.
This illustrated in a striking manner where the main
problem lies with this form of treatment: achieving a de-
sired effect while avoiding undesirable side effects.

In 1899 in Stockholm, T. Sjögren and B. Stenbeck
reported the first successful treatment of carcinomas of
the lip and cheek using X-radiation. Figure 35.2 shows
examples of the treatments of carcinomas of the lip and
cheek using X-radiation.

35.2 Historical Development of Radiation Therapy

Initially, gas ion tubes consisting of a partially evacu-
ated glass bulb with a cold cathode and anode were used
as therapy systems. The first x-ray tube was a Hittorf
tube as shown in Fig. 35.3.

The high voltage necessary for generating x-rays
was produced using induction coils, which were, in
principle, a transformer with a primary and secondary
coil on a ferrite core. The cathode is in the form of a con-
cave mirror, so that the cathode rays that emerge from
the cathode perpendicular to the cathode surface meet at
a point. At this focal point is the anticathode, a piece of
sheet metal composed of platinum or tungsten that is in-

clined by about 45◦ and conductively connected to the
anode. X-radiation is generated as a result of the metal
ions and electrons impinging on the electrodes (cath-
ode and anode), and there is simultaneous sputtering of
the electrode material. The gas molecules present in the
Hittorf tube are absorbed by the sputtered metal par-
ticles, and the vacuum in the tube increases. Ever higher
voltages must be applied in order to ensure the flow
of current. Because of the higher voltage, the x-rays
become increasingly hard and finally the tube ceases
to work. To make them usable again, gas had to be
let into the tube. Soft x-rays are rays with a relatively
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Fig. 35.3 Hittorf tube (cold cathode tube) (courtesy
Electrosuisse Museum of Technology and Engineering,
Fehraltdorf)

long wavelength, and thus with low penetrating power,
which are generated by relatively low voltage (approx.
30 000–50 000 V). Hard x-rays have a short wavelength
with a high penetrating power and with low absorbabil-
ity (100 000–300 000 V). Modern x-ray tubes such as
the so-called Coolidge tube are high-vacuum hot cath-
ode tubes, which are pure electron tubes [35.3]. The hot
cathode is a filament made from tungsten, which has
a very high melting point. The tube has no special an-
ticathode; rather, the anode serves as the anticathode
facing the cathode. It is composed of copper, a good
thermal conductor, and, because of the buildup of heat
due to the cathode rays impinging on it, it is provided
with a cooling attachment, e.g., a water cooling system.
At the point where the cathode rays impinge upon it, the
anode has a tungsten disc to protect it. A Coolidge tube
of this kind is illustrated in Fig. 35.4.

Hot cathode tubes have various advantages over
cold cathode tubes. Firstly, soft or hard X-radiation
can be generated using variable voltages, and the in-
tensity of this radiation can be regulated by adjusting
the filament current. Their properties only change in the
long term. Modern tubes are operated exclusively us-
ing alternating current (AC) power and a transformer.
For this purpose, the voltage of 220 V is raised to
30 000–300 000 V.

Fig. 35.4 Coolidge tube (hot cathode tube) (courtesy
Siemens, Erlangen)

The discovery of radium radiation by Curie in 1898
led by chance to a therapeutic application of radioac-
tive substances, because in 1901 Becquerel acquired
dermatitis from a radium source, and this dermatitis
was no different to radiation dermatitis, which had
been observed in connection with x-rays. Therapy for
the treatment of dermatological conditions was conse-
quently begun at the St. Louis Hospital in Paris using
a radium source provided by Curie. Initially it was
mainly the beta rays of radium that were used for ther-
apeutic purposes. Subsequently, from 1906 onward, the
radiation sources were encapsulated in order to utilize
only gamma radiation. Radium was of great signifi-
cance, particularly in gynecological RT, but it has since
been completely superseded by methods of afterloading
with synthetic radioactive emitters, partly for reasons
of radiation protection. Telecurietherapy using synthetic
radioactive substances began after the discovery of syn-
thetic radioactivity by Joliot-Curie in 1934 and, among
other things, once it was possible to produce 60Co and
137Cs in nuclear reactors. The first use of a telecobalt
machine for RT followed in 1952. It continued to be
used until the middle of the twentieth century, until the
first clinical applications of a circular electron accel-
erator (betatron) were able to be realized. Use of the
linear accelerator (linac), first developed in 1930, be-
gan in the early 1970s. Since then linacs have almost
completely superseded the betatrons, and today they
are the most important radiation source in the field of
teletherapy.

35.3 Physical and Technical Principles of Radiation Physics

35.3.1 Types of Radiation

Radiation that can generate ions when passing through
matter as a result of impact interactions is described

as ionizing radiation. A distinction is drawn between
directly and indirectly ionizing radiation. Directly ion-
izing radiation consists of charged particles such as
electrons, protons, α-particles, and heavy ions; their ki-
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netic energy is sufficient to achieve impact ionization
of an atom. In the case of indirectly ionizing radiation,
charged particles are produced from uncharged particles
such as photons or neutrons, which then transfer their
energy once more to the surrounding atoms through
impact ionization [35.4–6].

Photons – in the form of x-rays and γ -radiation –
and also electrons are predominantly used in RT. In ad-
dition, protons – as well as isolated heavy ion radiation
– are also increasingly being used, with the genera-
tion/application of heavy ions in particular having high
technological requirements, which currently are not yet
practicable except in a research center environment.
In recent times, moreover, boron neutron capture ther-
apy has again brought neutrons for therapeutic use into
the discussion, this being a form of therapy that is
limited to a few fields of application and that is fur-
thermore technologically complex and therefore not yet
very widespread.

Since RT works mainly with photons for deep ther-
apy and electrons for superficial and semideep therapy,
the following sections are limited to these types of radi-
ation.

35.3.2 Radiation Sources

The generation of photons in the form of X- and
γ -radiation is achieved either by means of decel-
eration/energy dissipation of accelerated particles in
a target (Fig. 35.5) or by radioactive decay. The tech-
nical basis for this is x-ray tubes in the low to middle
energy range (kV) and accelerators in the high energy
range (MV). The latter are also used for the generation
of high-energy electrons.

Radioactive substances serve as further radiation
sources. The three possible types of decay are illustrated

Anode
Collimating cylinder

Glass tube
Anticathode

Coolant

Cathode filament

Electrons

Fig. 35.5 Schematic view of an x-ray
tube
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Fig. 35.6 Types of radioactive decay

in Fig. 35.6. Following α- or β-decay, the daughter nu-
cleus is often in an excited state. The majority of these
excited states have very short half-lives and, by emit-
ting therapeutically usable γ -radiation, pass into a state
of lower excitation or into the ground state.

35.3.3 Interactions with Matter

Photons are attenuated by matter on the one hand by
absorption (photoelectric effect or pair production) and
on the other by scattering (excitation or Compton ef-
fect). Absorption is dependent on the linear attenuation
coefficient, a matter constant, and also on the layer
thickness. In the case of the photoelectric effect, the
photon transfers all its energy to an electron, and this
photoelectron leaves the atomic shell. With photon en-
ergies above 1022 MeV, the photon can be converted
into an electron–positron pair. In the case of elastic scat-
tering of photons, the electrons in the atomic shell are
excited and the energy is then emitted in another direc-
tion in the same quantity. The Compton effect involves
inelastic scattering, i. e., the photon releases an electron
from the shell with some of its energy and then contin-
ues to move in a different direction. Within an energy
range of approx. 20 keV–20 MeV, which is to say prac-
tically in the entire energy spectrum of RT, the Compton
effect is dominant for all human tissue. The interac-
tion of photons with tissue takes place in two stages. In
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the first stage, charged particles are released (electrons),
and in the second stage these particles either transfer
their energy to the matter or release electrons. Since the
effect of photons is indirect in this way, it is also referred
to as indirectly ionizing radiation. The higher the energy
of a photon, the deeper it is able to penetrate into the tis-
sue before it releases an electron. In the case of photons
generated by linear accelerators and having energies of
4–25 MV (ultrahard x-radiation), a higher dose is gen-
erated in the deep tissue than at the skin surface; this is
known as the so-called buildup effect, which does not
occur with x-rays in an energy range of 200–400 kV.
The higher the energy, the less the photons are deceler-
ated; they are scattered in a forward direction as well as
other directions. In this way, a higher dosage is achieved
using ultrahard x-rays for target areas that are situated
deeper. At the same time, this leads to better protection
of the skin and, as a result of the lower proportion of lat-
eral radiation, to a more sharply defined lateral limit of
the dosage.

The interaction of electrons with matter takes place
exclusively by means of scattering processes. Elastic
scattering leads to the particles changing direction. In
the case of inelastic scattering, the particles change their
direction and lose energy due to the excitation of the
atomic shell, the ionization of atoms, or the genera-
tion of x-ray Bremsstrahlung. Electrons are electrically
charged particles that transfer their energy directly to
tissue, and this therefore involves directly ionizing ra-
diation. This results in a relatively high exposure of the
skin, a large area in which the maximum dose is de-
posited, and a rapid decrease in dose after the maximum
dose, which means that the region behind the target
area situated at the surface is better protected than with
photons.

35.3.4 Dosimetry

Dosimetry, in the modern sense of the word, was un-
known in the early stages of RT. The following three
effects were used for the semiquantitative determina-
tion of the level of radiation: the redness of the patient’s
skin as a biological dosimeter, the blackness of a photo-
graphic plate, or the luminescence of various substances
(usually barium cyanide). In order to estimate the dose,
it was important to know the hardness of the radiation,
as all three methods give different results with different
mixtures of rays.

In the field of RT, dose is understood as meaning
the energy that is absorbed by tissue when it is treated
with radiation, since only the energy remaining in the

tissue can have a radiation effect. We talk of the so-
called absorbed dose, measured in gray, with 1 gray
corresponding to an energy of 1 Joule per kilogram of
tissue.

In order to make the dosages used by different hos-
pitals and clinics in international cooperation or used in
publications more comparable, there are standards gov-
erning how they should be referred to. In the case of the
reference point concept used for this purpose, reference
is commonly made to ICRU Report 50 [35.7]. In every-
day clinical practice, the ICRU reference point, or the
dose according to ICRU, is therefore often spoken of.

Any material in which a signal is generated as a re-
sult of exposure to radiation can be used to measure
the dose of ionizing radiation. In principle, any physi-
cal, chemical, or even biological effect that is caused by
ionizing radiation can therefore be utilized.

To this day, ionization dosimetry is of the great-
est significance among methods for radiation detection
and measurement. It is based on the primary interaction
process of radiation and matter, ionization. Ionization
chambers in two designs are primarily used: cylinder
chambers and flat chambers. Cylinder chambers, which
are also known as compact chambers, consist of a cylin-
drical chamber wall of a conductive material and an
axial, usually metal, electrode.

The main advantages of this dosimetry approach
are that it is possible to use tried and tested electri-
cal and electronic measurement technology and that
the system possesses a very high degree of sensitiv-
ity, measuring accuracy, reproducibility, and long-term
stability, is not damaged by radiation, and can be used
in the entire range of applications of ionizing radiation
while being less energy dependent [35.4]. The cham-
bers are also convenient, user-friendly, and very robust.
The ionization of solids, including semiconductors, is
also routinely used in dosimetry. Mobile electrons and
also mobile positively charged holes are generated in
the semiconductor by means of radiation, i. e., it is
made into an n-type or p-type semiconductor. The
sensitivity in semiconductors is around 20 000 times
greater than in ionization chambers with a measuring
volume of equal size. The advantage of semiconduc-
tor detectors is their high spatial resolution, but in the
longer term the sensitivity decreases as a result of ir-
reversible radiation damage in the material. Recently,
diamond detectors have also been used. They belong
to the so-called conductivity detectors and, after oblig-
atory preirradiation, exhibit detector currents that can
exceed those of ionization detectors by several powers
of ten – and with especially high spatial resolutions,
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too. Scintillation detectors are based on the physical
phenomenon of excitation and are predominantly used
for the detection of radiation. The shell electrons that
are raised to a higher orbit fall back to the ground
state, emitting light; the light pulses emitted are usually
amplified by the use of photomultipliers. Thermolu-
minescent dosimetry uses special ion crystals, known
as thermoluminescent dosimeters (TLD), as detectors.
These lithium fluoride or calcium fluoride crystals are
selectively doped with foreign atoms, such as magne-
sium, manganese, or titanium, and are characterized by
the fact that they do not immediately return to their
ground state after excitation. A long-term luminous ef-
fect therefore remains following irradiation, which is
termed luminescence. Some of the absorbed energy is
stored in the crystals and can be retrieved in the form of
the emission of light by controlled heating. TLDs exist
in various forms and are suitable both for in vivo and
also for phantom measurements. Simultaneous irradi-
ation of several of these miniaturized dosimeters also
enables the dose distributions to be measured. Spatial
resolutions in the submillimeter range and with measur-
ing accuracies of up to 1% can be achieved, although
measuring accuracies of this level can only be achieved
with a very large amount of experimental outlay.

Films are also very highly suitable as dosimeters, as
was recognized at an early stage. Following irradiation
with subsequent development, the films are densitomet-
rically assessed with special equipment (densitometers,
film scanners). The reproducibility of the process con-
ditions, from the manufacture of the film through
development to assessment, play a fundamental role
in the accuracy of the measurement, and this means
that films are of only limited suitability for routine use.
Films are the dosimeters with the highest spatial resolu-
tion, as practically every individual silver particle acts
as a dosimeter. Ultimately, however, the resolution is
limited by the diameter of the light beam of a densito-
meter or by the CCD detector density of the film scanner
used.

Ferrous sulfate dosimetry, also known as Fricke
dosimetry, belongs to the group of chemical methods
and was at the same time the first approach of what was
known as gel dosimetry. The measuring process is based

on the fact that divalent iron in an air-saturated aqueous
sulfuric acid solution is irreversibly oxidized by ioniz-
ing radiation to form trivalent iron. The amount-of-mass
concentration of the trivalent iron ions is determined
by means of extinction measurement. The method ex-
hibits proportionality of amount-of-mass concentration
and absorbed dose in a wide dose range, it is inde-
pendent of the dose rate, and absolute determinations
of the dose can be achieved with an accuracy of 1%.
The method is thus also used by calibration service
providers for the calibration of dosimeters. Gel dosime-
try has in recent years been gaining increasingly in
significance, as new gels that are less difficult to pro-
cess have in the meantime become available. This group
includes the BANG (bis acrylamide nitrogen gelatin)
gels, which have been available for a short period of
time. This involves a monomer that is incorporated into
a gelatin matrix. When subjected to radiation, polymer-
ization is induced, resulting in a change in the spin–spin
relaxation time T2 as a function of the respective locally
absorbed dose. Magnetic resonance imaging (MRI) was
initially exclusively used as an evaluation method; now
there are also optical systems based on computer to-
mography (CT) that make use of the change in optical
density that occurs simultaneously.

For the sake of completeness, calorimetry should
also be discussed as another approach. It is based on
the principle that, in the event of complete conversion
of the absorbed energy into heat, it is possible for this
energy to be directly and absolutely measured. In ad-
dition to graphite calorimeters, water calorimeters are
increasingly being used in national standard laborato-
ries, as the absorbed dose in water has since become
the basis of clinical dosimetry. Owing to the high ex-
perimental outlay, calorimetry cannot be used in routine
clinical applications.

In recent years in particular, various biological dose-
measuring methods have also been further developed
and used in clinical settings. In addition to the purely
qualitative method already mentioned of assessing the
redness of skin, which has of course been superseded,
these methods include quantitative ring chromosome
counting and fluorescence analysis of chemically la-
beled DNA strands.

35.4 Forms of Therapy

In general, modern RT can be divided into three forms:
percutaneous RT, brachytherapy, and radionuclide ther-

apy. In percutaneous therapy, also called teletherapy, the
radiation source is situated outside the body of the pa-
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tient to be treated with radiation, and the rays penetrate
through the skin and into the body. Examples are ir-
radiation using a teletherapy unit or an accelerator. In
brachytherapy, one or more small radiation sources are
inserted into each region of the body that is to be treated
with radiation. Irradiation thus takes place directly at the
location of the tumor, that is, just a short distance from
it (from the Greek brachy, short). Brachytherapy can
be intracavitary, e.g., in the uterus, intraluminal, e.g.,
in the vagina, the esophagus or the bronchus, or inter-
stitial, using needles or thin catheters implanted in the
tumor or in the tumor bed for that purpose. In radionu-
clide therapy, radioactive substances are administered,
which preferably accumulate in a certain organ or body
part [35.6, 8, 9].

35.4.1 Percutaneous Therapy

In percutaneous therapy, a distinction is drawn, depend-
ing on the depth of the region to be radiation treated,
between superficial therapy, semideep therapy, and deep
therapy. Superficial therapy includes skin radiation ther-
apy on the one hand and intraoperative radiation therapy
on the other. These are performed using therapy sys-
tems specifically designed for the purpose, which are
usually in an energy range of between 10 and 50 kV.
Fields of application for semideep therapy are mainly
the treatment of benign conditions such as inflamma-
tory processes of the ligaments and joints. Photons in
the range of 150 to 300 kV from so-called orthovolt-
age units are used for this, and sometimes low-energy
electrons of linacs are also used. Deep therapy using
high-voltage equipment is today performed mostly us-
ing linacs, which have virtually replaced the cobalt unit.
The energy range for this so-called high-voltage ther-
apy is between 1 and 25 MeV. Typical doses applied in
teletherapy are approx. 2 Gy per radiation session; vary-
ing numbers of sessions ultimately lead to total doses of
up to approx. 75 Gy.

35.4.2 Brachytherapy

In the field of brachytherapy, distinctions are made both
on the basis of the dose rate used and the region be-
ing treated. If the dose rate is taken as the value of
measurement, then a distinction is drawn between low-
dose rate (LDR), medium-dose rate (MDR), high-dose
rate (HDR), and pulsed-dose rate (PDR). According
to the definition based on ICRU, the dose rates are
0.4 to 2.0 Gy/h for LDR, 2.0 to 12.0 Gy/h for MDR,
and greater than 12.0 Gy/h for HDR, the usual dose

rates with modern HDR brachytherapy systems being
between 100 and 300 Gy/h. The PDR is a relatively
new variant, which for reasons of radiation protection
appears to be establishing itself increasingly as a re-
placement for LDR approaches.

An alternative classification arises from the na-
ture of the application: here, a distinction is drawn
between contact, intracavitary, endoluminal, and inter-
stitial therapy. In the case of contact therapy, therapies
are administered close to the surface using specially
shaped radioactive applicators or radioactive prepara-
tions inserted into boluses. In intracavitary therapy,
cavities in the human body that are present naturally
or are artificially created are used to insert radioac-
tive substances. In endoluminal therapy, also referred to
as intravascular therapy, radioactive sources are intro-
duced into the vessel lumen either temporarily (HDR)
or permanently in the form of stents (LDR). Interstitial
therapy involves temporary or permanent insertion of
radioactive emitters directly into the tumor tissue, these
emitters being applied in catheters or hollow needles
positioned in advance.

35.4.3 Radionuclide Therapy

Familiar radionuclide therapies include radioiodine
therapy for the treatment of thyroid conditions. It has
been used worldwide since the 1950s and belongs not to
the specialist field of RT/radiooncology but to the dis-
cipline of nuclear medicine. Based on statistical studies
of over 100,000 patients treated, it has been possible
to guarantee that radioiodine treatment will not cause
an increase in thyroid cancer or other malignant dis-
eases in the body. The exposure to radiation that the
body undergoes in the process corresponds to that of
a thorough x-ray examination. Radioiodine therapy is
carried out in the case of thyroid disorders (e.g., hy-
perthyreosis associated with Graves’ disease, uni- or
multifocal autonomy, latent hyperthyreosis) to reduce
the size of large thyroid glands (goitre) and also for the
follow-up treatment of thyroid carcinomas. For reasons
of radiation protection, the therapy must be carried out
on an in-patient basis, as the patients emit radioactiv-
ity in their excretions (urine, stools, perspiration, and
saliva) and also in their respiratory air. All sewage
from the therapeutic ward must be collected and must
only be released into the public sewerage system once
the radioactivity has decayed. The radioactive iodine is
administered to the patient orally in an amount individ-
ually determined in advance by means of a radioiodine
test. The 131I isotope used for radioiodine therapy is
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a beta minus emitter with subsequent gamma radiation.
It emits 90% beta radiation and 10% gamma radia-
tion. The beta radiation is therapeutically effective and
has an average range into the tissue of just 0.5 mm.
As a result, the exposure of the neighboring organs
to the radiation is minimal. The nuclide has a half-
life of around 8 d and a gamma energy of 360 keV.
The amount of radioiodine required for RT is calcu-
lated, depending on the desired focal dose, from the
maximum thyroidal iodine uptake, the effective half-
life and the thyroid volume to be treated with radiation
therapy. As a target dose, 150–200 Gy is applied for
Graves’ disease, 200–400 Gy for thyroid autonomy,
and 150–180 Gy for reducing the size of a goitre. In
cases of hyperthyreoses, permanent elimination of the

metabolic disorder can be expected in roughly 80% of
cases.

The radiation protection measurements and the
posttherapeutic calculations of the radiation dose are
performed with the aid of the gamma radiation that is
emitted from the body. Gonadal exposure in radioiodine
therapy of benign thyroid conditions is 0.02–0.05 Gy.
The gonadal dose that leads to a doubling of the spon-
taneous mutation rate is 0.2–2.0 Gy. The iodine beta
radiation has the following radiobiological effects in the
cell system of the thyroid gland: restriction of function,
loss of regenerative ability, and cell death. In addition
to influencing function, the degeneration of individual
thyroid cells also results in a decrease in the size of the
goitre, usually by approx. 40%.

35.5 Equipment Technology for the Generation of Radiation

In RT, ionizing radiation is used that either results
from radioactive decay processes or is generated by
the acceleration of charged particles. In addition to x-
ray tubes, various other technologies are used for the
acceleration of charged particles, such as linear and cir-
cular accelerators – apart from the betatron, which is
no longer in use, circular accelerators include the mi-
crotron, the cyclotron, and the synchrotron. Since linacs
and afterloading units are in particular used in clinical
application for the generation of radiation, the chap-
ters that follow will include in-depth discussion of these
technologies.

35.5.1 X-ray Equipment

Today, a distinction is made between soft x-ray and
hard x-ray therapy, the latter also referred to as ortho-
voltage therapy. The boundary between the two forms
of therapy is at a tube voltage of 100 kV. The therapy
distance – also called the focus-skin distance – is be-
tween 0 and 5 cm in the case of short-distance radiation,
and otherwise between 10 and 30 cm, or in exceptional
cases up to 50 cm. In addition to the classics from
Siemens (Dermopan, Stabilipan 2) and Philips (for-
merly C. H. F. Müller, RT50, RT100, RT250), which are
over 50 years old and are still in use in some places to-
day, microprocessor-controlled systems with integrated
patient databases are now used and cover a tube voltage
range of 10 to 300 kV. A modern x-ray therapy unit is
depicted in Fig. 35.7.

Therapeutic x-ray units consist of a cooled tube,
which is integrated in a tube head fixed to a stand,

a generator, a control panel, a patient couch, and a set
of applicators. Depending on the spectrum of use, sys-
tems with overhead installation or combined wall and
floor installation are used as stands. As the currents of
between 20 and 30 mA that are used are significantly
lower than those of diagnostic x-ray tubes, there is less
heat generated, and stationary, i. e., structurally simple,
anodes can therefore be used. As the X-radiation gener-
ated has a broad, continuous photon energy distribution,
basic filtering is performed, which eliminates the low-
energy components and thus hardens the radiation. In
addition to the traditional applicators – also called tubes
– some modern devices of this type are also equipped,
for contact therapy, with a collimator having adjustable
diaphragms for field definition. In addition, individually
manufactured lead cutouts are introduced into the tube

b)

a)

Fig. 35.7a,b X-ray therapy unit Gulmay D3225 (a) with
control console (b) (courtesy Gulmay Medical, Camberley)
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for the shaping of irregular fields. The use of a multi-
leaf collimator is also a relatively new approach that is
used instead of the aperture collimator. This is a device
that enables irregular field shaping by means of man-
ual positioning of the individual leaves, which move
independently of one another.

35.5.2 Cobalt Unit

Cobalt units belong to the group of equipment known as
teletherapy units, i. e., they are used for teletherapy. In
order for sufficiently high dose rates to be achieved at
a therapy distance of usually 80 cm, the sources must
have a very high activity. So that the highly active
source only has to be replaced very rarely, radionuclides
are desirable that have a half-life that is as long as pos-
sible. Radionuclides used are therefore 60Co and, only
in rare cases, 137Cs. In comparison with 137Cs, 60Co
has a higher photon energy of approx. 1 MeV and there-
fore has therapeutic advantages, even though its much
shorter half-life of 5.25 years generally means that it is
necessary to replace the source after just 5–10 years.
A modern cobalt unit is shown in Fig. 35.8. The tube
head of the cobalt unit is connected to a stand by means
of a support arm that can be rotated around a horizontal
axis. This design is also known as a gantry and en-
ables arc RT around a virtual point lying fixed in space,
the so-called isocenter. The tube head itself consists of
the source, a source valve or a rotary shutter, the lead
shielding, diaphragms for field definition, a light-beam
localizer, and a distance-measuring device. In addition
to the support arm, the diaphragm can also be rotated.
The treatment couch, which is fixedly connected to
the system, can be moved linearly in all three spatial
directions and can be rotated both isocentrically and
eccentrically around its own axis.

35.5.3 Linear Accelerators

These days, modern linacs are available for the genera-
tion of therapeutic electron radiation with a maximum
energy of 2–25 MeV and ultrahard photon radiation
with a maximum energy of 4–25 MeV. There are
several electron energy levels that can be set and –
depending on the manufacturer – up to three photon en-
ergy levels. In addition, there is also a sort of special
form, the photon-only machines, which have low max-
imum photon energies of between 4 and 6 MeV. They
are mostly used as a replacement for cobalt units that
have been taken out of service, which is to say that they
can be installed in existing therapy rooms without any

Fig. 35.8 UJP Terabalt 80 cobalt unit (UJP PRAHA,
Prague)

great additional measures being necessary in terms of
radiation protection. Systems of this type manage with-
out moving parts in the accelerator segment and also
have accelerator tubes that are a maximum of 50 cm in
length. This makes a significantly more compact and
more simple design possible, without beam deflection
or beam analysis, which lowers the costs accordingly.

Linacs are radiofrequency accelerators that accel-
erate electrons in straight accelerator tubes by means
of radiofrequency waves of 3 GHz with a wavelength
of 10 cm. The systems essentially consist of five sub-
assemblies: the energy supply unit, the modulator, the
accelerator unit, the tube head, and the control unit.
Figure 35.9b shows a schematic representation of the
structure of a modern high-energy linac. The modulator
contains the source for the radiofrequency generation,
as well as the control electronics and electrical power
supply. The radiofrequency generators originally come
from radar technology; they generate microwaves in
magnetrons or klystrons and amplify them. Magnetrons
are preferably used with low to medium electron ener-
gies and are less expensive than klystrons, but they also

a) b)

Fig. 35.9a,b Varian Clinac 21 EX linear accelerator (a) with beam
guidance (b) (courtesy Varian Medical Systems, Palo Alto)
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have a significantly shorter operational life span than
klystrons. With klystrons, which are used with relatively
high electron energies, a distinction is made between
single-chamber and two-chamber systems.

The accelerator unit is composed of an electron gun
and an accelerator tube, as well as cooling units and vac-
uum pumps. The electron gun is either a directly heated
hot cathode made from tungsten coils or an indirectly
heated tungsten matrix. Unheated cathode grids, known
as cold cathodes, are also used, which are coated with
barium sulfate, for example. These coatings reduce the
work function of the electrons such that they can be
extracted simply by applying a high voltage. The extrac-
tion voltages are between 15 and 50 kV. Depending on
the manufacturer, traveling waves or standing waves are
used as the acceleration medium. In the traveling wave
principle, the radiofrequency wave travels through the
tube, taking the electrons with it; at the end of the tube
the electromagnetic traveling wave is then broken up. In
contrast to this, when operating with the standing wave,
the electromagnetic longitudinal wave is reflected at the
end of the tube such that a standing wave develops.
Differences in design are mainly in the length of the ac-
celerator tube, which is longer for traveling waves than
for standing waves. On the other hand, in a traveling
wave system there is a lower dependence of the acceler-
ation power on the frequency and fewer high demands
on the energy level of the electrons fired.

The tube head has the task of deflecting the pencil
beam, which points in the direction of the accelerator
tube and has a diameter of just a few millimeters, and
of adapting it geometrically to the requirements. The
necessary steps for this are:

1. Concentration, focusing, and deflection
2. Primary collimation
3. Homogenization
4. Beam monitoring (position and symmetry)
5. Dose monitoring and control of the dose rate
6. Field shaping

The components used for this are the 270◦ deflecting
magnet, the beam-steering device, the primary collima-
tor, the carousel with photon compensating filters and
electron scattering foils, a double ionization chamber,
collimator diaphragms, and a multileaf collimator. In
the case of photons, the field is shaped by means of
collimator diaphragms as well as a multileaf collima-
tor (MLC), and in the case of electrons, so-called tubes
are used for this purpose that collimate in a cascad-
ing fashion and at the lowest level provide the option
for an individually shaped insert to be accommodated

for the generation of irregular field shapes. Diaphragm
systems with variable, and if appropriate asymmetri-
cal, apertures, which can also be operated dynamically,
are used to delimit the radiation field. The limitation of
such systems to rectangular-shaped fields has led to the
integration of blocks that, despite having to be manufac-
tured individually, can be used to generate virtually any
desired irregular field shapes. More modern accelerator
systems today also provide MLCs that – depending on
the width of the leaves – make field configurations of
virtually any shape possible. Depending on the manu-
facturer, these MLCs can also be operated dynamically.
It is possible to modulate the field. This is done either
by means of wedge filters or compensators, these being
produced either in terms of software or hardware.

External wedge filters and also physical compen-
sators are produced from heavy metal. The former are
standard components of a linac, whereas the latter are
manufactured individually for the patient. In modern
linacs, they can also both be generated by dynamic
operation of the collimator diaphragms and the mul-
tileaf collimator. In order to do this, the diaphragms
and leaves move during the irradiation process, thereby
modulating the intensity distribution within the field as
desired.

35.5.4 Miniature Accelerators

A compact miniaturized version of the x-ray source first
became a reality not that long ago, which makes possi-
ble a mobile system that can be transported from one
operating theater to another. The source (Fig. 35.10b),
which weighs a mere 2 kg, is a compact linac with
an energy of 50 kV, which can be operated at volt-
ages of 110–230 V and if necessary even with a battery
of 9.6 V. The acceleration path is approx. 40 cm and
dose rates of 2.8 Gy/min can be achieved at a distance
of 1 m.

The structure of a system such as this is illustrated
in Fig. 35.10a, b; the device is integrated in a stereotac-
tic robot and thus permits intraoperative high-precision
radiation. As a result of miniaturizing the source and the
energy used, the radiation is also limited to a small vol-
ume. The investment in shelters and personal protection
measures that are necessary in the case of conventional
equipment (linacs, radioactive emitters) is therefore not
necessary. As a result of the spatial restriction and
isotropic distribution of the radiation, only the affected
tissue around the tumor bed is irradiated and healthy
tissue is spared. Heavy exposure of healthy tissue to ra-
diation is, in contrast, a critical side effect of treatment
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a)

b)

Fig. 35.10a,b Zeiss IN-
TRABEAM miniature
accelerator (a) with accel-
erator section (b) (courtesy
Zeiss, Oberkochen)

with conventional methods of RT, as there are limits in
radiation protection for medical reasons.

35.5.5 Brachytherapy Sources
and Brachytherapy Equipment

In brachytherapy, closed radioactive sources are ex-
clusively used, in which the radioactive substance is
encased in a solid inactive shell or is embedded in it
such that it is impossible for it to escape in normal use.
In the field of LDR, radioactive wires are predominantly
used that contain the isotope 192Ir. The long treatment
period of the forms of application initially used, com-
bined with the high exposure to radiation of the staff,
has led to remote-controlled afterloading processes be-
ing developed. To this end, various remote-controlled
afterloading systems have been designed that work with
192Ir, 137Cs, or 60Co as radioactive emitters. High dose
rates, and as a result very short therapy times, can
be achieved with the gamma emitter 192Ir. The half-
life of iridium is 74 d, and the mean gamma energy
is 0.35 MeV. Iridium has therefore become prevalent,
with the exception of a few applications. In the course
of optimizing costs, however, multiple-source systems
are now being offered that can be equipped with a 60Co
source of the same size but with approximately only
a quarter of the activity. It is usually only necessary to
exchange the emitter once in the first 10 years of op-
eration, compared with 35 to 40 times in the case of
conventional iridium emitters.

Figure 35.11 shows a modern multichannel after-
loading device. Two different drive systems are used
that drive the practically punctiform source by remote
control from a vault into the applicator: steel cores

in the form of flexible shafts or solid wires. The for-
mer have a particularly high degree of flexibility and
a relatively large diameter, whereas the latter are con-
siderably less flexible, despite being very thin. The
Ir source is a combined beta–gamma emitter whose
gamma radiation component is used for the therapy.
The encapsulated emitters are encased in one or two
high-grade steel sleeves that on the one hand screen
out the undesirable beta radiation fractions and on the
other hand reduce the wear on the source experienced
during transport through the guide tube and during
movement in the applicators. An indexer system, such
as the one illustrated in Fig. 35.11b, allows – depending
on the manufacturer – up to 40 channels to be actuated
sequentially, and thus allows spatially complex dose
distributions to be generated in combination with cor-
responding applicator configurations. Prior to the actual
radiation procedure, the radiation session is simulated

a) b)

Fig. 35.11a,b Varian GammaMedPlus HDR afterloader (a) with in-
dexer (b) (courtesy Varian Medical Systems, Palo Alto)
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Fig. 35.12 106Ru applicator with a cutout for the cornea

with a nonradiative metal wire (dummy) in order to
check the route in advance for any possible resistance
resulting from extreme bends or connection problems
in the connections to the indexer or applicator. In addi-
tion to the Ir-HDR devices, which have an initial source
activity of 10 Ci, there are also PDR systems that have
a very similar design.

These systems are designed for regular repeat RT
and have an initial source activity of 1 Ci. Isolated sys-
tems exist for specific applications that also include
the so-called Curietron. The Curietron is a remote-
controlled afterloading unit for low to medium dose
rates for the insertion of 137Cs sources for intracavi-
tary gynecological brachytherapy. Special systems are
used for endovascular RT with afterloaders: the appli-
cation of gamma rays is currently performed by means
of 192Ir, while different sources are used for beta rays.
The clinically relevant application of beta rays is to date
carried out using a 90Y wire or using a 90Sr/90Y ac-
tive line. The systems also differ with respect to their
centering in the vessel lumen: some use a special center-
ing balloon, while others are self-centering (radioactive

a) b)

Fig. 35.13a,b Iodine seed therapy of carcinoma of the prostate
((a) seeds, (b) fluoroscopic image, taken after application) (courtesy
Eckert & Ziegler Bebig, Berlin)

balloon catheters, radioactive stents). At this point it
must be mentioned, however, that even so-called cen-
tered systems always remain eccentric with respect to
what is known as the plaque, such that fluctuations in
the dose in the vessel are unavoidable. In the future,
the use of endovascular afterloading with gamma rays
will probably include application in vessels with a rela-
tively large diameter such as venous bypass vessels and
peripheral vessels, whereas brachytherapy using beta
rays will become the established treatment for coronary
arteries, including in the case of in-stent restenosis.

35.5.6 Radioactive Implants

The use of radioactive implants is actually a subform of
brachytherapy. Because this form of therapy has quite
specific applications in the field of cancerous and vascu-
lar diseases, however, these will be discussed separately
below.

Eye Applicators

In contact therapy for tumors of the eye, small dome-
shaped plates are used that contain the beta emitter
ruthenium (106Ru) as the radionuclide. The nominal sur-
face dose rate is 120 mGy/min and the activity varies
between 10 and 50 MBq. These applicators (Fig. 35.12)
allow radiation treatment of up to 100 Gy to a depth of
up to 2 mm, without damaging adjacent sensitive struc-
tures.

Seeds

Permanent brachytherapy or seed implantation is a cura-
tive and at the same time particularly gentle form of RT
for locally limited carcinoma of the prostate. Because it
is highly effective, it is increasingly being used as an al-
ternative to radical prostatectomy, which is the removal
of the entire prostate gland. In this method, the radia-
tion sources are introduced directly into the prostate in
the form of tiny radioactive implants (seeds) with the
aid of special cannulae.

Seeds of this kind are shown in Fig. 35.13a, and the
situation following application is shown in Fig. 35.13b.
Iodine (125I) or palladium (103Pd) is used as the ra-
dioactive source, which is applied to a support matrix
and embedded in laser-welded titanium capsules. Sig-
nificantly higher radiation doses can in this way be
administered directly in the prostate, while sparing sur-
rounding organs, than in the case of external radiation
treatment. The implants remain in the prostate and emit
the radiation directly into the tumor tissue, with the ra-
diation slowly decreasing over several months (in the

Part
D

3
5
.5



Medical Radiation Therapy 35.5 Equipment Technology for the Generation of Radiation 715

case of 125I, over about 12 months, and with 103Pd over
about 3 months). The prostate carcinoma is thus gradu-
ally destroyed, without the healthy tissue suffering any
appreciable damage. Precise determination of the posi-
tion during the application by means of ultrasound is
essential when implanting seeds. Between 40 and 200
seeds with an activity of 20–80 MBq are typically im-
planted in a tumor. Therapy planning with the aid of
ultrasound ensures that a dose of 144 Gy is achieved at
the prostate surface. Two different forms of application
are used: in addition to the application of individual iso-
lated seeds, in the so-called rapid-strand technique the
seeds are applied in a chain. As a result, a relatively low
degree of mobility of the sources can in particular be
expected.

Stents

Coronary heart disease is one of the most common
causes of death in countries in the West. Healthy coro-
nary arteries normally have a smooth, elastic wall. In
patients with coronary heart disease, deposits of choles-
terol, a natural component in blood, begin to collect
on the vessel wall and reduce the blood flow, and
a stenosis forms. Besides the option of operative ther-
apy, known as a bypass operation, first and foremost
nonoperative methods of dilating the constricted coro-
nary vessels have become important for the treatment
of vasoconstrictions. Balloon dilatation or percutaneous
transluminal coronary angioplasty (PTCA) was intro-
duced as early as 1979 as a nonoperative treatment
method for coronary heart disease. Very small lesions
form in the vessel wall as a result of dilating the coro-
nary artery using a balloon. These lesions heal again
without any problems. However, the cell growth in-
duced by the healing process reduces the size of the
cross section of the vessel once again (scar formation).
In medicine, we then talk of a proliferation, i. e., extra

a) b)

Fig. 35.14a,b The influence of a stent
on cell growth; (a) without and
(b) with radioactive coating (courtesy
ETH, Zurich)

tissue growth. As a result, in around a third of cases
of successfully dilated coronary arteries, a restenosis,
that is, renewed vascular occlusion, appears after a short
period of time. The main causes of restenoses are the
contraction of the vessel wall following removal of the
balloon catheter and the increased cell growth as a result
of healing processes in the damaged vessel wall.

Since stents only prevent the contraction of the
vessel walls following balloon dilatation, it has been
necessary to look for new ways to prevent extra tissue
growth. By using radioactivity, which is introduced by
ion implantation into the surface of the stent, the inten-
tion is to prevent the proliferation of the tissue. Studies
have shown that cell growth following balloon dilata-
tion can be significantly reduced by treating the vessel
wall with radiation. However, a certain minimum activ-
ity (> 100 kBq) is necessary in order for the stent to be
medically effective, i. e., for it to prevent cell growth.
It has also been possible to demonstrate that a reduc-
tion in the rate of restenosis can also be achieved by
temporary introduction of a strong source into the coro-
nary vessel following stent implantation by means of
HDR afterloading technology. Compared with radioac-
tive stents, however, this method has the disadvantage
that a very strong radioactive source (up to 400 MBq)
must be introduced into the patient’s body in order to
deliver a correspondingly high dose of radiation to the
vessel wall in a short space of time. The operating team
and the patient are therefore subject to a higher level of
radiation exposure than when using a radioactive stent
whose activity is significantly lower (< 1 MBq).

Figure 35.14 illustrates the effect of a radioactive
coating. Following balloon dilatation with subsequent
fitting of an inactive stent, the blood vessel slowly
becomes constricted again (restenosis), whereas irradi-
ation by means of a radioactive stent damages the cells
of the vessel wall and as a result prevents the growth of
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the outer wall and renewed vascular occlusion. The first
radioactive stent was produced in 1992 at the Karlsruhe
Research Center (Forschungszentrum Karlsruhe, FZK).
This stent was produced from steel whose alloying ele-
ments had been activated.

The most important nuclides today in terms of stent
coating are palladium (103Pd) and phosphorus (32P).
The radioactive isotope of phosphorus was first intro-
duced into the base material of the stent by means of ion
implantation. This achieved a homogeneous distribution

through the entire stent and good adhesion to the base
material. The effectiveness of this product was demon-
strated in clinical studies. In order to supply a stent with
palladium, a gold layer is first applied to the stent by
means of electroplating. This acts as an adhesive layer
for the palladium, which is likewise deposited on the
stent by means of electroplating. The palladium is then
covered with a final gold layer to prevent leaching. In
this way, the undesirable low-energy X-radiation of the
palladium is also absorbed.

35.6 Special Techniques and Newer Developments in Teletherapy

As a result of, among other things, the continuous
progress in computerization, RT is achieving rapid de-
velopment in the implementation of novel therapeutic
technologies. Various approaches of this kind, based for
the most part on the technology of linacs, are described
below.

35.6.1 Intensity-Modulated Radiotherapy

Intensity-modulated radiotherapy (IMRT) involves
modulation of the fields, which in principle can be
realized technologically in two different ways: ei-
ther by means of a physical compensator or with
the aid of an MLC. Nowadays, field modulation is
performed almost exclusively using MLCs; Fig. 35.15
shows a modern MLC with increased resolution, that is,
with a reduced leaf width of 5 mm instead of the leaves
1 cm in width that are generally customary. Depending

Fig. 35.15 Multileaf collimator (courtesy Varian Medical
Systems, Palo Alto)

on the manufacturer of the accelerator, there are two dif-
ferent application techniques: the step-and-shoot (SS)
technique and the dynamic MLC technique (dMLC).

In the SS technique, different subfields – segments,
as they are known – are superposed sequentially and
field modulation is thus achieved, i. e., a defined MLC
position is first assumed and some of the dose is then ap-
plied, followed by repetitions with other MLC layouts.
In the dMLC technique, the individual leaves move dur-
ing the entire period of radiation treatment. Because
this technique operates using windowlike apertures that
move smoothly across the field, it is also known as the
sliding-window technique. A paradigm shift in the dosi-
metric therapy planning occurs as a result of IMRT.
In previous advance planning, the planner interactively
changes the field configuration until a satisfactory dose
distribution has been achieved. The IMRT, in contrast,
allows inverse therapy planning. Certain restrictions are
defined in the planning system in the form of target
doses (for the tumor) and maximum doses (for crit-
ical organs) as well as associated weighting factors.
The planning computer then calculates from this the
optimum field configuration in an iterative backward
process.

Early on, IMRT was treated as a new silver bullet.
However, experience has shown that, although the dose
distribution can be significantly better adapted to the
target volume with the use of this technique, the dose
distribution is in the process spread over a relatively
large region.

35.6.2 Breathing-Adapted Radiotherapy
(BART)

Particularly in the thorax and upper abdominal region,
the susceptibility of the target volume to respiratory dis-
placement means that the regions to be treated with
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radiation must be selected such that they are larger than
the actual volume of the tumor in order not to jeopar-
dize the control of the tumor. This sometimes results in
very severe side effects. Newer approaches have now
led to the possibility of controlling the irradiation via
the breathing, i. e., only activating the therapy beam
when the target volume is situated in the irradiation
field. This therapeutic technique is also called gating.
Various systems are used to monitor breathing that are
either based on a spirometer, and therefore measure the
respiratory volume, or else record the thoracic excur-
sion using external measuring technology. Figure 35.16
shows a system that records the movements of the chest
wall by means of an external marker box. Two breath
coaching techniques are used to ensure that the patient’s
breathing is stable and constant. The patient is first of
all assisted in maintaining a regular breathing cycle by
means of digitized audio commands (breathe in/breathe
out) over a loudspeaker. There are also various systems
(prism glasses/mirror glasses, LCD glasses/LCD moni-
tor) to help the patient stabilize the breathing depth and
thoracic excursion using visual information (biofeed-
back). This is particularly important when tumors are
being irradiated that move simultaneously with the tho-
racic wall.

35.6.3 Image-Guided Radiotherapy

Linacs have recently been developed that are equipped
with dedicated image-guided radiotherapy (IGRT) sys-
tems. The fundamental concept of systems such as this
is to provide imaging technology on the radiation unit
that primarily serves to verify the position of the pa-
tient. In addition to a radiological mode, which allows
digital x-ray images to be taken, there is a fluoroscopy
mode for live fluoroscopic images and also a com-
puted tomography mode, which allows a CT scan to
be performed with a conical beam arrangement and is
therefore called cone-beam CT (CBCT).

Figure 35.17 shows a system of this kind. It is com-
posed of two different imaging systems. One uses MV
therapeutic radiation and has been known for some time
as portal imaging. The second system is based on tra-
ditional kV imaging and consists of an x-ray tube as
well as a high-resolution detector. Systems of this type,
which are all based on the most modern semiconductor
technology (amorphous silicon), now have a resolution
of up to 4 million pixels with detector surfaces of up to
40 × 40 cm2.

In the case of the kV imaging systems, a distinction
is drawn between gantry-based systems (Fig. 35.17) and

Fig. 35.16 Varian RPM Gating breathing control system (courtesy
Varian Medical Systems, Palo Alto)

room-based solutions. A room-based solution is illus-
trated in Fig. 35.18. Whereas the gantry-based systems
rotate correspondingly as the gantry rotates and thus
do not permit imaging that is simultaneous with the
application of the dose, room-based systems allow ver-

Fig. 35.17 Varian Clinac iX linear accelerator with gantry-
based imaging system onboard imager (courtesy Varian
Medical Systems, Palo Alto)
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Fig. 35.18 Brain-
lab ExacTrac
room-based
imaging system
(courtesy Brain-
lab, Feldkirchen)

ification that, although limited to fixed solid angles, is
simultaneous by means of fluoroscopy.

Either MV-based or kV-based monitoring images
can be produced in order to verify the position of the
patient on the basis of internal bone structures. These
images can then be compared online with the exist-
ing reference images using digital superposition tools,
known as matching, and this enables immediate repo-
sitioning based on a 2-D/2-D match, with the images
having to be taken orthogonal to one another. The
CBCT mode enables matching on the basis of three-
dimensional data records that also show soft tissue
structures. Such approaches are of particular advantage
in the pelvis, as in this region the target volume that is to

Fig. 35.19 Varian Novalis TX radiosurgery unit (courtesy Varian
Medical Systems, Palo Alto)

be irradiated is not in a fixed position in relation to bony
structures. The fluoroscopy mode provides a live fluoro-
scopic image and thus allows moving structures in the
thoracic region, such as a lung tumor, to be analyzed in
terms of their movements and allows any corrections to
be made.

35.6.4 Dynamic Adaptive Radiotherapy

Dynamic adaptive radiotherapy (DART) is a new type
of approach whose aim is to adapt the therapy con-
tinuously to the changing parameters. The previous
approaches were based on the assumption that the
anatomical relationships only change slightly during
the course of therapy. However, IGRT has in particular
demonstrated that this need not be the case. The con-
cept of dynamically adapted radiotherapy is based on
the fact that a new plan is drawn up with the help of
regularly acquired CBCT data, this only being possi-
ble as an offline process with the technology currently
available. This means that the therapy plan is adapted
accordingly on the basis of the new data, such as the
shrinkage of the target volume, for example. Among
other things, this allows healthy tissue to be increas-
ingly conserved. New avenues are now being pursued in
which this approach is implemented online. This is par-
ticularly recommended when changes in the patient’s
anatomy or physiology have profound consequences in
the case of highly conformal forms of therapy. On-
line adaptation presupposes fast acquisition of the CT
data, followed by very extensive automatic contouring
and accelerated calculation of the plan. Implementation
places very high demands on the clinical workflow and,
because of technical limitations that still exist and other
limitations, is still in its infancy.

35.6.5 Stereotactic
Radiosurgery/Radiotherapy (SRS/SRT)

High-precision radiation treatment in the cranial region
places very high demands on the accuracy of the ra-
diation field and also patient positioning. In order to
achieve accuracies in the region of 1 mm or less, a spe-
cial piece of therapy equipment, the so-called gamma
knife, which is equipped with a stereotactic ring for fix-
ing the cranium, was developed as early as the 1960s.
Ultimately it is a cobalt unit, but with the special feature
that it contains 201 sources all of which are collimated
at one point. There are now more modern systems for
intra- and extracranial stereotaxy that are either based
on a conventional linac or consist of a compact linac
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Fig. 35.20 Accuray CyberKnife robotic radiosurgery sys-
tem (courtesy Accuray, Sunnyvale)

fixed to a robotic arm. Figure 35.19 shows a system of
this type that is based on a gantry-mounted linac, while
Fig. 35.20 illustrates a Cyberknife. The latter is a com-
pletely new development, in which the linac is mounted
on a robotic arm – in the same way as is used in the au-
tomotive industry. The two approaches have a similar
level of precision, which is in the submillimeter range.

Unlike the gamma knife, these systems are equipped
with additional imaging hardware that enables the posi-
tion of the patient to be monitored. The imaging systems
used are based on digital x-rays, except that they involve
two permanently installed kV units, arranged at a de-
fined angle with respect to one another, each consisting
of an x-ray tube and a digital imaging panel. Depending
on the technological concept, the imaging technology
also includes cone-beam functionality.

35.6.6 Tomotherapy

In this generation of RT units, a linac is integrated in
a gantry that is similar to a CT gantry. This approach
is based on IMRT and IGRT. Similarly to an x-ray tube
in a CT unit, the linac circles around the patient and

a) b)

Fig. 35.21 (a) Tomotherapy Hi-Art to-
motherapy system and (b) Mitsubishi
MHI TM 2000/Brainlab Vero (cour-
tesy: a) Tomotherapy, Madison; b)
Mitsubishi Heavy Industries, Tokyo
and Brainlab, Feldkirchen)

is also used for medical imaging in this case, with the
result that the position of the tumor can be checked
and the subsequent treatment can be performed with-
out any complex recalculation and adaptation processes.
The therapy itself is carried out on a cross-sectional
basis, that is, in small slices – hence also the name
tomography. Figure 35.21 shows the two systems cur-
rently in clinical use. Besides the Hi-ART system from
the American manufacturer Tomotherapy, which was
developed originally, there is now also a version by
Mitsubishi/Brainlab that enables noncoplanar therapy
techniques by inclination of the gantry and table. The
latter version also contains a kV imaging system that is
used in place of MV imaging (as in the Tomotherapy
system). This more recent approach also allows online
verification by means of fluoroscopy during the therapy.

Due to the highly conformal distribution of the ra-
diation dose achieved with this technology, a further
reduction in the side effects is expected, which means
destruction of the tumor while providing even better
conservation of the healthy tissue surrounding the tu-
mor and of the organs at risk. However, many questions
on this front still remain unanswered, as tomotherapy is
still in the early stages of its development.

35.6.7 Intensity-Modulated Arc Therapy

Intensity-modulated arc therapy (IMAT) combines tra-
ditional arc therapy with intensity modulation. This
means not only field aperture correction – also known as
conformal arc therapy – but also true field modulation.

This combined technology places extraordinarily
high demands on the linac control system since the
dynamic leaf movements of the MLC have to be co-
ordinated, i. e., synchronized, with the gantry rotation,
and the control of the dose rate also has to be adjusted
to it. Clinical introduction has since been successfully
realized in the case of one manufacturer. Figure 35.22
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Fig. 35.22 Varian RapidARC intensity-modulated arc ther-
apy (courtesy Varian Medical Systems, Palo Alto)

shows a schematic representation of the course of ther-
apy of this kind. As a result of this combined application
form that allows even better optimized, highly con-
forming dose distribution, just as with the tomotherapy
already discussed, better chances of recovery are ex-
pected with fewer side effects. In addition, one chief
advantage is the faster application of the dose. On the
one hand, this leads to a higher patient throughput, and
on the other hand the therapy dose can be applied imme-
diately and quickly following image verification, which
means that movements by the patient or changes in the
internal body topography (e.g., movement of gas in the
intestine) during the radiation treatment are less likely.

35.6.8 Current Developments
in Linear Accelerator Technology

Forms of therapy with intensity modulation of the treat-
ment areas have now virtually become standard, and

a) b) Fig. 35.23 (a) Lin-
ear accelerator
Varian True-
Beam, (b) with
beam genera-
tion and beam
guiding compo-
nents (courtesy
Varian Medical
Systems, Palo
Alto)

until now, in the case of linacs, the pencil beam with
a diameter of only a few millimeters has been expanded
and modified by means of compensating filters such
that a symmetrical beam geometry is obtained up to
a field size of 40 cm × 40 cm. As a result, this beam
profile that was complex to produce was then remod-
ulated again by intensity modulation by means of an
MLC in order to obtain the desired intensity distri-
bution. A new approach is now to dispense with the
compensating filters entirely, especially since compen-
sating filters significantly lower the dose rates and it
would therefore be possible to significantly shorten the
duration of the therapy using systems without compen-
sating filters. A new linac of this type is illustrated in
Fig. 35.23. This system allows irradiation of intensity-
modulated fields in an assembly that does not have
compensating filters.

A further step in the direction of a comprehensively
dynamic dose application that also makes it possible
to compensate for the movements of target areas and
patients makes it necessary to be able to dynamically
adjust not only the MLC and the gantry rotation but
also other relevant linac parameters, such as the posi-
tion and rotation of the collimator, during the radiation
process. This is now possible for the first time with the
new system shown in Fig. 35.23.

Considering the comprehensive dynamically oper-
ated parameters, it is all the more important to have
appropriate verification imaging available during the
radiation process. Where there is a combination of
respiratory triggering and IMAT, because of the com-
plexity it makes sense to provide monitoring by means
of fluoroscopy during the radiation process. An ap-
proach of this kind can be implemented for the first time
using the linac depicted in Fig. 35.23.

This new development in the field of linac technol-
ogy offers various functions, although the potential is
still to undergo clinical testing. In particular, the ques-
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tion remains unanswered regarding the extent to which
the increase in the dose rates by up to four times com-
pared with the dose rates of the systems previously

used has radiobiological consequences. Relevant clin-
ical studies are necessary to clarify these and other
aspects.
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Mechanical C36. Mechanical Circulatory Support Systems

Roland Hetzer, Ewald Hennig

After many years of intensive interdisciplinary

research and development, mechanical pump

systems to support or replace the failing heart

(Ventricular Assist Devices/VAD and the Total Ar-

tificial Heart/TAH) are firmly established in the

treatment of end-stage heart failure.

Initially, the systems followed the pulsatile

principle, i. e. pumps with valves imitated the

function of the native heart. The later devel-

oped continuous-flow rotary blood pumps have

the advantages of being considerably smaller

and noiseless and working without valves. They

have become the current standard in mechanical

circulatory support (MCS).

The current state of technology and medical

expertise allows the application of MCS systems

with acceptable risks and quality of life. With

small, mobile, implantable electromechanical

blood pumps patients can return home and take

part in normal life.

Today, MCS is considered a definitive, per-

manent therapy when contraindications rule out

heart transplantation and in view of the growing

shortage of donor organs. Because of their un-

limited availability the systems will play a more

important role in future medicine, whereby further

improvements to the systems are required.
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Today, after years of intensive interdisciplinary research
and development and initial studies on application in
humans, mechanical pump systems for supporting or

replacing the failing heart (ventricular assist devices
(VAD) and the total artificial heart (TAH)) are firmly
established in the treatment of end-stage heart failure.

36.1 Introduction – History

In 1951, Dennis performed the first open heart operation
on a human being using a self-built heart–lung machine,
followed in 1953 by Gibbon, who used extracorporeal
circulation to correct an atrial septal defect (ASD) in
open surgery. The machine was built by IBM engi-
neers. This led to the development of pumps and gas
exchangers (oxygenators) that were able to take over
the function of the heart and lungs for a limited period.
The application of machines such as the heart–lung ma-
chine (HLM) provided the basis for today’s open heart
surgery.

In 1957, pioneers Kolff and Akutzu implanted the
first total artificial heart (TAH) in a dog. The ani-
mal survived for 90 min. The first ventricular assist
device (VAD) was implanted in 1963 by Liotta and
Crawford, followed in 1966 by the first successful clin-
ical application of a VAD to support the heart until it
recovered (bridge to recovery, BTR) by Liotta and De-
Bakey.

After the first heart transplant (HTX) was performed
successfully in 1967 by Barnard in Cape Town, the
artificial heart no longer seemed so important [36.1].
However, in 1969, Cooley implanted an artificial heart
designed by Liotta for human application to bridge a pa-
tient to transplantation (BTT), thereby opening up the
new field of VADs and TAHs [36.2]. The first clinical
application of a pneumatically driven TAH as a per-
manent implant was accomplished in 1982 by Jarvik
and DeVries with a device they had developed further
at the Institute for Artificial Organs in Salt Lake City
(Kolff) [36.3].

However, media coverage of clinical courses that
were fraught with complications had a negative impact
on public opinion; it seemed that the TAH was not going
to yield positive results in the near future.

In Germany, an artificial heart program led by
Bücherl in cooperation with AEG, Siemens, MBB, and
Hoechst was set up in Berlin in 1971 [36.4]. A range
of different assist devices and heart replacement sys-
tems were developed, one of which is still in clinical
use today (BerlinHeart EXCOR). The first clinical ap-
plication of this extracorporeal pneumatic blood pump
(Bücherl VAD) as a BTR in a patient after heart surgery
took place in Berlin in 1985.

The artificial heart designed by Bücherl and Hennig
(Berlin TAH) was implanted for the first time as a BTT
in 1986. The newly established Deutsches Herzzentrum
Berlin (DHZB, German Heart Institute Berlin) contin-
ued the program with the implantation of TAHs in 1987,
and the application of cardiac support systems (ventric-
ular assist devices) in 1988 [36.5].

With the successful, temporary application of VADs
as a BTT these systems met with growing acceptance
and a new era opened up in which it was possible to gain
a wealth of experience in terms of indications, control of
complications, technical advancements, and long-term
care. This experience ultimately helped to make perma-
nent application – the original goal – a clinical reality.

Following on from these first experiences with
adults, the requirement for a system for children became
apparent. Miniaturized devices that are also suited to
the needs of small children and infants had been under
development since the early 1990s [36.6].

Initially, these systems followed the pulsatile princi-
ple, i. e., pumps with valves imitated the function of the
native heart; this dictated the size, weight, noise genera-
tion, and high energy consumption of these devices. The
later developed continuous-flow rotary blood pumps,
which are considerably smaller, work without valves,
and are noiseless, are without these drawbacks. The first
pump of this type, the MicroMed system developed by
DeBakey, was implanted in a patient at the DHZB by
Hetzer on 13 November 1998 [36.7]. Since it was shown
that such a different blood flow is well-tolerated by the
body, the rotary blood pump has developed to become
the current standard in mechanical circulatory support.

Nowadays, left ventricular assist devices (LVADs)
can provide patients with an acceptable quality of life
over several years. With small, mobile, externally driven
or implantable electromechanical LVADs, patients can
be allowed to return home and take part in normal life.
Some have been able to return to work [36.8]. Thus,
today, it is legitimate to consider mechanical circula-
tory support (MCS) as a definitive, permanent therapy
when contraindications rule out heart transplantation.
In view of the growing shortage of donor organs, more
and more often MCS systems are the alternative to
heart transplantation. Because of their unlimited avail-
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ability they will play a more important role in future
medicine, whereby further improvements to the systems
are required.

Another important aspect stems from the observa-
tion that long-term support of the heart in cases of
myocarditis, after cardiac surgery, and also in cases of
chronic cardiomyopathy resulted in complete recovery,
allowing the pump to be explanted (bridge to recovery,
BTR) [36.9,10]. This most fascinating route to recovery
came about without detailed knowledge of the mecha-
nisms of myocardial recovery or its predictability, and
should be the subject of intensive research.

Chronic heart failure resulting from coronary artery
disease is the fastest growing category of heart disease.
The challenge facing future heart surgeons is to help
these patients with a combination of organ-preserving
surgery and, where appropriate, temporary or perma-
nent mechanical cardiac support. So, in the future, MCS
is likely to become a routine therapy, particularly in

older patients, comparable to the current situation with
implantable pacemakers and defibrillators.

Of course, the increased use of VADs and TAHs
raises a number of ethical, legislative, and regulatory
questions; economic aspects must also be discussed.
However, these cannot be covered in the following short
composition. Here, proven MCS systems are described,
with an emphasis on the systems available today (2010).

Based on the experience of the DHZB, the institu-
tion with the widest range of systems worldwide and
the highest number of patients treated with medium-
and long-term MCS systems, indications and specific
concomitant therapies are presented [36.11].

It is not possible to give a detailed description of the
numerous systems here; links are provided to the man-
ufacturers’ websites, which can also be used to follow
the steady progress in the refinement of implants and the
development of new concepts and to obtain the current
application statistics.

36.2 Indications for Application of MCSS

In 2009 a total of 120 000 heart operations were per-
formed in Germany. Over 65 000 coronary artery bypass
surgeries and roughly 18 000 heart valve operations
were carried out in 84 cardiac surgery centers. Around
95 000 of these heart operations were performed using
the heart–lung machine.

In some cases, the patient cannot be taken off the
heart–lung machine and an MCSS is applied as an
emergency measure. Normally, patients are temporar-
ily connected to the system, i. e., for a number of days
or weeks, until their own heart is able to function effi-
ciently.

A heart transplant (HTX) is the final, life-saving
option available to patients with severe heart disease.
Given the current indication criteria, about 1000 donor
hearts are needed every year in Germany. In 2009,
however, fewer than 350 hearts were transplanted. The
discrepancy between the number of patients affected
and the number of donor organs available is glaringly
obvious. Patients who are on the waiting list for an HTX
might go into life-threatening heart failure at any time.
Application of an MCSS offers the last possible therapy
option.

A range of different devices have been implanted at
the Deutsches Herzzentrum Berlin under the leadership
of Roland Hetzer to bridge the waiting time to possi-
ble recovery of the heart (BTR) or, if a suitable donor
organ is available, to bridge the waiting time to a po-

tential subsequent transplantation (BTT). Since 2000,
these devices have also been implanted for permanent
support, known as destination therapy (DT), in patients
who cannot or do not wish to receive a heart transplant.

Table 36.1 shows the range of devices used succes-
sively at the DHZB since 1988, with the corresponding
number of implantations performed and the maxi-
mum observation period. Thirteen different systems
have been implanted in a total of 1355 patients (as of
30 September 2010) with maximum therapy durations
of more than 5 years. Over the resulting accumulated
period of more than 590 patient years, the DHZB has
gained the widest range of experience worldwide at
a single institution.

Not included in this list is the number of patients
who have received a short-term device as an emergency
measure to prevent acute cardiogenic shock, in order
to gain time before making a final decision (bridge
to decision, BTD). These short-term devices include
intra-aortic balloon pumps, catheter turbines, and cer-
tain types of extracorporeal circulatory support (ECMO,
etc.).

Because the existing NYHA (New York Heart
Association) classification of heart failure does not dis-
criminate between different levels of cardiogenic shock,
the US Assist Device Registry INTERMACS created
a new system for the differentiated categorization of
patients.
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Table 36.1 Long-term circulatory support devices used at the DHZB

System Date of first implant No. of patients Max. duration days / years

EXCOR 01 June 1988 703 1837 / 5.0

EXCOR pediatric 01 February 1990 110 432 / 1.2

Novacor∗ 01 November 1993 113 1965 / 5.4

Heartmate I∗ 01 May 1994 23 390 / 1.1

DeBakey∗ 13 November 1998 41 518 / 1.4

LionHeart∗ 01 September 2000 6 1258 / 3.4

INCOR 16 June 2002 185 1852 / 5.1

DuraHeart 27 May 2004 16 1700 / 4.7

CardioWest 30 November 2004 49 775 ongoing / 2.2

CorAide∗ 26 November 2005 1 221 / 0.6

Heartmate II 09 May 2006 112 1105 / 3.0

Jarvik 2000 06 September 2007 10 745 / 2.0

VentrAssist∗ 04 March 2008 3 339 / 0.9

HeartWare 26 August 2009 76 400 ongoing / 1.1

HeartWare BVAD 25 September 2009 15 369 ongoing / 1.0

Total experience 30 September 2010 1463 > 590 pat. years
∗ No longer used at the DHZB

The INTERMACS levels are defined as follows:

1. Critical cardiogenic shock
2. Progressive decline
3. Stable but inotrope-dependent
4. Recurrent advanced heart failure
5. Exertion intolerant
6. Exertion limited
7. Recompensated heart failure.

Levels 1–4 correspond to NYHA Class IV. Cur-
rently, we do not consider INTERMACS levels 5–7 to
be indications for MCS. Based on earlier experiences,
different system configurations are indicated to achieve
stabilization of the circulatory system.

Deep cardiogenic shock (level 1) always requires
a biventricular assist device (BVAD) or a TAH. In pri-
mary left ventricular failure (levels 2, 3, 4) implantation
of a left ventricular assist device (LVAD) may be suffi-
cient. In cases of imminent right ventricular failure the
additional support of the right ventricle is indicated, at
least temporarily, more recently with the application of
an implantable BVAD.

Today, the risk of right ventricular failure after
LVAD implantation can be very reliably predicted by
echocardiographic criteria. Potential contraindications
include the presence of septic conditions, brain dam-
age, and advanced malignancies, and the acknowledged
impossibility of rehabilitation.

36.2.1 Bridge to Transplant

Patients listed for a heart transplant are at risk of de-
veloping unmanageable heart failure as the waiting
time progresses, and they then require an MCSS to
survive long enough to be able to receive the trans-
plant. In the same way, patients who have received an
MCS system as a result of acute heart failure may be
listed for a transplant if they satisfy the criteria for an
HTX.

Impaired organ function caused by heart failure
prior to MCSS can often be relieved by stabilizing the
patient’s circulatory system. Congestion-induced pul-
monary dysfunction and liver or kidney failure caused
by the lack of perfusion are then no longer contraindi-
cations for subsequent HTX. The overall condition
of the patient and, therefore, also the initial situation
for a now elective heart transplantation is greatly im-
proved.

36.2.2 Bridge to Recovery

In certain types of heart disease that lead to heart failure,
such as some forms of myocarditis or in a small num-
ber of patients with dilative cardiomyopathy, recovery
of the myocardial function can be achieved with tempo-
rary cardiac support using MCS over a period of days,
weeks, or months. Afterwards the assist device can be
explanted.
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Even in cases of heart failure after cardiac surgery,
the critical situation can be managed initially by effec-
tively supporting the left ventricle, which is most often
affected, with an LVAD.

36.2.3 Bridge to Bridge =
Bridge to Decision

When cardiogenic shock leads to impaired organ func-
tion, particularly of the brain, and it is uncertain
whether recovery is possible, an MCS system designed
for short-term application should be used, which is
generally less invasive and easier to connect. Stabi-
lization of the circulatory system wins extra time for
further diagnosis and potential improvement of the
situation. If the organism recovers, then the switch
can be made to a longer term or even permanent
system.

36.2.4 Permanent Support or Replacement
of the Cardiac Pump Function
(Destination Therapy)

The goal was to develop systems for permanent applica-
tion, to either support or replace the heart. After exten-
sive experience with so-called temporary MCS systems
with application times of several years, a number of sys-
tems available today allow destination therapy. Patients
who cannot receive a heart transplant due to known con-
traindications or who themselves refuse such a transplant
can be offered life-prolonging support with extracorpo-
real or implantable VADs or with an older TAH model,
with a reasonable outlook. With complete aftercare and
regular monitoring of the device, including the replace-
ment of wear and tear components, device application
times of several years are called for and have, in the
meantime, been realized.

36.3 Classification of MCSS

36.3.1 Physical Pumping Principles
and Concepts

Blood pumps can function according to different hy-
dromechanical principles, as pulsatile displacement
pumps or as rotary pumps with continuous axial or
radial flow. The pumps themselves can be located
outside the body (extracorporeal) or inside the body
(intracorporeal). All systems are dependent on ex-
ternal sources of power. In the case of implanted
pumps, power is delivered via percutaneous leads. It
is possible to supply power through the undamaged
skin by induction with an external and an implanted
coil.

TAHs are implanted to replace the explanted heart;
the driving system can remain outside the body or it
can be placed inside the thorax, forming a unit with the
pump.

Depending on the objective of the therapy, systems
can be designed for short-term (1–30 days), medium-
term (up to 6 months), or long-term (5 years or
more) application. In the case of long-term systems,
the aim is to accommodate all the required system
components such as the pumping chamber, activator
(motor), power transmission and power storage, the
control and monitoring unit and, where necessary, the
volume-equalizing chamber inside the body. This aim
has not yet been realized with the systems available
today.

36.3.2 Pulsatile Systems

Like piston pumps, blood pumps can be designed
as displacement pumps with elastic blood chambers,
activated by pneumatic, hydraulic, or mechanical com-
pression devices, which are usually powered by electric
motors. A disadvantage of this concept is that vol-
ume compensation must take place for every volume of
blood moved, either through a connection to the free
atmosphere (vented system) or to a volume-equalizing
chamber implanted in the body. These pumps can gen-
erate a flow of blood that is similar to the natural blood
flow, with periods of relaxation (filling, diastole) and
ejection (emptying, systole).

To be able to direct the bloodstream, pulsatile
pumps require valves that are similar to heart valves.
Stresses placed on the numerous components are prob-
lematic with regard to the individual system’s long-term
fatigue resistance.

36.3.3 Nonpulsatile Systems –
Rotary Blood Pumps

The first rotary blood pump used in the clinical setting
was designed around 1982 by Wampler at Nimbus Cor-
poration. This catheter-mounted, intra-aortic axial flow
pump (hemopump) was about the size of an eraser on
an ordinary pencil. It was inserted through a small in-
cision in the femoral or external iliac artery, advanced
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to the aorta, and positioned across the aortic valve.
An Archimedes screw rotated 17 000 to 25 000 times
per minute, drawing blood from the left ventricle and
ejecting it into the descending aorta. This system now
belongs to history [36.12].

Rotary blood pumps create a continuous flow and
do not require valves. They are smaller than displace-
ment pumps, making them easier to implant, do not
require volume compensation, and normally only have
one moving component, the rotor, with low mechani-
cal load. As a result, the long-term operational safety of
these pumps is significantly higher than that of pulsatile
pumps. Contact-free positioning of the rotor by mag-
netic bearings or a combination of hydrodynamic and
magnetic bearings means that there is no abrasion, so
that, in theory, the life of the system is unlimited.

A distinction is made between axial and radial
pumps, depending on the direction of the flow of blood

at the rotor. The different hydrodynamic designs de-
termine speed range, positioning possibilities, and the
possible outlet orientation (180◦ for axial, 90◦ for ra-
dial pumps), as well as the characteristics of the pump
performance curve.

The electric motor for operating the pump is inte-
grated. The rotor is usually used as a direct impeller,
which transmits the required force to the blood, allow-
ing a flow of 10 l/min under normal arterial afterload.

The rotating magnetic field generated in the sta-
tor, i. e., the coil assembly located in the pump housing
can – depending on the design – produce speeds of over
10 000 rpm.

Initial concerns over the possible adverse effects of
continuous, rather than normal, pulsatile perfusion on
organ function have since been dispelled by clinical ex-
perience with thousands of implantations of this type of
system and application times of up to several years.

36.4 Today’s Systems

Table 36.2 gives an overview of the MCSS approved for
clinical application in Europe and the United States in
2010.

A number of clinically proven systems not included
in this list have been withdrawn from the market by
the manufacturers either for economic or for technical
reasons (Arrow LionHeart, Arrow CorAide, Ventracor
VentrAssist).

The technical construction, flow dynamics, and the
composition of the materials used for these variously
activated electropneumatic, electromechanical, eletro-
magnetic, and electrohydraulic systems are so complex
that a detailed description is beyond the scope of this
chapter [36.13].

Once again, detailed information can be obtained
from the manufacturers’ websites. Links to these web-
sites are included in the system descriptions below.
Only the functional principles are summarized here.

36.4.1 Pulsatile Systems

Extracorporeal Pulsatile MCSS

for Short-Term Application

These relatively inexpensive and easily connectable
systems are used in cases of acute failure of one or
both ventricles, when the patient goes into cardiogenic
shock, and when there is a chance of recovery if the
heart is supported. If the patient’s condition fails to im-
prove, these systems can be replaced by longer term,

implantable devices. Up to now, extracorporeal systems
are the therapy of choice for biventricular heart failure.

Abiomed BVS 5000 VAD. BVS 5000 manufactured by
the company Abiomed (www.abiomed.com) is a pneu-
matically driven pulsatile pump used in intensive care to
support the left, the right, or both ventricles. This device
has been on the market since 1993 and has been used in
over 6000 cases. It is primarily used for BTR therapy.

More recently, there has been a sharp drop in the
number of applications of this 17-year old system, as its
efficiency is limited by inflow problems caused by the
required length of the tube lines and the fact that it has to
compete with newer systems with better hemodynamic
characteristics.

Abiomed AB 5000 VAD. AB 5000 is a smaller, pneumat-
ically driven membrane pump. It can be used to provide
left, right, or biventricular support. The recently devel-
oped mobile driving unit facilitates patient transport and
also allows a certain degree of mobility. With a cham-
ber volume of 80 ml, it can pump 6 l/min The period of
application is limited to 30 days.

Extracorporeal Pulsatile MCSS

for Long-Term Application

The BerlinHeart EXCOR VAD system. EXCOR is a pneu-
matic extracorporeal system produced by BerlinHeart
GmbH (www.berlinheart.de). With its wide range of
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Table 36.2 MCSS approved in Europe and the United States in 2010 (AbioCor only for clinical studies in the USA)

Extracorporeal

Short-term application

Pulsatile Nonpulsatile

Abiomed AB 5000 CardiacAssist, TandemHeart PTVA

Abiomed BVS 5000 Levitronix CentriMag

Abiomed Impella

Long-term application

Pulsatile Nonpulsatile

Thoratec PVAD

Berlin Heart EXCOR

Berlin Heart EXCOR Pediatric

Medos VAD

Intracorporeal

Long-term application

Pulsatile Nonpulsatile

Novacor LVAS HeartAssist 5 (formerly MicroMed DeBakey VAD)

Thoratec P-IVAD Berlin Heart INCOR

HeartMate XVE Thoratec HeartMate II LVAS

CardioWest temp. Total artificial heart (TAH-t) DuraHeart

AbioCor Implantable Replacement Heart Jarvik 2000

HeartWare HVAD

pumps offering stroke volumes of between 10 and
80 ml, apical, atrial, and arterial cannulas in numerous
shapes and sizes, and stationary as well as small, mobile
electropneumatic driving units, this system is unique
in that it can be adapted to the needs of each individ-
ual patient, from newborns and infants right through to
adults.

The blood pump consists of a transparent poly-
urethane housing, the interior of which is divided into
a blood chamber and an air chamber by a highly flexi-
ble, triple-layer membrane. The membrane on the blood
side is seamlessly integrated into the housing to prevent
the adhesion of blood clots. All blood contact surfaces
are coated with heparin (CARMEDA coating, Carmeda
AB, Upplands Väsby, Sweden).

The polished titanium connectors fixate the Sorin
tilting disc valve; the air chamber is equipped with
a Delrin connector for the PVC air driving tube.
Polyurethane tricuspid valves are used for the EXCOR
pediatric pumps as their dynamic characteristics are bet-
ter suited to small stroke volumes.

The pump can be connected to one or both ventricles
(Fig. 36.1). Silicone cannulas that connect at the apex
of the left ventricle or at the left or right atrium send

the blood from the heart to the pump from where it is
directed back to the ascending aorta or the pulmonary
artery through arterial silicone cannulas.

The IKUS stationary driving unit is used for large
blood pumps (50–80 ml stroke volume) and for the
EXCOR pediatric (10–30 ml stroke volume) system for
children. In biventricular operating mode the pumps can
be driven separately, with selectable synchronous pul-

a) b)

Fig. 36.1a,b Berlin Heart EXCOR as LVAD and BVAD with can-
nulation. (a) Apical – aortic; (b) atrial – pulmonary artery
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Pump with
trileaflet
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driving system
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driving unit
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mechanical
valves

Atrial Apical
Selection of cannulas

Arterial

Fig. 36.2 EXCOR system overview

sation or counterpulsation, and the frequencies can be
controlled independently.

For blood pumps of 50 ml and more the small driv-
ing unit EXCOR Mobile can be used, allowing the
patient full freedom of movement without having to rely
on an external power supply.

Figure 36.2 gives an overview of the BerlinHeart
EXCOR system components.

Thoratec PVAD. The pump of the paracorporeal ventricu-
lar assist device (PVAD/Thoratec Corp., www.thoratec.
com) consists of a rigid plastic housing containing
a flexible, polyurethane blood sac, which is filled and
emptied of blood by a compressed air pulse. Two
Delrin tilting disc heart valves direct the blood flow.
A stroke volume of 65 ml achieves a flow rate of
7 l/min. Polyurethane cannulas that can be connected
to the left ventricular apex or to the left atrium direct
the blood to the pump from where it is forced back into
the ascending aorta through an arterial prosthesis. To
provide right ventricle support, the right atrium and the
pulmonary artery are cannulated.

Instead of a large stationary driving system, mo-
bile patients can be fitted with a miniaturized unit with
which they can be discharged.

Medos VAD. Like the EXCOR device, the Medos system
(www.medos-ag.com) is a VAD for pulsatile cardiac
support in children and adults. The pumps are available
in a range of different sizes and, as is the case for all

other systems, are approved for single use only. This
system is also driven by electropneumatic units with
battery or mains supply.

Implantable Pulsatile MCSS

for Long-Term Application

Implantable long-term MCSS are designed for BTR and
BTT therapy but based on experiences gained to date
in exceptional cases they may also be selected for DT
therapy.

Thoratec P-IVAD. The original Thoratec PVAD was
modified to produce an implantable model. The extra-
corporeal PVAD pumps described above were encased
in titanium, so now they can be implanted inside the
body. As a result, the length of the blood-transporting
cannulas is reduced, and the number of transcutaneous
injuries to the surface of the body is halved because
only the thinner driving line has to be introduced for
each pump. The risk of infection at these sites is low-
ered. Like the earlier PVAD, P-IVAD can be used as an
LVAD, RVAD, or BVAD (Fig. 36.3).

Thoratec HeartMate XVE. The HeartMate XVE is an
electromotorically driven LVAD displacement pump.
Inside a titanium case, an elastic polyurethane (PU)
membrane is moved by an electric motor and a cam-
and-follower gearing in the direction of its longitudinal
axis by a circular pusher plate, emptying the rigid blood
chamber. Filling of the chamber takes place passively
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due to the pressure of the inflowing blood. Two bio-
prosthetic heart valves ensure the unidirectional flow
of blood. The pump is operated by an external con-
troller, which supplies power to the electric motor of
the implanted pump through a percutaneous driveline.
The volume of blood displaced by each pulse must be
compensated. This is achieved through a tube connected
from the inside of the pump of the driving chamber to
the outside along the electric driveline (vent) [36.14].

The pump can be implanted into a pre-peritoneal
pocket in the left upper abdominal wall or it can be im-
planted intra-abdominally (Fig. 36.4). In 2003, because
of the positive results of long-term clinical trials, this
system became the first LVAD to be approved by the
FDA as DT in the United States.

WorldHeart Novacor LVAS. WorldHeart’s Novacor
LVAS is an implantable, electromagnetically driven
LVAD [36.15] (www.worldheart.com).

A polyurethane blood sac with a seamless interior
is symmetrically compressed by two pusher plates to
propel the blood into the aortic vascular graft, and then
released again to fill passively via the apical inflow
cannula.

The pump is implanted through the peritoneum
into the left upper abdominal wall and, like the Heart-
Mate XVE, is connected to the external components
by a percutaneous lead with an integrated venting tube
(Fig. 36.5).

Left side battery
onmitted for clarity

Aorta

Heart

XVE
LVAD

XVE system
controller

Skin
line

Vent adapter 
and vent filter

External
battery
pack

Fig. 36.4 Thoratec HeartMate XVE with external compo-
nents

a) b)

Fig. 36.3a,b P-IVAD. Position of the implantable pneumatic blood
pump for biventricular (a) or univentricular (b) support

This system can automatically adjust its pumping
rate to complement the residual function of the na-
tive heart, thus adapting to the respective circulatory
requirement.

Implantable Pulsatile TAH

for Temporary or Permanent Application

TAHs, or artificial ventricles for orthotopic cardiac
replacement, occupy a special position among the im-
plantable systems in clinical use today. For implantation
of these devices the native heart is removed, as for

Aorta

Left
ventricle

Blood
pump

Controller

Battery

Outflow

Inflow

Fig. 36.5 WorldHeart Novacor LVAS with external com-
ponents
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a heart transplant, and replaced with two separate
pumps or one dual-chamber mechanical blood pump
connected to the atria and the great vessels (aorta, pul-
monary artery).

SynCardia Systems, Inc. CardioWest Temporary To-

tal Artificial Heart (TAH-t). This pneumatically driven
TAH is a further development of the JARVIK 7 TAH
first applied in the clinical setting in 1982. Worldwide
this is the only FDA-approved and CE-certified arti-

Aorta

Pulmonary
artery

Artificial
left ventricle

Air line connects through
skin to power console

Artificial
right ventricle

Venae
cavae

Fig. 36.6 SynCardia CardioWest TAH. Schematic implant
position

Replacement 
heart

Wireless energy
transfer system

External wireless
driver

Rechargeable
internal battery
External battery
pack

Internal controller

Fig. 36.7 Abiomed AbioCor. Totally implantable TAH with TET

ficial heart for temporary implantation as a bridge to
transplantation (BTT) today (www.syncardia.com).

The displacement diaphragm pumps, which are
pneumatically activated by an extracorporeal power
console, are similar in structure to the EXCOR de-
sign and generate a flow rate of up to 9.5 l/min
against normal circulatory afterloads (Fig. 36.6). The
electropneumatic drive system is newly developed.
The small mobile unit replaces the previous mo-
bile driving system EXCOR TAH-t. Unfortunately,
the pumps are so bulky that they only fit inside the
thorax of relatively large patients. A smaller version
is currently being developed and tested in animal
studies.

Abiomed, AbioCor Implantable Replacement Heart.

The electro-hydraulically driven Abiocor TAH is the
first fully implantable TAH [36.16] (Fig. 36.7).

All components such as pumping chambers, drivers,
the volume compensator, control unit, battery pack,
and transcutaneous energy transmission systems (TETs)
are implanted inside the body. This reduces the risk
of infection since the skin does not have to be
penetrated for the leads and venting tubes to be
connected. However, the safety requirements for the
many highly technical and sensitive components of this
life-sustaining system are very stringent. After a pre-
liminary clinical study was conducted in 2001, with
questionable results, the first commercial application
was attempted in 2009; the patient died one month
later. Since then, no further implantations have been
reported.

36.4.2 Nonpulsatile Systems (Axial and
Centrifugal Rotary Blood Pumps)

Extracorporeal Systems

for Short-Term Application

CardiacAssist, Inc. TandemHeart pVAD. The Tandem-
Heart pVAD (CardiacAssist, Inc.; Pittsburgh, PA,
www.cardiacassist.com) is a percutaneous LVAD with
continuous flow for temporary ventricle support.

It is used to treat patients in cardiogenic shock as
a BTD therapy. The components consist of a small
blood pump driven via magnetic coupling by an elec-
tric motor. The rotor is hydrodynamically suspended.
The blood is pumped from the left atrium through
a transseptal venous cannula and directed back through
the arterial catheter (Fig. 36.8). The hydrodynamically
suspended rotor spins at a rate of 3000–7500 rpm and
can deliver a continuous flow of up to 4.0 l/min.
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Fig. 36.8 Car-
diacAssist PTVA
(TandemHeart).
Cannulation of
the extracorpo-
real pump

Levitronix CentriMag. The Levitronix CentriMag (Lev-
itronix LLC; Waltham, Mass., www.levitronix.net) is
a VAD with a magnetically suspended impeller that,
like the TandemHeart, is driven by magnetic coupling.
It can be connected directly to the cannulation of the
heart–lung machine, and with the appropriate connec-
tion technology can be applied as an LVAD, RVAD,
BVAD, or in a set for extracorporeal membrane oxy-
genation. At 5500 rpm it can achieve a flow rate of up to
9.0 l/min, depending on the type of cannulation used.
The system is also used as a temporary RVAD, in ad-
dition to an implanted LVAD, in cases of acute right
ventricular failure or for left–right or biventricular sup-
port as a BTB (BTD).

Abiomed Impella. Impella catheter pumps support the
heart with a flow rate of up to 5.5 l/min. The pumps can
be connected directly in a minimally invasive procedure
by insertion via a blood vessel or after thoracotomy,
e.g., during cardiac surgery. With the Impella mobile
console patients can be moved around the hospital or
transported to another institution.

The LP2.5 systems, which were designed primar-
ily for application by cardiologists, carry an electrically
driven microaxial pump with a pigtail extension at the
tip of a catheter and are inserted into the heart through
the femoral artery via the aortic valve. They take the

blood from there and pump it into the aorta. With a flow
rate of 2.5 l/min they stabilize the heart function for up
to 2 days. The larger version LP5.0 delivers a flow rate
of up to 5.5 l/min for up to 5 days.

The modification LD (left direct) is implanted by
cardiac surgery. It supports the left ventricle with a max-
imum flow rate of 5 l/min. The blood is pumped directly
into the aorta through a vascular prosthesis (left ventri-
cle and pump in sequence). The pump weighs only 17 g.

The RD (right direct) works in a similar manner. To
support the right ventricle the blood is conveyed from
the right atrium into the pulmonary artery (right ventri-
cle and pump in parallel). Both systems can be applied
for up to 10 days.

Implantable Long-Term MCSS with Axial Flow

The axial pumps clinically available today are produced
by various manufacturers and have similar system con-
figurations. The pump is implanted into the thorax,
while the electronic control unit, the power supply for
stationary and mobile operation, the battery charger,
and the monitor for setting the operating parameters
(rotational speed, alarm limits) and surveillance of the
function remain outside the body. A percutaneous lead
connects the pump to the mobile external components;
a Dacron velour cover fixes the lead in the tissue and
protects the wound from infection. The pump itself is
a small electric motor with hermetically encapsulated
coils; the rotor (impeller) is located in a tight blood-
conducting cylinder.

In systems with a mechanically suspended impeller,
inflow and outflow stators inside the cylinder support
the bearings. The rotor contains one or more small per-
manent magnets, so that it can be set in rotation by
the rotating electromagnetic field of the coil. As it is
the only moving component of the system, these con-
structions can provide high functional reliability and
long-term durability.

There are, however, significant differences in the
individual systems with respect to the following com-
ponents:

• Anatomic design and the conduits to the heart and
great vessels• Finish of the titanium blood contact surfaces• Fluid dynamic shape of the rotor• Rotor suspension• Design of the percutaneous driveline• Performance diagrams (rotary speed – flow – differ-
ential pressure)• Measurement and control technology
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Fig. 36.9 Thoratec HeartMate II LVAS. Schematic of the
interposition of the pump between left apex and aortic vas-
cular graft

Fig. 36.10 Schematic of an implanted Berlin Heart IN-
COR system with external components

• Documentation of the operational parameters and
their evaluation.

MicroMed Technology HeartAssist 5, Formerly De-

Bakey VAD. The HeartAssist 5, formerly MicroMed
(www.micromedtech.com) DeBakey VAD, is a small,
electrically driven implantable turbine, which in pa-
tients with terminal heart failure can pump up to

10 l/min at a rate of 12 000 rpm from the left ventricle
into the ascending aorta. The rotor is held on both sides
by ceramic bearings.

As the only rotary LVAD, blood flow is measured
here directly using a Transsonic ultrasound flow probe
that ensures reliable system monitoring.

An elaborate documentation and evaluation system
allows early detection of imminent malfunctions and
provides a subsequent detailed analysis.

Thoratec HeartMate II LVAS. The HeartMate II is sim-
ilarly constructed, but it uses a different cannulation
technology for the left ventricular apex. In contrast to
the rigid, curved inflow cannula of the MicroMed sys-
tem, the HM II apex connector is connected to the pump
inflow by a flexible vascular graft. This has proven to be
beneficial for pump positioning and for the ingrowth of
the connector located in the myocardium (Fig. 36.9).

As this system is a little bigger than the HeartAs-
sist 5, during implantation a pocket must be prepared in
the abdominal wall to accommodate the pump housing.
The rotor is held by two jewel bearings. With speeds be-
tween 8000 and 15 000 rpm the system can achieve flow
rates of up to 10 l/min

Berlin Heart INCOR. A special feature of the
BerlinHeart INCOR LVAD (Fig. 36.10) is the contact-
free suspension of the turbine. A combination of
permanent magnets in the stators and in the rotor, and
electromagnets and position sensors in the stators make
it possible to actively control the position of the rotor.
This means that the bearings are free of wear and tear.

Position sensors allow the calculation of many of
the operating parameters including the pulsating dif-
ferential pressures (in front of and behind the rotor)
according to the residual cardiac activity, the pulsating
momentary flow and the filling state of the heart. As
a result, valuable information on the circulatory status
of the patient can be gained, which can contribute to
therapy management.

Possible malfunctions such as flow obstructions or
the formation of thrombotic deposits in the pump can
be detected at an early stage and appropriate counter-
measures can be initiated.

All blood contact surfaces of the pump are coated
with heparin (the CARMEDA method).

Jarvik Heart, Inc., Jarvik 2000 Flow Maker. This
LVAD (www.jarvikheart.com) differs significantly from
the previously described systems in terms of posi-
tioning, technical structure, electronic concept, and
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performance. The pump was deliberately designed only
to support an insufficient but still functional left ventri-
cle. By reducing the performance requirements it was
possible to greatly simplify the design.

The body of the pump simultaneously serves as the
apical connector; the pump is implanted intracardially.
As with the DeBakey pump, the rotor is supported
by mechanical bearings. The device is entirely with-
out automatic monitoring or an electronically complex
regulation system. The pump is implanted directly into
the left ventricular apex through a left lateral thora-
cotomy and is secured with a sewing cuff. Blood is
pumped through a vascular graft into the descending
aorta (Fig. 36.11).

A unique feature of this system is the percutaneous
connector for the electric driveline power cable. A ti-
tanium pedestal, similar to those that have been in use
for many years in cochlear implants for infection-free
power transmission, is mounted on the skull behind
the left ear and connected to the power cable bundle,
which runs subcutaneously to the pump. The external
components can then be hooked up with the correspond-
ing connector. Patients can shower, and the skin exit
site will remain free of infection even with minimal
care [36.17].

Implantable Long-Term MCSS with Radial Flow

TerumoHeart, Inc., DuraHeart Left Ventricular Assist

System (LVAS). The DuraHeart (www.terumo-europe.
com) is an implantable centrifugal pump made from ti-
tanium. In three hermetically separated chambers there
are an electronic motor, a rotor magnetically coupled
to the motor with an integrated permanent magnet,
and a regulated electromagnetic system for contact-free
magnetic suspension. Should the magnetic suspension
fail, the device can fall back on hydrodynamic emer-
gency bearing features, although these only function for
a limited period.

Like all rotary pumps, the DuraHeart system pro-
pels the blood from a cannula implanted in the left apex
through a vascular graft into the aorta. The complex
magnetic suspension technology accounts for the large
size of the pump (Fig. 36.12). For this reason it must be
implanted in the abdominal wall.

HeartWare International, Inc., HVAD System. The
HeartWare (www.heartware.com) HVAD is the smallest
left ventricular assist device with radial flow currently
available that has the capacity to take over the total
pumping capacity of the left ventricle under normal

Fig. 36.11 Jarvik Heart 2000 Flow Maker. Schematic of the
intracardial implantation; auricular pedestal for the electric
driveline

Fig. 36.12 Terumo Heart DuraHeart LVAS blood pump
with rigid apical cannula

physiological pressure. The pump has three main com-
ponents:

• A front housing with inflow cannula• A rear housing with a center post• A wide-bladed impeller.

Each half of the housing has a separately connected sta-
tor coil assembly, making the motor redundant. Large
permanent motor magnets can be embedded in the wide
blades of the impeller. The combination of passive
magnetic and hydrodynamic suspension without com-
plex bearing electronics increases functional reliability,
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LAD

Septum

Fig. 36.13 HeartWare HVAD system. Direct apical cannu-
lation and aortic outflow graft to the ascending aorta

but also demands the highest level of manufacturing
precision. The blood contact materials are titanium, a ti-
tanium nitrite coating of the rotor and center post, and
zirconium ceramics.

Flow is calculated on the basis of power consump-
tion, speed of rotation, blood viscosity, and with the
help of empirical data of a performance chart. The vari-
ations in power consumption and the shape of the curve
of the calculated flow displayed on a mobile monitor al-
low an evaluation of the operating conditions and the
filling, or activity, of the supported heart.

a) PDF SBR centrifugal  (levacor pedi design) b) PDF3 SGM  axial topology

Fig. 36.14a,b PediaFlow. (a) First
centrifugal design; (b) new axial
design

During implantation a sewing ring is fixed to the
apex. The pump with the inflow connectors is intro-
duced here and thus lies directly at the heart, finding
space in the pericardium (Fig. 36.13). The outflow graft
can be connected to the ascending or descending aorta.

36.4.3 MCSS for Pediatric Patients

The first clinically available MCSS were designed in
terms of performance and anatomic adaptation to fit
the requirements of adults. Soon, however, there was
a need to develop systems for small patients that could
be adapted to body weights of 1–30 kg with flow rates
of 1–4 l/min. Connections to the circulatory system
had to be miniaturized and new types of valves were
required for pulsatile pumps.

Berlin Heart EXCOR, an extracorporeal pneumatic
system, was applied as the first pediatric system for
BTT with a 50 ml pump in 1990 (DHZB). In 1992,
the first implantation of a pediatric system, EXCOR
Pediatric with a 10 ml pump took place at the DHZB.
Today, a range of pumps (10, 25, 30 and 50 ml) with
corresponding miniaturized cannulas are available. This
system is also approved for clinical application in the
USA. The company MEDOS now also offers a CE-
certified pediatric assist system.

In 2004, in the USA, the National Institutes of Health
contracted five research groups to develop cardiopul-
monary assist devices for pediatric patients with body
weights of 2–25 kg (contract HHSN268200448192C
(NO1-HV-48192), Pediatric Circulatory Support).

The projects were: PediaFlow VAD; PediPump, an
axial turbine for intravasal or extravasal placement; Pe-
diatric Jarvik 2000 Flowmaker, a miniaturized version
of the Jarvik 2000; and Thoratec’s modified pneumatic
pVADs. A compact heart–lung support system pCAS is
also included in the program.

A very detailed description of a prescriptive design
approach was published recently [36.18]. This explains
the multi-disciplinary program of different departments
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Intravasal version

Extravasal version

Fig. 36.15 Axial PediPump (extravasal and intravasal ver-
sion), Cleveland Clinic, Foster–Miller Technologies

at the universities of Pittsburgh in collaboration with the
industry to develop the PediaFlow VAD that resulted
after 5 years in three different pump topologies with
axial or radial flowpath. Judged on the basis of a multi-
component analysis including criteria for anatomic fit,
performance, biocompatibility, reliability, and manufac-
turability the mixed-flow magnetically levitated pump,
the PF3, has been chosen as the best-suited design
(Fig. 36.14).

The PediPump design is shown in Fig. 36.15.
Despite concentrated efforts, in 2010 none of these

five NIH systems had yet reached the status of clinical
application.

36.4.4 Summary

Whereas initially, in the 1980s, the market was led by
pulsatile pneumatic extracorporeal systems, followed

Table 36.3 Clinical implantable VADs 2010

Implantable ventricular assist devices – clinical 2010

Manufacturer First clinical Volume (cm3) Weight (g)

First generation – volume displacement

WorldHeart Novacor 1984 700 1800

Thoratec HeartMate I XVE 1991 600 1200

Second generation – rotary, mechanical bearings

MicroMed DeBakey 1998 38 115

Jarvik 2000 2000 25 90

Thoratec HeartMate II 2003 63 180

Third generation – rotary, wearless, no bearings

BerlinHeart INCOR 2002 60 200

Terumo DuraHeart Active MagLev 2004 150 420

HeartWare HVAD Axial hydrodynamic 2006 45 145
support plus passive MagLev

by first-generation implantable electromechanical pul-
satile VADs, today it is the second and third-generation
nonpulsatile implantable systems for mechanical circu-
latory support that dominate the market (Table 36.3).

The new technology’s initial teething problems were
soon overcome, and new concepts and further miniatur-
izations with improved reliability and biocompatibility
prevailed. Before long the implantation of rotary pumps
was favored. The clinical success of these devices
inspired manufacturers to continue developing new con-
cepts. Figure 36.16 gives a scaled overview of the
various systems available in 2010.

The number of applications of pulsatile displace-
ment systems quickly fell in favor of continuous-flow
systems. DHZB application statistics illustrate this
trend. Since 1998, the proportion of pulsatile extracor-
poreal and intracorporeal systems applied has dropped
almost linearly from 100 to 3%, while the total number
of applications has doubled. Until recently, pulsatile ex-
tracorporeal systems and the temporary TAH were only
unrivalled in the case of indications for BVAD. The fact
that some rotary pumps with continuous flow can be im-
planted as BVADs has since been demonstrated by the
first applications at the DHZB [36.19] and at the Medi-
cal University of Hannover [36.20]. A laboratory study
funded by the Friede Springer Foundation made it pos-
sible to carry out the first clinical applications of these
HVADs as BVADs.

Because the terms nonpulsatile or continuous flow
are often misinterpreted, a brief explanation is given
here. The flow of the rotary pumps at a constant rpm
(revolutions per minute) is only nonpulsatile when the
heart does not affect any changes in the inflow pres-
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Pulsatile Rotary

Axial flow – implanted

HeartMate® II LVAS
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Fig. 36.16 Scaled overview of today’s clinical pulsatile and continuous flow VADs
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sure to the pump, i. e., in the absence of contractions or
when the heart is asystolic or fibrillating. Any change
in differential pressure in the pump causes a more or
less pulsatile flow at a constant rpm, corresponding to
the pressure–flow characteristics of the pump design. In
that case, the flow is normally continuous. The diastolic
standstill typical to displacement pumps does not occur.
These flow pulsations give rise to corresponding pres-
sure amplitudes; the term pulseless perfusion, therefore,
can only be used to a limited extent, particularly when
the physiological effects of nonpulsatile VAD perfusion
on organ function are being discussed. Ultimately, we
still do not have any reliable long-term observations
relating to this question.

Fig. 36.17 Circadian rhythm of the left and right pump
flow in a patient with HeartWare BVAD; flow variations
over 7 days with constant rotational speed �
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Another example shows how the continuous flow in
a biventricular VAD adjusts approximately to physio-
logical conditions even without external regulation of
the pump parameters (Fig. 36.17). Even at constant rpm,
signs of some kind of autoregulation corresponding to
the recognition of the body’s perfusion requirements
can be clearly recognized in the circadian biorhythm
of the cardiac output of a patient with a BVAD giving
pulseless support. This is an example of the interaction
between the biotechnical hybrid system consisting of

an unregulated blood pump and the naturally regulated
circulation [36.21].

It seems certain that the future of mechanical circula-
tory support belongs to rotary pumps. With ever smaller
devices implantation will become less and less invasive.
New fluid dynamic designs and optimized blood contact
surfaces will ensure even greater biocompatibility, and
the concomitant drug therapies still necessary today, for
instance for controlling coagulation, might in the future
be reduced or dispensed with entirely.

36.5 Complications

When describing the complications that follow the ap-
plication of MCSS it must be taken into account that
even today this therapy is only selected for patients in
the final stage of an imminently life-threatening illness.
The evaluation and classification of early postoperative
complications is limited because existing concomitant
circumstances in themselves represent complications or
involve a high risk of complications.

Often, cause and effect cannot be clearly distin-
guished. For this reason, BTB or BTD (bridge to bridge;
bridge to decision) can be implemented initially to sta-
bilize and evaluate cardiogenic shock patients using
less invasive (and less expensive) mechanical circula-
tory support before other more invasive therapies are
applied. Based on our experience at the DHZB and sup-
plemented by published data and data received through
personal communication, the most commonly occurring
problems in the various post-implantation periods are
presented below.

36.5.1 Device Malfunction

Device malfunction can affect all components of the
system:

• The blood pump, as the central component of the
MCS system• Connections to the patient’s vascular system• The pneumatic leads or electric cables that supply
power to the pump• The control units to which the pumps are connected• In pneumatic systems, the driving unit where the
pneumatic pressure pulse is generated• The integrated system monitor/alarm system• The power supply.

Blood pumps, as the key component of any life-
sustaining VAD, are subject to special requirements

with regard to fatigue strength and reliability [36.22].
The membranes or blood sacs of pneumatically driven
systems are subjected to high mechanical stress by
the vast number of alternating load cycles that bend
and stretch the material (ca. 40–50 million cycles per
year). To improve safety, the membranes are designed
as multi-layered membranes. As a result, the risk of rup-
ture with blood escaping into the air chamber or the risk
of an air embolism in the blood chamber is extremely
low [36.23].

Mechanical valves are another potential source of
trouble. Cracks can appear in the valve discs or in the
retaining struts of the valve ring; jamming of the valve
in the valve ring has also been observed. However, these
defects have only occurred occasionally.

A more frequent observation is the formation of
blood clots, resulting from either insufficient or un-
adjusted anticoagulation therapy, for instance in the
event of infection or inadequate perfusion of the pump
(e.g., hypovolemia). In such cases the pump can be ex-
changed.

Rotary pumps have only one moving part – the im-
peller. Depending on the type of suspension, this is
either wear-free (magnetic suspension, hydrodynamic
suspension) or very low-wear, so that operation times
of more than 10 years can be expected.

Extracorporeal systems require comparatively long,
percutaneous blood-conveying cannulas to connect the
blood pump to the vascular system of the patient. In
addition to the potential complications of infection at
the skin exit site (Sect. 36.5.5), the patient’s movements
may, depending on the position of the blood pumps,
cause the cannula to bend. If this happens repeatedly
at the same site on the cannula, cracks may form, thus
increasing the risk of bleeding and air embolisms.

In implantable systems the power electric driveline
to the pump is the component subjected to the most me-
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chanical stress. In many patients every movement, even
the heartbeat itself, causes a slight movement of the
pump, so that the power cable is permanently subjected
to bending stress. If tensile stress occurs at the same
time, whether accidentally, e.g., the bag containing the
controller and the heavy batteries falls, or consistently
as a result of a gain in weight, and therefore also cir-
cumference of the patient, the conducting wires break,
causing the pump to malfunction or fail. Cable defects
that necessitate the exchange of the pump have been
repeatedly observed in various models.

The control and driving units normally have a re-
dundant design, or at least an operating mode for
emergencies. Patients are also equipped with replace-
ment components and receive instruction on exchanging
parts.

Even with systems that are durable, easy to operate,
equipped with sophisticated alarm systems and, in some
cases, emergency operating features or redundancies as
well as good usability, patient operating errors can still
lead to fatal accidents. Increasingly, VADs are being
used to treat older patients who – sometimes for the first
time during therapy – experience cognitive or manual
function limitations that cannot be compensated, even
with extensive and repeated instruction on operating the
system.

36.5.2 Hemolysis

The use of mechanical pumps in the circulatory sys-
tem is always associated with the risk of damage to the
corpuscular components of the blood. Contact between
the blood and foreign surfaces and the stress placed
on the blood cells by the pressure-dependent and flow-
dependent shear stresses generated by the pumping all
have a damaging effect on the blood. This trauma can be
minimized through the choice of materials and surface
finishing, and by optimizing fluid dynamics in terms of
the extent and exposure time of the mechanical load.

Depending on the particular system, our patients’
serum lactate dehydrogenase (LDH) values lie in the
180 U/l (normal) to 400 U/l range. Any sudden in-
crease in this regularly measured parameter indicates
VAD-induced hemolysis. This may be caused by an
obstruction in the pump inflow or outflow, resulting
in a local increase in speed and a corresponding rise
in shear stress. Possible aspiration of the pump with
a partial or complete occlusion of the inflow causes
turbulence around the rotor and a sharp increase in
flow-dynamic stress on the blood, resulting in cell
trauma.

It should be noted that hemolysis is not a problem
generally associated with today’s pumps, in contrast to
the systems of the pioneering days. This is also proven
by the fact that it is irrelevant whether a patient is fitted
with one or two well-functioning pumps. However, pa-
tients with MCS systems can exhibit hemolysis due to
other effects such as infection or medication.

36.5.3 Thromboembolism

Even with carefully monitored anticoagulation therapy
that takes into account the varying requirements of the
individual systems, blood contact with the biomaterials
used (titanium, silicone, polyurethane, etc.) can result in
the formation of blood clots. Unfavorable flow condi-
tions in areas with stagnating blood flow and, therefore,
poor washout contribute to this complication.

36.5.4 Bleeding

After implantation of an MCSS there is always a risk
of secondary bleeding in the postoperative phase,
requiring renewed surgical intervention. This bleed-
ing tendency is exacerbated by the profound shock,
which in itself induces coagulation disorders. In the
later course there is a risk of bleeding due to over-
anticoagulation, trauma, and infection.

36.5.5 Infection

Implantations of VADs and TAHs are associated with
a high incidence of infection. An early infection rate
of 5–20% is reported; in long-term applications this
rate increases to up to 90% depending on the system.
Circulatory failure and concomitant diseases promote
infection.

Today’s systems all require external access through
the surface of the body to the vascular system (extracor-
poreal pumps: large-bore blood-conveying cannulas) or
to the implants (leads). At the skin exit site, the cannulas
or leads are coated with a porous synthetic material to
give the injured tissue a chance to grow into it, thereby
forming an infection barrier along the wound tunnel.
However, generally speaking, the wound area around
these access sites is always slightly inflamed and can be-
come infected, even with meticulous care of the wound,
thus providing a gateway for bacteria to enter the body.
Infections can penetrate right through to the implant
where they can no longer be controlled with medication.

Infections that spread as far as the inflow cannula at
the tip of the left ventricle are particularly serious. This
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can cause the cannula to migrate away from the cham-
ber resulting in the formation of a mycotic aneurysm
with the risk of rupture and recurrence, even after surgi-
cal intervention.

Years ago, inductive transcutaneous energy trans-
fer systems (TETs) were developed to supply power
and to transmit data and control signals through the
undamaged surface of the body. An implanted coil, elec-
tromagnetically coupled with an external supply coil
conveys the signals through the intact skin to a similarly
implanted control and power storage unit, which acti-
vates the pump. The long-term capacity of the required
implanted power storage unit still presents a problem
today; after a limited number of loading and unload-
ing cycles, a further operation is needed to exchange
the unit.

36.5.6 Problems at Anastomoses

Impaired wound healing at the anastomosis of the api-
cal cannula is common, but not often described. This
problem was examined in over 200 autopsies in DHZB
patients treated with 11 different long-term devices.

Even in the absence of infection, granulation tissue
can quite often form around the cannula in the ventricle,
spreading to such an extent that the cannula becomes
obstructed or the tissue embolizes into the pump. This
complication often occurs with pumps that have a rigid
connection to the inflow cannula. When the pump is
connected to the cannula with a flexible conduit there is
obviously less opportunity for infection or granulation.

A microporous surface structure allows the cells of
the myocardium to form a fixed neointima. In all cases,
after only a short time, smooth metallic surfaces ini-
tially cause the formation of thrombotic deposits, which
later develop into granulation tissue (Fig. 36.18). At the
aortic anastomosis, in individual cases, aneurysms have
sometimes been seen.

36.5.7 Right Ventricular Insufficiency

More recent publications report right ventricular insuf-
ficiency in 25–35% of LVAD patients immediately after
implantation. The rate at the DZHB is somewhat lower
at 15% [36.11].

If the problem of right ventricular insufficiency
cannot be reversed by a sophisticated drug regimen, ap-
plication of a temporary extracorporeal right ventricular
support remains the only option. If there is a disturbance
of gas exchange in the lung, the RVAD can be combined
with an oxygenator.

36.5.8 Anatomic Obstruction of Flow

Cramped anatomic conditions in the thorax, e.g., due to
small patient size or the more bulky blood pumps, can
result in compression of the venous, blood-conveying
vessels or a dislocation of the pump, resulting in apical
cannula inflow obstruction. Therefore, pump function
can already be impaired during surgery, and may even
come to a complete standstill. Poor positioning can
be identified by intraoperative transesophageal echocar-
diography (TEE) and surgical correction can then be
performed.

36.5.9 Arrhythmias

Arrhythmias are common in patients with indications
for an assist implantation. Many of our patients had al-
ready received an implantable cardioverter/defibrillator
(ICD) prior to surgery.

In the event of ventricular arrhythmia, tachycardia
or fibrillation, the pumping capacity of the left pump
may also fall due to the then reduced right ventricular
function and the pulmonary hypertension often present
in these patients. This can lead to suction of the api-
cal cannula and even pump failure. This situation may
even require the implantation of an ICD. Patients with

Fig. 36.18 Apical cannula of the DuraHeart in the left ven-
tricle with thrombotic deposits and granulation tissue
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BVADs and good flow conditions are not compromised
by serious heart rhythm disturbances of this kind; some

of our patients with lasting cardiac fibrillation have sur-
vived for longer periods without symptoms.

36.6 Technical Follow-Up and Care

Patients who have been allowed to return home and who
only visit the clinic as outpatients – in some cases at in-
tervals of several months – require technical aftercare
and monitoring. First and foremost, a 24-h/7-day-a-
week hotline is needed to deal with acute problems.

The first attempts at establishing remote monitor-
ing of the system function have been made. Similar to
telemedicine centers, a dialog may be set up whereby
patient data can be accessed and analyzed via cordless
telephone networks and the Internet. Remote monitor-
ing requires internal logging of the system parameter
data; this enables the diagnosis and, if necessary, the
temporal reconstruction of events when alarm signals
are given.

The Thoratec HeartMate II records certain con-
ditions, each with a corresponding set of parameters
containing all real-time values. However, its memory
storage is limited to 120 data sets.

With the DeBakey system two memory areas are
constantly updated with high-resolution data. If an er-

ror occurs, the respective data are recorded in such
a way that the beginning of an event is stored in
the first area. The second area is overwritten with
any newly occurring events so that in the clinic the
first and last occurrences can be examined in de-
tail.

With the BerlinHeart INCOR system an unlimited
number of events can be recorded as long as the patient
is connected to the home equipment monitor. A compar-
atively small amount of event-triggered data, only 400
parameter sets, can be stored in the control unit itself.

The HeartWare system stores data sets in 15 min
intervals, covering a maximum of 30 days.

In the Terumo DuraHeart control unit detailed
short-term storage and a long-term time protocol are
combined over a 30-day period. In the event of a mal-
function, the changes of specific signals are recorded.

Experience shows that optimal monitoring depends
on detailed data storage that allows an analysis of past
events.

36.7 Psychosomatic Syndromes and Quality of Life During Treatment
with MCS

36.7.1 Psychosomatic Syndromes
During MCS

The implantation of an MCSS means an intensive
psychological stressor for the patients and induces
emotional distress and various concerns. Patients are
confronted with the threat of sudden death, very of-
ten experience a high degree of anxiety and depression
before and after implantation of the assist device,
and suffer in a psychological sense from a kind of
self-infarction. The psychiatric–psychological reactions
after surgery are very complex in nature due to the si-
multaneous impact of organic and emotional factors.

In the initial postoperative period organic factors are
of specific importance:

• Psychotropic side effects of the extracorporeal cir-
culation, cerebromicroembolic events, metabolic

disorders, pre-existing neuropsychological dysfunc-
tions, and cerebrotoxic medication effects• Besides these, initially acute psychological shock
reactions resembling a possum reflex or states of
pronounced psychovegetative activation and an ex-
cess of diffuse bodily sensations are observed.

In the following days or weeks processes of adaptation
to the assist device develop and organic psychotropic
factors gradually lose their significance in favor of
emotional reactions and defence or coping processes.
Patients tend to restore their psychic balance and to
adapt to the new reality.

In psychological care multifaceted treatment mod-
ules are required to support patients adequately. It is
necessary to attend to (often hidden) mental confusion,
delirium, and short psychotic disorders, and to treat
these states with basic supportive interventions and/or
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neuroleptic medication or tranquilizers. Over time there
is an increase in affective disorders such as depres-
sion, anxiety, or mixed disorders, as well as adjustment
disorders. Neurocognitive dysfunctions are very often
underdiagnosed: they comprise impairment of the abil-
ity to maintain attention and concentration, deficits in
learning and short-term memory, and mental flexibil-
ity, and are often only to be detected by neurocognitive
testing.

The most prominent reactions are depressive mood,
hopelessness, feelings of inadequacy, anxiety, and sleep
disorders with often rapid cycling from day to day.
These affective and bodily sensations are often induced
by assist-device-specific side effects such as noise,
vibrations, altered cardiac rhythms, etc. Furthermore
patients suffer from isolation from their family or part-
ners and are confronted with the demands of the clinical
setting. Deprivation effects emerge but on the other
hand patients also feel themselves to be safe and secure
in the department and realize that the threat to their lives
has been overcome and that they can now look to the
future.

In accordance with these conflicting psychologi-
cal feelings patients are ambivalent and their reactions
range from latent suicidal ideas or impulses to con-
fidence, intensive future planning, or even euphoric
states.

36.7.2 Profound Psychological Processes

All these psychosomatic reactions can be understood as
transient regressive developmental processes.

The assist device implantation represents a breach
of the body’s boundaries. The internal world of the
organs and abdominal cavities (anchored in the body im-
age) is forced open, the body is invaded from the outer
world, the motor of life has lost its vitality and has been
violated. A new replacement heart is implanted, and
this high-tech apparatus cannot be controlled by myself,
it is controlled from outside the body and is under the
care of initially unfamiliar people. In the intimate heart
cavity – is my heart still there? What importance does
it have now? Patients are forced to form a union be-
tween an internal and partly external life center, a union
between living and dead matter.

This induces the regressive processes mentioned
above and reactualizes very early developmental pe-
riods where rhythms, internal bodily sensations, and
basic perceptual and affective patterns create the basis
for the more complex and more mature self structuring
processes.

36.7.3 Coping Skills

During treatment with the assist device depressive with-
drawal is the predominant coping strategy during the
initial period, as well as denial and wishful thinking.
After some months on MCS patients rely upon active
problem-solving i. e., they tend to reorganize their daily
lives and overcome difficulties. They are engaged in
fighting against their illness, encourage themselves and
look for success and self-confirmation. They intensively
seek social support from their family and friends and em-
phasize as the most important single strategy: placing
trust in the doctors. In contrast, nearly half the patients
hesitate to follow the doctors’ advice to some degree.

36.7.4 Quality of Life

Quality of life, mostly measured with the SF-36 Ques-
tionnaire, is reduced during life with MCS and the mean
scores in most of the studies are about 25% below the
scores of chronically ill patients; there are no relevant
differences comparing the physical and the psychologi-
cal domains.

The patients have generally positive overall per-
ceptions of the MCS but express several specifics
pertaining to infections, sleep disturbances, pain related
to the driveline, device noise, and fears of MCSS mal-
function. An important concern relates to stroke and the
correlated long-term impairment. These specific con-
cerns are responsible for the reduced quality of life.

36.7.5 Therapeutic Consequences

It seems very important to offer patients continuous psy-
chological treatment:

• To treat the transient psychosomatic or psychiatric
disorders according to the current guidelines• To analyze the sources for regressive behavior, feel-
ings of guilt and suicidal ideas• To support the patients in developing individual
plans for active, self-contained behavior and for the
caregivers to sustain support.

36.7.6 Summary

There is a high degree of psychosomatic or psycho-
logical disorders during the initial weeks after MCS
implantation. Once the first emotional threat is over-
come, and due to the reduction of external organic
factors, we observe a rapid remission of psychological
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syndromes and an increase in active problem-solving
behavior instead of regressive withdrawal. Neverthe-
less, neurocognitive impairment remains an important
issue for longer time periods.

More detailed information on the psychiatric-
psychosomatic disorders and coping mechanisms asso-
ciated with mechanical circulatory support is available
in [36.24].

36.8 Overview and Outlook

Artificial cardiac assist devices for longer-term appli-
cation have been in clinical use since the 1980s and
were initially employed in life-threatening situations as
a bridge to subsequent heart transplantation, i. e., for
a limited, foreseeable period. However, then came the
development of systems that could function for several
years and, for some patients who were not able to re-
ceive a transplant, the permanent use of these pumps
became inevitable.

Technical improvements and higher numbers of
temporary artificial heart implantations as a BTT do
not inherently contribute to solving the donorship prob-
lem, nor do they contribute to improving the care of
patients who today can only be helped to achieve bet-
ter life expectancy with a heart transplant. In Germany,
the number of organ donors is falling steadily. In 2009
over 1000 patients were listed for a heart transplant,
but the number of donor organs was only 350. The in-
creased use of bridging systems (BTT) merely leads to
higher numbers of patients on the waiting list and lower
chances of receiving a transplant.

Nevertheless, the concept of bridging to subsequent
transplantation can be viewed as a historic achieve-
ment, because for the first time it became possible to
use artificial cardiac assist devices in a meaningful and
acceptable way. The only justifiable solution for the
future is the provision of technically safe, long-term im-
plantable systems that offer significant improvements
in life expectancy without greatly limiting quality of
life and that can, therefore, be seen as an alternative to
transplantation [36.25].

Syncardia’s current development of a scaled down
version of the well-established temporary artificial heart
CardioWest is only an interim solution that will enable
its implantation in smaller patients. Due to the limited
life of the membranes and the external pneumatic driv-
ing unit it will remain a BTT system.

Given the recognized need for a long-term im-
plantable biventricular mechanical cardiac support or
heart replacement, research groups around the world
have for years been trying to refine TAH systems for
clinical use – with a range of different concepts and

often at enormous financial expense covered by state
funding and industrial support – but so far without fur-
ther clinical success.

ABIOCOR, the first fully implantable pulsatile elec-
trohydraulic artificial heart system developed by the
American company ABIOMED, Inc., was approved by
the FDA for limited commercial clinical application, but
considerable anatomic and also technical problems and
the lack of clinical success have raised doubts about its
continued development.

In Europe, two new projects on pulsatile im-
plantable artificial hearts have recently been introduced;
both are based on the initial developments of the 1980s.
Just a short time ago, the French heart surgeon Alain
Carpentier announced that, together with researchers
from the aerospace company EADS, he had created
a fully implantable artificial heart (Fig. 36.19). It is re-
ported to have functioned well in animal trials with
calves. The French artificial heart weighs 1 kg and is
made of biolyzed tissue, titanium, and plastic. A spe-
cial blood contact surface derived from porcine cartilage
is designed to prevent the formation of blood clots.
Details have not yet been released, but the device is
certainly not small, as could be seen from a pub-
lished video. According to the company CARMAT,
which was established to produce the system, the de-

Fig. 36.19 CARMAT artificial heart, designed by A. Car-
pentier
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Fig. 36.20 The ReinHeart, under development by RWTH
Aachen University and R. Körfer

vice should be ready for clinical application in 4–6
years.

This year, together with the RWTH University in
Aachen, Reiner Körfer presented a concept for a perma-
nent artificial heart, ReinHeart. This is the continuation
of the MiniACcor development project, which has been
under way there for several years. ReinHeart is larger
than the normal heart. It is expected to fit into the thorax
of 80% of adults and should weigh no more than 800 g.
Comparable to the native heart, the device consists of
two chambers and four valves, as well as an electro-
magnetic linear drive (Fig. 36.20). These elements and
further components are designed to be implanted into
the body. It will take several more years of develop-
ment before this system can be applied in the clinical
setting.

It is now time to consider the realization of to-
tal heart replacement systems based on two rotary
blood pumps of existing permanent LVAD systems
and thus using the clinical experience gained from
thousands of patients with these devices [36.26]. The
long-term suitability of different second or third gen-
eration rotary blood pumps with contact-free magnetic
or magnetic–hydrodynamic suspension of the rotor and
accordingly high fatigue resistance and reliability has
been demonstrated in clinical applications over peri-
ods of up to several years with acceptable complication
rates.

With the support of the Friede Springer Foundation,
investigations into the suitability of clinically proven
LVADs for biventricular cardiac support or heart re-
placement were initiated in 2009 at the DHZB with the
TAHROT study. Now, in the first stage of this study, ro-
tary pumps are being implanted as BVADs in patients

Fig. 36.21 Anatomical positioning of two HeartWare
HVAD blood pumps

with terminal biventricular heart failure at the DHZB
(Figs. 36.21, 36.22).

The working area of the pump, which functions as
an RVAD and was originally conceived as an LVAD,
is transformed by banding the pulmonary outflow graft;
this increased resistance moves the flow–pressure area
(afterload of the RVAD) into that of the natural sys-
temic circulation. The pump itself does not need to be
redesigned (Fig. 36.23).

The development of even smaller rotary LVADs
and possibly also BVADs shows promising progress.
Three modified miniaturized systems from the company
HeartWare are already being tested in animal experi-
ments (Fig. 36.24). These new axial pumps are said to
have a similar capacity but less than 50% of the weight
of an HVAD, with a correspondingly small size. Implan-
tation will be greatly simplified; a combination for total
heart replacement seems very promising.

Thoratec, the world leader in the market for VADs,
has new miniaturized axial (HM X) and centrifugal
(HM III) rotary blood pumps in its development pro-
gram (Fig. 36.25). The aim is to achieve long-term
application with only minimal or no anticoagulation
therapy.

To improve patient quality of life, a transcutaneous
energy transmission system (TET) was developed to
supply fully implantable blood pumps (Fig. 36.26). The
TET allows two-way data and energy transfer through
the intact skin, thereby ruling out the risk of infection at
a skin exit site wound.
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On 10 December 2009, Euromacs (EUROMACS
VAD registry; European Register for Mechanical Cir-
culatory Support e.V.) was founded in Berlin to
allow comprehensive pooling and documentation of all
data on applications of MCSS in Europe. The eval-
uation of experience from a larger patient pool is
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Fig. 36.23 Performance diagram of
the HeartWare HVAD: transformation
of the working area of the RVAD into
the field of systemic resistance by
banding the pulmonary artery graft

expected to result in a more rapid transfer of find-
ings, both to hospitals and to system manufacturers.
This collection of data will provide a valuable research
tool.

The current state of technology and medical exper-
tise allows the application of mechanical circulatory
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Fig. 36.24 New projects of HeartWare International. From
left to right (top): MVAD for right lateral thoracotomy;
MVAD axial flow pump; today’s HVAD. Bottom: intrac-
ardial trans AV-MVAD

support systems for a number of indications, extend-
ing right through to the permanent replacement of the
heart function with acceptable risks and quality of
life.

The provision of patient aftercare by specially
trained technical and medical staff is of growing im-
portance, on the one hand so that complications can
be recognized and averted as they develop, and on the
other hand, to give patients a sense of security in their
day-to-day living with the device. Telemedical monitor-
ing of external VAD patients will play a helpful role
here. Given that MCSS can now be applied as an alter-
native to heart transplantation, the numbers of patients
requiring outpatient care from the implant institutions
are set to increase rapidly. Additional capacities will
need to be created to satisfy the requirements for af-
tercare.

Fig. 36.25 New projects of Thoratec Corporation: minia-
turized axial pump HeartMate X in comparison with the
HeartMate II

Fig. 36.26 New projects of Thoratec Corporation: FIL-
VAS, a fully implantable LVAD with transcutaneous
energy transmission (TET)
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For a paraplegic, direct control of certain body

parts is destroyed by the injury, leading to the loss

of sensation and muscle control. However, most of

the nerves and muscles below the injury site may

still be functional and can be artificially stimulated

by an appropriate neural stimulator to restore

the lost functions or to facilitate rehabilitation.

Thanks to CMOS technologies, the vast majority

of stimulation electronics can be integrated onto

a small silicon chip, able to drive many elec-

trodes and generate complex stimulation patterns.

However, it is of paramount importance that any

advance in circuit functionality should not com-

promise electrical safety. This chapter looks into

several safety issues, especially on the parts near

the stimulation interface, i. e., stimulating elec-

trodes, implantable cables, and stimulator output

stages. Various methods and solutions for build-

ing reliable and robust stimulation interfaces are

reviewed and compared in terms of system com-
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plexity, physical size, level of safety, and circuit

performance.

There is a large population worldwide suffering from
neural disabilities and dysfunctions due to injuries
and diseases. For example, spinal cord injury (SCI),
which disrupts the normal pathways between the brain
and the muscles or sensory cells, is one of the most
disastrous medical conditions. The worldwide annual
estimate of SCI is 2.5–57.8 new cases per mil-
lion population [37.1]. SCI is not only physically
and psychologically devastating for individual patients,
but also puts a large economic burden on the soci-
ety’s health care system. Thus there is constant need
for new technologies for treatment and to facilitate
rehabilitation.

The simple fact that electrical changes, described ei-
ther as ionic currents or neural voltage signals, are the
cause of neural communications in the body makes it

possible to use electrical stimulation to mimic the nor-
mal neural activities of muscles. By placing stimulating
electrodes within excitable neural tissue and passing
electrical stimuli through these electrodes, it is possi-
ble to generate excitation or inhibition of neural targets.
If the electrical stimulation targets nerves that innervate
peripheral muscles, in order to replace or restore lost
functions in neurologically impaired patients, it is re-
ferred as functional electrical stimulation (commonly
abbreviated as FES).

In FES, the excitation of nerves and muscles is
caused by artificial electrical stimuli rather than the vol-
untary neural driving signals. In the last few decades,
FES has been approved as a useful method to restore
neural functions in many applications. These include
the restoration of hand grasp [37.2], standing and
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Fig. 37.1 A simplified block diagram of an implantable stimulation system

walking [37.3], bladder and bowel control [37.4], and
breathing [37.5].

A device that supplies the desired electrical stimuli
for an FES application is known as a neural stimulator.
During the last century, the design of neural stimula-
tors has progressed enormously. These are categorized
as surface stimulators (external stimulation unit with
stimulating electrodes placed on the surface of the skin),
semi-implantable stimulators (external stimulation unit
with implanted stimulating electrodes), and fully im-
plantable stimulators (implanted stimulation unit with
implanted stimulating electrodes), depending on the lo-
cation of the stimulating electrodes and the stimulation
unit. Compared with surface stimulators, implantable
stimulators offer several unique advantages:

1. Compared to surface stimulation, an implantable
stimulator greatly simplifies the prestimulation and
poststimulation procedure by avoiding the repeated
placement and removal of stimulating electrodes.
Thus implanted stimulators are more convenient for
patients.

2. The implantation allows near-target placement of
stimulating electrodes, providing better selectivity.

3. A full implantation avoids transcutaneous cables,
which can introduce infection.

Implantable stimulators are currently widely used
in clinical trials and have resulted in several success-
fully commercialized products for chronic applications.
By 2004 there were more than 1000 different types of
stimulation systems implanted into more than 200 000
patients [37.6].

The development of implantable stimulators has
greatly benefitted from the advances in integrated cir-
cuit and system-on-a-chip (SOC) technologies, which
offer a high-density integration of electrical components
with small power consumption. The size of implantable
stimulators has shrunk significantly over the years, mak-
ing the devices easier to implant.

Figure 37.1 shows a simplified block diagram of an
implantable stimulation system for FES applications.
The complete stimulation system is composed of an
external unit and an implanted device, outside and in-
side the human body, respectively. Figure 37.1 also
shows the core modules in the external and implanted
devices.

Due to the high power requirement (> 1 mW) of
FES applications, the limited capacity of a small in-
ternal battery may not be sufficient for stimulations
on a regular basis (daily). Thus, implanted devices are
usually inductively powered at radio frequency during
stimulation, or the internal battery is recharged during
idle time (nonstimulation period, e.g., at night when
the patient is sleeping) by an inductive link. The in-
ductive power link is essentially a transformer made
of two magnetically coupled coils. One of the coils is
embedded in the implantable device while the exter-
nal coil aligns with the internal coil for efficient power
transmission. The received alternating voltage across
the tuned coil is further rectified to DC voltage by a rec-
tifier in the power recovery unit. Then the rectifier’s
output is further regulated to one or more stable DC
voltage levels or pumped to an even higher voltage level
before regulation if a supply voltage higher than the
rectifier’s output is required. The recovered DC sup-
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plies provide the power required for the operation of
other circuit modules in the implanted device, such as
data uplink/downlink, digital control unit, and stimula-
tor output stage.

The data downlink in the implanted device allows
the implanted device to be remotely controlled by an
external unit. The controller interprets the stimulation
commands from the received data and guides the stim-
ulator output stage to generate appropriate stimulation
pulses. The stimulation commands usually accommo-
date a wide range of different stimulation profiles (e.g.,
the amplitude and duration of stimulus current) in or-
der to meet the different requirements of each individual
patient with specific SCI conditions.

Data downlink is only a one-way communication,
conveying information from the external unit to the
implanted device. It is also desirable to feed internal
sensed information back to the external unit via a data
uplink. Typical data transmitted to the external unit in-
clude humidity information inside the implant package,

electrode impedance, and status of the power supply.
This information helps to study the efficacy of stimu-
lation and monitor the status of the implant. The sensed
information is analyzed by an external device that may
modify the stimulation commands on the data down-
link if necessary. Thus the duplex communication mode
allows closed-loop control of an implanted device.

Another important module in implanted devices is
the stimulator output stage, which is functionally the
closest unit to the biological interface (the stimulating
electrodes and the tissue). It is responsible for gener-
ation of electrical stimulation pulses according to the
commands received from the control unit and delivers
the stimulus to the tissue impedance.

In this chapter, we intend to describe some of the
common principles in the design of integrated neural
stimulators, emphasizing the safe stimulation interface
between neural tissue and implantable electronics. The
topic covers stimulating electrodes, implantable cable
management, and stimulator output stage.

37.1 Stimulating Electrodes

37.1.1 Electrode–Electrolyte Interface
and Circuit Model

An electrode is an interface between a biological envi-
ronment and a stimulator. During stimulation, electrical
currents in metallic conductors, such as the implantable
electronic circuits, are carried by free electrons while
electrical currents in biological tissue and body flu-
ids are carried by the motion of ions. The electrode,
which itself is a metallic conductor, carries current by

Metal electrode Electrolyte

RFaradaic

Cdl

a)

Cdl 2

Electrode 1 Electrode 2

RFaradaic 1 RFaradaic 2

Rs

Cdl 1

b)

Fig. 37.2a,b Electrical circuit modes
for (a) an electrode–electrolyte inter-
face (b) the interelectrode impedance
for a dipole configuration

free electrons. At the electrode–tissue interface there is
a transduction of charge carriers in order to continue the
relay of current delivery.

To perform neural stimulation, at least two elec-
trodes (known as a dipole), a positive anode and
a negative cathode, are required. However, three or
more electrodes are commonly used in order to con-
fine the electrical field in a more localized volume of
tissue for better selectivity [37.7]. Figure 37.2a shows
the electrical circuit model for an electrode–electrolyte
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interface. The half-cell potential [37.8] for the electrode
has been omitted from the model because the same elec-
trode material is used to implement the dipole electrode
configuration in which the electrodes’ half-cell poten-
tials are the same and have been cancelled out. In the
model, Cdl represents the double-layer capacitor at the
interface. Depending on the type of metal conductor
used and the roughness of electrode surface, the Cdl
value is on the order of μF/cm2 [37.9]. Rfaradaic rep-
resents the Faradaic resistance, which is in parallel with
Cdl. Because of the double-layer capacitor effect, the
impedance of the electrode is frequency dependent. At
the same time, Cdl and Rfaradaic themselves are both
nonlinear time-varying components [37.10] that make
the accurate modeling of electrode impedance difficult.
Figure 37.2b shows the electrical circuit model for the
interelectrode impedance in a dipole. Rs represents the
electrolyte or tissue resistance between the two elec-
trodes, known as access resistance.

The equivalent model shown in Fig. 37.2 is impor-
tant from the safe stimulation point of view, because
it shows that the stimulation reaction at the electrode–
electrolyte interface is a combination of several elec-
trochemical processes occurring at different pathways,
each of which results in different charge delivery mech-
anisms. There are two primary mechanisms involved
for passing current from one medium to the other: ca-
pacitive charging (also known as non-Faradaic) or the
Faradaic process (also known as oxidation–reduction
reactions, or electrochemical reactions).

Capacitive charging involves the redistribution of
charged chemical species in an electrolyte. It charges
and discharges the so-called electrode double-layer ca-
pacitance. Ions in the tissue are attracted or repelled
by charge on the electrode to produce pulses of stim-
ulus current (ionic). No charge actually crosses the
electrode–electrolyte interface, but rather charge builds
up on either side, such as on the two plates of a ca-
pacitor. For a perfect capacitive electrode, Rfaradaic in
Fig. 37.2 is infinite, indicating there is no net charge
across the interface via the Faradaic process.

Since there is no net charge transfer across the in-
terface in a capacitive electrode, both electrode and
electrolyte maintain electroneutrality at any time. As
long as the charge density is below the limit that
a capacitive electrode can tolerate, only charge redis-
tribution occurs and capacitive charging is considered
safe in the neural environment. When the direction of
the applied current is reversed, the charge redistribution
is also reversed and the charge stored by the capacitor
in the first phase is recovered.

In a Faradaic process, the charge is injected from
the electrode to the electrolyte and vice versa. There is
a reduction process that acquires additional electrons
occurring at the negative electrode and an oxidation
process that removes excess electrons at the positive
electrode. One may generally think of capacitive charg-
ing as representing charge storage and the Faradaic
process as representing charge dissipation [37.11] or
leakage.

Unlike the capacitive electrode, the products formed
in the electrolyte in Faradaic charge injection cannot be
recovered upon reversing the direction of current if the
products diffuse away from the electrode–electrolyte
interface. Hence, Faradaic reactions are divided into
reversible and irreversible reactions. The degree of re-
versibility depends on the relative rates of kinetics
(electron transfer at the interface) and mass trans-
port [37.11]. If the kinetic process is fast relative to
the rate of mass transport, the Faradaic reaction is
reversible. With fast kinetics, the electrochemical prod-
ucts formed at the interface do not diffuse away from
the surface and are still stored near the electrode in-
terface. If the direction of stimulus current is reversed,
those products can be reversed to their original forms.
However, in a Faradaic reaction with slow kinetics, the
electrochemical products are able to diffuse away from
the electrode in the lengthy time frame and there is no
effective storage of charge at the electrode interface.
If the direction of stimulus current is reversed, those
products cannot be reversed to their original forms.
Thus, such a Faradaic reaction is irreversible. Irre-
versible Faradaic reactions result in a net change in the
electrochemistry of the environment that leads to elec-
trode dissolution, gassing, variation in the pH of the
electrolyte, etc. It potentially creates harmful chemical
species that are deleterious to the surrounding tissue
as well as damaging the electrode. Thus, an important
principle in long-term electrical stimulation is that irre-
versible Faradaic reactions should be avoided. Another
practical implication of this principle from a circuit’s
point of view is that all of the charge injected into the
tissue in one phase of a stimulation pulse has to be re-
covered afterward, preferably before the beginning of
the next pulse. This requirement, which is generally
known as charge balancing, is a safety measure that
avoids charge accumulation in the tissue and has to
be incorporated into all stimulation circuits [37.9]. The
reverse charge should be applied as soon as possible be-
fore the newly created chemical species diffuse away
from the electrode. However, this is not to say that the
recuperation phase should take place immediately after
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the first stimulation phase. A small interphase gap be-
tween the two phases is often useful in maximizing the
stimulation effect [37.12].

37.1.2 Safety Issues

The use of stimulating electrodes in a neural environ-
ment should ensure that desired physiological effects
are obtained and maximized while negative effects re-
main below a dangerous level. This section will not
discuss the general safety requirements that apply to all
the implanted electrodes, such as biocompatibility, but
rather electrode performance under stimulation.

During stimulation, a large amount of charge is
passed through the stimulating electrodes. A good
stimulating electrode should be able to carry enough
stimulus charge for neural excitation without exceed-
ing the safety limit of the electrode. The maximum
net charge (Qmax) that an electrode can tolerate with-
out causing any irreversible electrochemical reactions
at the electrode–tissue interface and the electrode itself
is given by Qmax = qA, where q and A are the geomet-
ric charge density and the surface area of the electrode,
respectively. For example, platinum (Pt) electrodes have
a charge density limit of 0.05 ∼ 0.15 mC/cm2 [37.13],
while the limit for activated iridium oxide is up to
3 mC/cm2 [37.14]. For any clinical application, the
maximum charge density for the electrode must be
higher than its practical usage, and it is suggested
that as large a safety margin between the practical
usage and the limit as possible be reserved for safe
stimulation.

Besides the charge density, the charge per phase is
also important in terms of safe stimulation. The stimu-
lus charge per phase is calculated by the integration of
the stimulus current over the stimulation phase (pulse
width) and is simply equal to the product of current
amplitude and pulse width if the stimulus current is
constant. Statistical results showed a significant cor-
relation between first-order tissue damage and charge

per phase [37.15]. McCreery found that the thresholds
for cochlear neuron excitation and damage were 1 and
3 nC/phase, respectively. Stimulating at charges greater
than 3 nC/phase resulted in damage in myelinated ax-
ons. Since the iridium electrodes used in McCreery’s
stimulation experiment were pretreated to have an elec-
trode charge density much larger than the charge per
phase during stimulation, the neural damage was un-
likely due to the electrode dissolution. The severity
of the tissue damage increased with higher charge per
phase [37.15].

Thus it is always better for a stimulator to sup-
ply a charge per phase that is just above the excitation
threshold. This not only saves power consumption but is
also considered safer by providing a wide safety margin
to the limit of neural damage.

However, meeting these two requirements is not
enough to guarantee safety. Electrode dissolution or
gassing at the interface may still occur, mainly due to
charge imbalance. The charge imbalance here indicates
stimulation pulses in which the charge in the stimula-
tion phase is different from the discharge phase. The
previous discussion on charge density and charge per
phase assume stimulation pulses with balanced charge.
There is a maximum amount of charge that an elec-
trode can tolerate. The accumulated net charge will
cause an increase in the electrode voltage. The region
of safe electrode voltage is known as the water win-
dow beyond which gassing and electrode dissolution
will occur. Taking a platinum electrode, for exam-
ple, the lower and upper bounds of the water window
are about +0.8 and −0.6 V, respectively, when using
an Ag/AgCl reference electrode [37.13], or +1.2 and
−0.8 V, respectively, when using a calomel reference
electrode [37.16]. Once the practical electrode volt-
age exceeds the safety limit (the breakdown voltage)
defined by the water window, unintended biochemical
reactions will occur at the interface. The byproducts
formed could result in deleterious reactions with nearby
tissue.

37.2 Implantable Cable Management

37.2.1 Current Limitations

For most implanted stimulation systems, the small stim-
ulating electrodes are placed at the stimulation site, near
the targeted muscles or nerves, while the stimulator
itself is placed at a more spacious or convenient loca-

tion. The stimulator is connected to the electrodes via
implantable cables (Fig. 37.1). These cables are com-
posed of several wires that carry stimulus current to or
from the electrodes. Assuming a dipole electrode con-
figuration, each stimulation channel will require two
dedicated wires to provide a stimulation path. Thus an
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N-channel stimulator will have 2 × N wires between the
stimulator and the electrodes. If each cable contains m
wires, it will subsequently require 2 × N/m cables. The
cable count will be even higher if a tripole (two anodic
electrodes and one cathodic electrode) configuration is
used. Due to the surgical difficulty of implanting many
cables, the number of stimulation channels is often lim-
ited by the maximum number of cables that can be
implanted. In this section, two detailed examples are
given to illustrate how this limitation affects the design
of implant systems.

The first example that shows the importance of
reduced cable count is the usage of a grommet in
the Finetech–Brindley bladder control implant [37.17],
which is one of the most successful implants in humans
with both CE and FDA (US Food and Drug Administra-
tion) approvals [37.18]. The CE marking is a mandatory
conformity mark placed on many products in the Euro-
pean Union (EU). A CE-marked medical device meets
all the regulations and requirements in the EU for med-
ical devices. The Finetech–Brindley implant is able to
stimulate sacral anterior roots of patients with SCIs to
empty their bladder or urinate on demand. In the im-
plantation procedure of the Finetech–Brindley implant,
silicone rubbers were used for adhesion and sealing.
However, the adhesion of silicone rubbers to the sur-
face of implant parts could be degraded by the presence
of a thin fibrous membrane between them, which com-
promised the hermeticity of the sealing [37.19]. This
can be disastrous if the implantable cables run through
a subarachnoid space because any hole in the seal will
allow cerebrospinal fluid leakage. The solution in the
Finetech–Brindley bladder implant was to apply a small
grommet encompassing all the implantable cables to the
subarachnoid space. The gap between the threaded ca-
bles and the inner wall of the grommet was filled with
silicone rubber. By having a grommet to encompass all
the cables, the growth of fibrous tissue is kept on the
outside of the grommet and the inside is not affected.
Additionally, the suitable stress tension provided by the
grommet helps to achieve a water-tight seal and solves
the potential leakage problem. A high cable count not
only requires a larger grommet for implantation, but
also increases the complexity of cable insertion and the
difficulty of filling all the gaps during implantation.

Another example is the sacro-lumbar anterior root
stimulator implant (SLARSI) [37.20], a stimulator de-
signed by the Implanted Devices Group, University
College London, to stimulate certain root levels for
leg movements and bladder control. Ten completely
independent channels are available in the stimulator

(see detailed root-channel mapping in [37.20]). In the
SLARSI, the stimulating electrodes are implanted in
the spinal canal at the cauda equina, while the stim-
ulator is placed in the abdomen. Besides the same
possible leakage problem as in the Finetech–Brindley
implant, the functions that can be provided by the
SLARSI are also limited by the interconnecting ca-
bles. In SLARSI, the stimulating electrode pairs are
configured in a pseudotripolar manner with the two
anodes in every stimulation channel shorted together.
Thus the number of wires required by this pseudotripole
configuration is the same as a dipole configuration.
Therefore, 10 channels will need 20 wires in total,
requiring 5 four-wire Cooper cables [37.21]. More
functions would be obtained for a SLARSI system with
more channels, but at present this is impossible because
the available space in the inner body for cable implanta-
tion is very limited and surgeons are reluctant to implant
more than 5 cables entering the spinal canal through the
dura.

Besides space constraints, complex cable man-
agement approaches are usually rejected by implant
surgeons due to the high risk of mechanical failure
and infection [37.22]. Usually, several wires are packed
into an implantable cable. Each wire is used to de-
liver a stimulus current, a power-supply voltage, a data
stream, or a clock, depending on the application. If the
insulation fails on only one wire inside the cable and
the stimulator is off at the time, it will still be safe be-
cause there is no applied potential (voltage difference)
between the exposed part of the broken wire and the
internal body. Hence, there will be no pathway for the
current to flow from the exposed part of the broken wire
in such a condition. However, if the stimulator is on,
current could flow between the exposed part of the wire
and the electrodes. When two or more wires are exposed
in a failure, current will also flow between the exposed
parts because of the voltage difference between them,
causing electrolysis. These would be severe safety haz-
ards for the tissue near the exposed area.

It is desirable for future implants to be able to stim-
ulate at many sites [37.23]. For example, by applying
FES on many muscles at the same time, the paralyzed
patient will not be limited to restoring simple leg move-
ment but may be able to transfer or walk again. Much
effort has been devoted to increasing the functionalities
of stimulators without complicating the implantation
procedure while maintaining a high level of reliability.
It is desirable to have a better stimulation system that
is able to manage implantable cables in a more efficient
way, reducing the cable count.
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37.2.2 Solutions

One approach to reducing the number of wires is to have
a separate device at each site, the BIONs method [37.26]
shown in Fig. 37.3a [37.24]. BION is an abbreviation
for bionic neurons. The term BION refers to a family of
wireless, injectable microelectronic modules developed
by researchers led by Loeb [37.26] at the University
of Southern California. The BION microstimulator is
available from Advanced Bionics Corp., Valencia, CA.
Each BION contains all the units in a central implant,
and since each is placed at the stimulation site, there is
no wiring. However, BIONs are not a panacea, not only
because of their high unit cost but also because there
are sites in the body where BIONs would be too large
or too nonspecific (current is not confined to the tar-
get nerve). Some BIONs contain rechargeable cells that
significantly increase their total size.

Another approach to reducing the wire count is to
connect some of the anodes on the electrode cuffs to
a common wire, but this leads to cross-talk between the
channels [37.27]. In that case, an N channel stimulator
will require N +1 wires for linking the electrodes with
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Fig. 37.4 Schematic illustration of branch–pod–pea structure (after [37.25] with permission from IEEE 2007)
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Fig. 37.3a,b Different cable management solutions: (a) BIONs ap-
proach, (b) demultiplexer approach (after [37.24] with permission
from IEEE 2007)

the stimulator, provided all the anodes are connected
together.

The third approach is to introduce a demulti-
plexer [37.28, 29] into the wire routing, as shown in
Fig. 37.3b. The demultiplexer controls the destination
of the stimulus current and is able to drive multi-
ple electrode cuffs. This approach reduces the number
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Fig. 37.5 An example of a data packet sent in a data wire

of wires from the central implant, having short local
wires between the demultiplexer and the electrode cuffs.
However, stimulating many cuffs simultaneously will
still require many wires between the central implant and
the demultiplexers. Furthermore, in order to make the
demultiplexer work, extra power wires and a data wire
that contains the information for the cuff selection are
required.

The fourth approach moves the stimulator output
stage to the stimulation site. Thus, stimulus currents are
no longer sent distantly to stimulation sites but gener-
ated locally at the stimulation site. When this is done,
each stimulation channel only has to be allocated a few
wires that are responsible for power and data (stimu-
lation commands). To distinguish different stimulation
channels, each channel will be assigned a unique ad-
dress. This requires an extra address wire that identifies
each individual channel. Thus different channels can be
activated sequentially by appropriate stimulation com-
mands from the data wire. The address can also be
modulated together with the stimulation commands in
the data wire. This reduces the total wire count, with
a small price of longer data packets that contain both the
selected channels and the stimulation commands. Al-
though the required driving wire for each stimulation
channel is increased from two (inward and returning
wires) to three (two power wires and one data wire
in serial bits), the same three wires can be shared by
all stimulation channels. Figure 37.4 [37.25] shows the
branch–pod–pea structure for the transmission of stim-
ulation commands and power from the central implant
to the stimulation sites. One stimulator chip is attached
to each stimulator pod that contains several electrode
cuffs (peas). All the stimulator chips share the same
three wires as the input. In the data wire, the same bit
stream is sent to all stimulator chips, but only the bits
that specifically point to a certain pea are utilized (each
pea in the pod is addressed). Figure 37.5 shows an ex-
ample of a data packet sent in a data wire. The data

packet is processed only if the synchronization word
in the packet matches the predefined sequence in the
stimulator ASICs.

The address section in a multibit data packet locates
the corresponding stimulator ASIC and the channel
(i. e., the pea) to be stimulated. The rest of the data
packet defines the amplitude and duration of the ca-
thodic and anodic currents generated by the ASIC. The
resolution of the current amplitude and phase duration
decides the length of the data packet. A fine-controlled
stimulus strength/intensity requires more bits in a data
packet. Additionally, a long data packet usually fea-
tures an error-check section, such as parity check, to
check for errors from either transmission or data decod-
ing. A data packet that fails the error check is discarded
and not utilized by the stimulator ASIC. In this scheme,
the stimulus current is generated onsite instead of in
the central implant. Thus, it avoids sending different
stimulus currents directly to the peas and using many
implant cables. Therefore, the branch–pod–pea struc-
ture of the implant system greatly reduces the number
of wires routed to the stimulation sites and is able to
stimulate more stimulator peas. The feasibility of such
a system requires the design of a stimulator output stage
small enough to fit at a stimulation site, which is usu-
ally spatially tight. The integrated circuit method is an
existing solution to minimize the size of many electrical
components by providing high-density integration.

In order to ensure fail-safe operation, the current be-
tween interconnecting wires exposed in a failure has
to be charge balanced. If the average voltage of each
wire is identical, there may be current from one exposed
wire to another at a certain time. But shortly there will
be current in the reverse direction, which will neutral-
ize the net charge. Since the charge is always balanced
over a long time period, it will not cause any harm to
nearby tissue. Thus, instead of dangerous DC, AC sig-
nals with the same DC components are transferred in
the wires [37.7].

37.3 Design of Stimulator Output Stage

The stimulator output stage is the interface between the
digital control unit and biological environment (i. e.,

stimulating electrodes and nerve tissue). The stimula-
tor output stage delivers stimuli (stimulation pulses) to
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the neural interface at a suitable frequency and is com-
posed of a stimulus current generator and an output
stage circuit (see below).

37.3.1 Stimulation Pulses

Stimulus waveforms are generally either monophasic or
biphasic in shape. A monophasic stimulus (Fig. 37.6a)
consists of repeating unidirectional pulses. Biphasic
waveforms can be realized in various forms, as shown
in Fig. 37.6b–d. Each of them contains a cathodic phase
where stimulus current flows through neural tissue in
one direction and an anodic phase in which the current
flows in the reverse direction.

Monophasic pulses are more efficient in stimula-
tion, requiring a smaller stimulus current to recruit
muscle contractions than biphasic pulses. Additionally,
the hardware used to generate biphasic pulses is more
complicated than that for monophasic pulses. How-
ever, biphasic pulses are used almost exclusively in
current implantable stimulators because they prevent or
minimize damage to stimulating electrodes and the un-
derlying tissue. It is important that the charge injected
into the electrode–tissue interface in one phase should
be equal to the charge that comes out of the interface
in the following phase. Thus there is no net charge ac-
cumulation at the interface. In some literature, the net
charge accumulation is measured by an equivalent DC
current. The product of the DC current and the stimula-
tion time gives the net charge for a certain period. The
symmetrical cathodic and anodic phases in Fig. 37.6b
are easy to generate, and the net charge is zero at the
end of a stimulation pulse. However, a large anodic cur-
rent that has the same amplitude as the cathodic current
may elicit another stimulation response. This compli-
cates the stimulation effect. Thus the anodic current is
usually limited to a certain percentage of the cathodic
current (Fig. 37.6c). In Fig. 37.6b, c the anodic phase is
active and square in shape. It is also possible to have
a passive anodic phase for charge balance. The passive
phase is achieved by shorting the stimulating electrodes
via a discharging switch in series with either a blocking
capacitor or a capacitive electrode whose electrode–
electrolyte interface serves as a good capacitor. In the
passive phase, the anodic current is at its maximum at
the start of the anodic phase and decreases exponen-
tially with time. Passive discharge is able to achieve
a high degree of charge balance if the passive phase is
long enough. However, compared with active discharg-
ing, passive discharging requires a longer recuperation
time, which limits the maximum stimulation frequency.

t

I

a)

b)

c)

d)

Inter-phase
delay

Cathodic Anodic

Fig. 37.6a–d Different stimulus shapes. Monophasic (a); bipha-
sic (b)–(d)

However, for FES applications, which usually lie in the
range of several Hertz to 50 Hz, passive discharging
is able to achieve a charge balance as good as active
discharging.

37.3.2 Current Generator Circuits

The current generator circuit is a key block in the
stimulator output stage. It converts the digital control
signals into an analog stimulus current or voltage and
passes it to the output stage circuit, which is in direct
contact with stimulating electrodes and nerve tissue.
The current generator circuit could be either current
mode [37.30] or voltage mode [37.31], realized by cor-
responding circuits as shown in Fig. 37.7a, b. In voltage
mode the stimulation load is connected to a bipolar
voltage source that generates both positive and nega-
tive voltages across the load, while in current mode
a biphasic current from the source is supplied to the
load.
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Fig. 37.7a–c Different stimulation modes: (a) voltage mode, (b) current mode, (c) charge mode

For voltage-mode stimulation, the switches on the
stimulation path are realized by transistors whose volt-
age drop can be reduced to almost zero by increasing
the transistor’s aspect ratio (W/L). Thus it is possi-
ble that the total power consumed from the supply of
voltage-mode stimulation is close to the load power
itself, which results in an efficiency close to 1. For
current-mode stimulation, besides the switches, there
are also one or two current generator circuits. The num-
ber of current generators depends on the power-supply
configurations. In order to provide a constant stimu-
lus current, the current generator circuit should have
a large output impedance, much larger than the load
impedance. This is usually done by cascoding several
transistors in a stack. The current generator circuit re-
alized by a cascode topology requires an additional
voltage drop across the current generator circuit and
dissipates substantial power in the output transistors.
This is a waste of energy and reduces the voltage
headroom available for the stimulation load. In cur-
rent mode, the voltage supply rails and the stimulus
current are usually kept constant during stimulation.
Thus the power consumption from the supply (stim-
ulus current × supply voltage) is also constant. This
wastes a significant amount of power at the beginning
of stimulation. Since power efficiency is of importance
in most implant applications, voltage mode seems to be
the right option. However, the magnitude of the current
delivered to the tissue is dependent on the interelec-
trode impedance (Ohm’s law). Thus in voltage-mode
stimulation, the stimulus current is affected by the in-
terelectrode impedance variation. Hence it is difficult to
control the exact amount of charge to the electrode and
tissue because the charge is a product of the stimulus
current and the stimulation time. Theoretically, voltage
mode may find applications in which the interelectrode

impedance is fairly stable. But in practice, due to tis-
sue growth over electrodes [37.32], the interelectrode
impedance is difficult to predict. To address the safety
associated with charge delivery, voltage-mode stimu-
lators usually feature extra complexity to measure the
charge flowing through the load, such as an integrator
circuit. However, in current mode, the current generator
circuit presents a much larger output impedance than
the electrode–tissue impedance; the influence of inter-
electrode impedance variation to the stimulus current is
small. Therefore, the amount of charge delivered per
stimulus pulse is easily controlled. Hence, the safety
level of current mode is higher than that of voltage
mode.

Recently, some researchers have proposed another
stimulation mode, known as charge mode. It com-
bines some characteristics from both voltage-mode and
current-mode stimulation. In charge mode, the load ab-
sorbs energy either from the electrode capacitance of
previously charged electrodes [37.33] or from a bank
of capacitors [37.34, 35], as shown in Fig. 37.7c. The
capacitance provides neither constant current nor con-
stant voltage, but rather transfers the charge to the load.
It applies a voltage waveform that is an approxima-
tion of the waveform that would appear at the load if
a current mode was applied. Since the charge is deliv-
ered to the electrode directly from intermediate voltage
supplies (the capacitors), it avoids the substantial unnec-
essary power consumption in the current source circuit
as well as providing large voltage headroom. However,
the impedance of the energy-storage capacitors may
be comparable to the electrode impedance, which lim-
its the amount of charge that can be transferred. As
a solution, it may be required to precharge the storage
capacitors to a higher voltage level before sharing the
charge with the stimulation load. Charge-mode stimula-
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Table 37.1 Comparison of different stimulation modes

Performance Voltage mode Current mode Charge mode

Voltage compliance Low High Low

Power efficiency High Low High

Safety on charge delivery Low High Medium

Stimulation-induced neural response Better Good Better

System complexity Size Small Small Large

Resolution Low High Low

tion saves power because some of the charge supplied
to the stimulation load is recycled from some other
capacitance instead of being taken directly from the
power supply. Therefore, it achieves a power efficiency
higher than current-mode but lower than voltage-mode
stimulation due to extra losses during precharging and
sharing [37.36]. Similar to voltage mode, the exact
amplitude of stimulus current in charge mode is not con-
trolled except for limiting the maximum amplitude. In
charge mode, the charge supplied to the load is from
intermediate sources, so the charge to the load does
not exceed the charge on the capacitor source, which
is limited by the capacitance and the voltage across
the capacitance. Thus the charge to the load is some-
how controlled. It provides a better safety standard than
voltage mode, but not as good as current mode. The
disadvantage of charge mode is that it requires large ca-
pacitors (which act as voltage sources) that tend to be
bulky and occupy lots of physical space. Kelly et al.
used five 1 μF capacitors for a 15-electrode stimula-
tion system [37.34], which would increase for more
electrodes. It is also difficult to achieve fine resolu-
tion in both voltage-mode and charge-mode compared
to current-mode stimulation since the former two are an
approximate method of producing a current pulse, and
increasing the resolution requires more voltage sources
or capacitors.

Unlike current mode in which the stimulus current
is constant and lasts for a certain period of time, volt-
age mode and charge mode are comprised of both high-
and low-frequency components at the output spectrum.
Since the true neural stimuli also contain high- and low-
frequency components, voltage mode and charge mode
are believed to be physiologically more efficacious in
stimulation [37.35].

The ultimate goal of FES stimulation is to achieve
more natural control of movement of paralyzed mus-
cles. This certainly requires a multichannel stimulator
that is able to stimulate many nerves. The size con-
straint excludes charge-mode stimulation because of the
bulky storage capacitors. A more natural stimulation ef-

fect also requires a wide range of different stimulation
strength that is best given in the current-mode con-
figuration. Additionally, current-mode stimulation also
gives the best safety standard in terms of charge deliv-
ery. Table 37.1 summarizes the performance of three
different stimulation modes in terms of voltage com-
pliance, power efficiency, safety on charge delivery,
stimulation-induced neural response, and system com-
plexity. The voltage compliance is the minimum voltage
drop across the stimulus source. In current mode, the
voltage compliance is the minimum voltage across the
current generator circuit at which the current generator
still provides a high output resistance [37.37].

Due to the aforementioned merits offered by
current-mode current generators, current generator cir-
cuits are extensively used for implantable neural
stimulators [37.30, 38–54]. The full-scale output cur-
rent varies from about 100 μA to 25 mA and the
resolution from 3 to 8 bits, depending on the applica-
tion. Desirable features for a current generator circuit
for use in implantable stimulators are (1) small out-
put voltage compliance, (2) high output impedance,
(3) good linearity, (4) low power consumption, and
(5) small silicon area. Table 37.2 summarizes the
performance of current generator circuits in various
topologies.

37.3.3 Safe Output Stage Circuits

A current generator is only responsible for generating
stimulus currents while it is the output stage circuit
that guides the stimulus current to the neural tissue
in a safe manner. A safe stimulation pulse received at
the tissue end should be charge balanced. However,
perfect charge balance is difficult to obtain. Various fac-
tors, including semiconductor failures, software faults
in the implant microcontroller, parametric shift after
implantation, crosstalk between adjacent stimulation
channels, and cable failures, can all lead to charge
imbalance [37.55]. The outcome of charge imbalance
is devastating because any excess charge accumula-
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tion over time leads to damage at both the stimulating
electrodes and neural tissue. The electrode itself could
dissolve into the solution if overdriven. The metallic
cations could form toxic products with the anions in the
solution. Usually, a high level of charge imbalance also
involves gassing at the electrode–tissue interface, which
disturbs the normal pH balance in the solution. A shifted
pH level can have a significant effect on cell function,
such as destruction of tissue [37.56].

Table 37.2 Summary of various current generator circuits for implantable stimulators

Current generator Full-scale current Power supply Resolution Tracking error a Linearity b

(V) (bit)

Binary-weighted transistors
with single bias [37.46]

600 μA ±7 4 7.24% No data

Binary-weighted transistors
with single bias [37.41]

600 μA ±7 4 < 5% Only waveform
illustration

Binary-weighted transistors
with single bias [37.50]

6.3 mA No data 6 source = sink c DNL and INL
< 0.5LSB

Binary-weighted transistors
with single bias [37.43]

126 μA ±3 6 No data Deviate from
the ideal current
by 2 LSB

Binary-weighted transistors
with single bias [37.40]

140 μA 1.8 or 3.3 5 < 2% DNL: 0.38LSB;
INL: 0.55LSB

Binary-weighted transistors
with single bias [37.47]

2 mA 5 5 No data Only waveform
illustration

Binary-weighted transistors
with single bias [37.48]

3 mA 5 5 No data DNL: −0.54LSB;
INL: 1.66LSB;

Binary-weighted transistors
with single bias [37.49]

1.5 mA 5 7 No data No data

Binary-weighted transistors
with single bias [37.53]

4 mA 5 5 source = sink DNL: 0.10LSB;
INL: 0.37LSB

Binary-weighted transistors
with digital driving [37.54]

1 mA 5 4 active sourcing
+ passive sinking

DNL: 0.032LSB;
INL: 0.065LSB

An array of unity current
generator [37.52]

5 mA 3 8 active sourcing
+ passive sinking;
5% error between
cathodes (sources)

1%

Identical transistors with
binary-weighted bias [37.44]

400 μA ±5 8 5.74% DNL: 2.11LSB;
INL: −3.11LSB

Active feedback [37.30] 600 μA ±6.5 6 1.2% DNL: 0.15LSB;
INL: −0.16LSB

Voltage follower [37.51] 1.3 mA No data No data source = sink No data

Voltage-controlled resistor
with analogue DAC [37.38]

210 μA 5 5 < 1% Degraded linearity
in saturation region

a Tracking error is the mismatch between sourcing (cathodic) and sinking (anodic) currents in one current generator circuit or between sourcing
currents in different current generators.
b Two parameters are commonly used to describe the linearity. The differential nonlinearity (DNL) defines the difference between the ideal step
amplitude and the real step amplitude and the integral nonlinearity (INL) defines the maximum difference between the ideal output and the real
output of the current source. Those nonlinearities are usually expressed in LSB units (where one LSB corresponds to the amplitude of an ideal
step).
c The same DAC current is guided to the stimulation load by a switch array as either cathodic or anodic current.

Charge imbalance can be corrected by actively mon-
itoring the change at the neural interface or by the use
of capacitive coupling.

Monitoring

Monitoring can be applied to at the stimulator-
electrode–tissue interface (Fig. 37.8a). Approaches in-
clude using a window comparator to monitor the inter-
electrode voltage [37.57], an on-chip sinusoidal wave-
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Table 37.2 (continued)

Current generator Output
impedance
(M�)

Voltage
compliance (V)

Silicon Area
(mm2) d

Process Year

Binary-weighted transistors
with single bias [37.46]

No data No data No data 1.2 μm CMOS 2005

Binary-weighted transistors
with single bias [37.41]

> 2 1 No data 1.2 μm CMOS 2000

Binary-weighted transistors
with single bias [37.50]

No data No data No data 1.2 μm CMOS 1999

Binary-weighted transistors
with single bias [37.43]

No data > 1 0.14 2 μm CMOS 1997

Binary-weighted transistors
with single bias [37.40]

No data 0.29 No data 0.18 μm CMOS 2007

Binary-weighted transistors
with single bias [37.47]

No data No data No data 2 μm CMOS 2001

Binary-weighted transistors
with single bias [37.48]

No data No data 0.01 1.2 μm CMOS 1995

Binary-weighted transistors
with single bias [37.49]

No data 1 No data 2 μm CMOS 1995

Binary-weighted transistors
with single bias [37.53]

No data 1 0.026 0.8 μm BiCMOS 1997

Binary-weighted transistors
with digital driving [37.54]

40 0.41 0.09 1 μm CMOS 2008

An array of unity current
generator [37.52]

2.5 0.85 No data 0.8 μm CMOS 2004

Identical transistors with
binary-weighted bias [37.44]

> 20 2.48 0.177
n +0.0265e 1.2 μm CMOS 2003

Active feedback [37.30] 1.3 0.5 No data 1.5 μm CMOS 2005

Voltage follower [37.51] No data No data No data No data 2000

Voltage-controlled resistor with
analogue DAC [37.38]

> 10 < 0.75 0.05 1.5 μm CMOS 2005

d The silicon area refers to the silicon occupation for realizing one current generator circuit. In the case of actively biphasic stimulations, the
current generator circuit includes both current source and current sink parts. If there are certain circuits shared globally by different current
sources/sinks, such as a voltage bias generator, the silicon area for the global circuit is divided and proportionally allocated to each current
generator circuit. The area data is not listed in the table if the literature data includes more circuits than the current generator circuit.
e n in the formula is the number of channels among which the multi-bias generator is shared.

form to measure the interelectrode impedance [37.58,
59], and an integrator to monitor the stimulus charge de-
livered over stimulation periods [37.60]. The measured
result is compared with a predefined reference value
and the output is used as an input to control the next
stimulation phase. Thus, in the next phase, the output
stage circuit may be subsequently switched off to pre-
vent neural damage or supply additional current in the
desired direction to neutralize the net charge. The ad-
vantage of this approach is volume saving since the
monitoring circuit can be integrated with the output
stage circuit. However, the monitoring circuit increases
the stimulator complexity, which itself increases the
probability of semiconductor failure.

Capacitively Coupled Shorting

Capacitively coupled shorting places a blocking ca-
pacitor (known as a coupling capacitor in some
literature [37.23, 61]) in the stimulation path. One
end of the capacitor is connected in series with
a stimulating electrode and the other end of the
capacitor goes to the stimulation circuitry, which sup-
plies the current, as shown in Fig. 37.8b. During
capacitively coupled stimulation, the difference be-
tween the cathodic charge and the anodic charge
(i. e., the net charge) is accumulated on the block-
ing capacitor. By periodically discharging the capac-
itively coupled load, the charge imbalance is cor-
rected.
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Fig. 37.8a,b Different safety features
against charge imbalance in stimu-
lator output stages: (a) monitoring
and active control, (b) capacitively
coupled shorting

The presence of the blocking capacitor provides
several unique safety functions [37.62] to ensure safe
stimulation. (i) Due to the pass AC, block DC character-
istic of capacitors, they prevent direct current passing
through the electrodes and tissue due to the absence
of a complete DC stimulation path. (ii) The block-
ing capacitor helps to limit the maximum net charge
and charge per phase during stimulation. For a given
power supply VDD, the worst-case charge density that
a blocking capacitor C would allow is VDD ·C/A, where
A is the electrode area. If this is less than the maxi-
mal allowable charge density for the electrode material,
the electrode cannot be overcharged by the stimu-
lator.

Compared with monitoring techniques, the capac-
itive coupling approach with a blocking capacitor is
relatively simple because of its unique safety features,
which provide solutions to ensure charge balance and
prevent excess stimulus charge in the event of failure.

However, for high-intensity stimulation, blocking
capacitors are large in volume. For example, to recover
partial leg movements, stimulus currents of about 1 mA
intensity and 1 ms pulse width may be required. The aim
is to minimize the voltage wasted across the blocking
capacitor so that most of the power supply voltage can
be made available to the load. To calculate the required
capacitance, the following elementary equation may be
used:

C = Istim
Δt

ΔV
, (37.1)

where Istim is the stimulus current amplitude, Δt is the
stimulus current pulse width, and ΔV is the change in
voltage across the blocking capacitor during stimula-
tion. For this numerical example, to limit the capacitor
voltage drop, to, say, 0.5 V, a 2 μF capacitor is required.
Clearly, it is impractical to implement such a large ca-

pacitor on silicon due to the size and cost constraints,
thus the use of off-chip surface mount capacitors. The
blocking capacitor value may be reduced at the expense
of a larger voltage drop across it, but this will result in
a higher supply voltage. Due to the large physical size of
blocking capacitors, stimulator designers would like to
avoid their usage for applications with many channels.

In [37.63], a high-frequency current-switching
(HFCS) stimulation scheme was proposed to mini-

Istim
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Tcathodic Tanodic
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Current
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Fig. 37.9a–c Waveform illustration of HFCS technique.
The long cathodic phase (a) is divided into two compli-
mentary high-frequency pulse trains (b) and (c) while the
discharging phase remains a long and passive period (af-
ter [37.54] with permission from IEEE 2008)
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Fig. 37.10 Circuit diagram for HFCS output stage using
parallel-blocking-capacitor configuration

mize the blocking capacitor from the microfarad range
to tens of picofarad. It is based on the idea that
a long continuous stimulation phase can be divided into
two complementary high-frequency trains, as shown
in Fig. 37.9 [37.54]. Thus, instead of a large off-chip
capacitor that can accommodate a stimulation pulse
in milliseconds, only two small capacitors that only
need to accommodate pulses tens of nanoseconds in
duration are required. According to (37.1), the output
stage based on HFCS only requires subnanofarad ca-
pacitors. Thus, the complete stimulator output stage
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Fig. 37.11 Circuit diagram for HFCS output stage using series-
blocking-capacitor configuration

can be fully integrated on a single silicon chip. Fig-
ures 37.10 and 37.11 show two different circuit topolo-
gies to implement the HFCS output stages, namely, the
parallel-blocking-capacitor configuration [37.54] and
the series-blocking-capacitor configurations [37.64].
A complete multichannel stimulator output stage uti-
lizing an HFCS technique is reported in [37.54] with
a silicon occupation of only 6 mm2.

The charge balance of an HFCS stimulator re-
lies on passive discharging using the capacitance
of platinum electrodes. The measured direct current
in the HFCS stimulator output stage under various
FES stimulation profiles were all smaller than 12 nA,
well below the safety limit for implantable stimula-
tion [37.54].

37.4 Conclusions

One of the most important requirements for implantable
stimulator design is its reliability at neural interfaces
in both long-term and short-term usage. A safe stim-
ulation system should maintain the original properties
of implanted devices, stimulating electrodes and neu-
ral tissue. This is necessary to avoid any deleterious
outcomes that might harm the stimulation environ-
ment. This chapter has provided an overview of the
safe usage of stimulating electrodes, implantable ca-

bles, and stimulator output stages. Various methods
and solutions have been discussed in terms of system
complexity, physical size, level of safety, and circuit
performance. As technology evolves, new solutions in
circuit and system domains are expected to emerge.
However, before any new solution can be applied in
human beings, it must be subjected to thorough per-
formance and reliability evaluations and in vivo and
in vitro trials.
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Cardiac Pacem38. Cardiac Pacemaker Systems

Armin Bolz

Pacemaker technology is one of the largest mile-

stones in Medical Technology. Over the past five

decades millions of patients benefited from the

advantages of this masterpieces of engineering.

Today all types of bradycardia and most tachy-

cardias can be treated successfully. Pacemakers

improve the quality of life significantly. They help

to avoid syncopes and dizziness. Pacemakers also

support the heart and improve the cardiac output.

State of the art pacemakers are no longer simple

pulse generators but cardiac rhythm management

systems.
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Pathological changes in the excitation formation or con-
duction within the heart are divided into bradycardiac
(decelerating) and tachycardiac (accelerating) clinical
characteristics. If there are bradycardiac changes, the
cardiac output is usually too low, causing the patient to
suffer from dizziness, a low maximum stress level, and
even problems with consciousness. In these cases, car-
diac pacemaker therapy can allow the sinus rhythm to
be restored and the symptoms can either be relieved or
eliminated altogether.

The idea of electrically stimulating the heart dates
back to the beginning of the last century with the work
of Burns and Aldini (a nephew of Galvani). But it was
1927 by the time Hyman built the first functioning
external pacemaker, a small electric clockwork-driven
generator. In 1948, Shockley, Bardeen, and Brattain in-
vented the transistor and made it possible to drastically
reduce the size of electric switching units, which also
advanced the development of pacemaker design. The
first implantable pacemaker was implanted in 1958 by
a Swedish doctor named Elmquist. This device was

made of 20 discrete components and weighed about
180 g. Pacemakers today weigh about 60 g and have the
functionality of a small computer.

Pacemaker therapy is based on the delivery of cur-
rent pulses, which lead to the artificial depolarization
of some cardiac cells. They go across the conduction
system of the heart, as well as across the gap junctions
(intercellular ionic bonding channels, which serve to
transmit the excitement directly from cell to cell), trig-
gering a complete contraction of the heart. Based on this
triggering effect of artificial pulses, this is referred to as
the all-or-nothing law. In principle, the current pulses
can be applied in four different ways:

Transcutaneous stimulation: In rare cases, the heart
is stimulated via externally applied electrodes. In prin-
ciple, this is possible, but this way is largely ineffective
due to the relatively long distance to the heart. This
requires high current intensity, which, in turn, triggers
unwanted contractions in the skeletal muscles. Exter-
nal stimulation only makes sense in emergencies, e.g.,
when using an external defibrillator.
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Esophagus stimulation: Esophagus stimulation is
a minimally invasive procedure. Here, a catheter is ad-
vanced via the mouth or nose into the esophagus so that
the electrodes come to rest near the atrium of the heart.
This approach is mainly used for diagnostic purposes
since the atrial position allows better differentiation
of atrial and ventricular action. Stimulation within the
esophagus does cause pain, however, which kept this
method from gaining widespread practice.

Transient intracardial stimulation: In many cases,
bradycardia is only temporary, requiring only tempo-
rary therapy (in general terms, this is referred to as
transient stimulation). This is used for the following
indications:

• Asystoles or external ventricular bradycardia with
acute sinoatrial (SA) and atrioventricular (AV)
blocks• Acute conduction defect in the case of a recent an-
terior myocardial infarction• Complicated pacemaker exchanges• As a prophylactic during cardiological operations• Acute poisoning, especially with pharmaceuticals,
such as digitalis or antiarrhythmics

In these cases, a catheter is pushed into the right
ventricle via a venous access. Alternatively, so-called

heartwires (flexible, insulated wires with a needle
at both ends) are fixed in the heart through the
chest wall. This is especially suitable for open-
heart surgery, since there is already direct ac-
cess. Pulses are generated via an external stimula-
tor.

Intracardial stimulation using implants: Especially
common, however, is permanent stimulation for the rest
of the patient’s life, for example, when the patient suf-
fers from the following conditions:

• Considerable defects in the auricular stimulus con-
duction system, such as SA or AV blocks of the
second or third degree or fascular blocks• Bradycardias and arrhythmias after cardiac infarc-
tion• A sick sinus node (sick sinus syndrome)• Carotis sinus syndrome (this clinical condition is
characterized by an oversensitivity of the pressore-
ceptors in the carotis sinus, where, for example,
heart activity is limited when one turns one’s
head)

Technically, all methods are very similar. Clinically,
however, the use of implants is especially important, so
in what follows, implant technology is discussed exclu-
sively.

38.1 Structure of a Pacemaker System

A pacemaker system consists of an external program-
ming device, the actual cardiac pacemaker, which
contains a battery and electronic elements, as well as
a pacemaker electrode (Fig. 38.1). The electrode is ad-
vanced almost exclusively via a venous access (e.g.,
the vena cava sup.) underneath the collarbone into the
right half of the heart and anchored there. Afterward, the

Programming
head

Programming
device

Pacemaker Electrode

Fig. 38.1 Structure of a pacemaker
system

pacemaker is connected and implanted subcutaneously
in a pocket of skin.

38.1.1 The Programming Device

When the pacemaker is programmed, the system should
be optimally adapted to the needs of the patient, and the
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lifetime of the battery should be maximized. With the
long running times of today, it can’t be assumed that
the conditions on the day of implantation will remain
constant over the entire lifetime of the pacemaker. It is
therefore necessary to be able to adapt the pacemaker to
changing conditions.

External devices that are usually based on a PC
platform and drive manufacturer-specific short-range
telemetric equipment are used for programming. This
data transmission, usually based on inductive near-
field coupling in a range below 100 kHz, allows the
implant to be queried/reprogrammed. To do this, the
programming head is first placed on the skin above the
pacemaker housing. Afterward, the current pacemaker
parameters, as well as diagnostic values (markers, event
histograms, ECG, etc.), are transmitted out and evalu-
ated. Finally, the updated parameters are reloaded into
the implant. The most significant programmable param-
eters include the following:

• Stimulation frequency (lower and upper limits)• Pulse amplitude and duration• Input sensitivities• Refractory periods• Hysteresis (difference between the intervention and
stimulation frequency)• Av delay and hysteresis• Pacemaker mode

The number of programmable parameters is mean-
while in the triple digits, and optimum pacemaker
programming requires special knowledge, requiring
supplemental education, even for cardiologists. For this
reason, automatic functions are being increasingly im-
plemented that allow the implant to adapt itself. In
addition, Web-based expert systems are being consid-
ered, or are already in the test phase, that are supposed
to ensure the constant availability of the most current
knowledge. For more detailed information, one must
refer to the respective pacemaker manuals or the cor-
responding special literature [38.1–4].

38.1.2 The Pacemaker

The pacemaker itself consists of a battery, the electron-
ics, a hermetically enclosed titanium housing, and an
epoxy resin connector for accommodating the electrode
(Fig. 38.2). Nowadays, lithium-iodide batteries (open-
circuit voltage about 2.8 V, capacitance about 1 Ah,
inner resistance a few 100 and 50 kΩ) are usually used
as a power source. With this type of battery, the anode is

Fig. 38.2 Cross-section of a DDD pacemaker (source:
Biotronik)

made of lithium and the cathode of iodine. In addition to
its extraordinarily low self-discharge (< 1%/year), the
lithium-iodide battery offers high stability of the inner
resistance beyond the discharge time. Only at the end
of the service life does the open-circuit voltage rapidly
drop. Lithium-iodide batteries thus offer the greatest
possible reliability with their long lifetime, small di-
mensions, and light weight. Today, they have running
times ranging from 5 to 10 years with this technol-
ogy [38.3].

The trend toward primary cells, or rechargeable
batteries, which are at the beginning of their techni-
cal development and are occasionally discussed even
today, offer no major advantages. The supposed pro-
longed service life must be weighed against the drastic
increase in aging-related failures after about 10 years,
which makes an implant change recommendable after
this time, anyway.

The electronics are usually designed as a hybrid,
multichip module. The once-used thick film technique
is being increasingly replaced by multilayer ceram-
ics due to the increasing complexity of the circuits.
Recently, brand new PCB technologies (e.g., Dycos-
trate) have been attracting interest, which, thanks to
their flexibility, allow electric connection technology to
be considerably simplified, thus improving the device
quality.

38.1.3 The Pacemaker Electrode

The pacemaker electrode or probe establishes the con-
nection between the pacemaker and the heart. It consists
of a connector, i. e., the plug for connection to the
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Fig. 38.3 Schematic structure of a pacemaker electrode

pacemaker, the electrode conductor, and the electrode
tip (Fig. 38.3). The connector configuration has been
standardized according to the IS-1 standard [38.4], so
that all modern electrodes can be connected to any
pacemaker.

One of the main technical challenges is the high
bending stress of about 40 million load changes per
year. For this reason, electrode conductors nowadays
are made of four individual coiled wires, which pro-
vide the highest possible reliability with high flexibility.
With a coiled wire, the bending radius is reduced, which
reduces the alternating load stress on the feed line ma-
terial (usually MP35N stainless steel). For this reason,
electrode breakage is no longer a major problem.

The newest developments in the area of multifocal
stimulation (Sects. 38.3.6 and 38.3.7) sometimes re-
quire very thin electrodes. In these cases, so-called DFT
wires are used, which are special wires with a sheath
made of MP35N and a silver core. These guarantee low
electrical resistances while also having high mechanical
strength.

Special demands are placed on the insulation ma-
terial. It must be biocompatible and also be able to
withstand the mechanical and chemical loads in the

Electric
field

Right ventricle

Bipolar
stimulation

Stimulus

ECG

Right ventricle

Unipolar
stimulation

Stimulus

ECG
Fig. 38.4 Electric field distribu-
tion and ECG for uni- and bipolar
stimulation

body. Right now, insulation made of silicone and
polyurethane are being used [38.3, 4]. Polyurethane has
a much lower friction coefficient, which is why it is es-
pecially preferred when implanting several electrodes
via the same vessel. Clinical experience has shown,
however, that when there is minor contamination, which
can hardly be controlled in production, this can lead to
hydrolysis, and thus to possible aging/brittleness, which
ultimately leads to a life-threatening short-circuit. For
this reason, several tens of thousands of electrodes from
different manufacturers had to be removed/replaced
a few years ago, which is why silicone is the preferred
insulation material today.

Furthermore, a distinction is made between uni-
and bipolar pacemaker electrodes (Fig. 38.4). Unipo-
lar means that the electrode tip acts as the cathode
and the pacemaker housing (or another counterelectrode
with a large surface area) acts as the anode. Due to
the considerably greater surface area of the pacemaker
compared to the electrode tip, the housing is also called
an indifferent pole. Bipolar probes also work with a ca-
thodic tip. The anode, however, is also placed in the
distal electrode area (about 2.5 cm away from the tip).
Bipolar probes are somewhat thicker and more rigid
than unipolar electrodes since they have two feed line
coils. It is hardly possible to repair electrode break-
age.

Important advantages of bipolar probe technology
are the insensitivity to electric potentials whose origins
lie outside the area where the electrode tip was im-
planted (potentials of the skeletal muscle, P-wave for
ventricular probes, R-wave for atrial probes) and the
lower risk of muscle contractions, even if higher energy
is delivered [38.1, 3]. In addition, interference due to
electromagnetic couplings in the feed lines cancel each
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other out. A widespread compromise is the implantation
of bipolar probes in the atrium of the heart (a smaller
potential requires a higher sensitivity and the suppres-
sion of interference signals) and unipolar probes in the
ventricle area.

The electrode head has direct contact with the en-
docardium. Its size, geometry, and surface structure
are major determining factors for the stimulation and
detection properties. A porous or fractal surface has
proven advantageous [38.5]. The probe head is an-
chored using various fixation systems (Fig. 38.5). One
distinguishes between electrodes with passive fixation
(barblike anchor systems out of the insulation material
of the electrode) and those with active fixation (system
of screws on the electrode head). The former are pre-
ferred for electrode anchoring in the strongly divided
surface of the right ventricle (trabeculae structure), and
the latter is used for anchoring in the smoother right
atrium. A hybrid type is the so-called J-electrodes,
which ensure stable contact with the wall thanks to the
J-shaped hook at the beginning of the electrode feed
line. They are mainly used in the atrium. Probes without
a fixation mechanism are used for transient pacemaker
stimulation in emergency situations and can be easily
removed again.

All described electrodes are fed transvenously to the
right heart. They stimulate the inside of the heart and
are therefore referred to as endocardial electrodes. Epi-
cardial electrodes, which are applied to the outside of
the heart, are no longer used for permanent pacemaker

a) b)

Fig. 38.5a,b Passive (a) and active (b) anchorable probe
heads of cardiac pacemaker electrodes. The top passive
electrode is a so-called J electrode. Below this follow
a bipolar and a unipolar standard electrode. The screw elec-
trode, which must be actively anchored, is shown once with
an extended tip (ready for screwing into the myocardium)
and, next to this, with a retracted tip (to avoid complica-
tions when inserting the electrode in the heart)

therapy. At most, they play a minor role in pediatric
applications.

Pacemaker electrodes are hollow on the inside. This
allows a reinforcement wire (mandrin) to be inserted
during implantation, which makes it easier to push in
the electrode. The mandrin is removed again before the
electrode is connected to the pacemaker.

38.2 The Functionality of a Cardiac Pacemaker

A cardiac pacemaker not only blindly stimulates at
a defined rate but attempts to synchronize itself to the
still-existing heart rhythm and only to intervene when
needed. Its structure can thus be divided into three basic
modules: (1) the input stage for detecting intracardial
electrical signals, and thus physiological events, (2) the
output stage for stimulating the heart, and (3) a control
unit, which takes the physiological demands, such as the
heart rate, synchronicity, etc., into account (Fig. 38.6).
The complexity of the control unit is determined to
a great degree by the type of illness and, therefore,
the stimulation mode to be used. A special section is
dedicated to this aspect (Sect. 38.3).

The Sensing Function

The input sensitivity of a pacemaker system describes
its capability to detect electric signals from the heart in

the millivolt range and to interpret them as a contraction
of the atrium/ventricle (perception, detection or sens-
ing function). The fundamental structure of the input
stage required for this is equivalent to that of an ECG
amplifier [38.2], whereby the boundary conditions of
an implant (size, supply voltage, energy requirement)
sometimes demand special solution approaches.

To differentiate between physiological heart sig-
nals and interference signals, input filters are used in
pacemakers. The filter characteristics have now been
standardized (e.g., DIN 7505, Part 9) in order to es-
tablish binding safety standards. The greatest input
amplification of a pacemaker after this stage lies be-
tween 30 and 70 Hz [38.6].

Furthermore, in clinical practice, an indirect mea-
sure for the frequency content of the electrical signal,
the maximum slew rate, which is easy to determine by
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Tele-
metry
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Control
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Detection
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Pulse
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Fig. 38.6 Fundamental block diagram of a cardiac pace-
maker

means of differentiation, is used. In order for a signal
to be detected as such by the pacemaker, it must exceed
a certain slew rate. The limit values of the slew rate lie at
0.5 V/s for the atrium area and at 1 V/s in the ventricle.

Another parameter for defining the perception func-
tion is the signal’s amplitude. The so-called perception
threshold or sensitivity of a pacemaker is usually pro-
grammable. In the atrium, one strives for an amplitude
of 2.5 mV. In the ventricle, values up to 10 mV are to
be registered. Often, real signals lie considerably below
this, however [38.1].

Another special feature is so-called blanking. The
detection channel is connected to the same electrode as
the output stage. The amplifier would be overdriven by
the stimulation impulse and be put out of operation over
a longer period of time. For this reason, shortly before
delivering a pulse, the inputs are decoupled by a tran-
sistor, which is generally referred to as blanking. A few
milliseconds after the stimulation pulse, the blanking
switches are closed again.

S2

S3

S1

+

n

Ubat

Cres

CC RL
diff

RL
indiff

Rshunt

Rfibrotic

Rtissue

RL
diff

CH
indiff · Ain

CH
diff·A

A

RF
indiff

Ain

Rextra

A

Cm·A
2

Different
electrode

Indifferent
electrode

Pulse generator Tissue

Fig. 38.7 Equivalent circuit of a stimulation system, consisting of a pulse generator, electrodes, and tissue

Logical blanking follows physical blanking in the
sense of a switch. This means that no detection events
within a certain window after the pulse are evaluated
by the following circuit. There are several reasons for
this. For one thing, vibration processes, which are un-
avoidable when an amplifier is switched on again, for
example, due to small voltage differences, are not mis-
interpreted as physiological events. For another thing,
refractory periods can be introduced this way, similar to
cellular behavior, where an input amplifier is switched
to become insensitive. The advantages of such a refrac-
tory period are explained in more detail in Sect. 38.3
with the introduction of various pacemaker modes.

38.2.1 The Stimulation Function

The behavior of a stimulation system is determined by
the actual impulse generator, the electrodes required for
coupling, and the tissue through which the excitation
current flows. A very detailed description of this system
can be found in [38.5].

The Pulse Generator

Nearly all pulse generators are based on the principle
of capacitor discharge, i. e., a so-called reservoir capac-
itor Cres is charged to a certain voltage via the switch S1
during the passive phase and discharges itself into the
tissue to be excited in the active phase via switch S2
and an additional coupling capacitor Cc (Fig. 38.7).
If the required stimulation voltage lies above the bat-
tery voltage Ubat, a charge-pumping circuit downstream
multiplies the voltage by the factor n.
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This setup prevents the battery from being directly
coupled with the myocardium in the event of a sin-
gle component defect (e.g., defective switch), which
would lead to electrolysis and thus to damage to the
surrounding tissue. This principle increases the safety
of the stimulators and is referred to as single failure
safety. The output voltage and current are thus in no
way constant with respect to time, but drop nearly ex-
ponentially, depending on the impedance of the external
components.

Since capacitive components (Cc as well as the lim-
iting phase capacitances of the electrodes) are charged
by the stimulation pulse, effective discharging between
the individual stimuli must be ensured. This is done us-
ing a so-called autoshorting switch S3, which is closed
during the passive phase.

The Electrodes

From an electrical engineering point of view, pace-
maker electrodes are solid-state electrolyte interfaces.
A detailed description of such systems can be found
in [38.2]. They therefore have capacitive properties due
to the Helmholz layer and possibly oxidized top lay-
ers. CH describes the specific Helmholz capacitance
in what follows, which only delivers the capacitance
that is interesting for the circuit after multiplying with
the geometrical electrode surface A. This way, surface
modifications, which lead to a roughening and thus to
a larger electrochemical contact surface, can be easily
considered in the model. RF correspondingly describes
the Faraday resistance and RL stands for the lead resis-
tance.

Table 38.1 Summary of the used parameters and their number values (after [38.7–10])

Parameter Range Average Source

Reservoir capacitance Cres 5–20 μF 10 μF 10

Coupling capacitance Cc 5–20 μF 10 μF 10

Spec. Helmholtz Polished surface 0.1–0.4 μF/mm2 0.2 μF 11

capacity CH Fractal surface 10–500 μF/mm2 40 μF 12

Lead resistance R1 10–100 Ω 50 Ω 10

Geom. electrode surface A 1–20 mm2 10 mm2 10

Surface of Unipolar 5–15 cm2 10 cm2 10
the indifferent
electrode Ain

Bipolar 20–100 mm2 50 mm2 10

Pulse duration T 0.1–2 ms 0.5 ms 10

Membrane capacitance Cm 0.01 μF/mm2 13

Tissue resistance R 30–70 kΩ 40 kΩ 14

Shunt resistance Rshunt 0.1–2 kΩ 600 Ω 10

Depolarization voltage Udep 30 mV 15

The Tissue

The excitation of at least one heart muscle cell (my-
ozyte) is required for electrically stimulating the heart,
i. e., a depolarization of its cell membrane. In its resting
state, the transmembrane potential is about −90 mV. If
this value is increased by a depolarization voltage Udep
of about 30 mV, automatic depolarization, and thus the
contraction, is initiated.

For stimulation using extracellular electrodes, a dis-
placement current is therefore necessary beyond the
cell membrane. The first approximation of the electri-
cal equivalent circuit for the target organ consequently
consists of a specific cell membrane capacitance Cm
and a parallel ohmic resistance Rextra, which takes
the extracellular space into account. There are three
other approximately ohmic contributions in addition
to this. Rfibrotic represents the resistance of the thin
layer of fibrotic tissue, which develops after im-
plantation between the electrode and the place of
stimulation. Rtissue describes the resistance of the tissue
between the place of stimulation and the counterelec-
trode. Rshunt stands for a leakage current, which is
not coupled into the target organ via the blood or
other tissues, but flows directly into the counterelec-
trode.

All named elements are at least known in terms of
their order of magnitude, so that quantitative estima-
tions are also possible (Table 38.1). Using the Laplace
transformation and simplifications

C1 =
(

1

Cres
+ 1

Cc
+ 1

Cdiff
H A

+ 1

Cindiff
H Ain

)
, (38.1)
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C2 = Cm A

2
, (38.2)

R = Rfibrotic + Rtissue , (38.3)

R1 = Rdiff
F + Rindiff

F , (38.4)

R2 = Rshunt , (38.5)

a = (R1 R2 + R1 R + R2 R) C1C2 , (38.6)

b = (R2 + R) C2 + (R1 + R2) C1 , (38.7)

and the two poles p1 and p2

p1 = −b−√
b2 −4a

2a
, (38.8)

p1 = −b+√
b2 −4a

2a
, (38.9)

yield the minimum pulse voltage, referred to as the
stimulation threshold, required for a successful stimu-
lation

Uthr = 2Udep

C1 R2

√
b2 −4a

exp(p1T )− exp(p2T )
. (38.10)

Similarly, one also gets a relationship for the charge
(important for calculating the service life), which
must be taken from the battery for every stimu-
lus [38.5]. The specific Helmholz capacitance has
special meaning for the development of new systems.
With increasing CH, both the stimulation threshold
and the charge threshold decrease. Clinically, this
means that electrodes with fractal surfaces have the
lowest energy consumption, and thus guarantee the
longest implant service life. In order to maximize
the ohmic parts of the tissue at the same time, the
electrode head should be as small as possible. This
design – a geometrically small head with a high spe-
cific interface capacitance – has become a standard

Unipolar, polished
Unipolar, fractal

0 0.4 0.8 1.2 1.6 2

Stimulation threshold Uthr (V)

Pulse duration T (ms)

1.3

0.9

0.5

0.1

Fig. 38.8 The stimulation threshold as a function of pulse
duration. An effective stimulation can be achieved for am-
plitude values lying above the curve

under the term highly ohmic electrodes in the last
5 years.

Figure 38.8 shows the dependence of the stimulation
threshold on the pulse duration. From the output volt-
age perspective, it is recommended to choose a large
pulse duration in order to avoid switching on a charg-
ing pump, which involves high conversion losses. At
the same time, however, it has become evident that
longer pulse durations increase the charge consump-
tion nearly linearly. From a clinical aspect, then, it
makes sense to select the shortest pulse duration that
is still possible without using a charging pump. To be
able to specify a simple rule of thumb for optimiz-
ing the pulse parameters, the two terms chronaxy and
rheobase have been empirically introduced, which can
be determined from the stimulation threshold curve.
The rheobase is a theoretical value and describes the
minimum voltage that triggers an electric cardiac re-
sponse for an infinite pulse duration. The chronaxy
is the pulse duration at the stimulation threshold for
a voltage twice the strength of the rheobase. Based on
experience, the energetic optimum lies near the chron-
axy [38.1].

38.3 Stimulation Modes

From a physiological standpoint, the two atria/two
ventricles are always excited together. For this rea-
son, a maximum of two stimulation sites – one in
the atrial or one in the ventricular plane – and, cor-
respondingly, a maximum of only two detection sites

are required. Based on this, the generally recognized
NBG code was developed for defining stimulation
modes.

The multifocal modes, which were recently intro-
duced for special heart disorders (interatrial conductive
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disturbance, cardiac insufficiency), allow biatrial/
biventricular stimulation, but are not yet included in the
NBG code.

38.3.1 International (NBG) Pacemaker Code

NBG code (NASPE/BPEG Generic Pacemaker Code),
which has been applied since 1988, describes the global
function of a pacemaker with the specification of a max-
imum of five letters, of which the first three are always
used, and the fourth and fifth optionally [38.3].

The first letter refers to the stimulation site:

V: Ventricle: Stimulation in the ventricle only
A: Atrium: Stimulation in the atrium only
D: Dual: Stimulation in both the atrium and the ventri-

cle
S: Single: Single-chamber stimulation in the atrium or

ventricle
0: No stimulation

The second letter stands for the place of perception:

V: Ventricle: Detection in the ventricle only
A: Atrium: Detection in the atrium only
D: Dual: Detection in both the atrium and the ventricle
S: Single: Single-chamber perception in the atrium or

ventricle
0: No perception

The third letter defines the operating mode, i. e., the
pacemaker function, which is triggered by a perceived
signal:

I: Inhibited: The pacemaker stimulation is suppressed
T: Triggered: A perceived signal leads to the pace-

maker delivering the pulse
D: Dual: Inhibition and triggering
0: No inhibition and no triggering

The fourth letter describes the programmability, teleme-
try, and frequency adaptation:

0: Not programmable
P: Programmable: Up to two functions are pro-

grammable
M: Multi programmable: More than two functions are

programmable
C: Communication: Data telemetry possible
R: Rate modulation: Adaptation of the pacemaker fre-

quency to a load-induced signal

The fifth letter refers to the antitachyarrhythmia func-
tion:

0: No antitachyarrhythmia function
P: Pacing: Antitachyarrhythmia stimulation
S: Shock
D: Dual: Pacing and shock

A variety of possible pacemaker modes result from
combining different detection/stimulation channels to-
gether with different operating modes. A detailed
explanation can be found in [38.2]. In what follows,
the two most common modes, the VVI and the DDD
modes, will be described in more detail.

38.3.2 VVI Pacemaker

The VVI pacemaker is a single-chamber pacemaker,
where one single electrode is anchored in the right ven-
tricle. It detects the ventricular activity in addition to
the fixed-rate ventricular stimulation of the V00 and
inhibits its output when an intrinsic ventricular event
occurs. Thus, a VVI system only stimulates when re-
quired, i. e., when the natural excitement fails, which is
why it belongs to the group of so-called demand pace-
makers. A schematic diagram is shown in Fig. 38.9.

The flow diagram in Fig. 38.10 shows the principal
mode of operation. The basic interval and the refractory
period of the ventricular detection channel are started at
the same time. If an intrinsic event is detected within the
refractory period, it is interpreted as interference and is
discarded. If it is detected outside of the refractory pe-
riod, the basic interval and refractory period counters
are reset. If no R-wave is detected, the VVI pacemaker
behaves like a V00 and stimulates after the basic inter-
val is over.

In the functional diagram in Fig. 38.11, the ventric-
ular stimuli are marked with “V”. As compared to the
V00 principle, R-events are added now, which indicate
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Fig. 38.9 Schematic diagram of the VVI pacemaker. The ventricu-
lar electrode (V) leads to a control and logistics circuit via an input
amplifier (1) and a monoflop for checking the ventricular refrac-
tory period (2), which also evaluates the output of the basic interval
counter (6). The stimulation channel is equivalent to that in the V00
pacemaker
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Fig. 38.10 Flow diagram of a VVI pacemaker

the detection of an R-wave. A third marking, plotted be-
low the counter display, indicates the end of the artificial
refractory period (RFZ-V) of the ventricular detection
channel.

In the ECG, the first two stimulated events (V) are
shown, which were triggered by the end of the basic
interval. A natural event (R) follows this, which was
detected outside of the refractory period and resets the
counter. The pacemaker doesn’t deliver a stimulation
pulse, i. e., it is in inhibiting mode. Afterwards, there is
an escape interval, since no intrinsic event is detected.
This is followed by another normal basic interval. The
ventricular extrasystoles (VES) that follow the stim-
ulated event (V) are detected as an intrinsic cardiac
excitement since they are outside of the refractory pe-
riod, which causes the counter to be reset. Afterward,
another escape and a basic interval follow with the as-
sociated ventricular stimuli.

Natural
stimulation,
SM inhibited

Counter
reset

Counter
reset

R R
V VV V VV

VES
SM-ECG SM-ECGSM-ECG

Natural
ECG

RFZ-V
SM-ECG

Natural
stimulation,
SM inhibited Fig. 38.11 Functional diagram of

a VVI pacemaker

Clinical Assessment of the VVI Pacemaker

The VVI pacemaker has an energy-saving mode. It only
becomes active when there is no intrinsic cardiac ac-
tivity (demand pacemaker). It also does not lead to
parasystoles and avoids stimulation in the vulnerable
phase. Like the V00 pacemaker, however, it is not able
to adapt the heart rate to physical exertion. The main
problem, however, is the loss of atrioventricular syn-
chrony, which can trigger pacemaker syndrome.

VVI Pacemaker Application

Bradycardias can be generally treated with a VVI pace-
maker. Extensive studies have proven in the last few
years, however, that the mortality of patients with a VVI
pacemaker are considerably higher than that of syn-
chronously stimulated patients. Therefore, the use of
VVI pacemakers only makes sense for patients with
atrial flutter or fibrillation in connection with an AV
block, as well as atrial paralysis (atrium which is not
able to contract).

38.3.3 Two-Chamber Pacemaker

In the case of the two-chamber cardiac pacemakers,
electrodes are applied to both the atrium and the ven-
tricle to ensure synchronous stimulation. Two principal
function options result from this – atrium- and ventricle-
based actions. In the case of the atrium-controlled
sequence, the basic interval counter and the newly
added AV counter (which simulates the natural PR inter-
val) always start at the same time. The ventricular-based
sequence, on the other hand, uses a series connection of
the two counters, whereby the AV counter must first run
down before the timer can be started, and vice versa.
The different approach can be especially well explained
using the example of a DDD pacemaker.
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Fig. 38.12 Atrium-controlled DDD
pacemaker. Both the atrium and the
ventricle have a detection and stim-
ulation channel. The basic interval
counter 6 is connected to the atrium
control unit, which influences the
ventricular control unit via the AV
counter

The Atrium-Controlled DDD Pacemaker

The disadvantages of the DVI pacemaker, especially the
danger of stimulation of an intrinsic atrial event in the
vulnerable phase, are remedied with the DDD pace-
maker (Fig. 38.12), which, from the rhythmology point
of view, is a kind of all-rounder among pacemakers. It
combines the AAI, VAT, and VVI functional modes.

Of all the pacemakers, the DDD pacemaker comes
closest to simulating the physiological function of the
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Fig. 38.13 Flow diagram of an atrium-controlled DDD pacemaker

heart. DDD means that stimulation and detection are
both possible in the ventricle and the atrium. The pace-
maker also masters the trigger and inhibition mode.

The AV interval is started after every atrial ex-
citation (natural or after the basic interval has been
artificially induced). If no ventricular heart activity is
detected, the ventricle is stimulated at the end of the AV
interval. Ventricular extrasystoles (VES) reset the basic
interval counter without starting an AV interval. This

Part
D

3
8
.3



778 Part D Therapeutic Devices

automatically leads to a compensation pause. The basic
interval counter is reset as a consequence when one of
the following three events happens

• An atrial stimulus is delivered,• A natural atrial excitation has been detected,• A natural spontaneous ventricular excitation occurs
outside of the AV interval (i. e., a ventricular ex-
trasystole).

In addition, after each event, the respective refractory
periods are started. As a special feature, an atrial re-
fractory period should be mentioned here, which begins
after ventricular events, in addition to those already
described. The task of this so-called postventricular
atrial refractory period (PVARP) is to detect ventric-
ular stimuli or to suppress their retrograde feedback
to the atrium. Without these protective measures, this
could easily lead to one’s own output signal being self-
detected, and thus to pacemaker-induced tachycardia.
Details are shown in Fig. 38.13.

Detection and stimulation in the atrium (P, A) and
ventricle (R, V) are shown in the first line of the func-
tional diagram (Fig. 38.14). The small upward dashes
indicate the end points of the refractory periods of the
atrium, and the downward ones those of the ventricle.
The second line of the functional diagram contains the
basic interval counter with the refractory periods of the
ventricles and the atria.

The bottom line is the AV counter, which has so-
called AV hysteresis. The AV interval can be prolonged
by means of a second trigger level as soon as the pre-
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Fig. 38.14 Functional diagram of an
atrium-controlled DDD pacemaker

ceding atrial event has been stimulated and was not of
a physiological nature. This way, the transit-time dif-
ferences are compensated, which ensures constant good
AV synchronization.

The third line in the functional diagram (Fig. 38.14)
contains the surface ECG. The ECG first indicates an
atrial pacemaker stimulation (A) with a subsequent arti-
ficial P wave. After the AV interval is over, the ventricle
is stimulated and the PVARP is begun. After the timer
has expired, the above-described cycle repeats itself.

Now a detected natural atrial excitation (P) follows.
The basic interval counter is reset and an AV interval is
started. Since this is a natural P wave, no AV hysteresis
is used. During the AV interval, no ventricular excitation
is detected, and therefore, after it is over, a ventricu-
lar pacemaker stimulus is delivered (V) and the PVARP
timer is started.

Then the basic interval timer runs out, after which
a pacemaker pulse is generated in the atrium (A). Even
before the AV interval is over, the R wave of the intrinsic
ventricular event is detected. The intended ventricular
stimulus is inhibited and the PVARP timer is not started.
The ventricular extrasystole that now follows is detected
by the pacemaker, which then resets the basic interval
timer and starts the refractory period.

After the compensation pause, another atrial (P)
and a ventricular pacemaker stimulus (V) follow. The
P wave of the subsequent natural ECG is detected by
the pacemaker (P) and the atrial stimulus is inhibited.
The detected R wave prevents a ventricular stimulation
since it occurs before the AV interval is over.
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Fig. 38.15 Flow diagram of a ventricle-controlled DDD pacemaker

DDD Pacemaker (Ventricle-Controlled)

The decisive advantage of the DDD system – the com-
plete synchronicity of both chambers – can also be
achieved with time control on the ventricular level, of
course. In the case of ventricular-based timing, the two
counters, AV and the basic interval (here also referred to
as the atrial escape interval), are in series and are never
active at the same time (Fig. 38.15).

First, measurements are made in the atrium. If an
intrinsic atrial event occurs, the AV counter is started
and an attempt is made to detect signals in the cham-
ber. If no atrial excitation occurs, an artificial atrial
stimulation is delivered at the end of an atrial escape in-
terval, and then measurement continues in the chamber.
If a natural excitation occurs in the chamber, measure-
ments are taken in the atrium and the associated timer is
started. If this is not the case, another ventricular stim-
ulus is delivered after an AV interval, the counter is
reset, and measurements are taken from the atrium. For
reasons of simplicity, refractory periods were omitted
here.

Clinical Assessment of the DDD Pacemaker. This pace-
maker comes closest to simulating the physiological
function of the heart. With this pacemaker, no pace-
maker syndrome is possible. It has an energy-saving
mode of operation. Only in the case of chronotropic in-
sufficiency is the system unable to adapt to the physical
stress.

Detecting the atrial electric action is dangerous
when the atria have tachycardiac arrhythmia. To pre-
vent ventricular tachycardia from occurring here, the
1:1 atrium/ventricle conduction frequency is limited.
If the atrial frequency exceeds this limit, referred to
as the maximum synchronization frequency, then there
is only partial conduction to the ventricle. For exam-
ple, the AV delay increases from beat to beat until
a beat is no longer conducted and finally the cycle starts
over (Wenckebach mode). Another possibility is to just
conduct every second atrial action to the ventricle.

A retriggerable atrial refractory period was introduced
under the term dual demand, which leads to a vari-
able prolongment when tachyarrhythmias occur, and is
therefore also considered to be a protective function.
Most of these methods, however, have the disadvan-
tage that they abruptly change the ventricle frequency
when an atrial tachyarrhythmia occurs, which patients
find unpleasant.

For this reason, more complex methods for react-
ing to tachycardiac atrial arrhythmia were introduced
recently under the term mode switching. The precondi-
tion for this is an algorithm for automatically detecting
atrial tachyarrhythmias. The state of the art nowadays
is the so-called “x out of y” algorithm, where a pro-
grammable minimum number x of PP intervals out of
a total number y of consecutive intervals must lie under
a certain limit. In this way, even irregular atrial tachycar-
dias are reliably detected. When such an arrhythmia sets
in, the pacemaker switches over to a ventricular stimu-
lation independent of the atrial action (e.g., VVI). After
the end of the atrial tachyarrhythmia, there is another
stimulation in DDD mode.

Application of the DDD Pacemaker. DDD pacemakers
are suitable for:

• Patients with normal sinus node function and AV
block,• Rare atrial arrhythmia,• Congenital long QT syndrome and torsade des
pointes (special type of ventricular tachycardia).

A special indication for using two-chamber stimula-
tion is hypertrophic obstructive cardiomyopathy. Due
to the formation of muscle contractures in the out-
flow tract of the left ventricle, blood is prevented from
flowing out. By choosing a very short AV delay and
sometimes also a stimulation in the outflow tract, the
muscular excitement can be modified such that the out-
flow tract obstruction is considerably reduced [38.1].
This pacemaker should not be used for supraventric-
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ular tachyarrhythmias. In this case, a VVI system is
indicated.

38.3.4 Frequency-Adaptive Pacemakers

Frequency-adaptive pacemakers allow the heart rate to
be increased in stressful situations, even in patients with
sinus node dysfunction. They are therefore indicated for
physically fit patients who have an insufficient heart rate
increase under stress (chronotropic insufficiency). The
frequency adaptation is achieved via sensors, which de-
termine the stress-related parameters and relate these to
the stimulation frequency (so-called interference cou-
pling). Up to now, a multitude of different parameters
have been tested [38.3], e.g.:

• Physical activity (vibration or acceleration sensors)• Respiratory minute volume• Blood temperature• Blood oxygen content

Other parameters were tested at the same time, but only
the physical activity measurement found practical ap-
plication. Thanks to miniaturized acceleration sensors,
it is technically easy to execute and responds immedi-
ately. The disadvantage is the nonphysiological sensor
information. Furthermore, passive movements (e.g.,
driving over cobblestones) is misinterpreted. The state-
of-the-art technology is therefore made of so-called
dual-sensor systems, where the movement information
is linked with a respiratory sensor signal based on the
transthoracic impedance. This way, the reaction times
are adapted and nonphysiological effects can be avoided
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Fig. 38.16 Simplified control diagram of the baroreflex (after [38.7])

by comparing both signals. Emotional stress or fever,
which can also cause the heart rate to increase, are also
not detected by this, however.

The currently most promising solution approach is
the development of regulating pacemaker systems. The
healthy body has several control elements for stabiliz-
ing circulation. In addition to an affected sinus node
when there is chronotropic insufficiency, the AV node,
the myocardium, and the vascular system also act reg-
ulatively. Regulatory systems are based on the basic
assumption that the control variables of intact control
elements can be used to determine the physiologically
correct heart rate. For example, an increased inotropism
indicates that a greater cardiac output is required, which
is used to increase the stimulation frequency. Fig-
ure 38.16 makes these relationships clear. The following
are currently being tested as input variables:

• AV delay (dromotropism)• QT interval of the intracardial ECG signal• Contractility of the myocardium (dp/dt)• Motion dynamics of the myocardium (acceleration,
impedance)

The dromotropic pacemaker is impressive with its el-
egance, but it can only be used with limitations, since
some people with chonotropic insufficiency also have
A-V dysfunction. The QT interval for detecting my-
ocardial contractility has already proven itself clinically
but under certain boundary conditions can exhibit pos-
itive feedback since other parameters also influence the
chamber action potential. The two latter approaches
seem to be especially promising now and are already be-
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Cardiac Pacemaker Systems 38.3 Stimulation Modes 781

ing clinically tested in prototype implants. Their further
clinical acceptance will depend on the degree to which
they are able to guarantee long-term stability. Due to
the sensors growing into the tissue, myocardial restruc-
turing, or just simply aging, these systems are subject to
drift, which requires recalibration.

38.3.5 Antitachyarrhythmia Pacemakers

One can attempt to end tachycardia both via a certain
sequence of stimulation pulses as well as via electric
shock. Since atrial tachycardia is being increasingly
successfully treated with catheter-supported ablation
methods, pacemaker treatment only plays a subordinate
role here. The main indication for electric rhythmiza-
tion treatment are dangerous tachycardiac ventricular
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Fig. 38.17 Semischematic diagram of biventricular stimulation. Stimulation electrodes are located in the right atrium,
right ventricle, and in a cardiac vein (V. cordis), which runs laterally over the left ventricle (LA left atrium, RA right
atrium, LV left ventricle, RV right ventricle, V. cordis)

arrhythmias. The corresponding systems are usually
offered in connection with a defibrillation option (so-
called ICDs).

38.3.6 Biatrial Stimulation Systems

It recently became clear that a pathological prolong-
ment in the interatrial transition period can lead to atrial
reentry tachycardia. For this reason, special pacemaker
systems have been developed that allow several con-
secutive stimulations at short intervals in both atria.
These so-called biatrial stimulation systems have mean-
while proven themselves in patients with prolonged
P waves. Technically, they are like a DDD system,
whereby, however, the second electrode comes to rest in
the left atrium. The challenge here is the development of
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suitable electrode systems. The state of the art for stim-
ulating the left atrium is access via the sinus coronarius.
This way, the implant remains in the low-pressure sys-
tem. This puts high demands on the flexibility of the
electrodes and the skills of the implant surgeon, how-
ever.

38.3.7 Biventricular Stimulation Systems

The objective of biventricular stimulation is the treat-
ment of serious myogenic cardiac insufficiency, in-
dependent of the cause that led to damage of the
heart muscle. Although optimizing the heart rate and
atrioventricular synchronization have already had favor-
able effects on patients with cardiac insufficiency these
methods are often unsuccessful in achieving sufficient
hemodynamic improvements. This is especially the case
for patients with a pronounced left bundle-branch block,
which leads to a desynchronization of the contraction of
the right and left ventricles [38.11].

The technical basis of biventricular stimulation is
an atrium-controlled ventricular pacemaker (DDD sys-
tem), which has an additional second ventricular output
for detection in the left ventricle. Here, the left ven-
tricular electrode is placed in a cardiac vein in the left
ventricle. The access path is the same as with biatrial
stimulation, via the sinus coronarius (Fig. 38.17).

This method, which is still very new, has al-
ready been introduced in clinical practice. Its long-term
success, however, can only be verified in broader
studies [38.12]. Improvements in the hemodynamic sit-
uation are to be proven with this special stimulation
method. In further development, improvement in the
electrode technology is necessary, and suitable parame-

VCS

RA

RV

LV

V

Fig. 38.18 Selecting a suitable pacemaker system (after
38.4)

ters for patient selection and for optimally programming
the pacemaker system are to be selected. The combi-
nation with an implantable cardioverter/defibrillator is
possible.

38.3.8 Selection Criteria

The correct selection of a suitable pacemaker system
still requires expert knowledge today, despite all the
automatic functions of the pacemaker, since an exact
diagnosis is often determined by essential details. Fig-
ure 38.18 attempts, however, to formalize the selection,
to at least provide a rough starting point.
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Introduction39. Introduction to Neuroprosthetics

Klaus-Peter Hoffmann, Silvestro Micera

Neuroprosthetics is a comparatively young, dy-

namically developing subject with double-digit

sales growth rates. Due to the preconditions on

implantability, biocompatibility, and miniatur-

ization, it is strongly linked to the development

of microsystems technology, nanotechnology, in-

formation technology, biotechnology, and the

application of new materials. The fields of appli-

cation of neuroprostheses are diseases associated

with impairments of myogenic or neurogenic

functions. These can lead to the loss of the whole

function. Neuroprostheses use electric stimuli to

stimulate neural structures, muscles or receptors,

in order to support, augment or partly restore the

respective disordered or lost function. Functional

disorders include paralysis after stroke, reduced

hearing, tremor as an example of movement dis-

orders, or the loss of an extremity. Often, the use

of a neural prosthesis can improve the quality of

life of the person concerned. The objective is to

help the patient to participate in everyday life.

Thus, cosmetic, ethical, and social aspects always

have to be considered.
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39.1 Neuroprostheses

Neural prostheses are applied with the objective of
compensating an existing motor or sensory neural dys-
function. They electrically stimulate myogenic areas
and neural structures in the peripheral, spinal, and cen-
tral nervous system to supplement, replace, or restore
neurological function [39.1]. However, neural prosthe-
ses can also be used to acquire and analyze bioelectrical
activity from the mentioned neural structures to control
technical systems (Fig. 39.1).

Two information transfers can be distinguished.
Inward information transfer can be accomplished by
activating any of the intact senses by appropriate
stimuli (cochlear or retinal implant) or by direct

electrical stimulation of neural tissue (brainstem im-
plant). Outward information transfer can be done
after recording bioelectrical signals associated with
neural or muscular activation. These signals can be
used for electrical stimulation of muscles (cardiac
pacemaker) or neural tissue (bladder stimulator) or
to control the movement of technical devices (hand
prostheses) [39.2]. In some cases information trans-
fer is not needed, for example in basic electrical
stimulation of muscular or neural tissue (neuromodu-
lation).

Figure 39.2 shows an overview of common neu-
ral prostheses. Cardiac pacemakers, cochlear implants,

Part
D

3
9



786 Part D Therapeutic Devices
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Fig. 39.2 Examples of the
application of neural pros-
theses

and implants for deep brain stimulation have been es-
tablished for years in clinical practice. Stroke patients,

paraplegics, and drop-foot patients can often be helped
by functional electrical stimulation. Implantable electri-
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cal stimulators are increasingly applied for the therapy
of chronic pain or incontinence using neuromodulation.
Other applications, for instance the retinal implant, are
in clinical trials. The research field of neuroprosthe-
ses is strongly characterized by preclinical experimental
work.

Cardiac pacemakers, cochlear implants, and deep
brain stimulation represent about 95% of the currently
implanted neural prostheses [39.1]. The state of the art
is characterized by progressing miniaturization and the
application of new biocompatible materials and manu-
facturing technologies.

39.2 Application of Neural Prostheses

39.2.1 Cardiac Pacemaker

So far, the most frequently used neural prosthesis is the
cardiac pacemaker. Electrical stimulation of the heart
is applied to compensate for pathological changes of
the generation and transmission of stimuli, including
cardiac arrhythmia. With appropriate stimulation, the
respective symptoms and thus the effects on the patient
can be positively influenced.

Classical cardiac pacemakers have been applied for
many years. They are designed as a single-chamber
system for stimulation in the right atrium or the right
ventricle, or as a dual-chamber system. The latter
enables the correction of disorders in atrioventricu-
lar transmission. As frequency-adaptive systems, they
adapt their stimulation frequency to the respective phys-
ical strain of the patient.

The therapeutic concept also includes regular af-
tercare of implant patients. In the future, this can be
supplemented by the use of telemedical systems for
remote monitoring. Event-related data can be transmit-
ted to a medical center by mobile radio and internet
technologies. If necessary, this can be supplemented by
automated alerting of the physician. Moreover, future
developments for cardiac pacemakers include stimu-
lation of the left chambers. Also, vagally controlled
cardiac pacemakers are undergoing preclinical testing.

39.2.2 Cochlear Implant

In many cases, cochlear implants enable the restoration
of auditory impressions and speech comprehension.
Thus, deaf children can often be introduced to hearing
and speaking. For the application of a cochlear im-
plant, the auditory nerve has to be intact and healthy.
A cochlear implant substitutes lost functions of the in-
ner ear. It is placed in the cranial bone behind the
ear. The stimulating electrode is positioned in the
cochlea. The number of separate channels including
the corresponding electrodes determines the informa-

tion bandwidth that can be achieved. An external speech
signal processor with microphone and coil receives the
acoustic signals and transmits them to the implanted re-
ceiver. The required energy is telemetrically transmitted
together with the converted acoustic signals.

Although the speech processor has to be set individ-
ually for each patient, the comprehension of acoustic
signals and thus hearing and understanding has to be re-
learned. For many patients, lip-reading is significantly
facilitated after the operation, and their ability to follow
conversations is improved. It is recommended to sup-
ply the patient with cochlear implants on both sides, to
improve spatial hearing.

If both auditory nerves have lost their function, the
application of a cochlear implant is not reasonable.
Here, acoustic sensations can be achieved by stimulat-
ing the higher tracts, e.g., in the nucleus cochlearis (in
the brain stem), to enable rudimentary hearing. Stimu-
lation of the auditory center is also conceivable.

39.2.3 Deep Brain Stimulation

Severe movement disorders can be treated by electrical
stimulation deep inside the brain. Especially for pa-
tients with Parkinson’s disease, this yields a therapeutic
approach. Charge-compensated short rectangular elec-
trical stimuli, for instance in the nucleus subthalamicus,
inhibit the pathologically overactive regions. Similar to
the cardiac pacemaker, the neurostimulator is implanted
between the skin and the pectoral muscle.

Previous applications of deep brain stimulation
have often been associated with an improved psychic
situation. First results of stimulation of the nucleus
accumbens in obsessive-compulsive disorder patients
indicated improvements with respect to speech, mood,
and motor behavior.

A promising approach is the electrical suppression
of epileptic seizures. Several studies indicate that elec-
trical high-frequency stimulation can inhibit a spacious
synchronization of neurons. However, this method is
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only applied in patients whose seizure disorders cannot
be treated by pharmaceuticals or surgery.

39.2.4 Bladder Stimulation

Besides impaired mobility, paraplegic patients can suf-
fer from reduced control of internal body functions, for
instance control of urinary flow. Accompanying sur-
gical means can restore the storage function of the
urinary bladder of paraplegics. Electrical stimulation
of the sacral roots enables controlled bladder voiding
without catheter. Besides the positive social aspects, the
bladder stimulator also yields a reduced risk of infec-
tion.

39.2.5 Human–Computer Interfaces

Patients with locked-in syndrome, amyotrophic lateral
sclerosis or paraplegia often have difficulties in commu-
nicating with their environment. With human–computer
interfaces, technical systems can be controlled by
recorded biosignals of the peripheral or central nervous
system. Thus, lost communication channels can be re-
stored, and the patients become able to interact with
the environment. Often, recording, amplification, analy-
sis, and the generation of the control or communication
signals is computer-aided, including integrated micro-
processors (embedded systems).

One branch is the brain–computer interface con-
trolled by cerebral activity changes. Here, systems

recording the signals with surface electrodes (EEG-
controlled), plate electrodes placed on the cortex
(ECoG-controlled) or implanted multielectrodes (elec-
trode arrays) can be distinguished. The objective of all
mentioned systems is the control of special output de-
vices (for instance the cursor on a computer monitor)
or the control of technical systems or actuators (e.g.,
technical grapplers or prostheses).

39.2.6 Extremity Prostheses

Hand prostheses belong to the group of prostheses of
the upper extremities. The realization of the various
grasping movements of the hand, e.g., cylindrical grasp,
pincer grasp, lateral grasp, spherical grasp, is a technical
challenge. Myoelectrically controlled hand prostheses
are the state of the art. They use muscle action poten-
tials from the remaining muscles of the forearm. The
envelope of the recorded activity is proportional to the
number of activated muscle fibers and thus to the mus-
cle force. Therefore, it can be used as a control signal for
prostheses. The precondition for a coordinated move-
ment is the ability of the prosthesis wearer to selectively
and independently tense various muscle groups.

The introduction of microcontroller systems inte-
grated in the prostheses enables controlled movements
with regulated grip velocity and grip force proportional
to the muscle signal. The proportional control makes
high demands on the quality of the recorded surface
EMG signal.

39.3 Specific Technological Features

39.3.1 Biocompatibility

One of the main preconditions for the application of
neural prostheses is their biocompatibility. This means
the execution of a desired function in a specified ap-
plication with an appropriate host reaction. Often, the
provocation of biological functions and reactions is
desired and the aim of the use of neural prosthe-
ses. This desired compatibility between a technical
system and the biological tissue in the sense of an
adaptation of the structure and surface of the implant
to the receiving tissue is denoted as biocompatibil-
ity. Surface compatibility includes the adaptation of
the chemical, physical, biological, and morphologi-
cal surface properties of the implant. The adaptation
of the implant structure to the mechanical behavior

of the receiving tissue yields structure compatibil-
ity.

The verification of the biocompatibility for the com-
plete system is done in three stages:

• In vitro tests with isolated cells, cell cultures, and or-
gan structures with the objective to collect possible
changes of the implant surface, to observe a pos-
sible dissolution of material components, e.g., ion
release from metals, to determine corrosion and so
on. Short-term as well as long-term exposure is ob-
served.• In vivo tests with animal models (mice, rats, dogs,
rabbits) as long-term tests with the objective to ob-
serve the occurrence of toxic effects, the change of
the tissue morphology, and the carcinogenic poten-

Part
D

3
9
.3



Introduction to Neuroprosthetics 39.3 Specific Technological Features 789

tial of the material. Histological examinations are
used for the evaluation.• Clinical studies are performed to monitor allergenic
and inflammatory reactions.

Implantation site, implantation time, applied materials
and their function determine the application of a neu-
ral prosthesis. In any case, the production process can
influence the material biocompatibility. Plasma activa-
tion is one example of changing the biocompatibility of
surfaces.

39.3.2 Encapsulation

Neural prostheses have to be encapsulated for two rea-
sons: first to protect the implant against influences of
body fluids, and second to protect the organism in
the sense of biocompatibility. Moreover, electronic cir-
cuits have to be shielded from corrosion and possible
occurrence of short circuits. Another function is the
mechanical protection of the implant against forces pro-
duced by the body. It is essential that the encapsulation
must not influence the function of the implant. Also,
the sterilizability of the encapsulated implant has to be
ensured.

For cardiac pacemakers, titanium housings have
been applied for many years. Here, the metal housing
can often be simultaneously used as counter electrode.
Other materials include ceramics, (e.g., for cochlear
implant) or glass (e.g., BIONsTH). For flexible mi-
croimplants, silicone, parylene, polyimide or other
polymers are used as encapsulation materials.

39.3.3 Energy Supply

Lithium iodide batteries are the classical form of energy
supply for implantable neural prostheses. For a suffi-
ciently small design, they provide energy for a duration
of 5–10 years. These batteries are for instance ap-
plied to cardiac pacemakers and deep brain stimulators.
For other applications, e.g., retinal implant or cochlear
implant, alternative energy sources have to be found.
Often, the required energy is transmitted telemetri-
cally. Future concepts are based on energy generation
from the immediate environment of the implant. This
can for instance be achieved using biochemical, piezo-
electric, thermoelectric, electromagnetic, capacitive, or
thermomechanical generators. These concepts require
the design of an adaptation of the electrical properties of
transducer, storage, and consumer. The specific param-
eters depend on the transduction mechanism from high

voltage capability for piezoelectric to ultralow voltage
for thermoelectrical transducers.

39.3.4 Electronics

The application of neural prostheses makes high de-
mands on the respective electronics. They have to
ensure the function of the implant over a very long pe-
riod. Thus, they have to be self-verifying and have to
transmit the respective operating state as well as poten-
tial errors to the outside. The design of the electronics
has to be space-saving. An interaction with other di-
agnostic or therapeutic methods, for instance MRI, HF
surgery or defibrillator, should have only little influence
on the function. In recent years, the fast-paced develop-
ment in microelectronics has led to smaller and smaller
volumes. In order to minimize galvanic processes at the
electrode, an additional circuit component is necessary
for decoupling of DC components. Examples are mono-
lithic circuits and low-voltage applications. It has to be
mentioned that especially in the field of neuroprosthet-
ics, low-voltage and low-power integrated circuits (IC)
are of great benefit for recording of nerve and muscle
signals. For stimulators, ICs with high-voltage technol-
ogy or discrete components, which can be used as an
end stage to provide the necessary current, have to be
generated. In order to avoid corrosion of electrodes,
very low input bias currents are necessary. Moreover,
the general demands on a medical product and the elec-
tromagnetic biocompatibility have to be met.

Cooner wires
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electrode

cut

Omnetic
connector

Integrated
electronics

Cables Sieve electrode

0.5 cm
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b)

Fig. 39.3a,b Sieve electrode with multiplexer. (a) Elec-
trode structure; (b) embedded multiplexer (after [39.3])
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Microfabrication processes enable the design of
novel kinds of electrodes including active electronics.
The preprocessing of recorded signals is possible very
close to the recording electrode. This can minimize the
influence of superimposed artifacts and increase sig-
nal quality. Integrated electronic circuits can reduce the
number of connection lines to the electrode. An ex-
ample of such an electronic integration is the sieve
electrode with a multiplexer [39.3, 4] (Fig. 39.3).

39.3.5 Signal Processing

On the one hand, neural prostheses stimulate myogenic
or neurogenic tissue; on the other hand, they record bio-
electric signals. Here the biosignal or the stimulus has
to be adjusted to the technical system or the biological
tissue, respectively. For instance, the cochlear implant
receives external acoustic signals, analyzes them and,
after an appropriate interpretation, converts them into
a stimulation signal. This requires an immediate sig-
nal processing at the implantation site. Integrated digital
real-time signal processors (DSP) allow the implemen-
tation of sophisticated analysis routines and algorithms.
This includes filtering, detection of certain signal fea-

tures (e.g., spikes), and their classification based on
Fourier transformation, wavelet analysis, neural net-
works etc. First, analog signals are converted into digital
series and thus become computer-usable. These data
are further processed in microprocessors, by the use of
suitable algorithms.

In the example of the cochlear implant, the acoustic
signal is decomposed into individual frequency bands,
and after signal adaptation, each frequency band is as-
signed to one stimulation electrode. Thus, tonotopic
stimulation of the cochlea is enabled.

39.3.6 Signal Transmission

The transfer of data from and to the implant is often re-
alized by inductive interfaces. This enables a concurrent
energy supply of the implant. The field of an external
transmitting coil is coupled to the receiving coil of the
implant. For data transmission, the carrier wave of the
transmitter is modulated. Taking the cochlear implant
as an example, a power of 30 mW can be transmitted,
with a simultaneous data rate of 400 kBit/s. The com-
munication of the implant to the outside can generally
be achieved by the same means.

39.4 Biological–Technical Interface

39.4.1 Electrodes

For technical interactions with the neural system, inter-
faces are needed. Implantable microelectrodes represent
the direct interface between biological tissue and tech-
nical systems. They transform the ion current of the
biological system into a current of electrons [39.5].
Electrodes are used for both stimulation and record-
ing of biological potentials. Although their surface is
generally small, low contact impedance between elec-
trode and tissue is required. This can be achieved by
electrolytic treatment of the metal electrodes, surface
structuring, coating with polymer structures, integration
of nanoparticles etc. Traditional electrode materials in-
clude silver, silver/silver chloride, platinum, platinum
black, gold, iridium, and iridium oxide.

Two different kinds of electrodes can be distin-
guished: flexible and stiff electrodes. One example of
stiff electrodes is the Utah electrode array [39.6]. This
array of 10 × 10 silicon-based needle-shaped electrodes
is used for measuring of the extracellular potentials
of neurons and single-neuron action potentials. The

length of the electrodes is currently limited to 1.5 mm.
By using μ-wire electrical discharge machining from
a pure tungsten block the length can be increased to
5 mm [39.7].

The advantage of flexible electrodes is that they are
able to move with the tissue in which they are im-
planted. Compared with silicon electrodes the Young’s
modulus is much lower. The materials used most for
flexible electrodes are polyimide and polysiloxane (sil-
icone). Polyimide is light (1.42 g/cm3) and can be
fabricated as very thin films (10–15 μm). The water ab-
sorption is smaller than 0.5%. Using photolithography
arbitrary geometric structures can be realized.

The design depends on the application (Fig. 39.4).
The cuff electrode is a circumneural electrode. It is
placed around the peripheral nerve like a tube. Thereby
the electrodes are positioned inside the cuff to get in
close contact with the nerve.

The concept of the shaft electrode is to insert it into
the neural tissue. It has a needle shape with multiple
electrode sites. This results in a closer contact between
the electrode site and the nerve fibers.
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Cuff electrode Shaft electrode Sieve electrode tf-LIFE electrode

Peripheral nerve

Vestibularis Retina Cortex Epimysium

Fig. 39.4 Examples of flexible implantable microelectrodes made of polyimide

The sieve electrode is placed between two cut ends
of a nerve trunk. As a guidance and fixation for the
nerve, silicone tubes are placed at both sides of the
sieve. The nerve fibers regenerate through the holes of
the sieve electrode. The sieve area is circular in shape
with a diameter of 1.8 mm. The 571 holes of the sieve
are 40 μm in diameter and hexagonally arranged. Ring-

Invasiveness

Selectivity

(Surface electrode) (Implantable microelectrodes)

Intraneural

Intrafascicular

Interfascicular

Circumneural

Epineural

Subcutaneous

Cutaneous

Fig. 39.5 Se-
lectivity versus
invasiveness of
electrodes

shaped electrodes encircle 27 of the holes [39.3]. The
advantage of the sieve electrode is the possibility to se-
lectively contact sensory and motor nerve fibers. Thus it
is possible to record signals from afferent fibers as well
as to stimulate efferent fibers.

A kind of intrafascicular electrode is the thin-film
longitudinal intrafascicular electrode (tf-LIFE). It com-
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bines a loop of a thin polyimide multisite electrode with
Kevlar fibers including a thin needle. This needle can
be used as guidance to implant the thin-film electrode
longitudinally into the nerve. Additional electrodes are
placed directly on vestibularis, retina, cortex or epimy-
sium. So they can be used to stimulate electrically or to
record neural or muscular signals [39.8].

The selectivity of the electrode increases with its
invasiveness [39.9]. Surface electrodes are placed on
the intact body surface and are thus noninvasive. They
exhibit a very restricted selectivity. In addition, the bio-
logical tissue, which is situated between the electrode
and the source of bioelectrical activity or the struc-
ture to be stimulated, changes the form of the signal.
Electrodes introduced intimately in the biological tis-
sue are considerable more selective. However, they have
the disadvantage of invasiveness with all its side ef-
fects. Also, the design and the implantation method can
influence the selectivity. Anyway, there is a strong cor-
relation of selectivity and invasiveness (Fig. 39.5)

39.4.2 Interfaces
for a Bionic Hand Prosthesis

The natural hand is a very complex system. With
a weight of only 400 g, a volume of 50 cm3, and the
possibility of 22 degrees of freedom, humans can gen-
erate a grip force of more than 500 N. Force, velocity,
and precision can be controlled according to the type
of grasp. Approximately 17 000 different sensors are
used for this regulation. So the loss of an extrem-
ity has always been a dramatic event for the person

User Biological–technical 
interfaces

Signal
conditioning

Actuators
sensors

Human

Electrodes
• Motor cortex
• Efferent fibers
• Muscles

Motor control (outward information transfer)

Amplifier

Amplifier

Signal
processor

Control
unit

Hand
prosthesis

Stimulator Signal
processor

Embedded
sensors

Sensory feedback (inward information transfer)

Electrodes
• Afferent fibers
• Skin areas

Fig. 39.6 Sche-
matic of
a bidirectional
bionic hand
prosthesis

concerned. For compensation of a lost hand, both cos-
metic and functional aspects have to be taken into
account.

Bionic hand prostheses use neuronal signals to con-
trol hand movement and give information to peripheral
nerves as sensory feedback. Therefore bidirectional
interfaces and sensors are necessary. Proprioceptive
sensors detect hand position and movement. Exterocep-
tive sensors acquire the nature of the environment and
the quality of the grasp. As biological–technical inter-
face, implantable microelectrodes like cuff electrodes,
sieve electrodes, and thin-film longitudinal intrafasci-
cular electrodes (tf-LIFEs) are used. These electrodes
allow a bidirectional interface for recording neural ac-
tivities and for stimulating afferent nerve fibers [39.10].
The concept of bidirectional bionic hand prosthesis is
shown in Fig. 39.6. Motor control of the hand prosthe-
sis can be established by placing electrodes inside the
motor cortex [39.6, 11], the peripheral nerve [39.12]
or directly epimysially [39.13]. Sensory feedback re-
quires electrodes placed on afferent fibers or skin
areas.

In this system, implanted microelectrodes record
the innervation rate transmitted by the motor cortex
to the peripheral nerve. The signals are amplified,
A/D converted, and telemetrically transmitted to the
actual hand prosthesis. Here, a control signal corre-
sponding to the innervation rate is used to generate
the desired movement. The hand prosthesis is equipped
with sensors to record, e.g., temperature, holding pres-
sure, and surface morphology of the held object. These
measurement values can be transmitted to a stimula-
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tor electrically stimulating the afferent fibers via the
implanted electrodes. In the sensory cortical projec-
tion areas, the corresponding sensation is generated.
Thus, it can become possible to provide a feed-
back on the grasp and hold function of the hand
prosthesis, including the properties of objects, to the
patient.

39.4.3 Thin-Film Longitudinal
Intrafascicular Electrode (tf-LIFE)

Design

The microelectrode system is based on a double-sided
longitudinal flexible multielectrode, the so-called tf-
LIFE (thin-film longitudinal intrafascicular electrode),
which was basically designed by Yoshida [39.14]. This
electrode combines a loop of a thin-film electrode with
a filament loop including a thin needle. This needle can
be used as guidance to implant the thin-film electrode
longitudinally into the nerve. It is intended as a selective
electrode system for recording and stimulation applica-
tions in the nerve fascicle. To this end, the system is
penetrated through a nerve with the aid of a sharp tung-

A

4.66 cm

7000μm 2cm

2800μm 3270μm

22
50

μm

3270μm

200μm 200μm

1000μm
600μm

40
μm

100μm

600μm

Fig. 39.7 Elec-
trode assignment
and dimen-
sions of the
tf-LIFE. GND
are the ground
electrodes, L0
and R0 are the
counter elec-
trodes, and
L1–L4 and
R1–R4 are the
working elec-
trodes for each
side of the loop,
respectively

sten needle and an additional supporting wire such that
it can be fixed around the application area. The needle
and the supporting wire are directly removed after the
implantation procedure. Only the thin-film electrode is
placed into the nerve. Depending on the implantation of
the electrode a high selectivity can be achieved [39.9].

The active part of the electrode is made of flexible
polyimide thin films. The polyimide acts as substrate
and as insulator on which platinum tracks are sput-
tered and the active sites are realized. The mechanical
properties of the polyimide give great flexibility to the
active part of the electrode, decreasing relative drifts
between the tissue and the electrode associated with
fibrous encapsulations. The basic requirement for all
components that directly interact with the biological tis-
sue is biocompatibility of the used materials. Especially
for electrodes, biocompatibility has to be investigated
under stimulation as well as recording conditions. Elec-
trode materials with stable electrochemical properties
like electrochemical impedance and corrosion stability
are needed [39.8].

The tf-LIFE microstructure consists of a polyimide
substrate with an overall thickness of 10 μm and an
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overall length of over 5 cm (Fig. 39.7). On both ends of
the structure there are bonding pads to contact the flex-
ible part with an adaptor (made of Al2O3 ceramic via a
screen printing process) for applying additional wires.
These bonding areas are attached opposite to each other
on each side of the adaptor (mirrored), which results
in a looped structure of the thin-film electrode. The
working electrodes (four electrodes on each side) and
the proximal electrodes (counter and ground electrodes
on each side) are on the outer part of the loop. The
ground electrode has a width of 200 μm and a length of
2500 μm, and the counter and working electrodes have
a rectangular shape of 100 μm×40 μm with a semicircle
of 40 μm diameter attached on each side. The connec-
tion lines and electrodes are made of a 300-nm-thick
platinum layer.

The additional guiding wire is also made of poly-
imide with a width of 200 μm, an overall thickness of
20 μm, and a total length of 4 cm (2 cm as a loop).
This guiding wire is pulled around the assembled flex-
ible electrode loop on the adaptor and then glued on
a tungsten needle with medical-grade instant adhe-
sive. Several investigations have shown the reliability
of the polyimide guiding wire regarding its mechanical
strength as well as the sufficient bonding strength of the
glued wire/tungsten connection.

Polyimide

1. First layer polyimide Substrate

Metallization

2. Resist for lift-off

Resist

3. Applying of the circuit paths and
electrodes

4. Removal of the resist (lift-off)

5. Second layer polyimide

Resist

Aluminum

6. Applying and structuring of the
aluminum etch mask

7. Opening and separation with dry
etching (RIE)

8. Removing the structures from the
substrate

Fig. 39.8 General
process sequence
for the mi-
cromachining
development of
flexible thin-film
microelectrodes
based on poly-
imide substrate
material (af-
ter [39.8])

Micromanufacturing

Microelectrode processing consists of different process
and development steps and needs well-defined design
parameters [39.8].

Four main steps can be distinguished:

1. Design phase
2. Processing of thin-film microelectrodes
3. Assembling of the flexible microelectrodes to wires

and/or plugs
4. Encapsulation of the assembled system regarding

the needs of the application.

Designing of microelectrodes starts with CAD de-
velopment of photolithographic masks, which defines
the implant shape and the electrode design. Important
points are the connection lines and electrode sides,
depending on application, location, and implantation
method. For effective system integration to combine the
microscopic with the macroscopic world the adaptors
should be carefully designed.

Based on a micromachining process polyimide (PI
2611, Du Pont) is used as carrier layer for connection
lines and pads as well as the electrode material. Af-
ter applying a 5-μm-thick substrate layer of polyimide
on a silicon wafer, a single metallization layer of plat-Part
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inum is sputtered. After a lift-off process the polyimide
top layer of 5 μm thickness is applied and then coated
with aluminum as etching mask for the subsequent dry
etching process to open the electrode area and the con-
nection pads. After the removal of the etching mask,
the wafer is cleaned and the single structures (thin-film
electrodes) are removed from it. The process flow is
shown in Fig. 39.8.

After removing the single structure from the sil-
icon carrier wafer the thin-film electrode is bonded
on a ceramic-based adaptor, which is made via screen
printing. On the other side of the bonded adaptor 12
cooner wires (AS631) are soldered on the connection
pads of the ceramics (six wires on each side). The
wire bundle is covered with a medical-grade silicone
tube with a diameter of 2 mm and an overall length
of 50 cm. On the other side of the wires an Omnet-
ics plug (Type NPD-12-WD-12.0-CSMT) is assembled
which is also connected and encapsulated to the silicone
tube.

The micro flex interconnection technique (MFI) is
used for bonding of connection lines on flexible foils to
a substrate (Al2O3, FR4 or glass) to build up a strong
and reliable connection between a flexible foil and the
adaptor [39.4]. By this, easy soldering or welding of
wires and plugs on the adaptor system is possible. For

a) b)

10μm

2μm

Fig. 39.9a,b
Microstructured
platinum.
(a) Scanning
electron mi-
croscopy picture
of a micror-
ough platinum
electrode sur-
face. (b) tf-LIFE
during the coat-
ing process.
The same setup
is used for
impedance spec-
troscopy

more complex approaches electronics have to be placed
directly at the electrode. Integrated circuits (ICs) should
be used to reduce the size of the system. A special
bonding technique was developed to connect electron-
ics to a flexible thin-film structure. Gold bonds can be
placed through a hole of the thin film on the contact
pad of the IC. On the side of the gold ball, the thin-
film electrode needs a ring contact around the hole. By
this method a mechanical as well as an electrical contact
between electrode and IC can be achieved. Additional
components like capacitors or resistors can be placed in
a similar way or can be glued by conductive epoxy or
soldered to pads of the flexible substrate.

For protection of the electrode and to ensure bio-
compatibility of the electrode system, coating of the
structure with Parylene C and silicone is necessary.
Parylene C is a biocompatible polymer that is deposited
directly on the substrate from the vapor phase in mi-
croscale gaps. So it can be cured to a wide range of
geometrics [39.15]. The sterilization method is gas ster-
ilization with ethylene oxide.

Characterization and Optimization

Electrode characterization is used to determine the be-
havior in a physiological environment and to optimize
mechanical and electrical parameters. It is an important Part
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step in the fabrication process of implantable microelec-
trodes. The methods used are valuable tools for quality
management to evaluate the different process steps and
parameters.

To increase the effective area of a microelectrode
the electrode contacts can be coated with microrough
platinum (Fig. 39.9). This leads to lower impedance as
well as a higher charge injection capacity [39.16].

For electrical stimulation with microelectrodes,
charge injection capacity has to be considered. This
means the maximum amount of charge per area that
can be reversibly injected with the respective elec-
trode. If this value is exceeded, irreversible Faradaic
reactions occur with corrosion of the electrode, shift
of the local pH value, air bubbles at the electrode
surface, and finally damage of the surroundings. For
an electrode made of platinum a maximum charge of
approximately 64 μC/cm2, and after coating with mi-
crorough platinum of approximately 524 μC/cm2, can
be injected [39.17].

For recording of biosignals the impedance of
the electrode in comparison with the amplifier input
impedance is important for the signal quality. After the
electroplating process to coat platinum electrodes with
microrough platinum, the electrodes’ impedance is sig-
nificantly reduced by a factor of approximately 100,
depending on the signal frequency (Fig. 39.10).

a) b)
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Fig. 39.10a,b Typical impedance investigation of a tf-LIFE structure (fourth generation) with a pure sputtered platinum
surface (a) and after an electroplating process with a microrough platinum surface (b)

Electrical impedance spectroscopy is a useful
method to determine the specific impedance by in vitro
investigation in 0.9% NaCl solution. This test speci-
fies the quality of the electrode and its functionality.
Using a three-electrode setup a current in a frequency
range of 10–100 000 Hz is applied between the working
and the counter electrode, mostly a platinum electrode.
The resulting electrical potential is measured between
the working electrode and the reference electrode, usu-
ally a Ag/AgCl electrode. The relation between input
signal (current) and output signal (voltage) is used to
calculate impedance and phase. Figure 39.10 shows
a typical impedance investigation of a tf-LIFE structure
with electroplated platinum electrodes.

An additional electrochemical characterization
method is cyclic voltammetry. A triangular voltage is
applied and the current through the electrode is recor-
ded. If the measured current is plotted versus the po-
tential, the reversible potential limits can be identified.
The charge storage capacity of the electrode can be
estimated by calculating the area inside the result-
ing hysteresis loop. Furthermore, pulse tests, corrosion
tests, and leakage current tests are very helpful to esti-
mate the long-term behavior of the electrodes.

Typical methods for optical characterization are
light microscopy, and Fourier transform infrared (FTIR)
spectroscopy. With laser profilometry the surface of the
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Table 39.1 Tests to be performed according to ISO 10993

Raw material tests (e.g., electrode material, Kevlar fiber)

Cytotoxicity ISO 10993-5

Acute toxicity test ISO 10993-11

Intracutaneous reactivity ISO 10993-10

Final product investigation (electrode implant with
adaptor system, wires, and equipment)

Cytotoxicity ISO 10993-5

Genotoxicity ISO 10993-3

Implantation ISO 10993-6

Ethylene oxide residuals ISO 10993-7

Irritation test ISO 10993-10

Sensitization test ISO 10993-10

Systemic (acute) toxicity ISO 10993-11

Bioburden test ISO 11737

electrode is scanned with a laser beam to obtain its pro-
file. Scanning electron microscopy (SEM) is used to
analyze the microrough structures of the electrode.

Mechanical characterizations are mainly focused on
the structural parts of the electrodes like the stability of
the substrate.

Biological Characterization

and Tests in Animals

Before an electrode structure can be implanted in hu-
mans or animals, biological characterization including
the assessment of biocompatibility has to be done.
According to the ISO 10993 European standard, the
following tests have to performed to ensure that the

a) b)

c)

d)

tf-LIFE

Wires

Connector ceramic
Electrode structure 
with 8 single 
electrodes

Implantation tool

Tungsten needle

Ground electrode (GND)

Counter electrode (L0)
Single electrodes
(L1, L2, L3, L4)

L1 L2 L3 L4L0

GND IF-LIFE 4

Peripheral nerve

Electrode structure

Human hair to compare the size

Single electrode (L4)

100 μm

40 μm

Fig. 39.11a–
d Thin-film
longitudinal in-
trafascicular
electrode (tf-
LIFE)

electrode system is suitable for implantation (Ta-
ble 39.1).

The tf-LIFE was implanted in the sciatic nerve
of rats and rabbits. They can be inserted longitudi-
nally or transversally into the peripheral nerve tissue
(Fig. 39.11b). Thus the electrodes are placed inside and
parallel to the nerve fibers or perpendicularly to them.
Histological studies after 3 months of chronic applica-
tion in rat peripheral nerve have shown that the tf-LIFE
caused only minimal damage to the nerve [39.18]. The
electrodes can selectively collect nerve signals and pro-
vide a good interface to analyze sensory information
from peripheral nerve fascicles [39.19].

Different kinds of algorithms are approached for
processing of signals recorded with tf-LIFEs. Espe-
cially, the wavelet is a very efficient tool. Various
sensory stimuli were applied to the hind leg of the
animal and the elicited signals were recorded. After
wavelet denoising and spike sorting, vector machines
were successfully trained to use the spike waveforms of
the signals to achieve decoding information regarding
various sensory stimuli [39.20].

Using tf-LIFEs, it was shown that specific infor-
mation is provided on the possibility of extracting
and appropriately interpreting the neural code for mo-
tor commands and of delivering sensory feedback by
stimulating afferent fibers [39.19]. The result showed
that both the extraction of motor information and the
restoration of sensory function are possible.

Four tf-LIFEs (Fig. 39.11) were implanted in the
median and ulnar nerves of an amputee. Thirty-two
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channel signals were recorded with Grass amplifiers in
a frequency range of 100–10 000 Hz. To stimulate the
afferent fibers the Grass stimulator delivered trains with
square pulses. Rectangular cathodal pulses of duration
10–300 μs and current intensity 10–100 μA were em-
ployed [39.12]. Because the maximal current density
for platinum electrodes is 1.5 mA/cm2 the stimulation
current for each working electrode of the tf-LIFE struc-
ture was limited to approximately 80 μA. The optimal
active sites for sensory feedback were characterized
starting with stimuli of 10 μA amplitude and 10 μs du-
ration. Electrical characterization of the electrodes has
been performed showing impedance values in the range
of 5500–7500 Ω for active and 400–500 Ω for ground
electrodes at 1000 Hz [39.21].

The bionic hand is a stand-alone version of the Cy-
berHand prototype with five fingers actuated by six

motors. Proprioceptive and exteroceptive sensors are
embedded [39.22].

Activity classes were identified using denoising
and spike-sorting algorithms. Up to 85% of individual
movements were correctly classified. Discrete tactile
sensation was elicited from different stimulation sites
in the median as well as the ulnar nerve. The sensa-
tion magnitude was modulated by pulse frequency. The
results showed that tf-LIFEs implanted in peripheral
nerves can be used for tactile feedback and to con-
trol independent types of handgrip of a bionic hand
prosthesis. Tf-LIFEs can be implanted and used in
humans for several weeks with a high success rate,
picking up signals with a good signal-to-noise ratio.
Multiple electrodes in different nerves with numerous
contacts guarantee a reliable flow of signals [39.12,
21].

39.5 Future Developments

Future developments within the field of neuroprosthet-
ics are characterized by proceeding miniaturization, the
application of new materials and technologies, as well
as the integration of cognitive technical systems. Also,
misunderstood basic issues related to the coupling of
neurons with technical materials have to be clarified.
Bioactive substances released after implantation can en-
hance biocompatibility. Thus, research in the field of

Artificial vestibular system

Implantable interfaces,
electronics, circuit

Decoding of
motor activity

Learning
algorithms

Algorithms for
sensory feedback

Invasive sensory feedback

Fig. 39.12 Closed-loop neu-
ral prostheses for vestibular
disorders: CLONS Project
(after [39.23])

neuroprosthetics is still characterized by experimental
and preclinical work.

Current fields of application include:

• Central paralysis, e.g., paralysis due to stroke• Paralysis due to lesions of the spinal canal• Hypoventilation of central origin, sleep apnea• Deafness, blindness
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• Multiple sclerosis, seizure disorders, depression,
Parkinson’s disease• Pain, cluster headache• Weakness of the bladder, incontinence, impotence• Vocal cord paralysis.

Autonomous active implants working as closed-loop
systems could be developed for different therapeutic
applications or rehabilitation using cognitive technical
systems. The association of an implanted smart stim-
ulator to stimulate the vagus nerve with an interacting
and smart monitoring system can be used for control of
the cardiovascular system [39.24].

Another new research area is the 3-D vestibular
neural prosthesis [39.23]. An innovative closed-loop
sensory neural prosthesis is able to restore vestibular
information by stimulating the semicircular canals elec-
trically. Inertial sensors embedded in a device attached
to the head and donned by the user provide the infor-
mation for stimulation. Innovative learning algorithms
process concurrent sensory and motor data (Fig. 39.12).

Future neural prostheses will be smaller and more
intelligent. New biocompatible materials will establish
additional chances. Microactuated electrodes on the ba-
sis of shape memory will allow movable interfaces. In
this way, the optimal position of electrical contacts can
be searched inside the nerve and a loss of connection
with neural cells can be counteracted [39.25]. Bioac-
tive implants with embedded neurochemical stimulation
will allow a more inartificial way to stimulate neural
tissue. These new stimulators could be based on mi-
crofluidic or solid-state drug delivery systems. Owing
to new materials, undesired side effects will occur more
rarely or with lower intensity. The combination of tech-
nical systems with biological components will increase

the long-term stability of biological connections to the
nervous system.

Further Reading• M. Akay (Ed.): Handbook of Neural Engineering
(Wiley IEEE, New York 2007)• J. Black (Ed.): Biological Performance of Materials
– Fundamentals of Biocompatibility (CRC, Boca
Raton 2006)• J.D. Bronzino (Ed.): The Biomedical Engineering
Handbook, 3rd edn. (CRC, Boca Raton 2006)• B. Bhushan (Ed.): Handbook of Nanotechnology,
2nd edn. (Springer, Berlin Heidelberg 2007)• P. Dayan, L.F. Abbott: Theoretical Neuroscience:
Computational and Mathematical Modeling of Neu-
ral Systems (MIT Press, Massachusetts 2001)• D.J. DiLorenzo, J.D. Bronzino: Neuroengineering
(CRC, Boca Raton 2008)• R.S. Greco, F.B. Prinz, R.L. Smith: Nanoscale Tech-
nology in Biological Systems (CRC, Boca Raton
2005)• B. He: Neural Engineering (Kluwer Academic,
Boston 2005)• K.P. Hoffmann, J. Dehm: VDE-Studie zum Anwen-
dungsfeld Neuroprothetik (VDE, Frankfurt 2005)• K.W. Horch, G.S. Dillon: Neuroprosthetics – The-
ory and Practice (World Scientific, Singapore 2004)• V.K. Jirsa, A.R. McIntosh (Eds.): Handbook of
Brain Connectivity (Springer, Berlin Heidelberg
2007)• N.H. Malsch: Biomedical Nanotechnology (CRC,
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on the Brain and Nervous System, 4th edn. (Society
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References

39.1 K.P. Hoffmann, J. Dehm: VDE-Studie zum Anwen-

dungsfeld Neuroprothetik (VDE, Frankfurt 2005)

39.2 G. Adelman, B.H. Smith: Encyclopedia of Neuro-

science, 3rd edn. (Elsevier, Amsterdam 2004)

39.3 A. Ramachandran: Design, in vitro and in vivo as-

sessment of a multi-channel sieve electrode with

integrated multiplexer, J. Neural Eng. 3, 114–124

(2006)

39.4 T. Stieglitz, M. Schüttler, K.P. Koch: Implantable

biomedical microsystems for neural prostheses,

IEEE EMBS Magazine 2005, 58–65 (2005)

39.5 S. Micera: Experiments on the development and

use of a new generation of intra-neural electrodes

to control robotic devices, Proc. 28th IEEE EMBS

Annu. Int. Conf. (IEEE, 2006) pp. 2940–2943

39.6 L.R. Hochberg: Neural ensemble control of pros-

thetic devices by a human with tetraplegia, Nature

442, 164–171 (2006)

39.7 P. Tathireddy, S. Krummenacker, S. Kammer,

K.P. Hoffmann, F. Solzbacher: Towards high as-

pect ratio tungsten micro electrode array for neural

recording and stimulation applications, Proc. 13th

Annu. IFESS Conf. (IFESS, 2008) pp. 235–237

39.8 K.P. Hoffmann, K.P. Koch, T. Dörge, S. Micera:

New technologies in manufacturing different im-

plantable microelectrodes as an interface to the

Part
D

3
9



800 Part D Therapeutic Devices

peripheral nervous system, Proc. IEEE EMBS Int.

Conf. Biomed. Robotics (BioRob) (IEEE, 2006), 414–

419

39.9 X. Navarro, T. Krüger, N. Lago, S. Micera, T. Stieglitz,

P. Dario: A critical review of interfaces with the

peripheral nervous system for the control of neuro-

prostheses and hybrid bionic systems, J. Peripher.

Nerve Soc. 10, 229–258 (2005)

39.10 K.P. Hoffmann, W. Poppendieck: New aspects in

hand prostheses, mst news 4, 11–14 (2008)

39.11 M.A. Nicolelis: Brain–machine interfaces to restore

motor function and probe neural circuits, Nat. Rev.

Neurosci. 2003, 417–422 (2003)

39.12 P.M. Rossini: Double nerve intraneural interface

implant on a human amputee for robotic hand

control, Clin. Neurophysiol. 2010, 777–783 (2010)

39.13 R. Ruff: Acquisition of myoelectric signals to con-

trol a hand prosthesis with implantable epimysial

electrodes, Proc. 32nd IEEE EMBS Annu. Conf. (IEEE,

2010) pp. 5070–5073

39.14 K. Yoshida, K. Hennigs, S. Kammer: Acute per-

formance of the thin-film longitudinal intra-

fascicular electrode, Proc. IEEE EMBS Int. Conf.

Biomed. Robotics (BioRob) (IEEE, 2006) pp. 296–300

39.15 A. Ramachandran, M. Junk, K.P. Koch, K.P. Hoff-

mann: A study of Parylene C polymer deposition

inside microscale gaps, IEEE Trans. Adv. Packag. 30,

712–724 (2007)

39.16 W. Poppendieck, T. Dörge, K.P. Hoffmann: Op-

timization of microporous platinum coatings for

neural microelectrodes, Proc. 13th Conf. IFESS

(IFESS, 2008) pp. 319–321

39.17 W. Poppendieck, K.P. Koch, S. Steltenkamp,

K.P. Hoffmann: A measurement setup to de-

termine the charge injection capacity of neural

microelectrodes, IFMBE Proc., Vol. 25 (IFMBE, 2009)

pp. 162–165

39.18 N. Lago, K. Yoshida, K.P. Koch, X. Navarro: Assess-

ment of biocompatibility of chronically implanted

polyimide and platinum intrafascicular electrodes,

IEEE Trans. Biomed. Eng., Vol. 54 (IEEE, 2007)

pp. 281–290

39.19 S. Micera: On the use of longitudinal intrafascicular

peripheral interfaces for the control of cybernetic

hand prostheses in amputees, IEEE Trans. Neural

Syst. Rehabil. Eng. 16, 453–472 (2008)

39.20 L. Citi: On the use of wavelet denoising and spike

sorting techniques to process electroneurographic

signals recorded using intraneural electrodes, J.

Neurosci. Methods 172, 294–302 (2008)

39.21 A. Benvenuto: Intrafascicular thin-film multichan-

nel electrodes for sensory feedback: Evidences on

a human amputee, Proc. IEEE EMBS 32nd Annu. Int.

Conf. (IEEE, 2010) pp. 1800–1803

39.22 M. Carrozza, B. Massa, S. Micera, R. Lazzarini,

M. Zecca, P. Dario: Design of a cybernetic hand for

perception and action, Biol. Cybern. 96, 629–644

(2006)

39.23 S. Micera: A closed-loop neural prosthesis for

vestibular disorders, Proc. DGBMT (2010)

39.24 S. Steltenkamp, K. Becher, T. Dörge, R. Ruff,

K.P. Hoffmann: Electrode structures for acquisition

and neural stimulation controlling the cardio-

vascular system, Proc. IEEE EMBC (IEEE, 2009)

pp. 5478–5481

39.25 S. Bossi, S. Kammer, T. Dörge, A. Menciassi,

K.P. Hoffmann, S. Micera: An implantable mi-

croactuated intrafascicular electrode for peripheral

nerves, IEEE Trans. Biomed. Eng. 56, 2701–2706

(2009)

Part
D

3
9



801

Implantable40. Implantable Microsystems

Prashant Tathireddy, Florian Solzbacher, Robert Hitchcock, Klaus-Peter Hoffmann

A microsystem is a collection of electromechanical

and electronic elements that have been reduced

in size using advanced lithographic and machin-

ing techniques. Many types of medical devices rely

on microsystem architecture to improve the health

and well-being of millions of people. These sys-

tems are found in devices which are used for short

and long periods of time, in diagnostic and ther-

apeutic applications, and in devices which have

limited contact with the patient and devices that

are permanently implantable. Many types of im-

plantable devices rely on microelectromechanical

systems (MEMS) to achieve their functionality. Inte-

grated circuit technology has extended beyond the

fabrication of electronic elements to millimeter-

scale mechanical structures with subelements in

the nanometer to micrometer range. These MEMS

devices often possess a high level of integration

and provide numerous functions in one mono-

lithic package. In addition, these devices allow
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the creation of sensors and actuators with en-

hanced stability and low power consumption.

However the MEMS device on its own is not able to

function in the body without the requisite power

source, physiologic interface, and packaging that

allow it to perform its intended function over the

intended lifetime. This chapter describes different

implantable microsystems and there use in clinical

application.

40.1 Market, Applications, and Common Requirements

Microsystems integrate two broad classes of structures,
electromechanical and electronic, into a single assembly
with the appropriate size, biocompatibility, and safety to
be used in implantable medical devices and provide di-
agnostic or therapeutic assistance to a patient. MEMS
devices such as pressure sensors and accelerometers are
now relatively inexpensive components that medical de-
vice designers can specify into designs to enable direct
physiologic sensing or to provide on-device diagnostics.
An example of direct measurement is seen with pressure
transducers that are permanently implanted in an aortic
aneurysm sac to measure intrasac pressure and detect
leakage after aortic aneurysm repair. In other applica-
tions, implantable drug pumps, for example, pressure
sensors can be used to detect outlet occlusion. Ac-

celerometers that are integrated into pacemakers can
sense the activity level of the patient and adjust the
rate of the pacemaker accordingly. This capability has
catalyzed an entire new generation of cardiac rhythm
management devices. As new sensor technology ma-
tures and component costs are reduced, these miniature
electromechanical structures will also catalyze next-
generation medical devices and provide future revenue
growth for device companies.

Implantable microsystems for medical applications
rely on the integration of MEMS components with elec-
tronic components in a package or packages to perform
their intended function. Active electronic components,
MEMS components, and passive components are used
in combination with application-specific integrated
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circuits (ASICS) to provide complete system-level
performance. Predefined electronic components such
as batteries, capacitors, voltage regulators, transistors,
memory, microprocessors, transceivers, and oscillators
are commonly specified off-the-shelf by microsystem
designers. In order to reduce implant size, many de-
signers opt for miniaturization through component size
reduction or integration rather than custom ASIC de-
sign. Component size reduction is often considered
a less expensive and more flexible design approach
than integration, and thus we see the continued minia-
turization of many passive electronic devices. These
components are routinely available in ultrasmall pack-
age sizes such as the submillimeter 0201 (0603 metric)
rectangular, two-lead package.

The length of time the implant is resident in the
body is a key requirement in the design and testing
of implantable microsystems. All devices must be de-
veloped with thorough consideration of application,
outcome, and duration. ISO 10993-1:2009 describes the
general principles regarding the biological evaluation
of medical devices and categorizes the devices based
on the nature and duration of their contact with body
tissues. The ISO standard describes the implant du-
ration as limited (less than 24 h), prolonged (24 h to
30 days), and permanent (greater than 30 days). Under-
standing each application is critical not only to fulfill
the regulatory requirements but also to design a safe
and effective device. Implantable microsystems can fall
into any of these three categories. Consider a MEMS-
based sensor that is attached to the fetal scalp during
birth to continuously monitor infant pH. This device
would have a duration of less than 24 h, whereas an
intracranial pressure sensor would have a prolonged
duration of between 1 and 30 days. A pacemaker is
considered a permanent implant with a duration lasting
much longer than 30 days. Duration is therefore a key
requirement when developing any type of implantable
medical device. Although on the surface there appears
to be little difference in regulatory scrutiny between
an implant whose duration is 1 month and an implant
whose duration is many years, this is not an accurate
assessment. Regulatory compliance is often dictated by
data on safety and effectiveness, scrutinizing the design,
manufacturing, and testing processes. Testing must be
conducted not only to verify performance but also to
validate safety and effectiveness over the life of the im-
plant. For implantable microsystems this often involves
lengthy and sophisticated testing.

Implantable microsystems cover a broad range of
medical devices that provide very different functions

over different time points and come into contact with
various tissue types. These devices range in terms of
integration from low-component-count systems such
as neuroelectrode arrays to high-component-count sys-
tems including pacemakers, deep brain stimulators, and
implantable cardioverter-defibrillators (ICD). These de-
vices can provide physical sensing as seen with the
Cardiomems pressure sensor [40.1] or they can provide
continuous core temperature as can be monitored with
the ingestible Cortemp body temperature device [40.2].
Other devices provide chemical sensing as demon-
strated by the Integra P02 intracranial probe [40.3]. In
addition to physical and chemical sensing, other devices
function by stimulating various tissues. Pacemakers
electrically stimulate cardiac tissue to promote normal
heart rhythm. Implantable cardioverter-defibrillators
continuously monitor electrical impulses in the heart
and respond to ventricular tachycardia or ventricular
fibrillation by delivering an electrical shock to restore
normal heart rhythm. Another family of implantable
microsystems that provide stimulation is cochlear im-
plants which stimulate the inside of the cochlea and
trigger the auditory cortical functions in deaf persons.
Other implantable tissue stimulation systems include
bone growth stimulators, phrenic nerve stimulators, and
deep brain stimulators.

Because of the variety of applications for im-
plantable microsystems, these systems also come into
contact with a number of different tissue types. Subcu-
taneous glucose sensors come into contact with the skin,
neuroelectrodes interface with neural tissue, ingestible
pH and temperature sensors are in contact with the gas-
trointestinal mucosa, and endolumenal pressure sensors
reside in proximity to the vascular system.

Despite the variety of applications, durations, and
tissue types seen by these implantable microsystems,
they have many common characteristics. The devices
must all function in a complex and oftentimes nonper-
missive environment. Virtually all implantable devices
are exposed to acute inflammation, which often ex-
tends to chronically persistent inflammation. This can
lead to the formation of a fibrotic capsule of scar tissue
that compromises the intended function of the device.
Proteins are often deposited on the surface of the de-
vice, and this accumulation of proteins can also cause
unwanted drift in sensors or build an incompatible inter-
face between the device and host tissue. Many devices
are surgically implanted and have to be compatible
with the surgical procedure, incision site, and postsurgi-
cal healing process. In addition, permanently implanted
devices must function for extended periods of time.
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Premature failure of these devices implies costly and
sometimes risky revision surgery.

No matter the intended use, duration or type of tis-
sue in contact, the devices must be designed with patient
safety at the forefront. All implantable devices must be
sterilized prior to placement, and the mode of steriliza-
tion brings up another challenge for the designer. Elec-
tronic systems used in medical devices may not with-
stand radiation sterilization nor the high temperatures
associated with autoclaving. A frequent choice is ethy-
lene oxide or hydrogen peroxide plasma sterilization,
and these must be considered during the design and de-
velopment process. Devices must also be designed to in-
tegrate with the host tissue and minimize inflammation.
Judicious selection of materials, surface finishes, and
geometry can minimize the host inflammatory response
and reduce the possibility that the implant will harm the
patient. An additional consideration for any permanent
implant is magnetic resonance imaging (MRI) compat-
ibility. MRI and other imaging modalities provide an
important diagnostic function in current medical prac-
tice, and many new-generation implants are designed to
be compatible with diagnostic imaging systems.

Implantable microsystems must be integrated into
a type of package that is tolerated by the host, protects
the electronics from the ionic milieu of the physi-
ologic environment, and minimizes leakage currents
from the device to the host. These packages can be as
simple as a conformal coat such as is provided with
neuroelectrode arrays or as complex as a pacemaker
pulse generator that encases the electronics within
a hermetically sealed titanium enclosure with ceramic
feedthroughs for the pacing leads. In addition to host
compatibility, implantable medical electronics must be
compatible with electromagnetic (EM) environments.
This includes the EM emission from the device and
the ability of the device to withstand EM environments
such as electrostatic discharge (ESD), radiated emis-
sions, electrical fast transients (EFTs), and surges.

Several types of fully implantable transducers based
on MEMS technology have been developed for biosen-
sor applications. These systems utilize telemetry to
communicate information from within the body to an
externally located receiver. Commercial systems are
available from several manufacturers for both research
and clinical applications. Wireless systems, in which
both nodes (i.e., the implanted sensor and the receiver)
have internal power, provide high data bandwidth and
ranges of 0.2–10 m. These systems require batteries
which must be charged or replaced and necessitate
larger packages. Smaller implantable systems based

on active telemetry have been developed where the
primary node powers the secondary node via electro-
magnetic coupling [40.4]. These systems do not require
batteries and therefore have a longer lifetime and
smaller size. Other systems based on passive teleme-
try systems use coupled inductors where the secondary
node passively loads the primary node. The primary
node oscillation changes as a function of pressure and
alters the frequency spectrum of the transmitted sig-
nal [40.5]. Passive telemetry systems for biomedical
pressure measurement have been approved by the Food
and Drug Administration (FDA) for endovascular mon-
itoring [40.1].

Medical microsystems oftentimes are required to
communicate information from the body to external
monitors or data collection systems. This communica-
tion can typically be handled in one of three modes:
onboard storage, wired or wireless communication.
Onboard storage consists of semiconductor memory
storage that is part of the microsystem assembly. The
memory records data or patient events, the medical
device is retrieved, and the data from the onboard
electronics are downloaded to a local host computer.
Onboard storage is used in nonimplantable microsys-
tems such as cardiac monitors, activity monitors, and
gait/load monitoring systems. Implantable microsys-
tems typically use wired or wireless communication.
Wired systems are typically seen with catheter-type
implants such as intracranial pressure and pO2 moni-
tors. Wireless communication is becoming increasingly
used as the components become more available and
the cost of integration decreases. In 1999 the US Fed-
eral Communications Commission (FCC) allocated the
402–405 MHz band for the Medical Implant Commu-
nication Service (MICS). Although it is a relatively
new standard, it is being designed into many new gen-
erations of cardiac devices such as pacemakers and
ICDs as well as implantable drug delivery systems,
hearing aids, and neurostimulators. Key characteristics
of MICS transceivers are 402–405 MHz, 25 μW max-
imum effective isotropically radiated power (EIRP),
specific base station/implant negotiation, and frequency
agility. MICS transceivers can achieve up to 250 kbit/s
at a range of approximately 6 feet [40.6].

According to market researchers at the Freedonia
Group, the current US market for all implantable medi-
cal devices is US $33 B, and this is expected to increase
by 8.3% annually through 2014. Within the overall im-
plantable market are implantable microsystems, which
comprise approximately one-half of this market. The
largest market segment of implantable microsystems
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corresponds to the cardiac rhythm management de-
vices: pacemakers and ICDs. Globaldata estimates that
the global market for pacemakers could be valued at
US $4.2 billion in 2008. The market is expected to
reach US $6.1 billion in 2015 with an annual growth
rate of 5.4%. According to Reuters, the global ICD
market was approximately US $6 B in 2008 with 7%
growth. Bone growth stimulators is a smaller market,
and implantable stimulators account for only a frac-
tion of the total bone growth stimulator market. In 2006
this was a US $400 M market, although this number
includes implantable, semi-implantable, and external
stimulators. According to reports by Neurotech, a mar-
ket research firm, the cochlear implant market will grow
from US $725 M in 2008 to US $1.59 B in 2012. The
same firm reports that the deep brain stimulator market
will grow from US $461 M in 2008 to US $1.36 B in
2012 and the cochlear implant market will grow from
US $289 M in 2008 to US $914 M in 2012. The world-
wide infusion pump market is expected to grow from
US $3.3 B in 2010 to US $4.5 B in 2015 (6.2% com-
pound annual growth rate, CAGR) according to the
Infusion Pumps Worldwide Market April 2009 report
published by Marketstrat, Inc. Although this number
includes all infusion pumps, the implantable infusion
pump market is expected to achieve a compound an-
nual growth rate of around 15% and is recognized as
a potentially high-volume, high-growth segment.

Various microsystems technologies have been
touted as game changers in the medical device area, and
the last three decades have seen a tremendous number
of devices conceived, tested, and even used to moti-
vate new companies. Only a small percentage of these
inventions are truly driving market acceptance and mar-
ket share today. One of the largest disappointments
has been in implantable glucose monitoring systems.
Whether permanently implantable or implanted for only
a few days, few of the myriad proposed systems are ac-
curate enough to provide reliable measurements over
the range needed for those with significant swings in
blood glucose [40.7].

MEMS-based microsystems were heralded in the
1970s as an enabling technology for implantable sys-
tems. Many technology forecasters looked into the not
too distant future and predicted that multifunction sen-
sors, microrobotic surgery, and neural interface devices
would usher in a new frontier of medicine. Although the
technology was not adopted at the pace that the forecast-
ers predicted, microsystems have slowly proven to drive
both improved patient outcomes and increased com-
pany revenues. Adoption of the technology has been

slower than forecasted due in part to the conservative
and regulatory nature of medical device development. In
addition, physiologic environments are a hard place for
MEMS devices to function due to an immune response
that is robust to virtually all implanted materials.

Market forces that will drive new microsystems into
the implantable device market include emerging tech-
nologies, new indications for use, increased regulatory
scrutiny, and customer demand. Emerging technologies
require time to prove reliability and cost-effectiveness.
This has been shown historically, and because of safety
and regulatory requirements, this technology latency
will continue to be a characteristic of technology-driven
medical device innovation. New indications for use will
continue to be an attractive growth strategy for medical
device companies. This approach can open new markets
through an established device platform. For example,
cochlear implants will continue to be prescribed for the
profoundly deaf but will also be used in people who
have severe hearing impairment and no longer respond
to hearing aids. Deep brain stimulators which were de-
veloped and used for Parkinson’s disease will see future
applications in treating psychiatric disorders, brain in-
jury, epilepsy, and stroke. The regulatory pathway for
new indications is oftentimes significantly less arduous
than for a brand new technology; however, regulatory
agencies will continue to increase the levels of testing
and quality for all medical devices. This requires ad-
ditional company resources to respond and additional
time as regulatory pathways are lengthened.

An aging and educated patient population will cre-
ate demand for new technologies on both the diagnostic
and therapeutic sides of healthcare delivery. As our
population ages, there will be increased demand, par-
ticularly in the cardiac, neural, orthopedic, and diabetes
markets, for implantable microsystems that can lead
to earlier disease diagnosis and improved patient out-
comes. Patient education through readily accessible
information is creating a consumer-like demand for
medical technology. Websites, blogs, advertisements,
and word of mouth provide information that often drives
patients towards specific device technologies, manufac-
turers, and healthcare providers.

There are large unmet needs in the medical device
sector, and implantable microsystems can address many
of these needs. Patients want better outcomes in virtu-
ally all areas of medicine, and patient outcomes will
drive new technology into the marketplace. Implantable
microsystems technology can improve patient outcome
and reduce healthcare costs. These changes, however,
will take place slowly and deliberately. Proving patient
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safety, improved outcomes, and reduced cost requires
extensive bench and clinical testing for validation.
These data are not only required by regulatory agencies
but also by insurance companies in order to provide cost
reimbursement, a critical necessity for virtually all med-

ical devices. Combined with body area networks and
telemedicine, implantable microsystems devices with
features such as onboard sensing, drug delivery, tissue
stimulation, microcontrollers, and wireless telemetry
will be significant drivers in improving healthcare.

40.2 Sensors

Key drivers for implantable sensors can be found in
personalized medicine needs for monitoring of biolog-
ical markers in patients. These include neurological,
metabolic, cardiovascular, and pulmonary disorders and
pathologies. Measurement of, e.g., pH, pCO2, and
glucose can allow home treatment and continuous mon-
itoring and reduce laboratory costs. The number of
diabetes patients alone will increase to over 360 million
patients worldwide by 2030 according to the World
Health Organization. Implantable sensors will in most
cases have to allow wireless transmission of data and/or
power, requiring the integration of electronics, teleme-
try, and power modules into a small implantable device.
They all have in common that they need to comprise
biocompatible materials and be hermetically sealed so
as to protect the device from the biological environment
and vice versa without losing function of the device.

40.2.1 Pressure Sensors

Starting with their integration into microcatheters,
implantable pressure sensors were amongst the first
microsensor devices to become implantable. Driving
applications include cardiovascular applications such as
cardiac pressure, pulmonary pressure, intracranial pres-
sure, abdominal pressure, and intraocular pressure in
acute (e.g., pre- or postsurgery monitoring) or chronic
use. Continuous implantable pressure sensors can be di-
vided into wired and wireless sensors. An example of
a wireless sensor could be a wireless continuous glucose
monitoring system shown in Figs. 40.1 and 40.2.

Piezoresistive and capacitive effects constitute the
two predominant sensing mechanisms for this type
of sensor. The majority of devices in this realm are
presently in research.

Pressure-sensing contact lenses are currently able to
detect changes in the radius of curvature of enucleated
porcine eyes of approximately 3 μm/mmHg of pressure
using a temperature-compensated strain gage embed-
ded in the circumference of a silicone contact lens. The
contact lens makes use of wireless power and commu-
nication. Its weaknesses are still:

• Movement of the eye with respect to the pressure
sensor causes noise in measurement• It works better with contact lenses custom-modeled
to the eye.

A current clinical intraocular pressure (IOP) sensing
technique is tonometry, which is not continuous but
rather an in situ sensing method. A lot of researchers
have developed small-size, accurate IOP sensors, some
of which are also implantable and suitable for pressure
monitoring.

Although there are piezoresistive sensors and strain
gage sensors, the most popular sensing mechanism is
still capacitor based. Capacitive sensors have the advan-
tages of high accuracy, good stability, and low power
consumption.

Some other problems encountered with current IOP
sensing designs are:

• The device implant process is not entirely re-
versible. Original tissues may be removed forever
to offer more space for implantation• Current IOP sensor designs are less practical be-
cause of the spatial constraints in the eye and
surgical complexity.

40.2.2 Voltage Sensors

Measurement of electrical signals (primarily volt-
ages/potentials) inside the human body is typically
associated with electrophysiological measurements,
which originated in external recordings through elec-
troencephalogram (EEG) and electromyogram (EMG)
recordings. One of the key driving forces for these
measurements inside the body was the emergence of
neuroprosthetics in the late 1980s in which electrical
signals from the central or peripheral nervous sys-
tem or selected muscles are used to allow patients
with neurological disorders, injuries or amputations
to regain motor function through biological or pros-
thetic limbs. Conventional EEG and EMG signals are
still far from providing sufficient information about,
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• Highly specific hydrogels sensitive to
  glucose, CO2 , pH
• Piezoresistive pressure sensors
• VLSI circuitry
• Wireless power supply and telemetry
• High-density integration and packaging
• Biomaterials housing
• Surface functionalization

Sensor array

• Portable device
• Signal processing
• Algorithms and software

External receiving unit

SI lid

Power coil

IC chip

Glass cover

Pressure
sensor platform

Highly sensitive
hydrogels

• Localization of the sensor
• Visualization of measured
  parameters
• Easy-to-use human interface

PC system

Patient Physician

Fig. 40.1 Sche-
matic and
components for
wireless im-
plantable sensor
for personalized
medicine and
diagnostic ap-
plications being
developed by the
researchers at
the University of
Utah (SI – Sili-
con, VLSI – very
large scale inte-
grated circuits)

Sensor array

5 mm

Fig. 40.2 Micro-
chip sensor
array with four
independent
pressure sensors
(1.5 × 1.5 mm
each)

e.g., motor intent, nor do they allow high-resolution
sensory feedback. Bridging of broken nerve connec-
tions is not possible without tapping into the neural
tissue directly. This has led to a multitude of re-

search efforts, originating in the USA and Europe, to
develop acutely and chronically implantable devices
that can reliably record signals from locations as di-
verse as areas of the brain, peripheral nerves, and
muscles. These devices exhibit much higher tempo-
ral and spatial resolution of neural/electrophysiological
signals. The emergence of these devices and tech-
nologies has also provided a novel and advanced tool
for basic neuroscience research, including the devel-
opment of new pharmaceutics targeting the nervous
system.

Today, the successful providers of this technology
are offering a system-level solution that includes im-
plantable electrodes and electrode arrays, insertion and
manipulation tools (pneumatic inserters, microdrives,
etc.), external electronics for control, data recording,
signal processing and storage, software, and surgical
and user training protocols, all of which contribute to
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a) b)

Microelectrodes INI-R/INI-S Microcoil

Fig. 40.3a,b Examples of pene-
trating (courtesy of Microsystems
laboratory, University of Utah and
Microprobes for Life Science, Inc.)
and surface electrodes: implantable
signal processor chips (courtesy
of Reid Harrison, Intan technolo-
gies LLC.) and coils (a) for use in
integrated implantable neural inter-
faces (b) (courtesy of Microsystems
laboratory, University of Utah)

a) b)ECoG electrode Pneumatic inserterMicro ECoG

Penetrating electrode array Wireless electrode array

Fig. 40.4 (a) Wired 100-channel
silicon-based penetrating electrode
array on the cortex of a human epilep-
tic patient next to a conventional 8 × 8
electrocortical grid array (ECoG) and
micro ECoG. The smaller silicon
array provides for higher tempo-
ral and spatial resolution of signals.
(b) Pneumatic insertion of an active
wireless electrode array into a sci-
atic nerve (animal model) (courtesy
of University of Utah)

the overall performance and long-term stability of the
recorded signals (Figs. 40.3, 40.4).

The continued improvement in our understanding
of nervous system function, and its dysfunction due
to disease and trauma, has motivated an expectation
that this understanding should allow us to develop new
therapeutic solutions to a variety of nervous system
disorders. The emerging discipline of neuroprosthetics
is one new direction that has proven to be effective
in mitigating some nervous system disorders. Cochlear
prosthesis [40.8], deep brain stimulation for disorders
of the motor system [40.9,10], and vagal nerve stimula-
tion for epilepsy [40.11] and chronic depression [40.12]
are specific examples of how electrical stimulation of
the nervous system can allow severely disabled indi-
viduals to return to relatively normal activities of daily
living. As we learn more about the normal and patho-
logical function of the nervous system, we can expect
new therapies to be developed based on neuropros-
thetic techniques. Neuroprosthetic interventions in the
central nervous system (CNS) are expected to restore
to a limited, but functional, degree lost sensory func-
tions (sight, hearing, and vestibular-mediated balance),

and to correct dysfunctional motor functions such as
Parkinson’s disease, essential tremor, dyskinesia, and
cognitive behaviors such as depression, schizophrenia,
and bipolar disorder, and to acquire signals related
to desired volitional control of the skeletal muscula-
ture. Neuroprosthetic devices applied in the peripheral
nervous system (PNS) may provide new therapeutic
interventions such as bladder and bowel control, the
production of graceful stance and gait in subjects with
stroke and spinal cord injury, volitional control of pros-
thetic devices (arms, hands, and legs), as well as pacing
functions of the heart and diaphragm. Although only
a few of these applications have begun to reach the
clinical stage [40.13], many are currently being in-
vestigated in animal models, and some have passed
proof-of-concept testing of the proposed therapy.

Even the simplest skeletal movement requires the
coordinated activation of thousands of sensory and mo-
tor neurons in the CNS and PNS. Sophisticated move-
ments associated with grasp and targeted movements
are likely associated with complex spatiotemporal firing
patterns of hundreds of thousands of neurons. In spite of
this architectural complexity, four electrodes implanted
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a) b)

c) d)

Rough: 9.9 nF, 150 V
Finish: 3.5 nF, 150 V 5 mm

Fig. 40.5a–d Utah slant and
flat arrays in wafer-scale pro-
duction: arrays on a wafer
after etching process (a,b),
tips of the electrodes coated
with iridium oxide metal
and bottom of the elec-
trodes electrically isolated
by glass grid which mechan-
ically holds them together
(c), and a high-aspect-ratio
12 × 12 array with electrodes
up to 9 mm long with 400 μm
pitch (d) ((a)–(c) courtesy
of Microsystems laboratory,
University of Utah; (d) cour-
tesy of Eberhard Bamberg,
Viteris LLC)

in the cochlea of profoundly deaf subjects can restore
functional hearing, even though normal hearing results
from selective stimulation of subsets of the 30 000
auditory nerve fibers. Researchers at Case Western Re-
serve University have demonstrated functionally useful,
walker-assisted stance in spinal-cord-injured subjects
with as few as eight epimysial electrodes positioned
over appropriate extensor muscles of the legs [40.14].
Continued progress in the development of such neu-
roprosthetic interventions will be related to improved
ways to communicate directly with neurons of the cen-
tral nervous system and with the afferent and efferent
nerve fibers of the PNS. The concept and value of se-
lective neuronal communication has been appreciated
for decades, but only two major research programs
have pursued the development of complex and inte-
grated electrode array architectures that can begin to
provide such highly selective neural communication:
at the University of Utah and the University of Michi-
gan [40.15,16]. Both of these programs have understood
that highly selective neural communication can only
be achieved with electrode arrays that penetrate into
the nervous tissues, and both these programs have pro-
duced arrays containing on the order of 100 electrodes
(Fig. 40.5).

State of the Art

Over the past two decades, the fields of neuroscience
and neuroprosthetics have gained tremendous momen-
tum through the development of novel architectures for
neural interfaces. Some of these devices have great ad-
vantages over conventional neural electrodes: surface
areas and dimensions are on the same order of mag-
nitude as the biological structures they interface with
(columnar structure in the cortex, neuron cell size, etc.).
This enables greatly improved recording and stimu-
lation selectivity compared with conventional neural
electrodes. Key drivers in this field are the Michigan
electrode array and the Utah electrode array (UEA). The
commercialized version of the UEA, fabricated by Cy-
berkinetics Neurotechnology, Inc., was granted the first
FDA investigational device exemption (IDE) for human
trials [40.13, 17]. While there is little debate on the po-
tential of this new generation of microelectrode arrays
to restore lost sensory or motor function, this potential
has yet to be realized in a clinical application.

Key Requirements and Challenges

Whilst detailed requirements depend on the specific ap-
plication and location of implantation, a few common
requirements can be listed.
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A number of core issues have so far prevented
a breakthrough of these devices in clinical application:

1. The long-term biocompatiblity and stability of these
systems remains an unsolved problem. The ma-
terials used in novel microelectrode arrays and
interfaces generally tend to be fairly bio-inert and
provoke only a minimal response. Long-term data
are, however, characterized by a vast distribution
ranging from only days to years, rather than reliably
lasting as chronic implants.

2. The signals recorded from the electrodes need to
be amplified and potentially processed. Convention-
ally, the electronic systems needed for this purpose
are bulky and power consuming, which is why pro-
cessing is carried out outside the human body. The
necessary skin-penetrating connectors and cables
not only pose a constant risk for infection but also
provide a number of mechanical and physiological

a) b)

c) d)

1.0 mm

Au-wire coil

Surface mount
device capacitor

INI4 chipElectrodes

Fig. 40.6 Draw-
ings showing
different com-
ponents of the
Utah wireless
neural inter-
face device (a,b)

and picture of
a completely in-
tegrated wireless
cortical neural
recording sys-
tem (c,d) (SMD
– surface mount
device) (courtesy
of Microsystems
laboratory, Uni-
versity of Utah)

failure modes due to the large number of mechani-
cal and electrical interfaces, wires, and connectors
that are exposed to the tissue. Tethering forces
can displace the electrodes, changing the record-
ing characteristics and provoking further immune
system responses.

The delicate mechanical/electrical interconnects
and wires can fail because of mechanical stress and ex-
posure to a wet ionic environment. Cosmetic aspects of
the experimental system used previously as proof-of-
concept [40.13] would be in most cases unacceptable
for real-world clinical use.

Technologies and Solutions

Implantable devices for this category can be sepa-
rated into categories of penetrating and nonpenetrating
(surface) electrodes, and single and array electrodes.
Nonpenetrating electrodes are mostly polymer-based

Part
D

4
0
.2



810 Part D Therapeutic Devices

(polyimide, parylene C, liquid-crystal polymer) flexible
devices with Au, Pt or recently IrOx thin-film elec-
trodes, which come in planar or cuff form. Most of
these devices are passive electrodes that are connected
via a microribbon cable, bond wires or other solutions
to a skin-penetrating connector. Some effort has been
made to couple these devices with active electronics
for amplification, data processing, and wireless teleme-
try (Figs. 40.6, 40.7). Alternatively, pill-shaped active
devices with wireless data transmission have been de-
veloped and demonstrated. Penetrating electrodes come
in three basic configurations: as single-wire electrode
(Pt or IrOx wires), tetrode (four wires bundled to one
four-channel device), and arrays. For the generation of
larger arrays, electrode wires are tethered together, e.g.,
by a ceramic platform, and manually assembled. Alter-
natively, silicon-based devices have been developed by
various groups.

Chronically implantable neural interfaces can only
be realized if the devices have a high channel count,
can be made independent of wired connections, and
provide long-term stable and functional neural intercon-
nections inside the human body. Wireless technology
will be necessary in enabling chronic implantation and
clinical use. Since the first demonstration of a wire-
less system for acquisition, processing, and telemetry
of biomedical data by Song in 1997 [40.18], about
a dozen groups worldwide (Table 40.1) have devel-
oped individual components or systems for recording
and wireless transmission of neural data from the cen-
tral or peripheral nervous system [40.19–40]. With
the exception of recent efforts at the University of
Michigan and the University of Utah, none of these de-
vices was ever designed for chronic implantation and
use of high-channel-count electrodes and their poten-
tial later clinical use. The specification and subsequent
technical and physiological characterization of the de-
vices presented in literature are far from complete.
Often only specific parts (electrode, amplifiers, teleme-

Fig. 40.7 Wireless interface module (WIM) to serve as a data telemetry and inductive power link to any multichan-
nel neural recording device, e.g., ECoG; mean action potentials are overlaid on a surface plot of inflammatory marker
isolectin B4

try units, etc.) were demonstrated. Table 40.1 gives
an overview of the core radiofrequency (RF) wireless
neural recording or stimulation activities presented in
literature worldwide [40.19–21, 41–46].

40.2.3 Biochemical Measurement Sensors

The measurement of biochemical species in vivo is im-
portant in a number of application areas. Monitoring of
metabolic and cardiovascular markers in vivo has been
driven largely by diabetes and other metabolic disorders
and the need to measure, e.g., glucose levels continu-
ously for therapeutic and research purposes. Recently,
other relevant markers, including pO2, pCO2, pH, and
others, have been subject to intensive research and de-
velopment activities. Two core technologies are being
pursued today: electrochemical (amperometric) sensors
and hydrogel-based sensors.

The incidence of the metabolic syndrome that links
obesity, heart disease, and diabetes is increasing at an
alarming rate [40.47]. Popular approaches to weight
control such as exercise plans or low-carbohydrate di-
ets have failed to halt the obesity epidemic. Obesity
occurs when there is a persistent long-term excess in
energy intake over expenditure, and fats and carbohy-
drates are the body’s two major sources of fuel. An area
of intense research is the rate of carbohydrate utiliza-
tion as a function of age, diet, exercise intensity, and
fitness level [40.47–49]. A recent study that involved
blood sampling showed remarkable differences among
healthy young males in the dynamics of the blood glu-
cose response after glucose ingestion [40.49]. Hence,
new tools are needed for tracking metabolism that give
real-time results and that are either noninvasive or min-
imally invasive. Diabetes mellitus is a leading cause of
heart attacks, strokes, kidney failure, blindness, and am-
putations. For both type 1 and 2 diabetes, tight control
of blood glucose concentrations can prevent and/or de-
lay the onset of these complications [40.50–53]. Many

Part
D

4
0
.2



Implantable Microsystems 40.2 Sensors 811

70

60

50

40

30

20

10

0

70

60

50

40

30

20

10

80

0
654321

Solution concentration M (10–2)

70

1.5 × 1.5 mm2
1.25 × 1.25 mm2
1 × 1 mm2
1 × 1 mm2

Back plate (pores = 175 μm) applied Vin= 1 V

Output (mV) 1.5 × 1.5 mm2output (kPa)

Elapsed time (h)

15

2.5 5 7.5 112.515 12.5 1
7.5 5 2.5

15

Fig. 40.8 Response of osmolality sensor developed at the
University of Utah to changes in ionic strength (= 1/2
osmolality); 0.025 to 0.15 M; pH = 7.4 (gel thickness
≈ 400 μm); response time ≈ 10 min

aspects of the disease can only be understood in the
context of an intact organism. Progress in research on
the disease is therefore highly dependent upon animal
models.

Electrochemical Sensors

For human use, the FDA has approved four contin-
uous short-term glucose sensors [40.54, 55]. All four
are subcutaneous amperometric sensors such as the
continuous glucose monitoring system (CGMS) from
MiniMed [40.56–58]. All four and the only commercial
mouse glucose sensor (Bluebox Sensors, Inc.) use an
enzymatic reaction based on glucose oxidase (GOx) that
continuously consumes glucose within the surround-
ing interstitial fluid (ISF). The electrons exchanged in
this reaction are transferred to an anode and read as
a current. Even though this type of sensor has been
intensely researched for over 20 years, it is still not suit-
able for chronic implantation (> 14 days), and hence
insurance companies are reluctant to pay for it. Ac-
cording to pioneers in electrochemical glucose sensors,
all four FDA-approved sensors still exhibit instability
over the approved period (3–7 days), and the calibration
is good for only 12 h [40.55]. Many of the electro-
chemical sensors exhibit a run-in period in which the
sensitivity drops by 10–30% immediately after implan-
tation [40.55,59,60], followed by a period of stability of
1–7 days. There are many possible explanations for the

43.0

42.5

42.0

40.5

40.0

39.5
6.05.55.04.5 6.54.0

1.5 × 1.5 mm2

1.25 × 1.25 mm2

Solid diaphragm sensor with perforated (175 μm) back plate
Output (mV)

Elapsed time (h)

20 mM

20 mM0 5 510

Glucose
concentration

1020
0

Fig. 40.9 Response of hydrogel based glucose sensor to
changes in glucose concentration (0–20 mM); pH = 7.4
(hydrogel thickness ≈ 400 μm) in bovine serum

instability of electrochemical sensors. The consumption
of glucose may cause problems if the supply of glucose
is reduced near the implant area due to its consumption
by inflammatory cells [40.61,62]. All four electrochem-
ical sensors employ an enzyme (GOx) that exhibits
activity loss after 14 days in vivo [40.55]. All four
are transport sensors, hence sensor calibration varies
with the glucose diffusion coefficient [40.63]. All four
employ nanoporous membranes to block endogenous
redox species (e.g., ascorbate) from oxidizing at the
anode. Some of the electrochemical sensors also em-
ploy nanoporous glucose-restrictive membranes [40.64]
to avoid the oxygen-deficit problem, which arises be-
cause the molar concentration of glucose in ISF greatly
exceeds that of oxygen [40.57, 65]. If either of these
nanoporous membranes becomes blocked with protein
fragments, glucose diffusivity will drop, changing the
sensor calibration constant [40.63].

Hydrogel-Based Sensors

A smart hydrogel is a crosslinked polymer network
that reversibly swells or changes electrical or optical
properties in response to changes in the environment,
such as pH, temperature or concentration of an ana-
lyte [40.66]. Several research groups worldwide have
become interested in this topic [40.67–79]. The sci-
ence is now reasonably well understood but has not
yet been translated into commercial products. For the
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Table 40.1 State of the art of systems de-
veloped for RF wireless neural recording or
stimulation in the central or peripheral ner-
vous systems [40.19–29, 31–46, 80] (UofU –
University of Utah, UCLA – University of Cali-
fornia, Los Angeles, FSK – frequency shift key,
MCFSK – Manchester-coded FSK, TDMA –
time division multiple access, ADC – analog
to digital converter, ASK – amplitude shift
key, LSB – least significant bit, INL – integral
nonlinearity, DNL – differential nonlinearity) �
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Table 40.2 Summary of leading candidate implantable glucose sensors

Implantable sensor
Electrochemical Hydrogel array

Requires nanoporous membrane for diffusion restriction? Yes No

Calibration constant varies with changes in glucose diffusivity? Yes No

Contains enzymes that may deactivate after 14 days? Yes No

Continuously consumes the analyte (glucose)? Yes No

Easy to implant using catheter? Yes No

Exhibits run-in period with drop in sensitivity? Yes Probably no

Response time < 1 min 7–20 min for 400 μm-thick gels.

< 5 min possible

Simultaneous measurement of glucose, pH, pCO2? No Yes

measurement of electrical properties, the gel is placed
on an (interdigitated) electrode structure and exposed
to changes in pH or concentration of analyte. Signif-
icant progress has also been made with fluorescent
glucose-sensitive hydrogels, which are boronic acid
based. Binding the sugar to a receptor increases the
fluorescence of the die embedded in the hydrogel. For
the measurement of swelling, a smart hydrogel is con-
fined between a porous membrane and the diaphragm of
a piezoresistive pressure transducer. An increase in the
analyte concentration, sensed through the pores of the
membrane, is detected by a change in the swell pres-
sure of the hydrogel. Thinner hydrogels lead to faster
sensor response. Microfabrication of highly sensitive
piezoresistive pressure sensors is a mature technology.
The selectivity of the sensor arises from the binding
specificity of the hydrogel, not from the porous mem-
brane. Hence the pore size can be used to optimize the
lifetime of the sensor in vivo.

A hydrogel is also an ideal biocompatible material
for detecting changes in fluid osmolality, because the
equilibrium swelling degree is determined as a trade-
off between osmotic forces that favor swelling and

the polymer chain-stretching entropic penalty that op-
poses swelling [40.73, 81]. Thus, almost all hydrogels
swell, all other factors being held constant, when the
osmolality of the surrounding environment decreases.
A glucose-responsive hydrogel also swells or deswells
in response to changes in glucose concentration. The
signal must therefore be corrected for fluctuations in
environmental osmolality. In sensor array developed
at UofU (Fig. 40.2), this correction is performed by
comparing the signal of the glucose-responsive hydro-
gel to that of a reference hydrogel that is unaffected
by changes in glucose concentration and pH. For
glucose sensing (Table 40.2) a polyampholytic hydro-
gel containing phenylboronic acid which is reversibly
crosslinked by the pair of diols present in glucose results
in hydrogel shrinkage due to increase in the entropic
chain-stretching penalty [40.78]. The polyampholytic
gel does not use enzymes, does not require oxygen,
and is relatively insensitive to pH and ionic strength be-
cause it is polyampholytic. Endogenous diols such as
in fructose and glycerol cannot crosslink the gel. Thus,
glucose sensors that employ this gel are unaffected by
physiological levels of fructose [40.78, 82].

40.3 In vitro and in vivo Testing

Microsystems can be designed, manufactured, and rig-
orously evaluated in laboratory environments yet fail
prematurely after implantation due to environmen-
tal conditions such as moisture, ionic contamination,
protein deposition, and blood clotting, all of which
are compounded by the host inflammatory response.
A complex set of physiologic responses to implanted
materials leads to both short- and long-term changes
to the local tissue environment that can have a pro-

found and oftentimes deleterious effect on the implant.
In virtually all implants a cascading series of events
occurs in vivo, starting with the adsorption of blood
proteins which coat the implant material surface with
serum proteins leading to the formation of a protein
matrix overlying the implanted material. This matrix
subsequently becomes the site of attachment for migrat-
ing immune-responsive cells that attempt to integrate,
eliminate or isolate the foreign implant. This tempo-
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rally diverse inflammatory response leads to local tissue
changes that include chemistry, cell type, and me-
chanical and electrical properties [40.83]. The dynamic
physiologic response is one of the unique challenges of
implanted microsystem oxygen sensors.

In vitro testing of implantable microsystems gener-
ally involves biocompatibility tests, environmental tests
or performance tests. Because of the cost and complex-
ity of in vivo tests, it is much more practical for implant
developers to use in vitro methods to gain an under-
standing of device function in vitro before engaging in
animal or human evaluation or for providing a chemical
milieu that mimics a small portion of the physiologic
environment to test basic performance parameters of
a device. Biocompatibility tests are a regulatory require-
ment and typically follow ISO 10993. This international
standard includes guidelines for duration of implant and
type of tissue contacted, and outlines in vitro tests such
as cytotoxicity, genotoxicity, hemolysis, and pyrogenic-
ity (ISO 10993-1:2009). In vitro testing that attempts to
mimic the physiologic environment has been performed
with electrochemical sensors and neuroprosthetic elec-
trodes where serum proteins and reactive scar-forming
cells are placed in culture media and allowed to inter-
act with the sensing interface [40.84, 85]. Other in vitro
tests include long-term environmental conditioning in
isotonic saline solutions.

In vivo testing of implanted microsystems can
generally be considered from three perspectives: host
compatibility, device compatibility, and device func-
tion. Host compatibility is determined through a series
of tests that indicate that the device is tolerated or
safe and will not cause adverse biologic effects on the
host. Device compatibility tests evaluate device perfor-
mance to determine the effects of protein deposition,
cell adhesion, tissue encapsulation, and other unique
tissue environmental and biologic factors. Device func-
tion tests consider the functional requirements of the
implanted system and how it meets those requirements
after short-term (< 30 days) or long-term (> 30 days)
implantation. Host compatibility test design is guided
by ISO 10993 but is always considered in light of the
characteristics and end-use application of the device
under consideration. In vivo biocompatibility testing
considers requirements such as sensitization, irritation,
intradermal reactivity, systemic toxicity, chronic tox-
icity, carcinogenicity, hemocompatibility, reproductive
toxicity, biodegradation, and immune responses. The
device must function in the host tissue environment and
therein lies one of the greatest challenges of implanted
microsystems. The Achilles’ heel of most implanted

microsystems is the interface between the implanted
device and the host tissue. The lack of long-term reli-
ability at the biotic–abiotic interface leads to the lack
of reliability in oxygen sensors [40.86], recording and
stimulating electrodes [40.87], glucose sensors [40.88],
and pH sensors [40.89]. In vivo evaluation not only
looks at the critical performance interface between the
physiologic environment and device but also environ-
mental conditions unique to the implanted environment.
This unique environment is often hostile to, or at the
very least marginally permissive of, implantable de-
vices. Biological processes can lead to mechanical
changes in the surrounding environment, material fa-
tigue due to constant motion, bioerosion due to fluid
flow or tissue friction, corrosion due to the various
ions in solution, encapsulation due to immune re-
sponse, local chemical changes due to inflammation
or other changes directly caused by the unique phys-
iochemical environment of the body. In vivo tests are
expensive and time consuming, and present unique
challenges. Implanted devices are typically evaluated
for performance during the implant period. During the
implant period, devices can also be evaluated for host
integration using imaging techniques such as x-ray,
computerized axial tomography (CAT) scan, MRI, and
ultrasound. These evaluations are often limited by the
compatibility of the imaging modality with the med-
ical device. Histological evaluation of tissue adjacent
to implanted materials has been the most routine mea-
sure of assessing host compatibility. The implanted
device is removed along with the surrounding tis-
sue, and the tissue, the interface between the device
and the tissue, and the device are analyzed for cell
type, cell density, vascularity, and fibrous encapsula-
tion. More in-depth histology can be used to look
for specific biomarkers. In vivo animal testing is re-
quired for prehuman validation of new designs or design
changes.

One of the many challenges is the long-term care
that is required to maintain the host in a healthy state
over extended periods of time. Unlike many types of
physical and environmental testing, in vivo testing can-
not currently be accelerated. Although in vivo testing
cannot currently be accelerated, this type of testing is
often performed on the bench. As in the electronics
industry, accelerated aging is conducted according to
the Arrhenius formula. These types of tests validate
both performance and shelf-life parameters; however,
the maximum temperatures must be carefully consid-
ered because of the use of thermoplastic polymers in
many medical devices.
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Visual Prosth41. Visual Prostheses

Eduardo Fernandez, Klaus-Peter Hoffmann

Visual impairment is one of the ten most prevalent

causes of disability that afflicts millions of people

worldwide. This chapter provides an overview

of some of the progress that has been achieved

in the field of visual prosthesis. While the full

restoration of vision seems to be impossible, it

is expected that an implanted microelectronic

device can create truly meaningful visual percepts

that can be translated into functional gains such

as the recognition, localization and grasping

of objects or skillful navigation in familiar an

unfamiliar environments resulting in a substantial

improvement in the standard of living of blind and

visually impaired persons. However we should be

aware that the scientific and engineering problems

are much more complex than originally believed

and that there are still many unresolved issues

than could cause a delay in its development.
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Living with acquired blindness not only lowers the qual-
ity of life of these individuals, but also strains society’s
limited resources for assistance, care, and rehabilita-
tion. For decades, the possibility of restoring sight to
blind individuals has been a subject of intense scientific
research. Drug development and genetic engineering
have had only marginal success in this context, but new
hope has been generated by recent advances in micro-
fabrication technologies, neurosciences, biomaterials,
neuromorphic engineering, and information technolo-
gies leading to the development of highly sophisticated
neural prosthetic devices designed to interact with the
nervous system. Such assistive devices have already al-
lowed thousands of deaf patients to hear sounds and
acquire language abilities, and the same hope exists in
the field of visual neurorehabilitation.

Loss of vision affects millions of people world-
wide and poses extraordinary challenges to individuals
in our society that relies heavily on sight. Although in
recent years the techniques of molecular genetics have
led to a rapid identification of a great number of genes

involved in visual diseases [41.1], once damaged the
nervous system is capable of little functional regener-
ation, and currently there is no effective treatment for
many patients who are visually handicapped as a result
of degeneration or damage to:

1. the retina,
2. the optic nerve, and/or
3. the brain.

While pharmacological interventions provide ther-
apeutic solutions to many physiological problems,
a pharmacological approach to the mechanisms of
blindness has not been discovered. Furthermore, there
remains the pervasive question as to how these mo-
lecular approaches will actually restore functional
vision after it is completely lost in a given individual.
Therefore, there are compelling reasons to pursue the
development of sophisticated microelectronic prosthe-
sis as viable rehabilitative and therapeutic options to
substitute, and ultimately, restore sight.
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41.1 The Case for Artificial Vision

The possibility to restore visual perceptions in blind in-
dividuals has a long history in biomedical engineering.
A German neurosurgeon, Forester, was the first to ex-
pose the human occipital pole under local anesthesia
and to electrically stimulate it. In 1929 he noted that
electrical stimulation induced the perception of points
of light, called phosphenes and usually described as
stars in the sky, clouds, and pinwheels, which were de-
pendent on where the stimulation probe was placed.
These findings, together with the earlier studies of Pen-
field and co-workers during the course of neurosurgical
interventions for the treatment of epilepsy [41.3] settled
the physiological basis for present efforts to develop
a visual prosthesis for the blind.

Subsequent experiments by different research
groups [41.4, 5] showed that stimulation of multiple
electrodes simultaneously allowed blind volunteers to
recognize simple patterns, including letters and Braille
characters (Fig. 41.1). The results of these studies sup-
ported the premise that patterned electrical stimulation
of the visual cortex can evoke patterned percepts.
However, these early efforts did not culminate in the
restoration of a useful visual sense. Problems with this

Perception

Stimulation
pattern

Time and learning

a) b)

Fig. 41.1a,b Examples of patterned phosphenes. (a) Possible perception generated by simultaneously stimulating three
electrodes arranged as a triangle. (b) The neural plasticity of the visual system can contribute to ever-improving correla-
tion between the physical world and evoked phosphenes. Immediately after implantation the evoked phosphenes are likely
to induce a poor perception of an object (the letter E in this example). However, appropriate learning and rehabilitation
strategies will contribute to provide concordant perceptions (after [41.2])

early work were associated mainly with the large sur-
face electrodes that were used to evoke phosphenes.
Thus, relatively high electrical currents were required
to evoke phosphenes, and when multiple electrodes
were stimulated, these large currents could interact
in a nonlinear fashion, evoking phosphenes with un-
predictable spatial properties. Furthermore, they also
found that a visual prosthesis based on relatively large
surface electrodes implanted subdurally would have
limited usefulness because of occasional elicitation of
pain due to meningeal or scalp stimulation, and the
risk of inducing epileptic seizures. This body of work
suggests that relatively large surface electrodes may
not be a tenable approach to stimulation of the visual
cortex, and led a number of investigators to develop
a visual prosthesis that could be implanted directly
into the retina, the brain, or other parts of the visual
pathways. One of the pioneers in this field was Tas-
sicker, an Australian researcher who in 1956 was the
first to patent a method of implanting a light-sensitive
selenium cell in a blind person’s retina to transiently re-
store the patient’s ability to perceive the sensation of
light [41.6, 7].

41.2 Visual Pathways: From Real Vision to Visual Neuroprostheses

The concept of artificially producing a visual sense in
blind individuals is founded on our present understand-

ing of the structure of the mammalian visual system, its
processing elements, and the relationship between elec-
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Fig. 41.2 Crosssection of
the retina. Light must
travel through the thick-
ness of the retina before
striking and activating the
rods and cones. Subse-
quently, the absorbtion
of photons by the visual
pigment of the photore-
ceptors is translated into
an electrical message
that can stimulate all
the succeeding neurons
of the retina. The reti-
nal message concerning
the photonic input and
some preliminary orga-
nization of the visual
image are transmitted to
the brain from the spik-
ing discharge pattern of
the ganglion cells (image
courtesy of Dr. Markus
Bongard)

trical or mechanical stimulation of any part of the visual
pathways and the resulting visual sensations [41.8].

Our entire experience of the external visual world
derives from the concerted activity of a restricted num-
ber of retinal ganglion cells (Fig. 41.2), which have to
send their action potentials through the bottleneck optic
nerve to the brain (Fig. 41.3). The retina is essentially
a piece of brain tissue that gets direct stimulation from
the outside world’s lights and images. Visual input to
the retina consists of a stream of photons, which can be
unequivocally quantified in space and time. The retina
performs spatial, temporal, and chromatic processing on
visual information and converts it into a compact digital
format composed of neural impulses [41.9]. In addition,
starting at the retinal level, vision is an active process
and eye movements are essential for information pro-
cessing [41.10]. Thus our entire experience of the exter-
nal visual world derived from the concerted activity of
a restricted number of retinal ganglion cells, which have
to send their information, via the optic nerve, to higher
visual centers. This representation has to be unequivo-
cal and fast, in order to ensure object recognition for
any single stimulus presentation within a few hundreds
of milliseconds [41.11]. Therefore, the question of how
the information about the external world is compressed
in the retina, and how this compressed representation is

encoded in spike trains is an important challenge for the
success of any visual prosthesis.

The next processing center is the lateral geniculate
nucleus (LGN), which begins to integrate information
from both eyes into a binocular representation of visual
space. Once retinal signals arrive within the LGN, they
are in a position to be influenced by a wide variety of
other inputs, as well as the complex feed forward and
feedback circuits. These inputs include not only visual
information, but also nonvisual information that comes
from cortical areas, superior colliculus, pretectum, para-
bigeminal nucleus, reticular nucleus, and other brain
stem pathways [41.12]. The number of synapses pro-
vided by these nonretinal inputs greatly outnumbers the
number of parallel pathways coming from the retina, but
their function is not fully understood.

The LGN neurons mainly project to the primary vi-
sual cortex (also known as the striate cortex or V1),
which was the first cortical area clearly identified in the
human brain by Gennari in 1782 [41.13]. Area V1 is
located at the back of the head, in the occipital lobe,
and from here the information is distributed to a number
of higher cortical centers for further processing [41.14].
The main point, as stated by Hubel and Wiesel, is that
the primary visual cortex is in no sense the end of the
visual path [41.15]. It is just one stage, probably an
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Fig. 41.3a,b Human visual pathways. (a) The optic nerve transmits the information from the retinal ganglion cells to
the lateral geniculate nucleus (LGN), which relays information to the primary visual cortex (image courtesy of Webvi-
sion, http://webvision.umh.es). (b) Functional segregation of the visual system, presenting the projection of large retinal
ganglion cells to the magnocellular layers of the LGN and further to layer 4 Ca of the primary visual cortex. Small gan-
glion cells project to the parvocellular layer and hence to the layers 4 A and 4 Cb of V1 (image courtesy of Dr. Markus
Bongard)

early one in terms of the degree of abstraction of visual
information processing.

As blindness results from an interruption in the nor-
mal flow of signals along the visual pathways, a visual

prosthesis has to excite the neurons of the pathway at
some point after the damage site [41.2]. The only re-
quirement is that the device should have contact with
still functioning neural elements.

41.3 Current Approaches to Visual Prostheses

Figure 41.4 shows the main approaches for the design
of a visual neuroprosthesis. Since retinal diseases fre-
quently reduce visual acuity and result in noncurable
blindness, several groups worldwide are working on the
development of different prosthesis designed to interact
with the remaining healthy retina [41.6, 16–19], optic
nerve [41.20, 21], and LGN [41.22, 23]. However, the
output neurons of the eye, the ganglion cells, often de-
generate in many retinal blindness cases [41.24, 25],
and therefore a retinal, optic nerve, or LGN prosthesis
would not always be helpful. This extensive degener-
ation usually spares the neurons in the higher visual
regions of the brain, which suggests the enormous po-
tential of a cortical prosthesis designed to stimulate
cortical neurons [41.2,26]. Due to the complexity of the
interconnectivity and the receptive field characteristics,
visual areas beyond V1 have not been proposed as sites
for vision prostheses.

In general, all the approaches share a common set
of components: a bioinspired retina-like encoder able
to transform the visual scene into patterns of electrical

stimulation, a second stage that processes the informa-
tion and transmits it through a radio-frequency link to
the implanted device, and an electrode array implanted
at some level in the visual pathways and located near
the target neurons.

41.3.1 Retinal Stimulation

Retinal prostheses are being developed to apply electri-
cal stimulation to the retina in order to restore vision
in patients with age-related macular degeneration and
retinitis pigmentosa, and more than five groups are al-
ready pursuing human clinical trials of diverse retinal
prosthesis [41.27, 28]. There are significant advantages
to the retinal approach as it is less invasive and the im-
plants are lower in the visual pathways, which means
that they are closer to the photoreceptors and have
more opportunities for natural processing of the visual
information. However, there are also some problems re-
lated with the encapsulation, fixation of the implants,
power dissipation, and the production of sufficient
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Fig. 41.4a–d Summary diagram of different approaches to restore vision. The inset figures illustrate the approaches in
detail. (a) Schematic diagram of a retina crosssection showing two methods of stimulating ganglion cells. The epiretinal
device is attached to the inner surface of the retina and stimulates the inner retinal layer. In the subretinal approach, photo-
diodes are implanted underneath the retina and used to generate currents that stimulate directly the retina. (b) Stimulation
of the optic nerve by implanting a cuff electrode around the nerve. (c) LGN microstimulation. (d) Cortical approach

currents [41.29, 30]. Furthermore, for a retinal visual
prosthesis to work, there must be some functional reti-
nal ganglion cells, and therefore these systems are not
capable of treating conditions such as glaucoma and
diabetic retinopathy [41.28, 31].

Currently, there are mainly two kinds of retinal
implants under development: subretinal and epiretinal.
Furthermore, some groups are studying the efficacy of
the suprachoroidal-transretinal stimulation to generate
focal excitation in retinal ganglion cells [41.32, 33]. In
addition, a novel photostimulation approach has been
proposed, which involves re-engineering retinal gan-
glion cells or bipolar cells to become light sensitive by
incorporation of artificial opsins [41.34].

Subretinal Implants

As some of the neural retina, with the exception of the
photoreceptors layer, is preserved for both age-related
macular degeneration and retinitis pigmentosa, a rea-
sonable approach to the restoration of vision under these

pathologies is the replication of the function of the
photoreceptors [41.6, 35, 36]. One of the main advan-
tages of this location is that the remaining retinal cells
in the outer plexiform layer (vertically running bipo-
lar cells and horizontally oriented horizontal cells) may
be utilized to stimulate the amacrine and ganglion cells
directly.

In a general sense all research groups focusing on
the subretinal approach have proposed similar meth-
ods. Thousands of light-sensitive microphotodiodes
equipped with microelectrodes are assembled on a very
thin plate and placed in the subretinal space. The sub-
retinal device or microphotodiode array (MPDA) is
implanted between the pigment epithelial layer and the
outer layer of the retina, which contains the photorecep-
tors. Then light falling on the retina generates graded
currents that stimulate the dendrites of the bipolar cells
in the outer plexiform layer to induce a visual sensation.

The schema is tantalizingly simple, requiring no
external power or control signal. Furthermore the pho-
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todiodes can be tailored to provide either positive or
negative current in response to illumination, with the
intention of mimicking the function of ON and OFF
bipolar cells. However, the success of this approach de-
pends upon three assumptions. First, the bipolar cells of
the dysfunctional retinal should persist and function in
a somewhat physiologically normal manner. Second, the
photodiodes must generate enough current under normal
illumination levels. Third, the electrodes can be placed
in close enough proximity to the bipolar cells. Encour-
aging progress has been reported in each of these areas.

Epiretinal Implants

As an alternative approach to stimulate the retina, other
research groups have proposed placing the stimulating
electrodes in close proximity to the retinal ganglion
cells. This approach attempts to stimulate the remaining
retinal neurons of patients who are blind from end-stage
photoreceptor diseases. In this context, several reports
indicate that significant portions of the retinal ganglion
cells survive even in end-stage of pathologies such as
age-related macular degeneration and retinitis pigmen-
tosa [41.37, 38].

The epiretinal approach implies the use of im-
planted multielectrode arrays (MEAs) and transcuta-
neous telemetry to transfer data and power to the
implanted MEAs. To date, a number of experiments
performed in sighted and blind human subjects demon-
strate the potential for epiretinal electrical stimulation to
provide patterned visual perception [41.39–42]. There
are, however, issues relevant to the epiretinal approach
that should be solved. Thus, the epiretinal devices need
to be firmly affixed in place in order to efficiently
stimulate the retina and provide a consistent visual
perception. Another issues of concern are power dissi-
pation, cross-talk between electrodes, and the viability
of the tissues under the implant. Nevertheless, epiretinal
implants appear to be a potentially viable approach for
restoring functional vision in some blind individuals.

41.3.2 Optic Nerve Stimulation

The next visual prosthetic approach is to stimulate the
optic nerve fibers. The optic nerve, composed of reti-
nal ganglion cell axons, can be reached surgically and
may be a suitable location for implanting a simulation
electrode providing that the retina cannot safely sup-
port a prosthesis, for example in long-standing retinal
detachments.

The rationale for using a nerve cuff electrode is
completely distinct from all the retinal approaches

where an increased number of electrode contacts may
theoretically increase the resolution [41.43–45]. In con-
trast, in this approach a few contacts are expected to be
capable of generating a large number of potential field
shapes within the nerve that can activate different parts
of the nerve and thereby allow a large number of dis-
tinctly located phosphenes to be generated. However,
the selective and simultaneous stimulation of multiple
subsets of axons requires cuffs with a prohibitively large
number of contacts. Furthermore, the present cuff elec-
trodes do not allow selective stimulation of individual
fibers, so that this approach is unlikely to be able to
recreate a high-resolution visual scene.

41.3.3 LGN Stimulation

The lateral geniculate nucleus (LGN) is the primary
processing center for visual information, meaning that
the neural signals encoding visual information have not
yet been extensively processed. The LGN receives in-
formation directly from the retinal ganglion cells and
projects mainly to the primary visual cortex. The LGN
holds promise as a target of electrical stimulation for ar-
tificial visual percepts since it has been demonstrated
that LGN microstimulation produces predictable vi-
sual percepts [41.22, 23]. Therefore, a visual prosthesis
based on LGN stimulation may be helpful to restore
sight to those who have become blind because of trauma
of the eye or diseases such as glaucoma, macular degen-
eration, and retinitis pigmentosa.

A possible disadvantage of this approach is the lim-
ited number of electrodes that can be inserted in the
LGN and, hence, the limited visual resolution. More-
over the neurons in the LGN are too close together to
be stimulated individually, which would be important
when trying to reproduce natural vision. Furthermore,
most of the projections to the LGN are from the pri-
mary visual cortex making it difficult to create complex
visual percepts.

41.3.4 Intracortical Stimulation

If the primary visual cortex can be stimulated with vi-
sual information in a format somewhat similar to the
way it was stimulated before the onset of blindness,
a blind individual may be able to use this stimula-
tion to extract information about the physical world
around him/her [41.2, 46]. Although a cortical pros-
thesis based on relatively large subdural electrodes has
a limited usefulness, a promising approach, which can
activate populations of neurons with greater spatial
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specificity and lower levels of stimulation than is pos-
sible with larger electrodes on the surface of the brain,
is the use of intracortical microelectrodes. In this con-
text, Schmidt et al. [41.26] described the implantation
of 38 floating microelectrodes within the right visual
cortex of a 42 year old woman who had been blind
over 22 years. 34 of the microelectrodes were able to
elicit phosphenes for a period of 4 months, and most
of the microelectrodes had stimulation thresholds be-
low 25 mA. Unfortunately, these microelectrodes were
not well suited for a long-term application. Thus, due to
the breakage of lead wires early in the experiment, only
limited tests could be done to evaluate pattern recogni-
tion. Nevertheless, taken as a whole, the previous results
suggest that passing electrical currents through an ar-
ray of electrodes inserted into an appropriate location
in the visual pathway, is able to produce the perception

of phosphenes, and that these phosphenes may be ap-
propriate for restoring some limited but useful sense of
vision to the profoundly blind. This cortical approach
requires intracortical penetrating electrodes with ex-
posed tips located in layer 4 and with sizes of the same
order of magnitude as the neurons that are intended to
be stimulated.

This approach is the only treatment available for
blindness caused by glaucoma, optic atrophy, or dis-
eases of the central visual pathways, such as brain
injuries or stroke.

The main problem of a cortical implant is the lack of
preliminary processing by the brain, particularly in the
retina where much of the information reduction takes
place [41.31]. Furthermore, it is unclear what kind of
percepts will be evoked by simultaneous stimulation of
a large number of microelectrodes.

41.4 Engineering Visual Neuroprostheses

Regardless of the differences in the approaches, all
vision prostheses (with the exception of subretinal
prostheses and the photostimulation approach) share
a common set of components [41.8], which are il-
lustrated in Fig. 41.5. One or two cameras provide
image acquisition, which is then processed by a bioin-
spired retina-like encoder in order to transform the
visual world in front of a blind individual into elec-
trical signals. This first stage performs a multichannel
spatio-temporal filtering, to extract and enhance the
most relevant features of the scene and also re-encodes
this information into a neuromorphic stream of elec-
trode addresses [41.47]. The second stage serializes the
information and transmits it through a radiofrequency
link to the implanted device. This telemetric transmis-
sion provides a wireless transfer of power and data to
the internal system (Fig. 41.6). The implanted electron-
ics package must decode the signals, identify the target
electrodes, and generate the stimulation signals applied
using multiple microelectrodes.

These transformations must take into account many
issues that are normally performed by the retina. For
example, sampling across the retina is not uniform
and, therefore, retinotopic gradients and magnification
factors must be introduced to match image repre-
sentation. On the other hand, it is clear that several
streams of information are processed in parallel from
any retinal point by several dozens of interneuronal
subtypes before contrast, brightness, orientation move-

ment, and color are finally coded as modulation of
ganglion cell action potential series [41.48]. While
chromatic information is not of utmost priority, a dif-
ferential characterization will nevertheless be required
when designing achromatic processing modules for ba-
sic representation of image components. The goal of
developing such a bioinspired retinal encoder is not sim-
ply to record a high resolution image, but to transmit
visual information in a meaningful way to the appropri-
ate site(s) in the retina, optic nerve, LGN, or brain.

Although it is not the purpose of this chapter
to present a detailed study of the problem of cod-
ing/decoding of retinal images by ensembles of retinal
ganglion cells, increasing evidence suggests that the
retina and the brain utilize distributed codes that can
only be analyzed by simultaneous recording of the
activity of multiple neurons [41.49–52]. Far from a sim-
ple transducer of light into electrical neural impulses,
the retina performs a locally-computed spatio-temporal
contrast enhancement function and a very efficient com-
pression of visual information. These tasks are essential
to provide a high adaptation capability to very different
lighting conditions, high noise immunity, and to effi-
ciently communicate the visual information by means
of a limited number of optic nerve fibers. Thus, our en-
tire experience of the external visual world derives from
the concerted activity of a limited number of ganglion
cells in the retinal output layer that have to represent
all the features of objects in the visual world, namely
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Fig. 41.5a–c Schematic organization of a bioinspired retinal model. (a) The input images are captured by a photosensor
array and processed by a combination of several spatial and temporal filters that enhance specific features of the captured
information. (b) Performance of the encoder/stimulator in transforming an image of a hand into an electrode stimulus
pattern. (c) Leaky integrate-and-fire spiking neuron model showing the response to a stimulus for a given component of
the activity matrix

their color, intensity, shape, movement, and the change
of these features in time. This representation must be
unequivocal and fast in order to ensure object recogni-
tion for any single stimulus presentation within a few
hundreds of milliseconds.

The development of a bioinspired visual encoder,
therefore, poses an information processing challenge
without parallel in neuroscience, computer science, or
communication technologies. Consequently, several re-
searchers are developing complex retina encoders for
visual implants [41.53, 54].

Figure 41.5 summarizes the basic architecture of
a typical bioinspired retinal model. It is based on in-
formation about the photoreceptor distribution within
the human/primate retina and on electrophysiological
recordings from populations of retinal ganglion cells.
Through a set of parametrized filters and functions, that

simulate the complex operations of the neural retina,
a portable model is obtained that can be easily translated
into a hardware description for automatic synthesis us-
ing the appropriate tools. The input images are captured
by a photosensor array (preferably a logarithmic re-
sponse camera that has a similar response to the human
visual system and can reduce saturation in high contrast
visual scenes) and are processed by a set of separate
spatial and temporal filters that enhance specific fea-
tures of the visual information captured. The model can
take into account the irregular distribution of photore-
ceptors within the human retina: a high density of pixels
and smaller receptive field sizes in central areas and
lower density and bigger receptive fields in peripheral
areas. A gain factor can be specified for every individual
channel as well as a global gain. The next stage re-
duces the information to the resolution of the electrode
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Fig. 41.6 Functional blocks of a visual neuroprosthesis. This includes a bioinspired visual information block (artificial retina) to
extract and enhance the most relevant features of the visual scene. A coding block that translates the retina-like output into pulses
modulated with different cadences and temporal lags and whose projection onto the electrode matrix must be fully configurable.
An RF block providing a wireless transfer of power of data and the implanted electronics package that must decode the signals,
identify the target electrodes, and conform the voltage shape (D/A converter) of the final waveforms to be applied to the electrodes
located near the target neurons (after [41.46])

matrix, with the option of defining specific receptive
field shapes and sizes. Finally, a mapping and neu-
romorphic coding (into output charge-balanced pulses
that can be sent to each electrode) is carried out and
feeds the radiofrequency link that goes to the microelec-
trode array. Thus, the continuously varying input video
stream is converted into neuromorphic pulse-coded sig-
nals through a circuit that emulates the function of
retinal neurons [41.46, 55].

The implementation of the model in digital hard-
ware provides a flexible design, achieving a high
performance with response times several orders of mag-
nitude lower than those of biological systems. The
present version of the whole system is able to work
properly up to 40 MHz [41.29, 46, 47]. This means that
40 000 electrodes may be stimulated with an inter-spike
temporal resolution equal to or lower than 1 ms. The use
of reconfigurable circuitry (FPGA) permits one to ad-
just or even change the spiking model easily [41.47,54].
Furthermore, this technology can be also used for psy-
chophysical experimentation in order to determine the
best image processing strategy, and to obtain insights
into the optimal number of electrodes, gray levels, and
grid size [41.56, 57].

Finally the output of the bioinspired retina must be
transmitted to a remote stimulating device that electri-
cally connects with the implanted microelectrode array
(Fig. 41.6). Ideally, this should be done telemetrically
(i. e. without the need for attached wires) to reduce the
risk of infections and an opto-coupling stage should
be incorporated to protect the patient against electri-
cal risks. Furthermore, for a durable system material
must be biocompatible and electrical-charge displace-
ments must be in margins of capacitive work, never in
an irreversible-faradaic working zone [41.58].

Several factors should be taken into account, espe-
cially safety, size, and power consumptions. Thus, this
stimulating device should be able to operate in real-time
for a high number of electrodes, have low power re-
quirements and be flexible enough to generate different
waveforms and adapt to different stimuli and image pro-
cessing conditions. Basically, it should be able to solve
the problem of transmitting data and power to multiple
microelectrodes, while simultaneously having the pos-
sibility of remote control and sensing of microelectrode
status. This implies a compromise between the power
level requirements of the stimulation circuits and the
signal bandwidth requirements [41.47, 59].

41.5 Safe and Effective Stimulation of Visual Pathways
Through Multiple Microelectrodes

Any visual neuroprosthetic system must be implanted
into the retina, optic nerve, LGN, or visual cortex and
remain fully functional for periods that will eventually
extend to many decades. Therefore, these devices must
be highly biocompatible and be able to resist the at-

tack of biological fluids, proteases, macrophages or any
substances of the metabolism. Furthermore, it is neces-
sary to take into account the possible damage of neural
tissues by permanent charge injection and the most ef-
fective means of stimulating the visual pathways. On the
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other hand, although there are no major safety concerns
stemming from the pilot studies carried out to date, the
risks of the surgical procedures involved are not negli-
gible. All these considerations place unique constraints
on the architecture, material, and surgical techniques
used in the implementation of visual prosthesis inter-
faces [41.29, 42, 46, 60, 61].

Important problems reported with all available mi-
croelectrodes to date are long-term viability, biocompat-
ibility, and biostability. Recent studies of the response
of neural tissue to stab wounds have shown that there
are acute and chronic inflammatory reactions that affect

both the neural tissue and the surface of the microelec-
trodes [41.62]. These reactions often result in damage
to neurons and microelectrodes and lead to the prolifer-
ation of a glial scar around the implanted probes, which
prevents recording or stimulation of neurons [41.63,64].
The reasons for the inflammatory response lie in mo-
lecular and cellular reactions at foreign surfaces [41.65].
These responses can be controlled, and one of the big
challenges in this field is to create new, more biocom-
patible surfaces. The solution may involve coating the
electrodes with bioactive molecules that are slowly re-
leased into the surrounding neural tissue [41.60].

41.6 Selection of Suitable Subjects for a Visual Prosthesis
The selection of a specific person for a visual implant is
not straightforward. There are no strict standardized cri-
teria for accepting or rejecting a candidate or for the best
rehabilitation procedure for every type of blindness.
Generally, a choice may be made between different
approaches and/or rehabilitation procedures depend-
ing on availability, efficacy or rejection of invasive
methods [41.28, 66, 67], but a presurgical protocol and
improved methods for predicting success with a visual
neuroprosthesis need to be developed [41.46, 56, 68].

In general, it is considered crucial, at least in these
preliminary stages, that the subject have no residual
vision and has not had any significant benefit from
a conventional visual aid. However, these seemingly
straightforward criteria have not always worked well in
practice, and there are different definitions of residual
vision and significant benefit from a visual aid. Needs
and wishes of individual subjects are also significant
variables for implant candidacy. This issue is further
complicated because it is not possible to predict suc-
cess with a visual implant in a specific person. Clearly,
our knowledge regarding visual system anatomy and
function may allow for crude bioinspired models and
strategies of stimulation. However, what has not been
discussed is how the type, onset, duration, and temporal
profile of an individual visual loss may have repercus-
sions on the success of the device. To decide what time
is the most suitable in that matter is a difficult double-
faced ethical decision [41.66].

Recognizing these limitations, it is generally ac-
knowledged that previous visual experience is neces-
sary for the patient to interpret and recognize the visual
patterns that are generated. In this context, it has been
presumed that if blindness occurs after the age of ten

years of age (i. e. with respect to the critical period), vi-
sual pathways should develop normally and thus remain
excitable [41.28, 66].

Improved networking among research groups would
clearly help in developing a common body of stan-
dardized test and standardized selection criteria [41.56].
Among them, possible criteria to specify the charac-
teristics of adults who are potential users of a visual
neuroprosthesis [41.68] are listed here.

• Visual function criteria and pre and postimplanta-
tion testing. Indications in favour of a cortical visual
implant may include profound and bilateral visual
loss, but more objective and quantitative criteria
should be developed. These studies need to incor-
porate a more quantifiable means of estimating risk
and benefit for a given candidate.• Electrophysiological criteria. Registration and ana-
lysis of electroretinogram (ERG) as well as visual
evoked potentials (VEP) should be a basic compo-
nent in candidate selection. Improved methods for
predicting success with a visual implant need to be
developed. These methods may include test using
data from transcranial magnetic stimulation (TMS)
of visual pathways and new imaging techniques
such as functional magnetic resonance imaging
(fMRI).• Medical, anatomical, and surgical criteria. The usual
candidate should be a healthy adult. The medical
history should include the onset and evolution of
the blindness, physical examination, and laboratory
tests to include or exclude candidates and to as-
sist the implant team in planning a total program,
including postimplant training.
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• Evaluation of the risks and limitations associated
with the surgery and every specific approach. These
are usually small for persons in good general health
but increase with age and other pathological condi-
tions.• Quantitative evaluation of the subjects’ needs and
performance using standardized psychophysical and
behavioral methods.• Psychological testing to discard psychiatric disor-
ders and other possible mental status that may affect
the success of the visual prosthesis.

There are other important issues that should be taken
into account and case studies of surgical sight restora-
tion following long-term visual deprivation [41.69, 70]
provide a relevant insight. For example, following ocu-
lar surgical procedures aimed at regaining some degree
of functional vision, patients blinded for many years
experience profound difficulty in various visual tasks,
particularly those requiring the identification and recog-

nition of objects. Interestingly, if patients are allowed
to explore the same object through touch, they can
recognize it immediately and register their newly ac-
quired visual percepts with their existing senses. These
findings demonstrate that even when vision reaches
the brain physiologically, visual perception nonethe-
less remains impaired. Thus, the simple restoration
of a lost sensory input may not itself suffice in re-
constituting the sense it normally provides, and active
visual rehabilitation may be necessary to maximize
the adaptation and get the most from these devices.
Moreover, some form of spatial remapping between
the bioinspired encoder and the stimulation pattern
delivered to the array of electrodes implanted in the
visual cortex is highly recommendable [41.46, 50, 53,
59]. As a result, the right learning, remapping, and
rehabilitation strategies may potentially help to mod-
ulate the plasticity of the brain and contribute to
ever-improving performance and more concordant per-
ceptions.

41.7 Challenges and Future Perspectives

Visual prosthesis is a rapidly emerging field that
requires extraordinary diverse, lengthy, and intimate
collaborations among basic scientists, engineers, and
clinicians. Significant challenges to the development
of a successful visual prosthesis include limitations to
the number of electrodes, biocompatibility, encapsula-
tion, electrode degradation, power interference, signal
and imaging processing, interference with residual vi-
sion, functional evaluation, and training [41.31, 46, 68].
Despite all these issues several research groups are
developing sophisticated microelectronic devices de-
signed to stimulate viable neuronal tissue in the hopes
of generating functional vision artificially.

To date, at least 23 different devices are under
development and 5 groups are pursuing human clini-
cal trials either with acute or chronic implantation of
neurostimulating devices, and increasing numbers are
expected within the next years [41.27, 28]. However,
even the most advanced of these experimental devices
has only been able to provide evidence that such an
approach may indeed be feasible. What remains to be
conclusively demonstrated is whether or not the vi-
sual percepts produced by implanted microelectronic
devices can create meaningful visual perceptions that
can be translated into functional gains such as the recog-
nition, localization and grasping of objects, or skilful

navigation in an unfamiliar environment, thus, ulti-
mately, having the potential to improve the quality of
life of a patient.

The greater impediments to future progress in im-
plementing a visual neuroprosthesis approach are not
only the technical, engineering, and surgical issues that
remain to be solved, but also the development and im-
plementation of strategies designed to interface with the
visually deprived brain specifically tailored for an in-
dividual patient’s own needs. This would particularly
involve an improved patient selection and a custom-
tailoring of visual prosthetic devices. A key issue in
this context that has often been utterly underrated is the
role of neural plasticity. Thus, these strategies should
take into consideration not only standardized methods
and employ current clinical and technological exper-
tise, but also consider newly emerging developmental
and neurophysiological evidence. For example, there
is considerable evidence that adaptive and compen-
satory changes occur within the brain following the
loss of sight [41.46, 71–73]. These studies suggest that
in some patients the occipital parts of the brain that
sighted subjects utilize to process visual information are
transformed and utilized to process tactile and auditory
stimuli. This plastic change in the brain probably al-
lows blind subjects to extract greater information from
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touch and hearing, thus improving living standard and
enhancing the integration of the blind in the social and
working environment of a sighted society. The modula-
tion and understanding of these neuroplastic processes
is crucial for the success of any visual neuroprosthesis
and can, therefore, provide the neuroscientific founda-
tion for improved rehabilitation and teaching strategies
for the blind.

It is hoped that the advances in medicine, ophthal-
mology, and genetics will be able to devise new ways
of preventing diseases of the retina and visual path-
ways or in transplanting neurons that have been lost.

However, genetic science and treatment will not help
in injuries due to accidents and probably will not elim-
inate all the visual impairments that are due to aging.
Therefore, progress in vision prosthesis technologies is
regarded as a necessity for the future. We hope that
the progress in medical technologies, material science,
and bioengineering, together with the increase of intelli-
gence in these visual neuroprosthetic devices will foster
the improvements in the quality of life of people that are
affected by visual impairments, and result in the devel-
opment of new custom-tailored neuroelectronic systems
for restoring functional sight in the blind.
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Rehabilitatio42. Rehabilitation and Therapeutic Robotics

Loredana Zollo, Dino Accoto, Silvia Sterzi, Eugenio Guglielmelli

The successful introduction of robotic technologies

in the rehabilitation arena critically depends

on the possibility to design machines able to

operate in symbiosis with patients, i. e., adapting

the level of assistance to their residual abilities.

Safety, easiness of use, and flexibility are key

factors for these systems, which typically operate

in continuous physical contact with the human

body.

Rehabilitation robotics aims at enabling new

and effective therapeutic approaches. Highly

repetitive, intensive, structured motor exercises

carried out while the patient is actively interacting

with an assistive robot can have a direct, positive

impact on the restoration of motor functions. Ac-

tive involvement of the patient in planning and

execution of motor exercises is expected to em-

power cortical reorganization, e.g., after stroke.

Rehabilitation robotic systems can also provide

quantitative, accurate measurements about the

patient’s motor performance.
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This chapter has a twofold aim: (1) to introduce

human-centered design criteria for rehabilita-

tion robotic systems by analyzing a specific case

study; (2) to present an example of robot-based

assessment of patients’ sensorimotor abilities.

42.1 Background

Rehabilitation robotics aims at developing novel so-
lutions for assisted therapy and objective functional
assessment of patients with reduced motor and/or cogni-
tive abilities [42.1,2]. These solutions augment existing
therapeutic systems to improve patients achievable
functional recovery. They are intended as therapeutic
tools for temporary use (i. e. to be employed only for the
duration of the therapy at home or at the clinic center)
and are designed to maximize the objective clinical ef-
fectiveness of the therapy and the efficiency of the entire
clinical process.

Recent neuroscientific achievements (mainly re-
garding the mechanisms of neurogenesis [42.3, 4] stim-
ulated by voluntary movements during motor training,
and cerebral plasticity underlying the motor learning
and the functional recovery after cerebral injury [42.5,

6]) point out the potential of robotic technologies to
create a real discontinuity in the clinical procedures
of the (neuro)rehabilitative treatment. Clinical evidence
in physical medicine and rehabilitation clearly demon-
strates that there is an important and increasing demand
for innovative therapeutic solutions to address a wide
variety of pathological conditions; for instance, patients
experiencing severe stroke events have a high probabil-
ity, in most cases higher than 50%, of retaining severe
disabilities for the rest of their lives. The positive corre-
lation of the prevalence of many neuromotor diseases
with age can give an idea of the social relevance of
this research area. Novel, cost-effective solutions able to
significantly improve the outcome of the rehabilitation
process or to assist the patient in coping with resid-
ual abilities after the rehabilitation process are needed
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urgently in the several industrialized countries facing
the challenges posed by their ageing society. Such so-
cieties predict that soon 20–35% of their population
will be over the age of 65 and in need of rehabilitation
support.

But how can robots be actually useful to support the
functional recovery process? What is the rationale for
their introduction in the rehabilitation arena?

To answer these basic questions, at least four main
fundamental issues have to be considered:

1. The technological evolution of machines for physi-
cal exercise and cognitive training. Modern fitness
and rehabilitation gyms are more and more being
populated with machines equipped with a variety of
proprioceptive and exteroceptive sensors for record-
ing multimodal data on the performance of the
user as well as on her/his psychophysiological con-
ditions. In some cases, these machines also have
one or more actuators and simple feedback con-
trol systems, as in the case of automatic treadmills
or continuous passive motion systems. At the same
time, the concept of brain training by means of in-
teractive exercise/games is gaining rapid popularity.
No doubt this trend is paving the way for a massive
introduction of real robotics technology also in this
area of rehabilitation medicine, just like what has
already happened in diagnostics and surgery.

2. Evidence-based rehabilitation. Modern medicine
is based on objective evaluation and quantitative
comparative analysis of the impact of different
therapeutic approaches. Robotics technology pro-
vides accurate, precise, and very sensitive tools for
assessing and modeling human behavior, well be-
yond the capability of a human observer. This is
of paramount importance for enabling appropriate
initial diagnosis and early adoption of corrective
clinical strategies, and for identifying verifiable
milestones as well as prognostic indicators of the
recovery process.

3. Rehabilitation therapy is a time-consuming and in-
tensive activity for health-care operators. Typically,
one or more therapists should operate at the same
time to administer rehabilitation therapy to a sin-
gle patient. In some cases the role of the therapist is
physically very demanding, involving physical ac-
tivities that can lead to professional disorders such
as low back pain and strain. This is particularly
true in the case of severely disabled patients who
need direct physical assistance even to perform very
simple exercises. Proper introduction of robotics

and automation technologies in this scenario can
produce a dramatic reorganization of the working
procedures within the rehabilitation process. Ma-
chines can take over most of the unpleasant and
physically demanding tasks, leaving to the health-
care operators the possibility to mainly concentrate
on the quality of the therapy that is administered.
The existence of these robots creates relief and op-
portunity. On one hand, the problem of the shortage
of specialized personnel is mitigated by the possi-
bility that a single operator can effectively supervise
multiple patients, locally or even remotely (i. e., in
telerehabilitation). On the other hand, patients’ ac-
cess to rehabilitation is improved by the opportunity
to increase the duration and the frequency of their
therapy experience, with limitations depending on
clinical considerations and not other organizational
or economic limitations imposed by the health-care
system.

4. Empowerment of the patient. Recent findings on
neural reorganization phenomena (neuroplasticity)
related to functional recovery clearly demonstrate
that patients suffering from neuromotor diseases can
greatly benefit from activity-dependent rehabilita-
tion therapies, which typically require the execution
of goal-directed, repetitive exercises dominated by
temporal and spatial constraints [42.7, 8]. During
the exercise, the patient is supposed to play an
active role, so that the whole sensorimotor coor-
dination system is solicited and trained, including
high-level brain functionality, such as imagination,
planning, and anticipation of motor actions. In this
perspective, rehabilitation robots can represent an
ideal solution to implement training environments
where this technology is able to continuously pro-
vide the patient with the minimal level of physical
and/or cognitive support needed to repetitively initi-
ate, execute, and complete a given exercise, while
accurately complying with predefined spatial and
temporal constraints.

On the basis of this analysis, the main functional
requirements that rehabilitation robots should meet to
properly address the targeted application domain can be
derived. In detail:

• Rehabilitation robots are among the very few
robotic systems that are typically devised to operate
in continuous physical interaction with the human
body. The main challenge is to harmonize their
behavior in constrained motion with the patient’s
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residual abilities, which are unpredictable in nature
and dynamically varying, even within the same sin-
gle therapeutic session.• In many cases, the robot should implement assist-
as-needed strategies, so that the whole set of
sensorimotor control functionalities underlying the
execution of the motor task is adequately stimu-
lated and trained. Typical working conditions often
require the robot to challenge the patient by us-
ing haptic interaction (e.g., spatially varying force
fields) for opposing or favoring motion in prede-
fined directions. In other situations, e.g., during
evaluation sessions, the robot could be required to
become fully transparent to the patient, so as to as-
sess human motion parameters without introducing
any perturbations on the physiological system.

These requirements, and especially the key issue
of enabling an active role of the patient to reach
a real physical and/or cognitive symbiosis with the ma-
chine, pose major technical challenges for designing
dependable, flexible, and effective robotic platforms.
Typical main technical requirements include high back-
driveability, easy adaptation of the mechanical struc-
ture to different anthropometric parameters, adaptive
schemes for physical human–robot interaction control,
and friendly human–machine interfaces for involving
and motivating the patient, and for allowing customiza-
tion of the robot performance, especially in terms of the
level of assistance and feedback provided to the patient
during the exercise.

This chapter will try to provide some direct insights
into robot-aided rehabilitation by focusing on two main

issues strictly related to each other to achieve the chal-
lenging objective of creating a real symbiosis between
the patient and the machine by increasing the level of
machine adaptability to the patient’s actual status.

In Sect. 42.2, the problem of human-centered re-
habilitation robot design will be tackled. We propose
adopting a truly biomechatronic approach, by harmo-
niously merging mechanics, electronics, and adaptive
interaction control techniques to properly address tech-
nical and functional requirements coming from the
required operative condition of a tight human–machine
physical interaction. The proposed design approach is
outlined by presenting a specific case study, the CBM-
motus, which is a novel planar rehabilitation robot
recently developed at the Laboratory of Biomedical
Robotics and Biomicrosystems of the Università Cam-
pus Bio-Medico, Rome, Italy.

Then, in Sect. 42.3, the possibility of exploiting the
typical capabilities of a robotic system to carry out
objective, rigorous measurements of the patient’s senso-
rimotor abilities is analyzed. This is a crucial issue, be-
cause early detection of the positive or negative impact
of a given therapeutic protocol when applied to a patient
will allow the physician to change/modify/customize
the therapy as appropriate to achieve the best possible
clinical outcome. The potentiality of current robotic ma-
chines to provide a quantitative evaluation of patient’s
performance is explored by means of the definition
and pilot application of a core set of kinematic and
dynamic indicators. Also, the prospective use of such
information to modify robot behavior in accordance
with specific patient characteristics is envisaged for fu-
ture developments.

42.2 Human-Centered Approach to Rehabilitation Robot Design

The design of a robotic machine for robot-aided
neurorehabilitation develops in a highly collaborative
research scenario where roboticists, neuroscientists, and
physicians contribute to define system specifications.
The main reason is that the human subject (i. e., the pa-
tient exposed to the rehabilitation therapy) plays a key
role in the design in view of the tight and contin-
uous physical human–robot coupling [42.9–13]. The
robot helps the subject to carry out part of the task
that she/he is no longer able to perform autonomously,
with a level of assistance that can be adapted to her/his
residual abilities [42.14, 15]. Requirements such as ac-
curacy, repeatability, preprogrammed movements, and

task specificity (typical of industrial or service robotics
scenarios [42.16, 17]) yield to priorities imposed by the
close physical contact with the user, such as safety, re-
liability, robustness, adaptability, and back-driveability
(i. e., low mechanical impedance).

All these features depend on the robot mechanical
and control design [42.18–20] and can be addressed by
searching for the optimal combination of mechanics and
control in order to answer requirements coming from
the specific application context.

More specifically, the design of a rehabilitation ma-
chine is based on a typical human-centered, biomecha-
tronic design approach, which is a top-down process
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Mechatronic concurrent and iterative
optimization process

Biological constraints and
requirements

Mechanical
subsystem design

Control
subsystem design

Human component
model

Fig. 42.1 The general scheme of the top-down biomecha-
tronic design approach

consisting of two main steps, as depicted in Fig. 42.1
and briefly discussed in the rest of this section.

The first step includes an accurate characterization
and modeling of the biological system, i. e., the hu-
man body and the human sensorimotor control system,
by using the best knowledge available from differ-
ent disciplines, such as biomechanics, neuroscience,
and behavioral and motor sciences, and the full set
of analytical, computational, and experimental methods
and tools made available in bioengineering. Developing
a model of the biological system that directly interacts
with the machine offers the possibility to:

• Model and study the coupled dynamics between the
biological system and the machine• Evaluate robot performance in the interaction with
the biological system• Model and evaluate pathological abnormalities or
alterations in the behaviors of the biological system• Assess and optimize the behavior of the machine,
by introducing and simulating modifications to the
mechanical and control design hypotheses and eval-
uating the effects of these changes on the interaction
with the biological system.

By exploiting the human (patient) component
model, one can identify the initial set of constraints and
requirements deriving from the biological domain that
will represent the starting point of the subsequent design
phases.

Obviously, developing the model of a biological
system that could be, at the same time, detailed and sim-
ple enough to comply with the resource constraints of

a machine design process, implies a series of simplifi-
cations with a level of approximation that depends on
the specific application. For instance, when the goal is
to investigate issues related to the interaction between
the robotic machine and the patient from the mechani-
cal and control point of view, it is typically conceivable
to consider only the basic mechanisms (originated in
the central nervous system) of generation of muscular
forces and joint torques needed to move the limb, thus
dramatically reducing the complexity of the description
of the biological phenomena underlying human volun-
tary motor actions.

The second step is the mechatronic design of the
machine, in which the functional and technical spec-
ifications are detailed and all the components of the
system (interfaces, mechanical structure, actuators, sen-
sors, and control unit) are concurrently defined and
designed via an iterative process.

Although rehabilitation robotic machines are a won-
derful paradigm of biomechatronic systems, quite
surprisingly the harmonious merging of mechanics and
control is often not achieved, mainly because highly
nonlinear phenomena able to strongly degrade robot
performance, such as friction and stiction, are typically
not accounted for in their design.

Several examples of robotic machines for rehabili-
tation can be found in the literature [42.21–33]. From
the perspective of robot design approaches, they can be
classified into two main groups.

The first group consists of systems derived from
adapting or reconfiguring industrial robots for use
in rehabilitation [42.22–24]. This approach has the
consequent critical drawback that low impedance, com-
parable to the human arm, cannot be practically be
obtained, because machines are intrinsically position-
controlled. Despite the use of active force feedback
to enhance robot responsiveness, back-driveability re-
quired to move smoothly and rapidly in compliance
with patients’ actions [42.34] is not achieved. High
inertia, anisotropy of dynamic properties, and low
acceleration capabilities are often the main factors re-
sponsible for that [42.35, 36].

The second group consists of robots specifically
conceived for tight human–machine interaction and in-
cludes two main classes of systems [42.23]:

1. Class I machines. They resort to mechanical so-
lutions able to intrinsically enhance system back-
driveability, with the main purpose of making the
user perceive a very low mass, as for haptic inter-
faces [42.37]. They have low mechanical inertia and
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friction, fine-tuning of viscoelastic properties, and
high cost [42.31, 33, 38, 39].

2. Class II machines. They have a simple mechan-
ical structure, no back-driveability, non-negligible
inertia, possible presence of friction, and low cost.
Although having some limitations, class II machines
are very interesting for their applicability to remote
rehabilitation (i. e., telerehabilitation) [42.40], jus-
tified by the low cost and the simplicity of the
functioning mode.

For both class I and class II systems, control de-
sign typically resorts to traditional approaches, e.g., stiff
proportional–integral–derivative (PID) voltage control
(i. e., a proportional–integral–derivative action), com-
pliance control (i. e., a proportional–derivative action
plus gravity compensation) [42.41, 42], or sometimes
impedance control (i. e., inverse dynamics interaction
control). They can ensure the two important proper-
ties of system robustness and ease of implementation,
especially in the case of PID and compliance control
(which do not require an estimation of robot dynamics);
however, friction and stiction are generally disregarded
even though they can notably affect system performance
in the interaction with the patient and degrade back-
driveability.

In this section, the CBM-motus rehabilitation robot
design is presented as a case study of biomechatronic
system design: mechanics and control are concurrently
designed and integrated to address the specific re-
quirements coming from the rehabilitation application
domain; it combines the advantages of class II machines
(coming from simplicity in the mechanical structure
and low cost) with the potentialities of inverse dynam-
ics interaction control to compensate for mechanical
drawbacks, such as high friction and reduced capabil-
ity of viscoelastic regulation. The resulting machine is
described in detail in the following.

42.2.1 CBM-motus Mechanical Design

The design criteria of the CBM-motus were inspired by
the need of achieving:

• Low and isotropic apparent inertia when back-
driven; the goal was pursued by designing a robot
having inertia ellipses with small radius and uni-
tary eccentricity, which are independent of the robot
configuration in the workspace [42.43, 44].• A large workspace to allow the administration
of several rehabilitative treatments (target: 0.5 m ×

0.5 m); workspace dimensions were determined in
collaboration with therapists in order to allow a typ-
ical session of robot-aided rehabilitation therapy to
be carried out.• Interaction forces up to 50 N; the value was ex-
tracted from the analysis of the maximum force
applicable by the patient at the robot end effector.

In addition, the robot was conceived for applications of
telerehabilitation [42.45], thus aiming to be highly de-
pendable, low cost, and portable in order for it to be
moved to and mounted at the patient’s site with no or
little need for specialized skills.

The CBM-motus has a Cartesian kinematic struc-
ture consisting of two modules, each corresponding to
an actuated axis. As shown in Fig. 42.2, each module in-
cludes six pulleys with the same radius (R = 0.025 m)
and two timing belts (9.4 mm wide, reinforced with
a glass fiber cord). Two couples of pulleys (on the left in
Fig. 42.2) are mounted on the same shaft, and one pulley
per module is directly driven by the motor, with no re-
duction gearing being used. Two belts for each module
are mounted in such a way that the points along seg-
ments AB and CD move vertically with the same speed.
A ground stainless steel bar is fixed to a couple of such
points, e.g., P and P′ in Fig. 42.2. The second module
is connected to the robot frame with a rotation of ±90◦
with respect to the first module. The end effector of the
robot, i. e., the handle grasped by the patient, is con-
nected to both bars, at their minimum-distance points,

y

x

C

P

D B

P'

A

Fig. 42.2 A single kinematic module comprising six pul-
leys and two belts. P and P′ move vertically with the same
speed
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Fig. 42.3a,b Overview of the kinematic scheme (a) and of two assembled kinematic modules (b). The rigid bars slide in
a double prismatic joint and are connected to the driving belts

Fig. 42.4 Overview of the complete robot

through a couple of orthogonal prismatic joints, rigidly
linked together to make a single compound joint, in
the following referred to as a double prismatic joint.
Friction at each prismatic joint (still remaining non-
negligible because of the sliding motion) is reduced by
means of linear ball bushings.

Both ends of each bar are connected to driving
belts. The outer prismatic joints (P1, . . . , P4) corre-
spond to the segments of the belts to which the two
bars (1 and 2) are connected. The two bars slide through
the compound prismatic joint (A+B), to which the end
effector (E) is connected. The bars and the double pris-
matic joint are depicted in Fig. 42.3.

This patented kinematic architecture [42.46] has the
main feature of ensuring good rigidity of the robot
with relatively small moving masses, because the dou-
ble prismatic joint ensures that only tensile forces are
transmitted to the belts. In order to balance vertical
loads and axial forces caused by friction at prismatic
joints, both ends of the bars are supported by a ball-
bearing-supported wheel running in a rail. The stiffness

of the system and the low moving mass ensure a high
resonance frequency, which helps avoid spurious me-
chanical stimuli, which may perturb haptic rendering.
Anyhow, the resonance frequency can be tuned by reg-
ulating screw-based belt tensioners. The two modules
are actuated by DC servomotors (Aerotech BM 250)
with a rated torque of 2 N m and a peak torque of 5 N m.
The radius of the pulleys being 0.025 m, the maximum
force which the robot is able to exert is 80 N for each
axis. For safety reasons, it was limited via software to
50 N. The overall dimensions of the robot frame are
0.83 × 0.82 × 0.11 m3. The total mass (frame and motors
included) is less than 30 kg. An overview of the system
is shown in Fig. 42.4.

CBM-motus inertia is independent on the robot con-
figuration and is isotropic. Thus, the mass perceived at
the end effector has the same value everywhere in the
workspace and is 2.59 kg.

As expected, friction is not negligible. The static
friction is around 4–5% of the maximum force that
the robot can generate (50 N); it requires 0.25 A along
the x-axis and 0.30 A along the y-axis to be overcome,
that is, about 60% of average current values in normal
operating conditions (the mean value of the current is
0.42 A along the x-axis and 0.47 A along the y-axis). On
the other hand, viscous friction reaches 2.1 and 2.7%
of the maximum force along the x-axis and the y-axis,
respectively, in normal operating conditions of 0.3 m/s.

42.2.2 CBM-motus Control System Design

The control system of a rehabilitation robotic machine
has the twofold objective of (1) assisting the patient
when she/he is able to move autonomously, by mak-
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ing the patient perceive a very low impedance (close
to zero), and (2) helping or forcing the patient’s limb
toward the target in accordance with her/his residual
motion capabilities when she/he is not able to move
or complete the motor task. To pursue these objectives
the control system is required to ensure a high level
of adaptability to the different motor capabilities of the
patients, different for each patient, and to devote max-
imum priority to safety in the interaction, also at the
expense of accuracy in the execution of the motor task.

Viscoelastic regulation and adaptable impedance are
keywords of human–robot interaction during a rehabili-
tation session. To achieve them, two main issues need to
be addressed: the first one is CBM-motus friction com-
pensation, friction being an undesirable phenomenon
that terribly degrades back-driveability; the second one
is robot impedance adaptation to specific patient re-
quirements.

An interaction control able to cope with these two
issues is proposed in the following. Key points of the
control system (named current-based impedance con-
trol) are:

• Compensating for friction and tuning robot compli-
ance by means of an interaction control law based
on inverse dynamics.• Closing the control loop on electric currents, in lieu
of traditionally used force sensors, in addition to
position feedback. Current monitoring plays a fun-
damental role in fine-tuning of robot impedance
during interaction by providing an indirect force
feedback in the control loop. It does not require
force sensors mounted at the robot end effector and
solves problems related to the increase of the ap-
parent inertia perceived by a human user (due to
force sensor mass), wiring issues, and the costs of
the sensors.

The choice of impedance control in lieu of com-
pliance control (as typically done in the literature) is
motivated by the need to compensate for static and
dynamic friction, which are nonnegligible from the
identification procedure of the CBM-motus dynamic
parameters. Hence, the core of the control law is the
robot dynamics compensation, which allows us to sig-
nificantly reduce the effects of robot friction and inertia
during interaction and properly achieve impedance reg-
ulation.

Consider the robot dynamic model as

B(q)q̈ + c(q, q̇)+ Fvq̇ + fs(q, q̇)+ g(q)

= τ − JT(q)h ,

where B(q) is the inertia matrix, c(q, q̇) is the vector of
centrifugal and Coriolis torques, Fvq̇ is the viscous fric-
tion, fs(q, q̇) is the static friction, g(q) is the vector of
gravitational torques, and JT(q)h is the torque contribu-
tion due to interaction force h exerted by the patient on
the robot, J(q) being the robot Jacobian matrix.

The control law can be written as

τ = B(q)y + c(q, q̇)+ Fvq̇ + fs(q, q̇)

+ g(q)+ JT(q)h(I ) , (42.1)

where h(I ) is the interaction force extracted from
sensed current I . The addition of JT(q)h(I ) allows
decoupling and linearizing the robot dynamics, thus
yielding

q̈ = y .

Choosing for acceleration y the following expression

y =J−1(q)M−1
d

(
Md ẍd + KD ˙̃xd

− Md J̇(q, q̇)q̇ − h(I )
)
, (42.2)

where x̃ = xd − x and ˙̃x = ẋd − ẋ are position and veloc-
ity errors, respectively, between the planned trajectory
xd and the actual trajectory x, yields

Md ¨̃x + KD ˙̃x + KP x̃ = h(I ) .

The robot behaves as a mass–damper–spring me-
chanical system through mass matrix Md, stiffness
matrix KP, and damping matrix KD, thus allowing mod-
eling of patient–robot interaction as the parallel of two
mechanical impedances (one for the human, the other
for the robot). Robot impedance can be varied by means
of control gains Md, KP, and KD and, at the equilibrium,
the robot elastic term directly balances the force exerted
by the patient.

42.2.3 Experimental Validation

The idea behind current-based impedance control is to
measure interaction force by means of current moni-
toring instead of direct force monitoring. This entails
the need to identify a relation between electric current
and interaction force in the whole robot workspace, by
distinguishing current values during free motion (i. e.,
without interaction) from current values in constrained
motion (i. e., during interaction).

To this purpose, the robot was programmed to
perform 500 point-to-point movements along different
directions of the workspace, in conditions of free mo-
tion and constrained motion. Synchronized acquisitions

Part
D

4
2
.2



842 Part D Therapeutic Devices

External
sensor

electronics

Personal computer

JR3

Ni LabVIEW
SignalExpress®

MATLAB®

C program

Fig. 42.5 Experimental setup for
force and current recordings
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Fig. 42.6a–d Experimental results
for the current-based impedance
control during a constrained task
with 1 kg applied at the end
effector: desired and actual end-
effector trajectories (a), position
error norm (b), recorded electric
currents (c), and force values ex-
tracted from currents (d). Control
gains are KP = diag(40, 40) and
KD = diag(4, 4)

of force and currents were carried out (Fig. 42.5). In the
case of constrained motion, the robot was required to
perform a point-to-point motion with a known mass ap-
plied to the end effector by means of a pulley–string
system. Four different experimental conditions were an-
alyzed, corresponding to four different values of applied
mass, (0.2, 0.4, 1.0, and 2.0 kg), in addition to the case
of zero mass.

Because of the anisotropic friction distribution in
the robot workspace, four separate linear regression
analyses were required for directions toward positive
and negative x-axes and y-axes (i. e., x+, y+, x−, y−).

The analytical expressions for the four linear regression
functions are

Fx+ = −9.84Ix+ +3.73 ,

Fx− = −10.42Ix− −4.73 ,

Fy+ = −10.94Iy+ +4.58 ,

Fy− = −9.97Iy− −5.29 , (42.3)

where forces are expressed in newtons and currents in
amperes. It is worth noting that they are valid when
motion occurs along axes. Solving (42.3) with respect
to current in the absence of interaction force provides
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Fig. 42.7a–d Experimental results
for the current-based impedance
control during a constrained task
with 1 kg applied at the end
effector: desired and actual end-
effector trajectories (a), position
error norm (b), recorded electric
currents (c), and force values ex-
tracted from currents (d). Control
gains are KP = diag(100, 100) and
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t (s)

0.8

0.4

0.6

0

0.2

–0.2
0 0.2 0.4 0.6 0.8 1

Electric current (A)c)

ix
iy

Position (m)

t (s)

0.15

0.1

0.05

0
0 0.2 0.4 0.6 0.8 1

a)

x
xd

t (s)

Position error (m)

0.15

0.1

0.05

0
0 0.2 0.4 0.6 0.8 1

b)

Force (N)d)

t (s)

1

0.5

0

–0.5

–1
0 0.2 0.4 0.6 0.8 1

hx
hy
h

Fig. 42.8a–d Experimental re-
sults for motion in the free
space: desired and actual end-
effector trajectories (a), position
error norm (b), recorded electric
currents (c), and force values ex-
tracted from currents (d). Control
gains are KP = diag(100, 100) and
KD = diag(10, 10)

mean values of the current in the free space for each
direction. On the other hand, when one axis is com-
manded to move while the other one is commanded to
maintain its position, the force–current relation for the
axis that is not moved changes as

Fx± = −10.13Ix± ,

Fy± = −10.46Iy± .

For the moved axis, relations (42.3) are still valid.
Force–current relations in (42.3) were used to im-

plement and test current-based impedance control in
(42.1) and (42.2). Experimental tests of free motion

and interaction with an external environment were per-
formed with the control law. They were representative
of control capability to adapt to external forces. In the
case of free motion, the robot was commanded to track
a minimum-jerk trajectory, i. e., a quintic polynomial
function, from (0; 0) to (0.0; 0.10) m; for constrained
tasks, the same trajectory was planned while a weight
was applied at the end effector. Different mass values
were tested by varying control gains and measuring the
corresponding end-effector position and motor currents.

Figures 42.6 and 42.7 report desired and actual end-
effector trajectories, position error norm, and recorded
electric currents when a weight of 1 kg is applied and
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two different sets of control gains are chosen
(i. e., KP = diag(40, 40), KD = diag(4, 4), and KP =
diag(100, 100), KD = diag(10, 10)). Control gains were
empirically chosen in order to set two different lev-
els of robot compliance within system stability limits.
Also, force values extracted from the electric currents
are shown in Figs. 42.6d and 42.7d. It can be observed
in Fig. 42.7 that the computed force value is constant
as long as the robot end effector holds the position im-
posed by the applied weight. A threshold check is made
on the electric current, so that when during interaction it
drops below 0.57 A for the x-axis and below 0.62 A for
the y-axis (as an effect of the torque control command),
interaction force is maintained constant with the posi-
tion. When the current is beyond the threshold, the force

values vary according to relations (42.3). The threshold
value corresponds to the maximum current values for
each axis in free space motion.

It is worth noting that, thanks to current feed-
back providing information about the applied force,
the same set of control gains, KP = diag(100, 100) and
KD = diag(10, 10), can be successfully used in free
space as well as in constrained space (Figs. 42.7 and
42.8); this set can ensure a high level of adaptability to
the external constraint (h = 21.41 N) and, contemporar-
ily, a good level of accuracy in free motion (0.0093 m is
the maximum value) for the application addressed. This
achievement can be especially fruitful in managing sit-
uations of shared control between the patient and the
machine without requiring one to change control gains.

42.3 Robot-Based Measure of Patient’s Performance

In order to enhance the active role of the patient, by
enabling even severely impaired patients to actively
intervene in the decision regarding the execution of
a motor task, it is desirable that the robot plans its
motion on the basis of the patient’s motion intentions
and assists the patient to carry out that part of the task
that she/he is no longer able to perform autonomously,
with a level of assistance that can be adapted to her/his
residual abilities. In this perspective, the robot sensory
system (possibly in addition to other sources of infor-
mation) plays a fundamental role. Data from the patient
(such as kinematic, dynamic, and physiological data)
could be processed for continuous analysis of her/his
motion intentions and physiological state. This informa-
tion could be used to:

1. Update robot control online during the execution of
a motor exercise in order to guide, help, or force the
patient’s limb toward the target in accordance with
her/his residual motion capabilities

2. Apply corrective actions in case of incorrect motion
3. Provide therapists with objective, accurate measure-

ments of the subject’s body functions, thus enabling
therapists to track the subject’s progress in therapy,
evaluate the efficacy of various interventions, and
customize the machine for each particular user.

In spite of the number of works on design and
development of robotic devices, and a few clinical stud-
ies, differing in design and methods, on the effect of
robotic devices on stroke rehabilitation in a clinical

setting [42.7, 30, 47, 48], body function and struc-
ture assessment was typically carried out by means of
traditional clinical impairment scales [42.49], which
can suffer from being subjective, operator-dependent,
and qualitative. In recent years, studies on movement
smoothness [42.50] and decomposition of complex
movements in submovements [42.27] used kinematic
data recorded by the robot to analyze motion char-
acteristics of unimpaired patients. Recently, the first
examples of evaluation metrics were provided [42.51,
52] for quantifying motor recovery of stroke patients
undergoing robot-aided rehabilitation. However, they
were both limited to a characterization of patient kine-
matics during unperturbed point-to-point motion, where
no active force regulation was required.

In this section a complete set of kinematic and
dynamic indices is provided for an objective measure
of the effect of robot-aided therapy [42.53]. They are
used to characterize human performance during un-
perturbed motion [42.51, 52] as well as in resistive
motion, when active force regulation is required to
successfully achieve the motor task by resorting to
adaptation mechanisms to external force fields, as stud-
ied in [42.54]. A robot-aided motor therapy of the upper
limb was administered to 15 chronic poststroke patients.
Two robotic machines were used to administer ther-
apy: InMotion2 (also known as MIT-Manus [42.38])
and InMotion3 (i. e., MIT wrist robot [42.39]). Patients
were evaluated by means of the performance indices ex-
tracted from kinematic and dynamic data measured by
the MIT-Manus planar machine.

Part
D

4
2
.3



Rehabilitation and Therapeutic Robotics 42.3 Robot-Based Measure of Patient’s Performance 845

42.3.1 Kinematic and Dynamic
Performance Indicators

Kinematic indices aim at characterizing the follow-
ing temporal and spatial features of subject motion:

• Duration. This is measured by means of the ex-
ecution time, defined as the time for performing
a point-to-point movement, elapsed from movement
onset (i. e., time instant where velocity exceeded
a threshold of 10% of peak velocity [42.55, 56])
and movement termination (i. e., time instant where
velocity went below a threshold of 10% of peak ve-
locity). Movement duration is expected to reduce
with recovery.• Accuracy. This is assessed by means of the area
index, defined as the area between the desired
straight line and the curve actually performed by
the patient in the XY plane during a point-to-point
movement. Accuracy increases when the area tends
to zero.• Direction. This is measured through the aiming an-
gle, defined as the angular difference between the
target direction and the direction of travel from the
starting point to peak speed point [42.55, 56]. The
angular displacement is expected to reduce with the
therapy.• Path length. A normalized measure of path length
is used, named the length ratio, and is formally de-
fined as the length ratio between the actual patient
curve and the desired straight line. An improvement
of patient motion capabilities makes the actual path
tend to the straight line and consequently makes
the length ratio tend to 1. The length ratio provides
a measure of the ability of the patient to reach the
target, by means of a threshold value of 0.5; index
values under the threshold indicate patient inabili-
ties to reach the final point.• Velocity. This is analyzed by means of
– Mean velocity error. This is defined as the mean

value of the distance vector between the ideal
velocity profile for point-to-point motion, based
on the minimum-jerk hypothesis [42.57], and
patient velocity. A reduction of mean velocity
error with training is expected.

– Peak speed. This is the peak value of patient ve-
locity. In the unperturbed motion the patient is
stimulated to improve motion smoothness; thus,
globally, a reduction of peak speed is expected.• Smoothness. The following two measurements of

smoothness are summarized from [42.50]:

– Jerk index. This is calculated by dividing the
mean jerk magnitude by the trajectory length
and is expressed on a logarithmic scale; using
a logarithmic scale has the advantage of re-
ducing the range of variation of the index and
facilitating its use in clinical practice. Note that
increases in the jerk index correspond to de-
creases in smoothness. A decrease of this index
following robot training is expected.

– Speed index. The speed index is defined as the
normalized mean speed (i. e., the mean value
of the speed divided by the peak speed). As
subjects recover, it is expected that the normal-
ized mean speed will be significantly higher
because of a reduction of the series of peaks with
deep valleys in between in the subject’s speed
profile.

Force applied and work expended during motion are
important features of recovery that clinical studies on
robot therapy have often disregarded. They are espe-
cially meaningful in resistive tasks. In the following,
a set of dynamic performance indicators based on force
measurements are proposed.

Force exerted during motion. A basic distinction is
provided between total force and useful force exerted by
the patient during motion because they can exhibit dif-
ferent evolutions with training. Although an increase of
force can be measured, the direction of force application
could be wrong. Hence, with useful force the amount of
total force directed toward the target is intended. This
distinction led to the definition of four different force
indices:

1. Mean force. This is the mean value of the force ex-
erted by the patient during motion. Because of the
rigidity of the limb on admission, patient mean force
will be quite high at the beginning. In free motion
it is expected to reduce with training; otherwise it
should increase in resistive motion.

2. Peak force. This is the peak value of the force ex-
erted by the patient during motion. It will behave
similarly to mean force, but with larger variations.

3. Useful force. This index measures the amount of
mean force directed toward the target. The useful
force is calculated by weighting the mean force
value with the aiming angle index normalized with
respect to its maximum (i.e., 90◦ in our case). It
ranges between zero, when the aiming angle is more
than 90◦, and the mean force value, when the aiming
angle is 0◦. An increase with recovery is expected.
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4. Useful peak force. This measures the amount of
peak force directed toward the target, and is cal-
culated similarly to useful mean force. It varies
between zero and the peak force value.

Work expended during motion. By analogy with
force, a basic distinction is provided between total work
and useful work expended by the patient during motion.
Work is measured in addition to force because it pro-
vides a measure of the energy expended in the execution
of the task by combining motion and force information
in a unique parameter:

1. Total work. This index is calculated as the line in-
tegral of the force along the path described by the
patient. In free motion it is expected to reduce with
training. In resistive motion total work should in-
crease as a consequence of force increase.

2. Useful work. This index measures the amount of to-
tal work directed toward the target and is extracted
from the total work value by means of the aiming
angle. It will vary between zero and the value for
total work. An increase with recovery is foreseen, in
free motion as well as in resistive motion.

42.3.2 Case Study

Experimental Protocol

Fifteen community-dwelling persons with chronic
stroke (ten men, five women) met inclusion criteria and
volunteered to participate in this study. Six weeks of
shoulder-elbow therapy was administered to all sub-
jects with the InMotion2 robotic machine and 6 weeks
of wrist therapy was administered to all subjects
with the InMotion3 machine, for a total of 12 weeks
of robot-aided therapy (Fig. 42.9). The subjects re-
ceived approximately 1 h of robotic therapy three times
a week.

a) b)

Fig. 42.9a,b InMotion2 (a) and In-
Motion3 (b) robotic machines

Training consisted of three games of 320 assisted-
as-needed point-to-point movements from the center
to eight outbound targets distributed along a circle at
a distance of 0.14 m. Patients were required to move
with a self-paced speed in a maximum time slot of 3 s.
The assistance was tuned on the basis of the patient’s
performance [42.14]. In wrist training, the first two
assisted games trained wrist flexion/extension, abduc-
tion/adduction, and a combination of these movements.
The last assisted game exercised exclusively pronation
and supination [42.39].

Evaluation was carried out on admission to and
discharge from the robotic treatment for a period of
12 weeks. It consisted in performing unperturbed and
resistive motion exercises with the InMotion2 robotic
machine. The robot was completely passive while posi-
tion and force sensors recorded the subject’s kinematic
and force data. Each subject was asked to perform
five blocks of unassisted 16 point-to-point move-
ments in free space (in the following briefly named
as unperturbed motion) and, subsequently, one block
of 16 point-to-point movements in the presence of
a force field generated by the robot (in the follow-
ing briefly referred to as resistive motion). The force
field can be modeled as a viscoelastic force field ap-
plied against patient motion. It is generated by means
of a proportional-and-derivative control (with constant
gains) pushing the robot end effector to the central po-
sition of the workspace.

Results of Unperturbed Motion

Figure 42.10 reports motion trajectories of a represen-
tative patient during a point-to-point evaluation task
in pretreatment and in posttreatment phases. One can
see the improvement toward more and more linear tra-
jectories over the 80 trials and, mainly, the improved
capability of extending the arm toward the more distal
targets (at the top of the plot).
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Fig. 42.10 Plot of 80 trials of unperturbed motion of a representative subject. The reference straight line is in green and
the actual patient motion is in blue

Table 42.1 Kinematic indices for the unperturbed motion task

Kinematic index Admission (mean ± SD) Discharge (mean ± SD) t a
14 P rb

Movement duration

Execution time (s) 3.960±1.463 3.051±1.20 2.307 0.018 0.703

Motion accuracy

Area (m2) 0.089±0.0532 0.0588±0.0307 4.443 0.0003 0.720

Motion direction

Aiming angle (deg) 27.372±18.641 16.253±11.684 4.667 0.0002 0.740

Path length

Length ratio 0.643±0.1428 0.743±0.0971 −3.21 0.0031 0.850

Motion velocity

Mean velocity error (m/s) 0.0783±0.030 0.0608±0.0162 3.378 0.002 0.751

Peak speed (m/s) 0.170±0.0748 0.147±0.0334 1.398 0.092 0.412

Motion smoothness

Jerk index (1/s3) 2.126±0.215 2.009±0.157 2.968 0.005 0.645

Speed index 0.397±0.687 0.458±0.0659 −5.690 2.79 × 10−5 0.934

SD standard deviation
aA negative t value indicates that discharge scores were higher than the admission scores.
bThe strength, or magnitude, of our findings was determined by calculating the effect size r [42.58]:
for a small treatment effect r = 0.1–0.23, for a medium treatment effect r = 0.24–0.36, for a large effect r ≥ 0.37

Tables 42.1 and 42.2 report the results of robot-
based evaluation during unperturbed motion. Patients
globally improved kinematic performance and all kine-
matic indices varied in the expected direction with
statistically significant changes, except for peak speed
(t14 = 1.398, p = 0.092, r = 0.412). As regards dy-
namic performance, it can be observed that, with train-

ing, mean force (t14 = 0.768, p = 0.227, r = 0.174),
peak force (t14 = 1.431, p = 0.0871, r = 0.404), and
total work (t14 = 0.613, p = 0.275, r = 0.182) did not
significantly decrease; on the other hand, the amount
of total force (namely, the useful work t14 = −2.065,
p = 0.0290, r = 0.410) and total work (namely, the use-
ful work, t14 = −2.04, p = 0.030, r = 0.407) directed
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Table 42.2 Dynamic indices for the unperturbed motion task

Dynamic index Admission (mean ± SD) Discharge (mean ± SD) t14 P r

Force exerted during motion

Mean force (N) 1.952±0.688 1.848±0.545 0.768 0.227 0.174

Peak force (N) 4.408±1.993 3.781±1.092 1.431 0.0871 0.404

Useful force (N) 1.317±0.531 1.513±0.454 −2.065 0.0290 0.410

Useful peak force (N) 3.046±0.998 3.125±0.807 −0.425 0.338 0.091

Work expended during motion

Total work (J) 0.217±0.156 0.195±0.062884 0.613 0.275 0.182

Useful work (J) 0.141±0.0672 0.165±0.0525 −2.04 0.030 0.407

toward the target significantly increased as a conse-
quence of the improvement of motion direction.

Results of Resistive Motion

Figure 42.11 reports motion trajectories of a represen-
tative patient during the resistive evaluation task in the
pretreatment and in the posttreatment phases. After the
robot therapy, the patient exhibited improved capability
of opposing the external force field and extending the
arm toward the more distal targets.

Kinematic and dynamic robot-based evaluations for
resistive motion are reported in Tables 42.3 and 42.4.
As for unperturbed motion, patients globally improved
kinematic performance in a statistically significant man-
ner. However, in accordance with [42.55, 56], indices
related to motion velocity and smoothness were not re-
ported, being meaningless for perturbed movements. On
the other hand, the dynamic analysis showed that in re-
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Fig. 42.11 Plot of 16 trials of resistive motion of a representative subject. The reference straight line is in green and the
actual patient motion is in blue

sistive motion force and work did exhibit a different
trend with therapy with respect to unperturbed motion.
All force indices increased after the robotic treatment,
even if not significantly, whereas they decreased in
the unperturbed motion. Only changes of useful force
(t14 = −1.599, p = 0.066, r = 0.394) and useful peak
force (t14 = −1.728, p = 0.0529, r = 0.345) tended to
approximate the threshold value p = 0.05 of statisti-
cal significance. Furthermore, work expended during
motion significantly increased with respect to that on
admission.

Discussion

The results of this study reinforced earlier findings that
short-term, goal-directed robotic therapy could signifi-
cantly improve functions and structures of the exercised
limb segments in persons with chronic stroke [42.30,
47, 48], and provided a measure of their improved mo-
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Table 42.3 Kinematic indices for the resistive motion task

Kinematic index Admission (mean ± SD) Discharge (mean ± SD) t14 P r

Movement duration

Execution time (s) 4.849±2.193 3.914±1.758 2.450 0.0139 0.487

Motion accuracy

Area (m2) 0.126±0.0220 0.117±0.130 2.334 0.0175 0.510

Motion direction

Aiming angle (deg) 32.380±27.388 20.923±22.032 2.679 0.0089 0.477

Path length

Length ratio 0.543±0.196 0.618±0.144 −2.589 0.0107 0.503

Table 42.4 Dynamic indices for the resistive motion task

Dynamic index Admission (mean ± SD) Discharge (mean ± SD) t14 P r

Force exerted during motion

Mean force (N) 9.967±4.123 10.945±3.674 −0.897 0.193 0.260

Peak force (N) 19.306±7.333 20.922±6.488 −0.987 0.170 0.241

Useful force (N) 7.848±4.229 9.424±4.054 −1.599 0.066 0.394

Useful peak force (N) 15.502±7.805 18.060±7.519 −1.728 0.0529 0.345

Work expended during motion

Total work (J) 0.965±0.6804 1.171±0.7396 −1.957 0.0353 0.300

Useful work (J) 0.784±0.6094 1.044±0.7415 −2.834 0.0066 0.398

tion capabilities. Kinematic changes were measured by
means of eight indices describing temporal and spa-
tial features of subject motion. Dynamic changes were
measured through six indices describing the ability to
modulate forces and energy and properly direct them.

The analysis of motion kinematics (Tables 42.1
and 42.3) showed that all the performance indicators
changed in the expected direction. This can be regarded
as a result of the relearning process which improved
subject capabilities of moving and coordinating all the
degrees of freedom of the upper limb, with the main ef-
fect on extension degrees of freedom (Figs. 42.10 and
42.11). Moreover, the combination of different indices,
for example, smoothness, with the other spatial in-
dices (aiming angle, area, path length) also assessed the
progress of the patient’s spatial and temporal efficiency,
thus providing new insights into the association of mo-
tion ideation and execution (i. e., ideomotor apraxia)
and envisaging the possibility of extracting prognos-
tic indices of pathological disorders related to altered
motion perception [42.59].

The analysis of motion dynamics (Tables 42.2 and
42.4) proved that whereas useful force and work (both
including the dependence on a kinematic variable, i. e.,
the aiming angle) exhibit significant changes, mean
force and total work applied during motion did not
undergo a striking variation from admission to dis-

charge, especially in unperturbed motion tasks. The
main reason is supposed to be found in the type of
robotic training consisting of assisted kinematic-goal-
directed exercises, which stimulate the improvement of
motion kinematics more than force control. When the
patient was required to reach only a kinematic target,
she/he applied compensatory strategies which avoided
her/his controlling other independent elements [42.60–
62], such as force.

Improvements of motion dynamics (i. e., force and
work), mainly obtained in resistive motion, can be re-
garded as an indirect effect. It is worth noting that a sig-
nificant change of force was not obtained, but an im-
provement of energy (i.e., the combination of force and
position) was measured. When the patient was asked to
oppose a force field, she/he was stimulated to control
a major number of independent elements (i. e., motion
and forces). As a consequence, owing to the contem-
porary improvement of position and force control, total
work and useful work underwent a significant change.

The use of performance indicators can therefore pro-
vide fruitful indications of the appropriateness of the
therapy and new insights into the corrective actions to ap-
ply. Furthermore, the online extraction of performance
indicators from robot data is envisaged for future de-
velopments. This would enable, on one hand, patient
quantitative assessment as performed in this study and,
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on the other hand, online change of robot impedance
during therapy in order to address specific patient re-
quirements. The immediate expected results would be an

increase of patient–machine interactiveness, a really cus-
tomized machine able to fit the therapy for each specific
patient, and a disruptive increase of patient motivation.

42.4 Conclusions and Further Readings

Design of rehabilitation robotic machines, exposed to
tight and continuous physical interaction with humans,
continues being a very challenging and attractive area
of robotics research. Moreover, the use of robotic sys-
tems in rehabilitation for therapy administration and
sensory-motor assessment is an interesting possibility
to discover and fruitfully exploit.

This chapter provided an overview of current ev-
idence of the effect of robot-aided rehabilitation on
patient recovery and pointed out the main functional
and technical requirements coming from the application
of robotic machines to motor therapy. Two important
issues were faced in detail in this chapter, the rehabili-
tation robot design approach and the objective measure
of patient performance, both focused on the central role
of the patient and her/his active involvement in the ther-
apy. The case study of the CBM-motus robotic system
was reported as a paradigm of a design approach fully
merging mechanics and control. On the other hand, an
example of an objective measure of patient performance
for motor and body function assessment was presented.
It relies on the extraction of a core set of quantitative in-
dicators from sensory information directly recorded by
the robotic machine and their use in the kinematic and
dynamic analysis of patient motor recovery.

An important challenge in the design of a robotic
system for neurorehabilitation is to carefully adapt the
behavior of the machine to patients’ specific motor
capabilities, intentions, and performance. To this pur-
pose, it is desirable that an additional module (which
was not dealt with in this chapter), i. e., the patient–
machine interface, is carefully conceived. It should be
able to provide the patient with an attractive graphi-
cal interface for promoting her/his active involvement
in the therapy, acquire and process information on the
current status of the patient, from the motion anal-
ysis to recordings of physiological signals and the
cerebral activity, and provide inputs to the machine
regarding the actual patient motion, her/his motion in-
tention, and her/his responsiveness to the therapy. The
ability of the machine to modulate its own viscoelas-
tic characteristics as well as to generate force fields
associated with a given workspace during the rehabili-
tative exercise is a fundamental feature for controlling

the interaction between the patient and the machine
during therapy. Future rehabilitation robotic systems
are evolving toward multimodal robotic platforms
that, harmoniously integrating mechanics, control, and
a multimodal human–machine interface, allow one to:

• Record signals from different sources and recon-
struct patient global status (i. e., physiological,
neurological in addition to kinematic and dynamic).• Extract performance indices, to be used for updating
the control system (and correspondingly modify the
therapy), as well as for evaluating the effects of the
therapy.• Increase the level of customization and adaptabil-
ity to each specific patient of current rehabilitation
machines. The multimodal analysis will allow:
a) The online update of robot control during the

execution of an assisted task in order to guide,
help, or force the patient limb toward the tar-
get in accordance with her/his residual motion
capabilities.

b) Application of corrective actions in the case of
incorrect motion.

c) Change of the motor exercise and the graphi-
cal interface in order to increase patient active
involvement and maximize her/his motivation.• Investigate basic research issues related to the re-

covery process, such as:
a) Neuroplasticity phenomena, defined as the re-

cruitment of areas usually not involved in the
task, and changes in the intensity, temporal se-
quence, and functional hierarchy of neuronal
excitability.

b) Efficiency of the sensorimotor feedback circuits,
e.g. through the acquisition of indices mea-
surable via hand sensory stimulation [42.63]
and movement during functional MRI (fMRI)
recording, as well as recording EEG or MEG
signals during isometric contraction in both a re-
laxed condition and sensory stimulation [42.64].

Finally, it is worth mentioning that the use of robotic
systems in conjunction with instrumentation for data
acquisition and measurement of neurophysiological sig-
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nals (EMG, EEG, MEG, or fMRI) is opening another
important area for rehabilitation robotics research, i. e.,
the development of fMRI-compatible systems [42.65,
66] or, more generally, of brain-imaging-compatible
robotic systems (i. e., brain-imaging-compatible sys-
tems that can be used in conjunction not only with
fMRI but also with MEG, transcranial magnetic stim-
ulation (TMS), repetitive TMS, near-IR spectroscopy,
and other brain imaging tools). Whereas using EMG
and EEG does not involve the issue of disturbance and
interference with the functioning mode of the electri-
cal actuated devices, the joint use of tools such as MEG
and fMRI with robotic or mechatronic devices necessar-
ily requires one to handle problems of electromagnetic
compatibility and interaction. For several years there
has been intensive research on MRI-compatible sys-

tems in surgical robotics [42.67–69] to exploit the great
potential of MRI for guiding insertion of tools and mon-
itoring and controlling therapy. Only recently the issue
is being addressed in rehabilitation robotics, thus giving
rise to preliminary studies on fMRI-compatible rehabil-
itation robots [42.70–72]. This is an important research
pathway because brain-imaging-compatible machines
can ultimately lead to closing the loop between the re-
habilitation process and motor recovery: physicians and
bioengineers could have a direct picture of the specific
effects of the application of a rehabilitation protocol in
terms of brain-induced modifications/adaptations, thus
opening novel avenues for the identification of patient-
specific, highly effective therapies based on these new
platforms integrating robotic and brain imaging tech-
nologies.
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Cardiac Devic43. Cardiac Devices and Testing
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From the earliest reported cardiac surgeries in

the late 19th century, exponential improvements

in surgical techniques and operating times have

opened the door for the development of novel

cardiac devices. The design and development of

cardiac devices in the 21st century is driven by the

innovation and resources of an industry forecast to

be worth $ 266 billion by 2012. This market growth

is demonstrated by the many patent applications

submitted each year to create novel devices or

embellish existing products.

This chapter seeks to provide a brief description

of the history of cardiac surgery, the evolution of

cardiac devices, and a glimpse into the future of the

industry as a background to the design process. The

fundamental principles involved with the design

and development of cardiac devices are discussed,

from an explanation of the many stages involved

with device design and the biological factors and

material properties that engineers must consider

when prototyping and testing devices to the steps

taken by a medical device company to successfully

deliver a product to market. Additionally, the

chapter includes examples of market available

cardiac devices and illustrates the novel devices

and therapies currently in development.
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Driven by the fields of surgery and cardiology, the
rapidly expanding cardiac device industry contin-
ues to produce innovative and revolutionary devices
and therapies. Although many devices are conceived
from a distinct need within the operating room or
cardiac catheterization laboratory, their design and

development often lead to novel procedures and tech-
niques that continue to improve treatment of car-
diac pathologies. There is little doubt that these
innovative improvements will extend and enhance
the overall quality of the life for patients world-
wide.
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43.1 Background

The roots of cardiac device design and development
are found in fairly recent history (in the past 60 years),
and are associated with the expanding fields of inter-
ventional cardiology and cardiac surgery. Innovative
surgeons and interventionists in the 1950s and 1960s
pioneered and revolutionized treatments for cardiac
trauma and/or defects. These early procedures may
seem tentative and cautious by today’s standards, how-
ever the operations performed by these individuals were
revolutionary. These brazen clinicians pushed the limit
beyond what was considered acceptable and thus often
were not well respected by their peers.

The earliest reported heart surgeries were con-
ducted out of necessity to repair potentially fatal cardiac
wounds. From Rehn’s repair of a stab wound in
a Frankfurt hospital in 1896 (considered to be the first
successful human heart surgery) [43.1] to the treatment
of field wounds during the two world wars, the increas-
ing success of cardiac repairs finally opened the door to
a whole new field of cardiac surgery.

Throughout the 20th and 21st centuries there have
been rapid advancements in heart surgery, thanks to
concurrent progress in cardiac medical technology. The
use of hypothermia, heart-lung bypass machines, and
cardioplegia solutions has provided surgeons with a mo-
tionless and bloodless operating field. These advances
greatly increased the possible operating time from min-
utes to hours. Whereas previously heart surgeries were
limited to simple procedures, such as the repair of mi-
nor congenital defects, these advances then enabled the
development of novel surgical techniques and technolo-
gies. More recently, this has been accompanied by the
necessary testing and approval requirements. The mod-
ern day process of product development, from the initial
steps of brainstorming and idea generation to bench top
and clinical testing, continues to be refined. Throughout
this process, the innovation and resources of an industry
forecast to be worth $ 266 billion by 2012 [43.2] con-
tinue to drive the development of novel technologies in
the field of cardiac devices.

43.2 Selected Landmark Events in Cardiac Devices and Surgery

Cessation of the heart for 4 min or more is known to
cause permanent brain damage, thus requiring the ear-
liest cardiac surgeries to be performed on a beating
and blood-filled heart. The first step to increase this
surgical window was conceived by the Canadian sur-
geon Bigelow when, in a 1950 paper, he described the
use of hypothermia on dogs [43.3]. This idea was first
clinically used in 1952 at the University of Minnesota,
when Lewis, Varco, and Lillehei used hypothermia to
successfully repair an atrial septal defect in a five-
year-old girl [43.4]. Though hypothermia extended the
window during which blood flow could be stopped,
physicians considered that cardiac surgery still had to
be completed in less than six minutes, thus not allowing
enough time for surgeons to attempt more complicated
operations.

John Gibbon originally came up with the idea for
a heart-lung machine in 1930. When charged with
monitoring a patient slowly dying from a massive pul-
monary embolus, he realized that her condition could
be improved if he could provide some assistance to help
oxygenate and pump the blood [43.5]. He worked for
over 20 years on his machine before attempting the
first use in humans, which unfortunately failed. Sub-

sequently, due to limited success, Gibbon halted work
on his bypass machine after only a few attempts. Yet,
from this groundwork, similar concepts were attempted
by others around the world. One notable approach was
the biological heart-lung procedure employed by Lille-
hei and colleagues in 1954–1955, in which they used
a second person, typically a relative of the patient, as
the life support system [43.6]. This procedure, known
as cross-circulation, though ground-breaking was short
lived primarily due to criticisms that it carried a risk of
200% mortality.

It was during these procedures that the conse-
quence of surgically induced heart block also was
identified. The solution to this problem was to elec-
trically pace the heart using an external stimulator.
It was Johnson at the University of Minnesota who
suggested this approach to his clinical colleagues, in-
cluding Gott and Lillehei [43.7]. Once this was found
to be an effective solution for keeping such patients
alive, the need for a battery powered system was also
identified; this became a more immediate need when
a patient being supported by an in-house power source
died during a power outage in the operating room
at the University of Minnesota. At that time, Earl
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Bakken, cofounder of Medtronic, Inc., was repairing
equipment in the hospital operating rooms, and was
recruited to build the first wearable, battery powered
pacemaker that was then used on a patient in 1958. Dur-
ing this period, further developments and refinements
of mechanical means of circulation occurred, includ-
ing the Dodrill-GMR, created by Dodrill at Harper
Hospital in Michigan [43.8], a heart-lung machine de-
veloped by Kirklin at the Mayo Clinic [43.9], and the
bubble oxygenator developed by DeWall and Lillehei
at the University of Minnesota [43.10]; these devel-
opments offered greater advantages compared to the
cross-circulation procedure. Importantly, these mechan-
ical heart-lung machines, along with the development
of the membrane oxygenator and the pacemaker in the
1960s, allowed cardiac surgeons hours in which to op-
erate in a motionless and bloodless heart and provide
pacing therapy as needed.

As the allowable surgical time for cardiac surgery
increased, so did the complexity of the procedures that
could be attempted. Subsequently, innovations flour-
ished as the rapidly changing field of cardiac medicine
stimulated the formation of hundreds of medical device
companies. Some companies were founded to com-
mercialize newly invented devices, such as St. Jude
Medical, a business formed around development of the
bileaflet mechanical heart valve. Other companies, like

Boston Scientific, were started to create new markets for
less invasive medicine [43.11], designing catheters that
facilitated minimally invasive procedures. In modern
medicine, these companies have developed a multi-
tude of devices that are used to correct a wide variety
of cardiac pathologies, and many additional innova-
tions are submitted to the United States Patent and
Trademark Office every year. For example, a search of
their website [43.12] produced the following numbers
of published patent applications based on specific key
words:

• CARDIAC (18 920 as of July 2004; 54 155 as of
May 2009; 72 690 as of April 2011),• CARDIOLOGY (1480 as of July 2004, 4557 as of
May 2009, 5988 as of April 2011),• CARDIAC REPAIR (32 as of July 2004, 149 as of
May 2009, 244 as of April 2011).

It should be noted that this list does not include
many international patents, but demonstrates the ex-
ponential acceleration of device innovations in regards
to the assessment of cardiac health and treatment of
cardiac pathologies [43.13]. The number of patent ap-
plications submitted each year is indicative of the
conception of ideas that ultimately create novel devices
or embellish existing products.

43.3 Market Released Cardiac Devices

Table 43.1 displays a list of some of the most com-
mon cardiac devices available on the market today.
This list exemplifies the vast number of products

designed and produced for the treatment of cardiac
pathologies and illustrates the diverse nature of these
devices.

43.4 Device Development

The invention of a cardiac device is the same as many
other well known and widely used products; both must
come from an idea and/or recognized unmet clinical
need. In many cases, a device can have a beginning
as humble as a rough sketch on the back of a napkin,
thus beginning the iterative process of device develop-
ment, which may even allow such an idea to evolve into
a marketable product.

Today, it is generally considered that most new
medical devices are not created by large organizations,
but by small startup companies. These companies are
funded by either a venture capital firm or an angel
investor (investment from a single person), and are

typically focused on developing one primary product.
Larger organizations, on the other hand, will generally
focus on improving devices currently available rather
than developing new devices, although they do partake
in their own device development from start to finish.
Academic institutions also foster device design using
grants or federal funding, yet very few are able to
develop a device beyond the concept (or an early pro-
totype) stage due to the lack of resources and general
capabilities of the institution. However, the intellectual
property (IP) of an institution can be licensed to an
external company to further develop the concept and
perform animal and clinical testing [43.14]. Generally,
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Table 43.1 Examples of market released cardiac devices
used to treat cardiac pathologies

• Pacemakers

– Atrial pacing systems

– Ventricular pacing systems

– Biventricular pacing systems

– 3 chamber system (e.g., right atrial and each
ventricle separately)

– Activity sensing for rate control

• Implantable cardioverter defibrillators (ICD),
with pacing capabilities

• Pacemaker and ICD leads

– Active fixation

– Passive fixation

• Ventricular assist devices

• Prosthetic valves

– Mechanical valves

– Tissue valves

∗ Surgically implanted

∗ Transcatheter delivered

• Prosthetic coronary arteries

– Bypass graft anastimosis devices

– Engineered grafts

• Valve annuloplasty rings

• Septal defect closure devices

• Stents

– Coronary artery stents

– Endovascular and extravascular stent grafts

• Angioplasty balloons

• Valvuloplasty balloons

• Ablation catheters

– Cryoablation catheters

– Radio-frequency ablation catheters

• Heart rate monitors

– External

– Implantable

• Drug delivery pumps and catheters

• Vascular aspiration devices

• Artificial hearts

• Positioners and stabilizers

academic institutions are not focused on device devel-
opment, and thus are not fully equipped to address all
of the issues involved with creating, testing, and/or mar-
keting a cardiac device.

43.4.1 The Six Phases
of Device Development

Device development can begin anywhere, but there is
a general sequence for how a device is developed. There
are a number of different systems to categorize the steps
taken for development and testing of any cardiac device
and one in particular involves breaking the process up
into six phases of development. These phases are shown
in Fig. 43.1.

Development
costs

Expected
profit

Phase 0
Device conception

Phase 1
Evaluation/Proof of concept

Phase 2
Durability/Compatibility

testing

Phase 3
Animal testing/Clinical

trials

Phase 4 
Market release

Phase 5 
Postmarket analysis/
Postmortem studies

Design freeze

Fig. 43.1 Flow chart of device development process. The
six phases of device design are shown, as well as the ex-
pected cost and profit with marketing a medical device
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Phase 0 is thought of as the planning phase. Dur-
ing this phase much of the groundwork is completed –
creating a product platform, assessing market opportu-
nity (determining if the product will be worth pursuing
financially), and determining product constraints asso-
ciated with IP.

Phase 1 is considered the concept development
phase. This is when the development process as well as
bench top testing of the device begins. For example, fea-
sibility studies are performed to determine whether it is
technically possible to manufacture the product and/or
if there is a potential market of adequate size for it to be
profitable. It should be noted that in the field of cardiac
devices there remains a need for pediatric-sized devices,
but often it is considered not profitable to pursue these
opportunities.

Phase 2 occurs after the device meets the previous
criteria from phase 1. This is where further bench top
tests are performed for both accelerated failures and re-
quired function of the devices. In vitro work or acute
animal studies can also be initiated to assess potential
biocompatibility. The end of phase 2 generally involves
a design freeze, where nothing can be changed on the
device without going back to phase 1 or 0.

Phase 3, which occurs after the design freeze, as-
sures that testing will provide an accurate assessment
of device function in a living organism. Testing of-
ten includes chronic implantation in appropriate animal
models, which is then followed by regulatory approvals
before the onset of clinical trials in humans. Subsequent
to a successful clinical trial, final approval for market
release of the product is sought.

Phase 4 is initiated when the product is market re-
leased; usually this is the first phase of the overall
process during which the company expects to see re-
turn on investment. Yet, profitability assumes that all
clinical trials were successful, that the regulatory body
of the country has approved the device for market re-
lease, that the company can begin to commercialize and
market the device, and that they can receive payment
(reimbursement) for sales.

Phase 5 is considered to be the postmarket as-
sessment. Even though a product is fully marketed
and approved by a regulatory agency, the company
is still required to perform follow-up studies on their
products to ensure that they are not causing any un-
foreseen issues with patients over time. This also
gives the company more information for future im-
provement of their device. Types of studies that can
be performed in this phase include postmortem stud-
ies, where the company may receive the explanted

device and then analyze its postimplant status or
condition.

Importantly, throughout all of these phases, a num-
ber of different elements need to be checked and
rechecked to achieve successful device production. For
example, during voice of customer (VOC) research,
feedback on device design is obtained from consumers
of the product, including professionals who implant
the device, patients, and their caregivers; this informa-
tion will help ensure that the concept or device fulfills
the needs of all those considered as customers. Busi-
ness feasibility and marketability will also drive the
device design, i. e., to be as cost efficient as possible.
The initial stages of research and design are generally
the cheapest portion of designing a device. When an-
imal studies need to be undertaken, especially chronic
implant studies, the costs dramatically increase. Subse-
quent human clinical trials can cost many millions of
dollars.

43.4.2 Intellectual Property

At the outset of any device development project, it is
critical to review published literature and issued patents
for similar products or ideas that may be currently pro-
tected. Thus, a major part of the product design process
is to maintain IP related to the technologies being devel-
oped. A continually changing design can be determined
to be novel, non-obvious, and useful and may there-
fore warrant a new patent application. It is considered
that there are a number of ways that developers can
keep their IP safe from others infringing on their idea
and using it as their own. For example, a trademark
is a name or symbol that is associated with a prod-
uct or brand, which means the company and only the
company has full rights to use that name or symbol.
This prevents others from using the name and associ-
ated marketing as a means of promoting their products
or services. Similarly, a copyright may be given for any
written and graphical material to an individual or group
of individuals to protect their work and to reduce the
risk of it subsequently being plagiarized [43.15]. An-
other suggested way to protect an idea or product is
to keep it a trade secret, simply by not divulging any
information regarding how a product is made, or how
it operates or performs (e.g., the device runs on pro-
prietary software or novel circuitry). One downfall to
this type of IP protection is that if anyone success-
fully duplicates the product or procedure (even without
knowing the trade secret), there are no legal conse-
quences [43.15].
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The most noteworthy way of protecting one’s IP in
the medical device industry is to file and obtain a patent
with broad claims. A patent is a legal document that ex-
plicitly explains how a device works or how a procedure
is done, with enough information that anyone within the
field would be able to duplicate the device or process.
Most medical devices are physical entities that can gen-
erally be taken apart. Thus, a competing company could
theoretically, but not ethically, obtain a marketed de-
vice, disassemble the device into its core components,
and rebuild it (reverse-engineering). By doing this they
may improve upon the design, create a better prod-
uct, and take away market revenue from the inventors.
Hence, as early as possible in the device development
process, a patent should be drawn up to protect the de-
vice design. Most patents provide legal protection for
20 years (e.g., US patents), thus guaranteeing exclu-
sive marketing rights for that period. However, upon
expiration, the device can be copied without legal re-
course [43.15]. With cardiac medical devices this is
often of little concern, since the product life of the
original design is often less than 5 years, and thus is
typically updated with new patent protection. Neverthe-
less, with all new product development, it is important
to avoid infringement of all protected patents (and sub-
sequent infringement lawsuits). Thus, for any product
developer it is vital to know and understand how to
read patents. Typically, patents are classified according
to their device type and use and will first provide the
filing numbers, inventor(s), and the date filed. Next a de-
scription of the device or process is presented, generally
involving sketches and other images of IP. The most
pertinent information is contained within the claims sec-
tion, which specifically lays out what part of the IP is
novel, and hence what is officially patented and pro-
tected by the patent. The claims section is generally the
portion that legal teams will address when reviewing
a patent case, as it gives the specifications of the patent
and what is fully covered by the patent.

In many cases, finding and utilizing patent informa-
tion can benefit medical device designers. According to
the European Patent Office, there are a number of rea-
sons and ways to use patents to your benefit, i. e., “find
out what currently exists and build on it . . . keep track
of who’s doing what . . . [and] avoid infringing on other
people’s patent rights” [43.16]. To find patents relative
to the cardiac devices you hope to develop, there are
many online databases that can search for patents with
specific information. A few examples of such databases
include the European publication server [43.17], free
patents online [43.18], and Google [43.19].

43.4.3 Device Prototyping

In the early stages of creating a medical device, it is best
to fully investigate all potential options of the device
design. Brainstorming and ideation are key aspects of
product design. Using the philosophy that any idea is
a good idea, anything from very quick drawings to off
the wall ideas can be used to generate novel concepts.
It is generally accepted that promoting idea generation
is important because, even if a particular idea may not
be possible or useful, it may spark ideas from someone
else, and provide another angle or approach to solving
the problem at hand. Typically once ideas are abundant,
a team can begin to create a list of best concepts for the
device.

Additionally, a very important part of phase 0 in the
development process is the creation of quick mock ups
of prototype devices. The goal is to generate many tan-
gible ideas to help fully visualize and understand the
product or concept. In other words, a sketch can give
one the ability to depict the idea from one particular
view point, but it requires a 3-D physical rendering (e.g.,
a moveable and/or moldable prototype to portray the
workings of the device and the human factor interac-
tions) to fully appreciate the idea and understand the
nature in which it will interact with its environment.
Additional purposes of phase 0 are to develop a proof
of concept and to confirm that the ideas put forth can be
constructed and eventually manufactured to perform as
intended.

After a proof of concept has been attained and mar-
ket potential assessed, the design team should select
a handful of devices that will be fully prototyped and
shown to customers for feedback. This is considered to
be part of phase 1 during which feedback is obtained
by collecting the voice of customer from a large sam-
ple size of potential users with varied backgrounds and
clinical experiences; this can be obtained through direct
questioning, observing, and/or discussing the product
with the customer. Customers may consist of many
groups of people, including those who use the device,
benefit from the device, pay for the device (reim-
bursement, insurance companies), and those who may
potentially profit from the device. These groups of in-
dividuals will offer assistance in the design process and
likely improve the overall design of the product, how-
ever, it can be difficult to fully meet the expectations of
all primary customers. For instance, a user may want
the device to be easy and intuitive to use, in contrast to
payers who may want the device to be inexpensive and
beneficial to the patient in reducing costs (e.g., a reduc-
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tion in the number of required future procedures). Those
who expect to profit from the product (e.g., a company’s
chief financial officer) may demand that the costs of
product development be minimized. Hence, all of these
concerns must be proactively considered and addressed
by the design team to create a product that satisfies the
majority of their potential customers.

In addition to brainstorming, it follows that one needs
to track all potential device defects and failures. Note
that early on in such a process, one needs to consider the
risks and benefits of employing any new procedure that
utilizes a newly developed device (Fig. 43.2).

In order to complete the risk analysis on an entire
device, one typically employs failure modes and ef-
fects analysis. These activities are generally defined as
procedures in product development and operations man-
agement for identifying potential failure modes within
a system, i. e., classification by the severity and likeli-
hood of failures. Any successful analysis activity helps
the research and development team identify potential
failure modes based on past experience with similar
products or processes, enabling the team to design those
failures out of the system with a minimum of effort and
resource expenditure; in turn, this helps to reduce both
development times and costs. Figure 43.3 depicts an ex-
ample data sheet of such an activity. Complete failure
modes and effects analysis on a new cardiac device,
such as a prosthetic valve, typically creates a 150-page
spreadsheet of potential problems, including everything
from leaflet material breakdown to misalignment of the
prosthesis within the heart. Each of these failure modes
must be assessed as to how likely it will happen and
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Fig. 43.2 Sample flow chart to per-
form risk estimations. P1 is the
probability of a hazardous situation
occurring. P2 is the probability of
a hazardous situation leading to harm

how severe the impact on the patient could potentially
be. If one particular failure mode may feasibly occur 1
out of every 100 000 patients and, as a result, have min-
imal impact on the patient’s health, typically this failure
mode will not create a drastic design change. However,
if within the same occurrence rate, a given patient may
experience serious health problems from the complica-
tions, this would be a failure mode that would need to
be addressed.

43.4.4 Device Testing

When a device design moves from phase 0 into phases
1 and 2 of the design process, basic testing of a car-
diac device begins. During this process, it is important
to consider the standards set forth by various interna-
tional governing organizations with respect to testing
and manufacturing medical devices. The most notable
organization is the International Organization for Stan-
dardization (ISO); others include the medical device
directive (MDD) and the International Electrotechnical
Commission (IEC). Each of these regulatory standards
are readily available to the design team to ensure that the
medical product being developed will “remove or mini-
mize as far as is possible the risk of injury, in connection
with their physical features” [43.20]. Many regulatory
bodies require that a company abides by these sets of
standards for creating a medical device; statements such
as ISO certified mean that the company, for instance,
is in ISO compliance with the policies and regulations
in regards to all phases of testing, manufacturing, and
developing their medical devices.
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Fig. 43.3 Example of a failure modes and effects analysis (FMEA) data matrix used to study a new rigid bileaflet heart valve
design

Apart from biological and mechanical properties,
there are other aspects of the device development pro-
cess that must be taken into consideration. Obviously
financial feasibility is a critical consideration, but there
are other additional factors as well. For example, if
a specific patient requires a pacemaker and s/he is likely
to need an implantable defibrillator/pacing system in 5
years, there is no need for the battery in the pacemaker
to last 20 years; in fact, many pacemakers are built with
a battery lifespan between 6–8 years, depending upon
the output settings of the system. This requirement al-
lows physicians to change out the device with newer
devices with better, more advanced technologies (e.g.,
new algorithms that may be customized for the patient’s
needs) [43.21]. This, in turn, is associated with the rec-
ommended longevity of the product. Most importantly,
if the device is labeled as having a particular lifespan,
then assessments on the product will only need to be
tested for that period of time as noted by ISO regulations
(ISO5840:2005(E)).

When testing the properties of a medical device, it
is important that one isolates each of the components
that require testing. More specifically, cardiac devices

can be very complex in nature and have multiple associ-
ated parts fabricated from different composite materials.
Even something as simple as a bare metal stent has
multiple components. Such products may be required
to hold an exact shape at physiological temperatures,
the surfaces should be biocompatible, and the materials
should not fracture or fail after being subjected to ex-
ternal pressures [43.15]. It is also important to test the
performance of the developed device for all the intended
situations, e.g., a device may be required to function
in a variety of anatomies and maintain an accepted
performance level for all manufactured sizes. This is
emphasized by the ISO standards for development of
a cardiac prosthesis. The standardized regulations state
that a rigid heart valve, such as a tilting disc valve, must
undergo durability testing over no less than 400 million
cycles on at least three of each of the largest, medium,
and smallest size valves (ISO 5840:2005(E)). To en-
sure that the device achieves this goal, tests are often
designed around the critical conditions to which the de-
vice may be exposed. Shown in Fig. 43.4 is a typical
flow chart one would employ to perform such a testing
process.
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Fig. 43.4 Typical flow chart of a preclinical structural evaluation process that a valve research and development team
might utilize to ensure proper durability of design. Note that typically these criterion can be evaluated in series

In many cases, the properties of cardiac devices can
be tested without the use of native biological tissues.
For instance, silicone, nylon, sponge, or foam can be
used to create a mock testing environment for the de-
vice [43.15]. For example, if one wishes to investigate
whether or not a pacing lead tip (active fixation helix)
will properly engage with the endocardial surface, the
properties of lead fixation into a silicone simulated tis-
sue may be assessed, i. e., active fixation into a mock
biological substrate followed by assessment of relative
damage to the simulated myocardium (silicone). This is
not only a more repeatable procedure due to a decrease
in substrate variability, but it is also generally cheaper
than obtaining live tissue or animals to perform initial
basic testing.

Performing device testing with animal models or
living biological tissues is not only expensive, but it also
requires much effort and expertise. As such, to address
questions during the early design stages of the device,
alternate methods can be devised to ascertain device
performance. Sometimes the testing approaches can be
as simple as employing fresh meat obtained from a lo-
cal grocer or meat packing plant; this can provide useful

insight during initial device testing. For example, one
could test an ablation catheter using fresh meat and then
readily assess visual changes in the meat’s appearance
to determine the relative region of ablation [43.15]. Ad-
ditionally, it is often possible to purchase animal organs
such as hearts from meat packing plants and directly test
a device in a more relevant cardiac anatomy.

Biocompatibility is a primary issue when develop-
ing a device which will be implanted within a human
body. More specifically, in the case of cardiac devices,
most of the current therapies and monitoring tools need
to be inserted into the body and thus be exposed to
the biological environment. In some cases, this is for
only a short period (ablation catheters), while some de-
vices will be implanted for a few years (invasive heart
rate monitors), and yet others for the rest of the pa-
tient’s life (mechanical heart valves). Nevertheless, in
each of these scenarios the device is required to display
an appropriate level of biocompatibility. In general, the
potential for device rejection can be assessed with in
vitro immunological responses to the device; a strong
immunological response would be indicative of a possi-
ble problem with biocompatibility and possible device
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rejection. However, today most cardiac devices are con-
structed from well studied materials with known levels
of biocompatibility; as such, adverse reaction testing is
predominantly assessed during chronic animal studies.

Another important factor that one must consider
when designing a cardiac device is the combined ef-
fect that temperature and pressure may have on a given
device. There are many polymers or compounds that
change elasticity properties when exposed to tempera-
tures at or near normal body temperature. On the other
hand, this can be advantageous depending upon how the
device is designed. The informed engineer may choose
to design the device, a catheter for example, to be stiff
when entering into the vein/artery, thus allowing for eas-
ier placement. Subsequently, the device might become
more malleable inside the body, as the temperature in-
creases, so as not to cause internal damage to the vessels
or myocardium.

43.4.5 The Visible Heart

Before embarking upon the expensive animal testing
protocols that are required to prove the efficacy of
a potential cardiac device, there is exceptional value in
testing the device in a reanimated beating heart model.
For example, the Visible Heart apparatus was devel-
oped by our laboratory at the University of Minnesota
to reanimate large mammalian hearts that replicate the
working physiological conditions of the heart in vivo.
Reanimated hearts are perfused and then actively pump
a clear crystalloid perfusate rather than blood, thus
allowing the opportunity to uniquely and visually docu-
ment the tissue device interactions of a large variety of
cardiac devices [43.22]. Additionally, this approach has
allowed researchers to employ an isolated, living heart
as a model to visualize what occurs inside the heart dur-
ing a device deployment procedure and how the device
interacts with the organ throughout all the phases of the
cardiac cycle.

In addition to the reanimation of swine hearts for
early prototype testing using visible heart methodolo-
gies, our laboratory has been privileged to study the
deployment of cardiac devices within reanimated hu-
man hearts. This reanimation of donor hearts, deemed
not viable for transplant, enables the visualization of the
specific device interaction with the varied endocardial
anatomy of human hearts, both relatively healthy and
those eliciting heart failure. With an increasing interest
in the use of transcatheter delivered therapies, the ability
to visualize the deployment and function of these de-
vices using comparative imaging modalities has proved

exceptionally beneficial to the engineers and physicians
involved with evaluating novel concepts and designs.

43.4.6 Animal Testing

Once all in vitro testing techniques have been properly
utilized and the device design has been locked, the de-
velopment process moves into phase 3, whereupon the
device must then be proven safe in appropriate pre-
clinical testing; usually this requires extensive testing
on animal models (acute and/or chronic) before it can
be moved into a human clinical trial. In order to en-
sure proper care and use of the animals during such
experimentation, a detailed prestudy protocol is devel-
oped to address proper animal welfare in accordance
with one’s Institutional Review Board and ISO stan-
dards (ISO 10993-2). Typically, such protocols must
be reviewed and approved by the appropriate govern-
ing body, such as an Institutional Animal Care and Use
Committee. In general, preclinical in vivo testing is de-
signed to critically assess the performance of the cardiac
device when implanted in a beating heart. These anal-
yses include assessments of the device’s effect on the
hemodynamic performance of the heart, the biocompat-
ibility and mechanical durability of the device, and the
efficacy and ease of the implantation procedure. It is es-
sential that any preclinical in vivo testing be designed to
replicate the environmental factors that the device will
experience when implanted in humans.

In general, animal testing essentially falls into two
distinct categories – acute and chronic. Acute animal
testing usually focuses on the immediate function of
the device. Since the animal is sacrificed shortly after
device implant, it is typical to perform multiple meth-
ods of invasive monitoring. This may include measuring
right-sided and left-sided pressures, intracardiac electri-
cal monitoring, the use of ultrasonic crystals to create
pressure–volume loops, or blood flow and metabolic
measurements. This instrumentation can help to deter-
mine if the device is working properly and assess its
influence on physiological parameters, such as the effect
of an artificial valve on ventricular pressures.

The protocol for a typical chronic animal experi-
ment is designed to test the long-term biocompatibility,
function, and durability of a cardiac device. In such
studies, cardiac devices are implanted in the same man-
ner as the intended human procedure, and the animals
are monitored postoperatively until a predetermined
endpoint. If the animal does not reach the experimental
endpoint, a postmortem investigation will be conducted
to determine whether the implanted device directly
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caused the mortality. Commonly in surviving animals,
upon reaching the planned experimental endpoint, the
device function is often retested both before and after
the animal is sacrificed. Typically, the primary param-
eters assessed include the location and function of the
device (i. e., did the implanted device move?), the im-
mune response of the host and the overall health of
the animal (i. e., was the systemic health of the animal
compromised by the device?).

When developing a research protocol, it is important
to use the appropriate species for the specific testing.
Great strides have been made into the investigation of
the pathophysiological mechanisms of cardiac disease
with the use of transgenic mice and mice with gene
deletions. However, while mice and rats can work well
for specific tissue and metabolic work, most cardiac de-
vice testing of devices to be implanted in humans takes
place on large animal models due to obvious technical
limitations. It should be noted that within most of these
large animals, the natural occurrence of cardiac dis-
ease is rare and often associated with comorbidities that
preclude breeding efforts. Nonetheless, it is possible
to surgically or otherwise induce various disease states
(e.g., heart failure) or anatomical abnormality (e.g., an
incompetent valve) within animal models. For exam-
ple, to thoroughly test a device that treats heart failure
induced by coronary disease, it is possible to induce
a myocardial infarction in the animal prior to treatment
by ligation or occlusion (e.g., the partial deployment of
a covered stent) of a coronary artery [43.23].

For years, the use of canines for such experimenta-
tion has provided an excellent model for animal work
since dogs typically have good temperament and can
be trained to sit still during postoperative examinations.
Yet, it should be recognized that canine hearts have
an unusually large amount of collateral coronary cir-
culation, which is only similar to humans who present
with a slowly progressing end-stage chronic heart fail-
ure. Furthermore, this collateral circulation in the canine
model can also lead to inconsistent or minimal ischemic
regions that cannot be reproducibly induced [43.23].

Our laboratory and many others consider that swine
are excellent models for acute cardiac device testing.
For instance, swine have very similar cardiac anatomy
to humans with respect to the conduction system, coro-
nary arteries, and great vessels. Additionally, pig valves
are very similar to human valves and are commonly
used as tissue valve material. Yet, swine are not of-
ten used for long-term chronic studies due to frequent
postoperative complications such as arrhythmias and
sudden death. Additionally, it should be noted that

mongrel swine grow at a fast rate, making chronic im-
plantation difficult and often inconsistent from animal
to animal [43.23]. In contrast, the use of mini pigs for
chronic studies is possible, yet availability and cost can
be prohibitive.

Sheep are commonly employed for chronic valve
implantation studies since there is little growth in the
adult sheep. These animals have been used as the his-
toric model for such work and have valve orifice size
and function very similar to a human, in addition to
relatively large atria allowing for straightforward surgi-
cal approaches to the atrioventricular valves. The ovine
model is also characterized by a higher immune re-
sponse than other animals. This means that, in many
cases, a thrombolytic event will be observed in sheep
more prominently than in swine or dogs, and therefore
may provide investigators with a better idea of what the
failure will look like in humans [43.23]. There is vast
literature available on the use of the ovine model for
chronic valve implantation studies.

Today, primates are rarely used in cardiac device re-
search due to prohibitively high cost and animal care.
Thus, little cardiac work has been done and the lack of
historical data provides little motivation to begin work
with this model [43.23].

In summary, a well written preclinical testing pro-
tocol defines that in order to predict the safety and
performance of clinical use, a sufficient number of an-
imals of the same species, and preferably the same
gender and age, should have experimental and control
devices implanted. This number may be best deter-
mined based upon the risk analyses of the device and
the statistical significance of the experimental design.
The duration of the experiment is typically specified in
accordance with the parameter under investigation, and
each animal must undergo a macroscopic and micro-
scopic postmortem examination.

Common goals of a preclinical study are to report:

• Any detectable pathological consequences around
the device implant or in the major organs of the
body.• Any macroscopically or microscopically detectable
structural alterations in the device itself.• Histological assessment of any thromboembolic
material, inflammatory reactions, or degenerative
process.

Once the preclinical animal testing is completed using
good laboratory practices, a third party observer (out-
side auditor) of the laboratory tests will produce a report
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to summarize all data collected and a recommendation
of the clinical safety and performance of the device.

43.4.7 Clinical Testing
and Regulatory Approval

Once a device has been proven safe and efficacious
during rigorous animal testing, developers will embark
upon clinical trials of the device before it can be prop-
erly market released. It should be noted that current
regulatory processes in the United States and the Eu-
ropean Union differ significantly in the requirements
and guidelines laid out for clinical testing and market
approval. However, both regulatory committees share
the same fundamental principles and apply frameworks
designed to ensure the safe and effective release of med-
ical devices into the market. This section will briefly
highlight current features of both approval processes.

From a legal standpoint, in the United States human
clinical testing of an unapproved cardiac device can-
not be initiated without pre-approval from the Food and
Drug Administration (FDA) in the form of an investi-
gational device exemption (IDE). The IDE is designed
to provide the FDA with all the relevant data on device
design and preclinical testing, as well as the intended
study protocol. A device company must also apply for
an IDE if they wish to expand the indication of an ex-
isting device. These clinical investigations may begin at
an approved site 30 days after the FDA receives the IDE
application, assuming that in-house institutional review
board approval has already been obtained and the FDA
has not notified the sponsor that the investigation may
not begin [43.14].

To date, FDA approval is contingent on many fac-
tors. One of the most important factors determining the
ease of starting a clinical trial is the device classification
(Class I, II, or III), which is briefly defined as:

1. Class I devices pose the lowest risk to the patient
and include noninvasive devices such as surgical
bandages and tongue depressors. These devices are
placed under the general rules applied to all medi-
cal devices and nothing more. The controls include
prohibition of adulteration and misbranding, re-
quirements on establishing registration and device
listing, adverse event reporting, and good manufac-
turing practices [43.24].

2. Class II devices, such as cardiac catheters, are
deemed to pose a high enough risk that regulation
through the general controls alone is not sufficient.
The majority of Class II devices require a premar-

ket notification in the form of a 510(k) to provide
data demonstrating that the described device is of
substantial equivalence to an existing product with
regard to its safety and effectiveness. Although
a 510(k) can be substantiated through preclinical
testing, approximately 10% of applications include
clinical data [43.14].

3. Class III devices, such as implanted cardiac de-
vices, are used to support and sustain human life,
and also present a high risk of injury or fatality if
the device fails. Almost all Class III devices require
premarket approval by the FDA before being legally
marketed, thus requiring clinical data demonstrating
that the device is safe and effective in the tar-
get population [43.14]. Recently, the development
of the humanitarian device exemption has created
a pathway for accelerated market release of Class III
devices; this exemption is intended for devices that
address diseases or conditions that affect fewer than
4000 patients/year in the United States. Neverthe-
less, approval of a humanitarian device exemption
requires the sponsor to prove that the device is safe
and effective, and that all possible associated risks
are outweighed by foreseen benefits. Typically, such
approval requires smaller clinical trials in fewer in-
stitutions, allowing smaller companies to develop
Class III devices beyond preclinical investigations.

Commonly, full scale clinical trials of Class III de-
vices are preceded by a series of pilot trials typically
limited to 100 patients spread over a few institutions, in
order to establish the initial safety of the device and help
in the design of the pivotal phase of clinical trials. The
pivotal phase will be a large multicenter trial designed
to generate the appropriate data required to define the
patient populations in which the device functions safely
and effectively. Many devices for which developers are
seeking market approval are similar to current market
released products and consequently can be measured
against the standards set by these products. However,
when entirely novel devices are introduced into clinical
trials, the FDA requires randomized control studies to
be completed. Yet, depending on the primary and sec-
ondary endpoints defined by the FDA, pivotal trials can
require the enrollment of up to 1000 or more patients
at 30–50 sites over a period of 1–2 years, with postop-
erative evaluations up to a year after implant. As such,
these trials represent the largest commercial risk to a de-
vice developer, due to the recruitment and coordination
of multiple test centers, core laboratories (for impar-
tial data analysis), and a data safety monitoring board
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(to determine if continuation of the study is appropriate
scientifically and ethically) [43.14].

Within the European Union, there are three ma-
jor differences in the regulatory process which include
1) use of notified bodies; 2) general criteria for product
approval, and 3) local site regulations. Notified bodies
are independent commercial organizations established
to regulate the process of device market approval in the
European Union. The responsibilities of these organiza-
tions include:

1. Device classification
2. Continuing assessment of the trials to ensure con-

formity and quality
3. Approval of design dossiers for high risk devices
4. Postmarket regulatory control [43.24].

To receive market approval for a high risk device in the
European Union, the manufacturer must prove that the
device is safe and functions to the guidelines laid out
by the manufacturer. The difference in the criteria re-
quired to gain market approval for a high risk device
in the United States and the European Union is best
demonstrated by the following example.

The GuardWire temporary occlusion and aspiration
system (Medtronic, Inc., Minneapolis, MN), a device
designed to recover liberated plaque during angioplasty
or stent placement, underwent clinical trials in the
United States and the European Union before market

release. The device was classified as a Class II medi-
cal device by the FDA and, therefore, required 510(k)
clearance. To satisfy this clearance, an 800-patient mul-
ticenter randomized trial comparing the device against
a control was performed to prove a statistically signifi-
cant reduction in major adverse cardiac events [43.25].
A trial of such magnitude can cost up to $ 12 million and
may take up to 2 years [43.14]. To gain market approval
within the European Union, the manufacturer had to
demonstrate the device’s safety and effectiveness. This
was achieved by running a 22-patient single site study
requiring significantly less investment than the clinical
trial requested by the FDA [43.26].

To summarize, gaining market approval in either the
United States or the European Union can be a lengthy,
expensive, and time consuming endeavor. Before em-
barking on the development of a cardiac device, it is
critical that the designer develop an understanding of
these pathways and the intricacies of each regulatory
body, in order to complete the process in the most
timely and cost effective manner possible. To date, the
differences between the United States and the Euro-
pean Union regulatory bodies help explain why a large
portion of pilot clinical trials and early device testing
occurs outside of the United States. These differences
also help to explain why a typical cardiac device is
introduced into general clinical practice in the United
States 1–3 years after market release in the European
Union [43.14].

43.5 The Anatomy of a Device

Recently, much has changed in the field of cardiac de-
vices with the improvement of established therapies, the
development of novel devices, and the increase of asso-
ciated regulatory issues. In order for any device to be
considered acceptable for clinical use, it must display
a number of essential characteristics that illustrate the
anatomy of a cardiac device. This section will outline
the key criteria that need to be fulfilled when develop-
ing a cardiac device and, in the interest of brevity, will
focus on implantable devices.

43.5.1 Functionality

Although it may be obvious, it is vital that any prod-
uct performs to the standards set by the manufacturer’s
claims. Many medical devices are born from the de-
sire to satisfy a previously unmet clinical need. So to

be successful, a new product will have to complete this
functionality above and beyond the currently available
solutions and techniques. The functionality of a car-
diac device also encompasses its ability to perform the
desired task without compromising any other biologi-
cal process. For example, a right-sided apically placed
pacemaker lead should not compromise the function of
the tricuspid valve. These specifications are often out-
lined by regulatory committees such as the International
Organization for Standardization as seen in Table 43.2,
which describes the operational specifications for car-
diac valve prostheses.

For implantable cardiac devices, the question of
functionality typically includes the way in which the
device is delivered. Surgically implanted devices re-
quire a suitable method of fixation to the heart, such
as the sewing ring of a prosthetic heart valve. How-
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Table 43.2 Specifications for a prosthetic cardiac valve

Define that the device has reproducible function

• Allowing forward flow with acceptably small
mean pressure difference• Preventing retrograde flow with acceptably small
regurgitation• Remaining fixed once placed• Having an acceptable noise level• Maintaining its functionality for a reasonable
lifetime, consistent with its generic class• Maintaining its functionality and sterility for
a reasonable shelf life prior to implantation

Define that the device is biocompatible

• Resisting embolization• Resisting hemolysis• Resisting thrombus formation

Define that the device is compatible with in vivo
diagnostic techniques

Define that the device is deliverable and implantable
in the target population

ISO 5840:2005(E)

ever, these matters can be greatly complicated when
one chooses to deliver such devices through mini-
mally invasive techniques, e.g., either through the wall
of the heart or through the vasculature without plac-
ing the patient on cardiopulmonary bypass. Hence,
not only must the delivery system be able to place
the device in its intended position, but additionally it
must not induce any adverse affects on the patient.
Examples of such devices include stents, septal oc-
cluders, valves, and pacing/defibrillation leads. These
devices can all be delivered in the cardiac catheteriza-
tion lab rather than a surgical suite, and thus greatly
broaden the patient populations that can receive such
therapies.

Another, more recent example involves the devel-
opment of transcatheter delivered heart valves to treat
patients with highly stenotic or regurgitant aortic valves.
Importantly, once implanted correctly, any prosthetic
aortic valve must allow blood to exit the left ventri-
cle during ventricular contraction (systole), and close
to inhibit the return blood to the heart during ventric-
ular relaxation (diastole). Still today, the majority of
prosthetic aortic valve replacements are implanted via
open heart surgery. Further, such valves can be placed

into two main categories that describe the materials
that act as the valve leaflets – mechanical or tissue.
Both designs have advantages and disadvantages, and
there has been much debate over which performs bet-
ter in various patient populations. However, the high
surgical risk associated with patients with severe aor-
tic valve disease due to multiple comorbidities, often
considered as too sick to undergo an open heart surgical
repair, has recently driven the need for transcatheter de-
livered, minimally invasive aortic devices [43.27, 28].
This transcatheter approach to aortic valve repair of-
fers clear advantages because the prostheses can be
implanted without open heart surgery or cardioplegia
to stop the heart. To date, due to fairly complex deliv-
ery techniques, the valve leaflets have been primarily
constructed from pericardial tissues; due to the nature
of this approach, which requires seating either a bal-
loon expandable or self expanding Nitinol frame in the
aortic annulus on top of the native valve leaflets, ques-
tions have surfaced regarding how the implanted valve
will function. It is currently considered that the options
available to a cardiac surgeon while working on the
heart during an open heart procedure – the ability to
remove the native leaflets, size the aortic annulus di-
rectly and suture in the appropriate prosthesis – greatly
decrease the likelihood of improper implantation. Con-
sequently, there is an ongoing debate as to whether
the performance of transcatheter delivered aortic valves
can be considered comparable to continually improv-
ing surgically implanted valve procedures, and whether
the advantages of minimally invasive implantation out-
weigh possible limitations in the functionality of the
prosthesis [43.29, 30].

To date, companies developing these new tran-
scatheter delivered technologies have been very specific
in describing the patient populations for which the
valves are designed and the conditions under which the
valves should be implanted. By doing so, they have en-
sured that the devices are used only in situations that
correspond to the conditions under which the device
was designed to function.

43.5.2 Biocompatibility

Biocompatibility related to medical devices is gen-
erally defined as the ability of a material to perform
with an appropriate host response in a specific ap-
plication [43.31].

In 1987, Williams described how the biocompati-
bility of a material can be qualitatively evaluated to
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assess its performance when implanted. The succinct-
ness of this term is often misleading when applying
the principles of biocompatibility to cardiac devices
due to the number of different materials that are com-
monly used during manufacture. For example, tilting
disc valve prostheses such as the St. Jude Medical
Masters series (St. Jude Medical, St. Paul, MN) are
manufactured from a variety of materials including py-
rolytic carbon for the discs and Dacron for the sewing
cuff (Fig. 43.5). All of these materials elicit different
responses from the host body, and need to be indi-
vidually assessed and quantified before the device is
implanted. Examples of such tissue responses can be
seen in Table 43.3.

The mechanism of how the host responds to the
different components of a cardiac device must be ex-
tensively evaluated to ensure that the correct materials
are selected for the final device design. This evalua-
tion can be complicated by the fact that it is hard to
replicate the human immune response in vitro. Con-
sequently, all cardiac devices also undergo rigorous
animal testing, yet it is important to note that this too
can sometimes furnish misleading results as to bioreac-
tivity. An example of this can be seen in the design and
development of the Braunwald–Cutter heart valve ball
and cage prostheses (Fig. 43.6), whereby cloth-covered
cage struts were designed to encourage endothelializa-
tion and hence decrease any chance of thrombolytic

Fig. 43.5 St. Jude Medical bileaflet valve

Table 43.3 Potential patient–device interactions causing
clinical complications (after [43.32])

Adverse local tissue interactions

• Inflammation• Toxicity• Carcinogenic response• Calcification• Embolization or lymphatic spread of material
fragments

Induced device migrations: encapsulation or
a foreign body response

Inappropriate or altered healing responses

Associated infections

Thrombosis

• Thrombotic occlusion• Thromboembolism

events [43.33]. Extensive testing in the mitral position
of pigs, sheep, and calves showed promising results,
thus the device was subsequently approved for human
clinical trials. However, the device did not elicit the
same host response when implanted in humans, in-

Fig. 43.6 Braunwald–Cutter valve
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stead resulting in aggravated wear on the cloth cage
struts and more critical debris embolization. It should
also be emphasized that host responses are not lim-
ited to immune reactions; for example, implanted tissue
heart valves remain susceptible to accelerated prosthe-
ses leaflet calcification. More specifically, this type of
calcification is initiated by reactions between the ex-
tracellular fluid and the leaflet membranes, creating
calcium phosphate mineral deposits [43.34]. As a re-
sult, much research is currently underway to enhance
leaflet materials to include calcification inhibitors,
thereby limiting mineral deposition on the implanted
materials.

In addition to the possibility of inducing mineral
deposition or endothelialization, material selection has
a critical impact on the overall biocompatibility of
a particular device, due to the wide variety of mecha-
nisms by which the host body can affect the implanted
device. For example, initially there were several re-
ports concerning insulation fracture of the Medtronic
6792 pacing lead (Medtronic, Inc.) [43.35, 36]. Ini-
tially, these leads were manufactured using Pellethane
2363-80A [43.37], which has since been proven to be
particularly susceptible to calcification, environmental
stress cracking, and/or chain scission when implanted
in humans [43.38]. Newer versions of the polyurethane
coating, such as Pellethane 2363-55D, have displayed
much improved biocompatibility when used to coat pac-
ing leads [43.39]. Although material selection itself may
not be the sole reason for a particular mechanism fail-
ure, how a given material is applied in the device design
may also play a critical role.

A device’s material can also result in unexpected
interactions with the host, as evidenced by the earliest
versions of the Starr–Edwards caged-ball mechanical
heart valve. The valve design used a silicone ball
that was found to absorb lipids from the blood and
swell [43.40]. In addition to poor valve function, this
resulted in the silicone balls becoming brittle and in-
creased the possibility of ball fracture and consequent
embolization of small fragments into the arteries down-
stream of the valve position.

Many modern implanted devices incorporate spe-
cific coatings to assist in reducing biological responses.
A prime example of this is the drug-eluting stent,
designed to minimize cell growth and scar forma-
tion, thus decreasing the likelihood of restenosis. To
date, in treating coronary artery disease, the use of
these drug-eluting stents is considered to have shown
great improvement over angioplasty alone [43.41].
In a second example, steroid-eluting pacing leads

have helped to manage the acute inflammation asso-
ciated with lead implantation and, therefore, reduce
the energy required to pace the heart [43.13]. In
summary, it can be assured that the combination of
pharmaceutics with implantable devices will continue
to expand as novel biologically engineered coatings
are identified and consequently continue to improve
biocompatibility.

43.5.3 Durability

As well as exhibiting the appropriate level of biocom-
patibility, any device implanted into a human heart must
also display sufficient durability and longevity. It should
be noted that this poses a unique problem in the field
of cardiac devices due to the extremely large number
of cycles that such prostheses are expected to endure;
of course, there are potentially life-threatening impli-
cations due to device failures as well. Furthermore,
the heart is itself a dynamic organ which can elicit
threefold to fourfold increased cardiac outputs (inter-
nal pressures during exercises), hence the mechanical
stresses on an implanted device can increase fourfold to
sixfold.

The case studies of pacing leads offer important
insights into the sheer magnitude of this problem.
A lead will move approximately 100 000 times a day, or
37 000 000 times annually, in multiple locations along
its length, usually in more than one degree of free-
dom [43.13]. This continuous movement exerts forces
on the lead body that, in turn, can accentuate the
mechanical breakdown of the device. The underlying
mechanisms can include material creep or erosion due
to contact with other components. Coronary placed
stents represent another important example; standard
dynamic mechanical stresses due to bending, axial load-
ing, and torsion can be induced during contraction of the
heart. Additionally, stents are influenced by the dynamic
changes in the coronary arteries during exercise such
as circumferential forces due to changes in the lumen
diameter.

The durability of any cardiac device is further chal-
lenged when the device directly interacts with the
turbulent and pulsatile flow of blood, as is the case for
prosthetic cardiac valves. More specifically, the flow of
blood through mechanical prostheses, particularly tilt-
ing disc valves, can lead to a particular type of erosion
called cavitation, whereby gaseous bubbles form and vi-
olently collapse on the surface of the valve discs due to
the sudden temporary decrease in pressure during clo-
sure. This phenomenon can lead to the fracture of the
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valve disc and was originally observed in the 1980s in
association with the failure of the Edwards-Duromedics
valve (Edwards CVS, Irvine, CA) [43.42]. Subsequent
tilting disc valves, such as the St. Jude bileaflet valve
(St. Jude Medical), have been designed specifically to
reduce this particular material erosion by reducing the
area of the tilting disc.

As with other cardiac devices, prosthetic valves are
expected to endure a large number of cycles in their
lifetime. For example, in order to minimize the possi-
bility of failure when embarking upon a human clinical
trial, the ISO has set up a series of strict guidelines
for the performance of prosthetic heart valves. The cur-
rent ISO guidelines require rigid devices, such as tilting
disc mechanical valves, to remain functional for 400
million cycles (approximately 10 years in vivo) and
flexible devices, such as tissue valves, to remain func-
tional for 200 million cycles (approximately 5 years
in vivo). This testing must be done under the fol-
lowing minimum performance conditions: beat rate is
70 cycles/min, simulated cardiac output is 5.0 l/min,
mean aortic pressure is 100 mmHg, and systolic du-
ration is 35% (ISO 5840: 2005(E)). No valve can be
approved for clinical trial before demonstrating this
level of durability over a suitable sample size. Even to-
day, due to the relative infancy of the field of prosthetic
valves, there is little long-term clinical data regarding
durability. Yet, a recent study by Mykén et al. regard-
ing the durability of surgically implanted tissue valves
such as the St. Jude Epic stented tissue valve (St. Jude

Medical) has shown promising data 20 years post im-
plantation, hence demonstrating the durability of these
prostheses [43.43].

43.5.4 Design for Manufacture

During the cardiac device design process, it should
be specifically noted that the design team must not
neglect the fact that the device will eventually need
to be manufactured in an efficient and cost effec-
tive manner. Such methodology is known as design
for manufacture (DFM) and emphasizes the fact that
an economically successful design should also ensure
a high quality product while minimizing manufactur-
ing cost. By utilizing manufacturing cost estimates, this
process proactively helps to guide and prioritize cost re-
duction efforts involved with device design, and thus
should have significant effects on product lead times,
development costs, and ultimate product quality. As
such, design for manufacture methods require input
from a multidisciplinary team in addition to the core
design team, thus drawing upon the expertise of man-
ufacturing engineers, cost accountants, and production
personnel [43.44]. Yet, when applying this principle
to cardiac devices, it is critical to understand that the
quality of care impacted by the device must not be
compromised by the need for a more cost effective
manufacturing process, but rather production costs can
be controlled by using existing technologies and estab-
lished manufacturing techniques.

43.6 Emerging Cardiac Device Technology

Rapid innovations in medical technology continue to
build and advance with many new and emerging
technologies that are being developed and improved
constantly. For example, while specific diseases such
as atrial fibrillation and heart failure have been known
to exist for a long time, new therapies and devices
are continuously being tested and developed on a daily
basis.

43.6.1 Atrial Fibrillation

Atrial fibrillation is the most common type of cardiac
arrhythmia in humans worldwide. While drug thera-
pies and ablation procedures (radio- and cryoablation)
are highly effective in treating this arrhythmia, there
are associated side effects. The clotting risk within the

patient’s left atrial appendage is usually treated with
the anticoagulant warfarin, which is effective in pre-
venting strokes [43.45], yet another suggested approach
for preventing such clots is to seal off the appendage.
While surgical options and specialized tools for sealing
the appendage can be used, another suggestion recently
promoted by Atritech Inc. (Plymouth, MN) is to implant
a tiny filter in the appendage to prevent blood clots from
ever leaving the heart.

Additionally, other types of implanted devices can
provide ongoing treatment for atrial fibrillation. For
example, pacing implants have continuously improved
algorithms that can now help with treatment and pre-
vention. Alternatively, for patients who have a difficult
time managing drug treatment either because of non-
compliance or harmful side effects, implantable drug
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pumps may be able to deliver treatment directly into the
pericardial space. Our laboratory has employed animal
models to show that this type of targeted drug deliv-
ery can dramatically reduce side effects of the drug by
minimizing the amount of the drug in the bloodstream
while providing well-controlled doses directly to the
heart (i. e., drugs can often be administered in greater
concentrations than those recommended to be delivered
intravenously).

43.6.2 Heart Failure

In general, congestive heart failure and dilated car-
diomyopathy are associated with increased morbidity
and mortality [43.46]. First line treatments typically in-
volve therapeutic methods, including lifestyle changes
(cessation of smoking, increasing exercise regimens,
etc.) and medications (ACE inhibitors, beta blockers,
etc.). When therapeutic methods are not enough, sur-
gical repair or implanted devices may be required with
the specific course of action being determined by the
cause of heart failure (e.g., the use of an assist device;
see following section).

43.6.3 Left Ventricular Assist Devices
and Artificial Hearts

The concept of a completely artificial heart has been
discussed since the early days of cardiac surgery. In
its most basic form and function, the heart is sim-
ply two pumps that work in series. However, over the
last 50 years, there have been many attempts to cre-
ate an artificial heart with only limited success. In
the United States, certain left ventricular assist de-
vices are approved as a bridge to transplant therapy
as well as for compassionate use. Currently, clinical
trials are underway in the United States for the EX-
COR pediatric ventricular assist device (Berlin Heart,
Berlin, Germany) which can be used for medium-
to long-term pediatric support. While left ventricu-
lar assist devices are typically implanted in patients
with the intent to bridge to transplant, some patients,
particularly pediatric patients, have been observed
to recover intrinsic cardiac function to the extent
that they can be completely weaned off the de-
vice [43.47, 48].

43.6.4 Heart Transplant

When heart disease in a given patient has advanced
beyond the point where pharmaceuticals or surgery

can help, a complete heart transplant may be indi-
cated. While the procedure has changed little in the
last 30 years, one area that has received focus for im-
provement is myocardial preservation. While organs
like the kidney and liver can be safely transplanted up
to 24 h after explantation from the donor, the heart is
only viable for up to 6 h. Hence, new devices are be-
ing tested to increase this time, like the organ care
system (Transmedics, Andover, MA), which keeps the
heart beating at normothermic temperatures. This sys-
tem has been reported to greatly improve heart health
at 12 h of storage [43.49]. It is considered that de-
vices and approaches like this will allow for improved
transport of donor hearts and consequently increase
the number of hearts available to potential recipi-
ents. Other methods to preserve heart function are
also being explored. For example, our laboratory is
investigating targeted delivery (pretreatment) with car-
dioprotective anesthetics, hibernation induction trigger,
and omega-3 fatty acids using perfusion pumps, which
we have observed to help improve transplanted heart
function.

43.6.5 Valves

Damaged or defective functioning of valves is a well
known cause of heart failure. In such cases, valve re-
pair or replacement is often recognized as the most
effective treatment. While replacement valves have
been around since the 1950s, new valves and deliv-
ery systems are constantly being developed, such as the
transcatheter Melody valve (Medtronic, Inc.; Fig. 43.7).
While the Melody valve is designed to work when
surgery is not an option (e.g., when the patient has
already had numerous open heart procedures to cor-
rect congenital defects), today a surgically implanted
valve is the gold standard among replacement valves.
Hence, research will continue to make surgically im-
planted valve replacements better, with the ultimate

Fig. 43.7 Melody valve (Medtronic, Inc.)
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goal of an artificial valve that will not require life-
long anticoagulation or replacement in 10–20 years,
problems typically encountered with current mechan-
ical and tissue valves. Such a valve would drastically
reduce the prospect of reoperation and improve patient
quality of life by not requiring concurrent anticoagulant
therapy.

In addition to valve replacement, there is continued
research into the development of annuloplasty devices
designed to correct regurgitation by reducing the an-
nular size of the atrioventricular valves. For example,
two companies, MiCardia Corporation (Irvine, CA)
and MitralSolutions, Inc. (Fort Lauderdale, FL) are de-
veloping surgically implanted annuloplasty rings that
can be adjusted postoperatively to optimize their ther-
apeutic effects. Conversely, Cardiac Dimensions, Inc.
(Kirkland, WA), Edwards LifeSciences (Irvine, CA),
and Viacor, Inc. (Wilmington, MA) are developing
transcatheter annuloplasty devices deployed within the
coronary sinus which lie adjacent to the mitral annulus
to minimize dilations [43.50].

43.6.6 Vascular Disease

Today, the primary interventional treatments for
atherosclerosis in coronary arteries include angioplasty
and stenting. Early studies with drug-eluting stents
showed them to be more effective at preventing resteno-
sis [43.51], yet a more recent study indicated that
late thrombosis rates were higher than with bare metal
stents [43.52]. Hence work continues relative to devel-
oping the ideal stenting solution, including optimization
of drug coatings. Alternatively, recent focus in the
device developmental phase has been on biodegrad-
able stents and coatings. For example, these stents,
like the Igaki–Tamai stent (Igaki Medical Planning
Co, Ltd, Kyoto, Japan) provided the short-term sup-
port required to prevent early restentosis, however did
not provide adequate long-term support; yet, there
was a considered lack of or limited long-term risk
after stent degradation. Alternatively, biodegradable
coatings, such as those used in the BioMatrix stent
(Biosensors International Group, Singapore), provided
short-term protection from restenosis, with the degra-
dation of the coating leaving a bare metal stent, which
may be further validated to display lower rates of late
thrombosis.

For patients who are not good candidates for stent-
ing, or if restenosis has occurred, coronary artery
bypass grafting (CABG) is most often recommended.
Since the first CABG procedure 50 years ago, it has

become one of the most frequently performed car-
diac surgeries. Importantly, new tools and technologies
allow cardiac surgeons to perform the procedure in
a less invasive manner. Equipment like the daVinci
robotic surgical system (Intuitive Surgical, Inc., Sunny-
vale, CA) has allowed surgeons to use smaller incisions
and novel techniques to perform a wide array of car-
diac procedures. Similarly, the development of heart
stabilizing devices has allowed surgeons to perform
cardiac surgery on the beating heart without cardiopul-
monary bypass. It is envisioned that the continuing
advancements of surgical techniques and tools and the
development of both anastomosis devices and pros-
thetic coronary arteries will continue to improve patient
outcomes and reduce overall hospital costs for CABG
procedures.

43.6.7 Hybrid Operating Rooms

With many procedures blurring the line between car-
diac surgery and cardiology, the development of hybrid
operating rooms has led to increased equipment needs
for both fields. This new type of operating room
is built with the fluoroscopic imaging capabilities of
a catheterization lab. This provides advantages as sim-
ple as a post-CABG angiogram, but also allows for
multi-tiered treatments, such as stenting and valve re-
placement, all in the same room. This will be the
ideal setting for procedures like transcatheter valve re-
placement, which is a surgical-like procedure requiring
fluoroscopic guidance. As these centers of excellence
develop, with a team of surgeons working side-by-side
with cardiologists, one must consider that new devices
and technologies may require design features that meet
the requirements of each specialty.

43.6.8 Novel Devices

Around the world, thousands of innovators are busily
developing the next generation of novel cardiac de-
vices. For example, one potential treatment for heart
failure, under clinical trials in the United States, is the
Acorn CorCap Cardiac Support Device (Acorn Medi-
cal, St. Paul, MN). This device is implanted around the
ventricles and provides support to the weakened heart
walls and reduces ventricular wall stress. The use of
this device is also expected to improve the heart’s ability
to pump blood, provide relief from heart failure symp-
toms, and potentially allow the heart muscle to heal. If
this proves to be effective, it may be used in conjunction
with other treatments.
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43.7 Conclusions

It was the general aim of this chapter to lay out the
fundamental principles involved with the design and
development of cardiac devices, from an explanation
of what design features engineers should integrate into
their devices to the steps taken by a medical device

company to successfully deliver a product to market.
Additionally, the chapter provided a brief description of
the history of cardiac surgery, the evolution of cardiac
devices, and a glimpse into the future of the industry as
a background to the design process.

References

43.1 L. Rehn: Über penetrirende Herzwunden und Herz-

naht, Arch. Klin. Chir. 55, 315–329 (1897)

43.2 Espicom Business Intelligence: World Medical Mar-

ket Forecasts to 2012 (December 2007)

43.3 W.G. Bigelow: General hypothermia for exper-

imental intracardiac surgery: The use of elec-

trophrenic respirations, an artificial pacemaker for

cardiac standstill, and radio-frequency rewarming

in general hypothermia, Ann. Surg. 132, 531–539

(1950)

43.4 F.J. Lewis, M. Taufic: Closure of atrial septal defects

with the aid of hypothermia experimental accom-

plishments and the report of one successful case,

Surgery 33, 52–59 (1953)

43.5 P. Pastuszko: John H. Gibbon Jr., The inventor of

the first successful heart-lung machine, J. Card.

Surg. 19, 65–73 (2004)

43.6 C.W. Lillehei, M. Cohen, H.E. Warden, R.L. Varco:

The direct-vision intracardiac correction of con-

genital anomalies by controlled cross circulation

results in thirty-two patients with ventricular

septal defects, tetralogy of Fallot, and atrioventric-

ularis communis defects, Surgery 38, 11–29 (1955)

43.7 V.L. Gott: Critical role of physiologist John A. John-

son in the origins of Minnesota’s billion dollar

pacemaker industry, Ann. Thorac. Surg. 83, 349–

353 (2007)

43.8 F.D. Dodrill: Temporary mechanical substitute for

the left ventricle in man, J. Am. Med. Assoc. 150,

642–644 (1952)

43.9 J.W. Kirklin: The middle 1950s and C. Walton Lille-

hei, J. Thorac. Cardiovasc. Surg. 98, 822–824 (1989)

43.10 R.A. Dewall: Origin of the helical reservoir bub-

ble oxygenator heart-lung machine, Perfusion 18,

163–169 (2003)

43.11 Boston Scientific, Natick (2010),

http://www.bostonscientific.com/templatedata/

imports/HTML/AboutUs/History/history.html

(accessed March 5, 2010)

43.12 US Patent and Trademark Office, Alexandria, VA

(2010), http://www.uspto.gov/ (accessed March 17,

2010)

43.13 P.A. Iaizzo: Emerging cardiac devices and tech-

nologies. In: Handbook of Cardiac Anatomy, Phys-

iology, and Devices, ed. by P.A. Iaizzo (Springer,

New York 2009) pp. 631–643

43.14 A.V. Kaplan, D.S. Baim, J.J. Smith, D.A. Feigal,

M. Simons, D. Jefferys, T.J. Fogarty, R.E. Kuntz,

M.B. Leon: Medical device development: From

prototype to regulatory approval, Circulation 109,

3068–3072 (2004)

43.15 S. Zenios, J. Makower, P. Yock (Eds.): Biodesign

(Cambridge Univ. Press, New York 2010)

43.16 European Patent Office, Munich, Germany (2010),

http://www.epo.org/patents/patent-information/

about.html (accessed March 21, 2010)

43.17 European Patent Office, Munich, Germany (2010),

https://data.epo.org/publication-server/?lg=en

(accessed March 21, 2010)

43.18 FreePatentsOnline, Miami Beach, FL (2010),

http://www.freepatentsonline.com/

(accessed March 21, 2010)

43.19 Google (2010), http://www.google.com/patents

(accessed March 19, 2010)

43.20 D. Sawyer: An Introduction to Human Factors in

Medical Devices (FDA, Silver Spring 1996),

http://www.fda.gov (accessed March 21, 2010)

43.21 T.G. Laske, A. Legreid Dopp, P.A. Iaizzo: Pacing and

defibrillation. In: Handbook of Cardiac Anatomy,

Physiology, and Devices, ed. by P.A. Iaizzo

(Springer, New York 2009) pp. 443–473

43.22 E. Chinchoy, C.L. Soule, A.J. Houlton, W.J. Gal-

lagher, M.A. Hjelle, T.G. Laske, J. Morissette,

P.A. Iaizzo: Isolated four-chamber working swine

heart model, Ann. Thorac. Surg. 70, 1607–1614

(2000)

43.23 R.W. Bianco, R.P. Gallegos, A.L. Rivard, J. Voight,

A.P. Dalmasso: Animal models for cardiac research.

In: Handbook of Cardiac Anatomy, Physiology, and

Devices, ed. by P.A. Iaizzo (Springer, New York 2009)

pp. 393–410

43.24 J.Y. Chai: Medical device regulation in the United

States and the European Union: A comparative

study, Food Drug Law J. 55, 57–80 (2000)

43.25 D.S. Baim, D. Wahr, B. George, M.B. Leon, J. Green-

berg, D.E. Cutlip, U. Kaya, J.J. Popma, K.K.L. Ho,

R.E. Kuntz: Randomized trial of a distal embolic

protection device during percutaneous interven-

Part
D

4
3



Cardiac Devices and Testing References 875

tion of saphenous vein aorto-coronary bypass

grafts, Circulation 105, 1285–1290 (2002)

43.26 J.G. Webb, R.G. Carere, R. Virmani, D. Baim,

P.S. Teirstein, P. Whitlow, C. McQueen, F.D. Kolod-

gie, E. Buller, A. Dodek, J. Mancini, S. Oesterle:

Retrieval and analysis of particulate debris af-

ter saphenous vein graft intervention, J. Am. Coll.

Cardiol. 34, 468–475 (1999)

43.27 A. Cribier, H. Eltchaninoff, C. Tron, F. Bauer,

C. Agatiello, L. Sebagh, A. Bash, D. Nusimovici,

P.Y. Litzler, J.-P. Bessou, M.B. Leon: Early expe-

rience with percutaneous transcatheter implanta-

tion of heart valve prosthesis for the treatment of

end-stage inoperable patients with calcific aortic

stenosis, J. Am. Coll. Cardiol. 43, 698–703 (2004)

43.28 E. Grube, J.C. Laborde, U. Gerckens, T. Felderhoff,

B. Sauren, L. Buellesfeld, R. Mueller, M. Menichelli,

T. Schmidt, B. Zickmann, S. Iversen, G.W. Stone:

Percutaneous implantation of the CoreValve self-

expanding valve prosthesis in high-risk patients

with aortic valve disease: The Siegburg first-in-

man study, Circulation 114, 1616–1624 (2006)

43.29 J. Ye, A. Cheung, S.V. Lichtenstein, S. Pasupati,

R.G. Carere, C.R. Thompson, A. Sinhal, J.G. Webb:

Six-month outcome of transapical transcatheter

aortic valve implantation in the initial seven pa-

tients, Eur. J. Cardiothorac. Surg. 31, 16–21 (2007)

43.30 E. Grube, G. Schuler, L. Buellesfeld, U. Gerckens,

A. Linke, P. Wenaweser, B. Sauren, F.-W. Mohr,

T. Walther, B. Zickmann, S. Iversen, T. Felder-

hoff, R. Cartier, R. Bonan: Percutaneous aortic

valve replacement for severe aortic stenosis in

high-risk patients using the second-and current

third-generation self-expanding CoreValve pros-

thesis device success and 30-day clinical outcome,

J. Am. Coll. Cardiol. 50, 69–76 (2007)

43.31 D.F. Williams (Ed.): Definitions in Biomaterials (El-

sevier, New York 1987)

43.32 B.D. Ratner, A.S. Hoffman (Eds.): Biomaterials Sci-

ence, 2nd edn. (Elsevier, London 2004)

43.33 F.J. Schoen, S.H. Goodenough, M.I. Ionescu,

N.S. Braunwald: Implications of late morphology

of Braunwald–Cutter mitral heart valve prostheses,

J. Thorac. Cardiovasc. Surg. 88, 208–216 (1984)

43.34 F.J. Schoen, R.J. Levy: Calcification of tissue heart

valve substitutes: Progress toward understanding

and prevention, Ann. Thorac. Surg. 79, 1072–1080

(2005)

43.35 D.L. Hayes, D.R. Holmes Jr., J. Merideth, M.J. Os-

born, R.E. Vlietstra, S.A. Neubauer: Bipolar tined

polyurethane ventricular lead: A four-year experi-

ence, Pacing Clin. Electrophysiol. 8, 192–196 (1985)

43.36 K.B. Stokes, T. Church: Ten-year experience with

implanted polyurethane lead insulation, Pacing

Clin. Electrophysiol. 9, 1160–1165 (1986)

43.37 J.S. Hanson: Sixteen failures in a single model of

bipolar polyurethane-insulated ventricular pacing

lead: A 44-month experience, Pacing Clin. Electro-

physiol. 7, 389–394 (1984)

43.38 R.E. Phillips, M.C. Smith, R.J. Thoma: Biomedi-

cal applications of polyurethanes: Implications of

failure mechanisms, J. Biomater. Appl. 3, 207–227

(1988)

43.39 G.H. Crossley: Cardiac pacing leads, Cardiol. Clin.

18, 95–112 (2000)

43.40 H.P. Chin, E.C. Harrison, D.H. Blankenhorn, J. Moa-

canin: Lipids in silicone rubber valve prostheses

after human implantation, Circulation 43, 51–56

(1971)

43.41 A. Prasad, C.S. Rihal, R.J. Lennon, H.J. Wiste,

M. Singh, D.R. Holmes Jr.: Trends in outcomes after

percutaneous coronary intervention for chronic to-

tal occlusions: A 25-year experience from the Mayo

Clinic, J. Am. Coll. Cardiol. 49, 1611–1618 (2007)

43.42 P. Johansen: Mechanical heart valve cavitation,

Expert Rev. Med. Device 1, 95–104 (2004)

43.43 P.S. Mykén, O. Bech-Hansen: A 20-year expe-

rience of 1712 patients with the Biocor porcine

bioprosthesis, J. Thorac. Cardiovasc. Surg. 137, 76–

81 (2009)

43.44 K.T. Ulrich, S.D. Eppinger (Eds.): Product Design and

Development (McGraw-Hill, Boston 1995)

43.45 R.L. McNamara, L.J. Tamariz, J.B. Segal, E.B. Bass:

Management of atrial fibrillation: Review of the

evidence for the role of pharmacologic therapy,

electrical cardioversion, and echocardiography,

Ann. Intern. Med. 139, 1018–1033 (2003)

43.46 L.H. Curtis, M.A. Greiner, B.G. Hammill, J.M. Kramer,

D.J. Whellan, K.A. Schulman, A.F. Hernandez: Early

and long-term outcomes of heart failure in el-

derly persons, 2001–2005, Arch. Intern. Med. 168,

2481–2488 (2008)

43.47 D. Levi, D. Marelli, M. Plunkett, J. Alejos, J. Bres-

son, J. Tran, C. Eisenring, A. Sadeghi, A. Galindo,

D. Fazio, A. Gupta, C. Burch, B. George, H. Laks:

Use of assist devices and ECMO to bridge pediatric

patients with cardiomyopathy to transplantation,

J. Heart Lung Transplant. 21, 760–770 (2002)

43.48 F.A. Arabía, P.H. Tsau, R.G. Smith, P.E. Nolan,

V. Paramesh, R.K. Bose, D.S. Woolley, G.K. Sethi,

B.E. Rhenman, J.G. Copeland: Pediatric bridge to

heart transplantation: Application of the Berlin

Heart, Medos and Thoratec ventricular assist de-

vices, J. Heart Lung Transplant. 25, 16–21 (2006)

43.49 W.H. Hassanein, L. Zellos, T.A. Tyrrell, N.A. Healley,

M.D. Crittenden, V. Birjiniuk, S.F. Khuri: Continuous

perfusion of donor hearts in the beating state ex-

tends preservation time and improves recovery of

function, J. Thorac. Cardiovasc. Surg. 116, 821–830

(1998)

43.50 N. Piazza, R. Bonan: Transcatheter mitral valve re-

pair for functional mitral regurgitation: Coronary

sinus approach, J. Interv. Cardiol. 20, 495–508

(2007)

Part
D

4
3



876 Part D Therapeutic Devices

43.51 M.C. Morice, P.W. Serruys, J.E. Sousa, J. Fajadet,

E. Ban Hayashi, M. Perin, A. Colombo, G. Schuler,

P. Barragan, G. Guagliumi, F. Molnàr, R. Falotico,
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Functional El44. Functional Electrical Stimulation
in Rehabilitation and Neurorehabilitation

Kei Masani, Milos R. Popovic

Individuals with spinal cord injury and stroke may

be unable to voluntarily move different body parts

and perform functional movements. However, as

long as the nerves innervating the muscles and

the joints are intact, electrical stimulation can be

used to generate joint movements by contracting

muscles that actuate the joint. The electrical stimu-

lation used for this purpose is called neuromuscular

electrical stimulation (NMES). An organized and

patterned NMES that aims to generate coordi-

nated limb or body movements instead of isolated

muscle contractions is called functional electri-

cal stimulation (FES). The FES technology is not

only used as a prosthetic device, as a permanently

used assistive technology, but has also recently

been used as a therapeutic tool. This chapter

summarizes the basics of electrical stimulation,

discusses various prosthetic applications includ-

ing walking, standing, reaching/grasping, bladder

voiding, respiration and hearing, and describes

therapeutic applications. The dramatic progress

made taking advantages of recent technologies

such as miniaturization of electronic components,

new sensory systems, new delivery methods for

electrical stimulation is introduced.
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Individuals with spinal cord injury (SCI) and stroke
have injuries that prevent the central nervous system
from generating the desired motor command and/or
from transmitting the desired motor command to the
parts of the peripheral nervous system that innervate
muscles. As a result, these individuals are frequently
unable to voluntarily move different body parts and
perform functions such as sitting, standing, reaching,
grasping, and bladder voiding. However, as long as the
nerves innervating the muscles, the muscles themselves,
and the joints and soft tissues supporting the muscle-
joint structures are intact, electrical stimulation can be

used to generate joint movements by contracting mus-
cles that actuate the joint. The electrical stimulation
used for this purpose is called neuromuscular electri-
cal stimulation (NMES). An organized and patterned
NMES that aims to generate coordinated limb or body
movements instead of isolated muscle contractions is
called functional electrical stimulation (FES). One pos-
sible application of FES technology is to artificially
generate body movements such as grasping and walk-
ing. In such a context, the FES technology is used as
a prosthetic device; in the literature, this use of FES
technology is referred to as neuroprosthesis.
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Up to now, two prevalent modes of applying FES
technology have emerged. In one application, FES is
used to develop neuroprostheses that are used to per-
manently substitute the impaired function [44.1–4], i. e.,
a consumer that needs the neuroprosthesis would use
the device each time he/she wants to generate a desired
function. Good examples of such devices are neuropros-
theses for hearing (i. e., cochlear implants) [44.5–7],
grasping [44.8–10], bladder voiding [44.11–13], and
walking [44.14–16]. In the second application, the FES
technology is used as a therapy to retrain motor func-
tions such as the FES cycle ergometer [44.17–22],
which is used to improve and/or maintain muscle vol-
ume and the cardiovascular system, grasping [44.23–
29], reaching [44.23,25,26,28,29], and walking [44.30–

32]. In other words, FES therapy is used as a short-
term intervention to help the central nervous system
of the consumer to relearn how to execute these
functions voluntarily instead of making the consumer
dependent on neuroprostheses for the rest of his/her
life.

These are two very different applications of the
FES technology, which are not mutually exclusive. On
contrary, one should first use the FES technology as
a short-term therapy to restore as much voluntary func-
tion as possible, and only if an adequate return of
function is not accomplished with FES therapy should
clinicians resort to permanent FES systems (i. e., neuro-
prostheses) that the consumer would use as a permanent
assistive device.

44.1 The Basis of Electrical Stimulation

44.1.1 History – The Use of Electrical
Stimulation in Medicine

In 46 AD, Scribonius Largus described what may be
considered the first neuroprosthesis: the torpedo ray,
which was capable of generating an electric potential
of 25–30 V [44.34]. For centuries, torpedoes were pre-
scribed for all sorts of ailments, including headaches,
hemorrhoids, and even mental illness.

Following the invention of the electrostatic genera-
tor in the late 17th century, electrical discharges were

+

−

Motorneuron

SCI

Stimulation
electrodes Muscle

Stimulator

Stimulation
pulses

Fig. 44.1 A concept of FES using surface electrodes. The FES sys-
tem causes a muscle contraction by electrically stimulating the
motor axons that are connected to the muscles. The electrical stim-
ulation generates action potentials in the motor neurons, which
propagate along the motor neurons toward the muscle. When the ac-
tion potentials reach the muscle, they cause the muscle to contract
(after [44.33])

found to excite animal muscles. Stronger discharges,
and hence stronger biological responses, were made
possible when the first capacitor was invented in 1745.
Physicians began treating a wide range of diseases by
applying electrical discharges to their patients. Ben-
jamin Franklin pioneered some of these techniques.

In 1791, Luigi Galvani published his discovery that
dissected frog legs could be stimulated by touching
a bimetallic rod to nerve and muscle. Michael Faraday
built the first electric generator in 1831. It introduced
the possibility of applying a series of high-frequency
electrical pulses to nerves, which is the basis for all
modern electrical stimulation. G.B. Duchenne utilized
Faradism extensively in the latter part of the 19th cen-
tury to treat various neurological disorders. Duchenne
developed electrodes for localizing currents, and he pro-
duced a set of maps of the body indicating locations
called motor points, where electrodes can be positioned
to excite specific muscles.

44.1.2 Physiology

In nerve cells, information is coded and transmitted as
a series of electrical impulses called action potentials,
which represent a brief change in the cell electric po-
tential of approximately 80–90 mV. Nerve signals are
frequency modulated; that is, the number of action po-
tentials that occur in a unit of time is proportional to
the intensity of the transmitted signal. Typical action
potential frequency is between 4 and 12 Hz. An electri-
cal stimulation can artificially elicit this action potential
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by changing the electric potential of a nerve cell or
a nerve axon by inducing electrical charge into the cell
(Fig. 44.1).

The stimulated nerve bundle includes motor nerves
(efferent nerves, descending nerves from the central ner-
vous system to muscles) and sensory nerves (afferent
nerves, ascending nerves from sensory organs to the
central nervous system). In some applications, FES can
be used to directly stimulate muscles, where peripheral
nerves have been severed or damaged (i. e., denervated
muscles) [44.35]. However, the majority of FES sys-
tems used today stimulate the nerves or the points where
the junction between the nerve and the muscle occurs.
The main reason for this is the fact that direct mus-
cle stimulation requires considerably more energy to
generate contractions (at least three orders of magni-
tude more [44.36]), which makes these systems more
challenging to implement at home and in clinical set-
tings. An electrical charge can stimulate both motor
and sensory nerves. In some applications, the nerves are
stimulated to generate localized muscle activity, i. e., the
stimulation is aimed at generating direct muscle con-
traction. In some other applications, stimulation is used
to activate simple or more complex reflexes. In other
words, the afferent nerves that evoke a reflex are stim-
ulated, which is typically expressed as a coordinated
contraction of one or more muscles in response to the
sensory nerve stimulation.

When a nerve is stimulated, i. e., when sufficient
electrical charge is provided to a nerve cell, a local-
ized depolarization of the cell wall occurs, resulting in
an action potential that propagates toward both ends of
the axon. Typically one wave of action potentials will
propagate along the axon towards the muscle (ortho-
dromic propagation) and concurrently the other wave
of action potentials will propagate towards the cell
body in the central nervous system (antidromic prop-
agation). Note that while the direction of propagation
in the case of the antidromic stimulation and the sen-
sory nerve stimulation is the same, i. e., towards the
central nervous system, their end effects are very dif-
ferent. The antidromic stimulus has been considered
an irrelevant side effect of FES, although in recent
years a hypothesis has been presented that suggests a
potential role of the antidromic stimulation in neurore-
habilitation [44.37]. Typically, FES is concerned with
orthodromic stimulation and uses it to generate coordi-
nated muscle contractions.

In the case when sensory nerves are stimulated, the
reflex arcs are triggered by the stimulation on sensory
nerve axons at specific peripheral sites. One example

of such a reflex is the flexor withdrawal reflex. The
flexor withdrawal reflex occurs naturally when a sud-
den, painful sensation is applied to the sole of the foot.
It results in flexion of the hip, knee, and ankle of the af-
fected leg, and extension of the contralateral leg in order
to get the foot away from the painful stimulus as quickly
as possible. The sensory nerve stimulation can be used
to generate desired motor tasks, such as evoking flexor
withdrawal reflex to facilitate walking in individuals
following stroke, or they can be used to alter reflexes or
the function of the central nervous system. In the later
case, electrical stimulation is commonly described by
the term neuromodulation.

44.1.3 Technology

Nerves can be stimulated using current or voltage regu-
lated pulses. Although both types of stimulation pulses
are effective, current regulated pulses have a few ad-
vantages over voltage regulated stimulation pulses. One
advantage is that changes in the tissue resistance (which
occur all the time, in particular with surface stimula-
tion systems) do not affect the amount of charge that is
delivered to the nerves. In other words, the current reg-
ulated pulses always deliver the same amount of charge
to the targeted tissue. This in turn reduces the need for
persistent stimulation amplitude adjustments, which is
a common problem with voltage regulated stimulators.
Another major advantage is that in current regulated
stimulation pulses one can accurately control how much
charge is delivered to the tissue and how much of the
delivered charge is extracted back from the tissue. This
is an important feature because accumulation of charge
may cause galvanic processes that can damage the tis-
sue. Current regulated stimulation pulses, if applied so
that they are balanced and biphasic, will ensure that the
delivered charge is extracted out of the targeted tissue at
the end of every single stimulation pulse.

The stimulation pulses can be either monophasic
or biphasic. When the pulses are monophasic, they es-
sentially deliver the charge to the tissue, without an
attempt to remove the charge from the tissue. When the
pulses are biphasic, the charge is delivered to the tis-
sue but is also removed from it. If the biphasic pulses
are balanced, the amount of charge delivered to the tis-
sue is removed from it during the same pulse. If the
biphasic pulse is unbalanced, residual charge is left in
a tissue. The balanced biphasic pulses can be sym-
metric or asymmetric. Present day sophisticated FES
systems apply asymmetric balanced biphasic pulses to
ensure that muscle contractions occur only in the mus-

Part
D

4
4
.1



880 Part D Therapeutic Devices

Fig. 44.2 Portable FES system with surface electrodes.
This FES system is programable using the memory chip
cards and can make flexible stimulation patterns with four
channels (after [44.38])

cles over which the anode electrode is placed. If the
pulses are symmetrical balanced biphasic, both muscles
under cathode and anode may be contracted.

Nerves can be stimulated using either surface
(transcutaneous) or subcutaneous (percutaneous or im-
planted electrodes). Surface electrodes are placed on the
skin surface above the nerve or muscle that needs to
be activated (Fig. 44.2). They are noninvasive, easy to
apply, and generally inexpensive. Due to the electrode–

External connectors

Percutaneous EMG
recording electrodes

Percutaneous
stimulation electrodes

Portable stimulator

Wrist position sensor

Anode

Shoulder position
sensor

Fig. 44.3 Scheme of a percutaneous hand neuroprosthesis (af-
ter [44.39])

skin contact impedance, skin and tissue impedance,
and current dispersion during stimulation, much higher
intensity pulses are required to stimulate nerves us-
ing surface stimulation electrodes as compared to the
subcutaneous electrodes. A major limitation of the tran-
scutaneous electrical stimulation is that some nerves,
for example, those innervating the hip flexors, are too
profound to be stimulated using surface electrodes.

Subcutaneous electrodes can be divided into per-
cutaneous and implanted electrodes. The percutaneous
electrodes consist of thin wires inserted through the skin
and into muscular tissue close to the targeted nerve.
These electrodes remain in place for a short period of
time and are only considered for short-term FES in-
terventions (Fig. 44.3). One of the drawbacks of using
percutaneous electrodes is they are prone to cause in-
fection and special care must be taken to prevent such
events.

The other class of subcutaneous electrodes is im-
planted electrodes. These are permanently implanted in
the consumer’s body and remain in the body for the re-
mainder of the consumer’s life (Fig. 44.4). Compared
to surface stimulation electrodes, implanted and percu-
taneous electrodes potentially have higher stimulation
selectivity with much less electrical charge applied,
both of which are desired characteristics of FES sys-
tems. To achieve higher selectivity while applying lower
stimulation amplitudes, it is recommended that both
cathode and anode be in the vicinity of the nerve that is
stimulated. The drawbacks of implanted electrodes are
they require an invasive surgical procedure to install,
and, as is the case with all surgical intervention, there
exists a possibility of infection following implantation.
The implanted electrodes come in different shapes and
sizes. The most notable implanted electrodes are:

1. Intramuscular electrodes [44.40]
2. Nerve cuff electrodes [44.41, 42]
3. Epimysial electrodes [44.1, 2]
4. A miniature electrode-stimulator system called

BION, which is implanted using a hypodermic nee-
dle [44.8, 43] (Fig. 44.5).

FES systems come in many different shapes and
sizes and serve many different purposes. The common
components in all FES systems are:

1. A stimulator that consists of a power source, some
type of microcontroller, and a stimulator output
stage that produces electrical pulses

2. A user interface
3. Electrodes.
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Most modern FES systems use batteries, disposable or
rechargeable, as the power source. Implantable FES
systems are as big as a pacemaker and surface FES sys-
tems are typically not bigger than a hand-held voltmeter.
Various user interfaces have been applied to control
FES systems. The simplest are push buttons [44.38,44],
joysticks [44.45], force sensitive resistors, potentiome-
ters [44.46], accelerometers, inclinometers [44.30], and
proximity sensors [44.1]. The next level in complex-
ity are the FES systems that are controlled using
electromyography (EMG) signals. EMG-based user in-
terfaces can be proportional (i. e., as the EMG signal
intensity increases the FES stimulus increases propor-
tionally) [44.33] or EMG triggered (i. e., as the EMG
signal exceeds a particular threshold the FES stimulus is
delivered) [44.33]. Some sophisticated EMG triggered
user interfaces use complex EMG patterns to activate
the FES systems [44.38], but these are seldom used
in clinical practice. The main challenge with using the
EMG controlled FES systems is the fact that the electri-
cal stimulation induces voltage noise in the body, which
is often significantly larger in magnitude than the EMG
signal itself [44.33]. Hence, recording an EMG signal
from a muscle at the same time that the same or neigh-
boring muscle is stimulated is not a trivial task. Finally,
voice control (our unpublished results), brain machine
interfaces [44.45,47], sophisticated gate phase detection
sensors [44.48], and reaching motion detection sen-
sors [44.49] have been used to control FES systems.

As discussed earlier in this article, FES can be used
for neuroprosthetic and therapeutic purposes. If FES is
used as a neuroprosthesis, the purpose of this device is
to generate a body function that the consumer is un-
able to perform him/herself, such as walking, biking,
bladder voiding, grasping, etc. In this application the
FES system needs to be worn/used each and every time
the consumer needs to perform the desired function. In
essence, the consumer uses the FES device as a per-
manent orthotic system. Some of these neuroprosthetic
systems are also used for cardiovascular conditioning
and muscle strengthening. Although the ultimate goal
of this type of application is therapeutic, this is not FES
therapy (FES therapy is discussed later in this chapter).
Good examples of these FES systems are neuropros-
theses for rowing and biking. Each time the consumer
would like to row or bike he/she needs to use the neu-
roprosthetic system, without which he/she would not be
able to perform this task at all.

When FES technology is used to deliver FES ther-
apy, the purpose of that intervention is to restore a
voluntary function. In other words, FES is used only

Implanted components External components

Receiver stimulator

Electrodes

Transmitting coil

Shoulder position
transducer

External control unit

Fig. 44.4 Scheme of an implant electrode (after [44.39])

Brazed case

Battery case

Battery Electronics Coil on stimulator
ferrite capacitor tube

Ceramic case

300 000 transistors 4 ASIC's
11 thin film capacitors 1 magnetic sensor*
6 inductors 1 quartz crystal
6 discrete capacitors *Only noncustom part

Fig. 44.5 BION implant electrodes (after [44.43])

temporarily as a short-term intervention with the objec-
tive to help the neuromuscular system relearn to execute
a function that has been impaired due to neurological in-
jury or disorder. In this application, the ultimate goal
of the FES intervention is to recover voluntary func-
tions of the consumer as much as possible, so that the
consumer does not need to use the FES system for
the rest of his/her life. In this application, the central
nervous system essentially relearns how to control the
impaired muscles and how to contract them in a tem-
porarily appropriate manner to generate desired body
function. To date, FES therapies have been used to re-
store walking functions [44.30,31,50–52] and voluntary
reaching/grasping [44.23, 25, 26, 28, 29, 32, 53, 54].

Implanted FES systems are primarily used as per-
manent neuroprostheses, and some attempts have been
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made to use BION for FES therapy. On the other hand,
surface FES systems have been used equally success-
fully as neuroprostheses and platforms to deliver FES
therapy. In the past, the main focus of the FES field
was on developing neuroprosthetic systems, in partic-
ular those that patients had to use daily. In recent years,
the advances made in the field of FES therapy and the
use of neuroprostheses for muscle strengthening and
cardiovascular exercises have shifted the focus of the
FES field, at least partially, towards the use of surface
FES systems. As a result, a number of commercially
available surface FES systems have been developed in
last decade.

44.1.4 Muscle Fatigue

While FES has succeeded in assisting individuals with
neuromuscular disorders, there is one major limitation
of FES: stimulated muscles tend to fatigue rapidly, thus
limiting the benefits of FES [44.55]. The problem of
muscle fatigue is further compounded by the fact that
paralyzed muscles show greater fatigability than healthy
ones [44.56–61]. Two basic mechanisms of muscle fa-
tigue are known: central and peripheral [44.62]. Central
fatigue results from the failure of motor neuron exci-
tation, whereas peripheral fatigue results from failure
of transmission of neural signals or of the muscle to
respond to neural excitation [44.63, 64]. Two major
sources of peripheral fatigue are:

1. Electromechanical coupling related to propagation
of action potentials within the muscle membrane
and conduction of the sarcoplasmic reticulum to
Ca2+ ions

2. Phosphometabolite concentration affecting actin-
myosin cross-bridge creation and Ca2+-troponin
kinetics [44.65].

In the case of individuals with neuromuscular disorders,
especially with SCI and stroke, the central component
of fatigue is minor or absent. In this population, fa-
tigue results mostly from within the motor unit, such
as depletion of substances, accumulation of catabolites,
or problems in excitation–contraction coupling [44.55].
Rapid fatigue in electrically stimulated muscle can be
attributed to two major factors: mode of activation, and
reverse recruitment order.

Mode of Activation

In electrically induced contractions, the same nerve
fibers are usually stimulated all the time, and all the
motor units are fired synchronously. This is contrary

to what occurs in normal muscle movement, where the
work during contraction is shared between different mo-
tor units of the same muscle [44.66]. Thus, in stimulated
muscles, a synchronized and massive fiber contraction
replaces the normal physiological mechanism of motor
unit recruitment and firing rate regulation [44.67].

Reverse Recruitment

Normal muscles are usually recruited in an orderly pat-
tern, known as the size principle of motor neurons,
i. e., small alpha-motor neurons (small diameter axons)
innervating slow motor units are recruited at a lower
excitation level than larger alpha-motor neurons (large
diameter axons) innervating fast units [44.68,69]. Thus,
in a normal skeletal muscle containing a mixture of
muscle fiber types, low force tasks requiring fatigue
resistance, such as force generation to maintain pos-
ture, are accomplished by recruiting the small motor
units. The rapidly fatiguing fast motor units are re-
cruited only at higher and more dynamic force levels.
FES is characterized by a reverse recruitment, whereby
large axons that innervate the more easily fatigable
fibers are recruited at low stimulus magnitudes, and the
smaller axons follow with increased stimulation lev-
els [44.2, 39]. Due to these two factors, the large motor
units are fired synchronously and at stimulation fre-
quencies above the usual physiological values in normal
consumers, which results in a rapid reduction of the
muscle force, i. e., rapid fatigue [44.6,49,55,64,70–73].

Prevention of Fatigue in FES

To date, different methods have been proposed to
mediate the muscle fatigue induced by FES such
as modulation of stimulation parameters [44.74–76],
variable frequency trains [44.70,77–82], random stimu-
lation trains [44.73], and sequential stimulation [44.83,
84]. Research done in the field of stimulation param-
eters modulation suggests that using lower frequency
stimulations with longer pulse durations is one pos-
sible approach to reduce the FES induced muscle
fatigue [44.75]. Also, the variation of the stimula-
tion parameters over the time course of stimulation, in
both an open-loop [44.85–89] and a closed-loop man-
ner [44.90,91], has also been found to be helpful. Some
researchers have proposed the use of variable frequency
trains, i. e., the interpulse intervals are not kept constant,
as a means of remedying the muscle fatigue problem,
but up to now, both positive and negative outcomes have
been reported. Some time ago, it was suggested to use
random stimulation trains (randomize pulse duration or
pulse frequency or pulse amplitude) to reduce muscle
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fatigue. However, a recent systematic trial has demon-
strated that this method is not effective [44.51, 73]. The
last method that was investigated as a means to address
FES induced muscle fatigue is sequential stimulation.
In this particular method, different muscle compart-
ments are stimulated in asynchronous manner, i. e., each
muscle compartment is activated at another stimula-

tion interval and these compartments are contracted
with the frequency rate much lower than if continuous
FES were applied. This stimulation method mimics, in
a way, the natural muscle contraction patterns observed
in healthy individuals. Our recent experiments with se-
quential stimulation (yet unpublished results) suggest
that this approach has great potential.

44.2 Neuroprosthetic Use of FES

44.2.1 Neuroprosthesis for Drop Foot

Liberson and colleagues developed a simple neuropros-
thesis to correct drop foot [44.92]. The drop foot is
a common symptom in hemiplegia, characterized by
a lack of dorsiflexion during the swing phase of gait,
resulting in short, shuffling strides. Liberson’s device,
which has the distinction of being the first neuropros-
thesis to receive a patent, consisted of a power supply
worn on a belt, two surface electrodes positioned for
stimulation of the common peroneal nerve, and a heel
switch. The stimulation was activated whenever the
heel lost contact with the ground, and was deacti-
vated when the heel regained contact with the ground.
Stimulation of the common peroneal nerve causes con-
traction of the muscles responsible for dorsiflexion (i. e.,
tibialis anterior and extensor hallucis longus, among
others. Following Liberson’s invention and Vodovnik’s
revisions, a number of drop foot stimulators were devel-
oped. The first commercially available implanted drop
foot stimulator was developed by Rancho Los Amigos
Medical Center and Medtronic Inc. [44.93]. The sur-
gically implanted components were a radio-frequency
receiver, a pulse train generator, and one bipolar elec-
trode implanted adjacent to the peroneal nerve. An
external unit worn on the belt delivered power via the
RF coil and received input commands from a wire-
less foot switch. Despite some problems with electrode
migration and infections, the device was considered
a success.

The Odstock Dropped Foot Stimulator [44.31], the
WalkAide [44.30] and the NESS L300 (formally known
as NESS Drop Foot System) [44.94] are new genera-
tions of drop foot stimulators that use surface FES tech-
nology; they are commercially available and have been
FDA (USA Food and Drug Administration) approved.
The ActiGait [44.15] and the STIMuSTEP [44.95] are
implantable drop foot stimulators that are also com-
mercially available and have the CE mark in Europe
(Fig. 44.6).

Most modern drop foot stimulators continue to use
a heel switch for active input. Burridge et al. tried us-
ing the foot switch on the unaffected leg, but found that
it was not preferable as the patient was unable to re-
liably achieve heel contact on the affected leg [44.50].
Other alternatives to the heel switch include a heel/toe
switch [44.3], an array of four single-axis accelerom-
eters positioned on the shank [44.96], a tilt sensor
positioned on the shank [44.97], and the Gait Phase De-
tection System [44.48] (a derivative of this system is
presently used to detect gait phases in the above knee
powered orthosis Power Knee from Ossur hf – personal
communication). Drop foot stimulators are one of most
successful neuroprosthesis to date. Overall, consumer
perception of drop foot stimulators is they are superior
to the ankle-foot orthosis [44.98].

44.2.2 Neuroprosthesis for Walking

As early as 1960, Kantrowitz demonstrated paraplegic
standing by applying continuous electrical stimulation

Control box

Foot switch

Deep branch

Common peroneal nerve

Superficial
branch

Implant receiver/
stimulator

Fig. 44.6 Scheme of STIMuSTEP implant drop foot stimulator.
The FES system allows stimulation of the common peroneal nerve
(after [44.39])
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(b)

(a)

Fig. 44.7 The Parastep electrical stimulation system (after [44.101])

to the quadriceps and gluteus maximus muscles of a pa-
tient with complete spinal cord injury, using surface
FES technology [44.99]. This earliest neuroprosthe-
sis for paraplegic gait provided continuous stimulation
to the quadriceps to produce a mode of gait similar
to long leg-brace walking, by inducing stiffened legs.
Later systems used alternating bilateral quad/glut stim-
ulation (during the stance phase) out of phase with
peroneal nerve stimulation to induce the flexor with-
drawal reflex (during swing phase) [44.3]. Later, Kralj
and colleagues described a technique for paraplegic gait
using surface stimulation, which remains the most pop-
ular method in use today [44.100]. Electrodes are placed
over the quadriceps muscles and peroneal nerves bi-
laterally. The user controls the neuroprosthesis with
two push buttons attached to the left and right han-
dles of a walking frame, or on canes or crutches. When
the neuroprosthesis is turned on, both quadriceps mus-
cles are stimulated to provide a standing posture. The
left button initiates a swing phase in the left leg by
briefly stopping stimulation of the left quadriceps and
stimulating the peroneal nerve. This stimulation is ap-
plied suddenly, so as to trigger the flexor withdrawal
reflex, resulting in simultaneous hip and knee flexion,
as well as dorsiflexion. After a fixed period of time,
peroneal nerve stimulation is stopped and quadriceps

stimulation is initiated while the reflex is still active to
complete the stride. Similarly, the right button initiates
a swing phase in the right leg. Many current FES sys-
tems for walking have employed this technique as the
basic concept.

As microprocessor technology developed, neuro-
prostheses became more portable and flexible. Exam-
ples of this type of neuroprosthesis are Parastep [44.44,
102], HAS [44.9], RGO [44.103], Praxis [44.104],
and the Compex Motion neuroprosthesis for walk-
ing [44.32, 38]. The Parastep system is one of most
popular products and uses Kralj’s technique [44.44,
102] (Fig. 44.7), which was the first neuroprosthesis
for walking to receive approval from FDA. The HAS
and the RGO walking neuroprostheses are devices that
also apply active and passive braces, respectively. The
braces were introduced to provide additional stability
during standing and walking. The Praxis system is an
implantable system, which was developed to provide
better stimulation selectivity and a more natural walk-
ing pattern. This system was also designed to provide a
bladder-voiding function as well. Compex Motion neu-
roprosthesis for walking is an 8 to 16 channel surface
FES system used to restore walking in stroke and SCI
individuals. The system uses push button control strat-
egy, similar to that one used in the Parastep system and
a gate phase detection sensor [44.48] to trigger the FES
sequences.

A major limitation of neuroprostheses for walking
that are based on surface stimulation is that the gait
is slow, awkward, and unnatural looking, e.g., poor
stance phase posture due to hip flexion induced by
rectus femoris activity when the quadriceps are stim-
ulated. Further, the flexor withdraw reflex is subject
to rapid habituation and is highly variable. Perhaps
a major reason for this is that the hip flexors cannot
be stimulated directly. Therefore, hip flexion during
walking must come from voluntary effort, which is
often absent in paraplegia, or from the flexor with-
drawal reflex. Implanted systems have the advantage
of being able to stimulate the hip flexors, and there-
fore, to provide better muscle selectivity and more
natural gait patterns. Hybrid systems with exoskeleton
devices have also been proposed to solve this prob-
lem [44.105]. These technologies have been found to be
successful and promising, but at the present time these
FES systems are mostly used for exercise purposes
and seldom as an alternative to wheelchair mobility.
The main reason for this is the high metabolic cost
of FES assisted walking as compared to wheelchair
mobility [44.39].
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44.2.3 Neuroprostheses for Standing

While neuroprostheses for walking assists in keeping a
standing posture in individuals with SCI, several FES
systems and studies especially focused on maintaining
the standing posture because standing itself is advan-
tageous for those patients. The Case Western Reserve
University/Department of Veterans Affairs (CWRUVA)
standing neuroprosthesis uses an implanted stimulator
with 8–16 channels to bilaterally activate muscles of
the trunk, hips, and thighs making the body stiff in an
upright posture. With external orthoses, such as walk-
ers, which are used to stabilize the body, CWRUVA
can offer more than 10 min of uninterrupted upright
stance [44.4, 106, 107]. However, this system does not
provide balance control, and the consumer has to rely
on a walker or a similar device to maintain balance. In
addition, this device uses an open-loop control scheme,
which tends to result in quicker fatigue. The second
generation of this system is presently under develop-
ment [44.108].

Despite numerous attempts to develop a neuropros-
thesis for unsupported, arm-free standing, a device that
is actually capable of performing this task does not yet
exist. To realize this technology, a closed-loop multi-
ple joint control system is required. So far, most of the
FES systems for unsupported standing that have been
applied to individuals with neurological disorders were
focused on stimulating ankle joints. Hunt et al. [44.109],
Holderbaum et al. [44.71], and Gollee et al. [44.110]
developed and evaluated a series of closed-loop nested
feedback control systems that used FES to actuate the
ankle torque of a paraplegic subject with a complete le-
sion at T7/8. During the experiments, the subject was
standing in an apparatus that acted as a full body cast,
allowing only the ankle joints to move in the anterior–
posterior direction. Abbas and Chizeck [44.111] com-
pared the performance of a closed-loop feedback system
with an open-loop stimulation strategy for two para-
plegic subjects (T7 and T9) during standing; both
systems regulated the movement of the hip joints in
the coronal plane. Vette et al. [44.112, 113] applied
a liner feedback controller mimicking a physiological
controller and succeeded in better stabilizing a patient’s
standing balance. Kim et al. [44.114, 115] recently
performed a series of dynamic kinematics and stabil-
ity analyses suggesting that FES assisted unsupported
stance is feasible, as long as 6 degrees of freedom in the
leg joints (out of 12) are controlled with the FES sys-
tem. This work still needs to be properly validated in
experiments with individuals with complete SCI.

44.2.4 Neuroprostheses
for Reaching and Grasping

The neuroprostheses for grasping and reaching are
FES systems designed to restore or improve func-
tion in stroke and tetraplegic individuals. Some no-
table grasping and/or reaching neuroprostheses are
the Freehand system [44.116], the NESS H200 (for-
mally known as NESS Handmaster) [44.117], the
Bionic Glove [44.46], the ETHZ-ParaCare neuropros-
thesis for grasping [44.33, 38], the systems developed
by Rebersek and Vodovnik [44.118], the Belgrade
Grasping-Reaching System [44.49], and Compex Mo-
tion neuroprosthesis for reaching and grasping [44.38].
The Freehand system is an implantable system; all the
other devices use surface FES technology.

The key element for achieving the synergistic activ-
ity of muscles that results in reaching and/or grasping
is the appropriate sequencing of the stimulation pulses.
The available neuroprostheses for grasping can restore
the two most frequently used grasping styles: the pal-
mar and the lateral grasp. The palmar grasp is used to
hold bigger and heavier objects such as cans and bot-
tles, and the lateral grasp is used to hold smaller and
thinner objects such as keys, paper, and compact discs.
The lateral grasp is generated by first flexing the fingers
to provide opposition, followed by the thumb flexion.
The palmar grasp is generated by first forming oppo-
sition between the thumb and the palm, followed by
simultaneous flexion of both the thumb and the fingers.

The neuroprosthesis developed by Rebersek and
Vodovnik was one of the first neuroprosthesis for grasp-
ing [44.118]. This neuroprosthesis has three stimulation
channels, which are used to generate grasping by stim-
ulating the finger flexors and extensors and the thumb
flexors. Although this device was developed almost
three decades ago, it is one of the rare systems that
allows a subject to control the stimulator via different
sensory interfaces such as an EMG sensor, a sliding
resistor, or a pressure sensor. This option is impor-
tant because it allows the neuroprosthesis to be tailored
to the subject. The main disadvantages of this neuro-
prosthesis are that donning and doffing times are long
and selectivity of stimulation is quite limited. Mereltti
et al. modified this system and used it for stroke sub-
jects [44.119]. They applied two channels to augment
the elbow and fingers/wrist extension. They concluded
that the neuroprosthesis contributed greatly to recovery
of hand and elbow movements in five stroke subjects,
but in the remaining three the improvement was signifi-
cant only at the elbow joint.
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Fig. 44.8 The Freehand system (after [44.101])

Fig. 44.9 The NESS Handmaster system (after [44.10])

The Freehand system [44.116], consists of eight im-
planted epimysial stimulation electrodes that stimulate
flexion and extension of the fingers and the thumb in
order to provide lateral and palmar grasp (Fig. 44.8).
Commands are given by an external position sensor
placed on the shoulder of the subject’s opposite arm.
An additional external switch allows the user to choose
between palmar and lateral grasp. This sequence is
then sent, via a radio frequency coil, to the implanted
unit, which generates the stimulation sequences for
each channel. The electrode leads are tunneled sub-
cutaneously to the implanted stimulator located in the
pectoral region. Surgical procedures to enhance both
voluntary and stimulated hand functions are often per-
formed in conjunction with the stimulator implantation.

The Freehand system is the first neuroprosthesis for
grasping approved by the FDA. The main advantage of
the Freehand system is that it is implanted, and the time
needed to don and doff the system is shorter compared
to most of the surface FES systems.

The NESS H200 consists of an orthosis that has
built-in flexibility to enhance and control freedom
of movement within the forearm and hand, while
supporting the wrist joint at a functional angle of exten-
sion [44.117] (Fig. 44.9). The NESS H200 multiplexes
a single channel of stimulation through a selected com-
bination of surface electrodes on the inner surface of
the orthosis; this effectively transforms the device into
a three-channel neuroprosthesis. One stimulation chan-
nel is used to stimulate the extensor pollicis brevis. The
second channel stimulates the flexor digitorum superfi-
cialis. The third channel stimulates the flexor pollicis
longus and thenar muscle group. The setup position
of the electrodes depends on the device user’s spe-
cific needs. The NESS H200 is controlled with an
array of push buttons allowing the subject to select
the operating mode and to trigger programmed move-
ment sequences. Using the buttons, the subject can
also control stimulation intensity and thumb posture,
thereby adjusting the grasp to the size and the shape
of the target object. One of the major advantages of
the NESS H200 is that it is easy to don and doff.
It is exceptionally well designed and one of the best
neuroprostheses for grasping presently available on the
market.

The Bionic Glove is a neuroprosthesis designed to
enhance the tenodesis grasp (by extending their wrist,
users can cause passive finger flexion due to the lim-
ited length of the finger flexors) in subjects who have
good voluntary control over wrist flexion and exten-
sion [44.46]. The Bionic Glove stimulates finger flexors
and extensors, significantly enhancing the strength of
the tenodesis grasp. Four self-adhesive surface stimula-
tion electrodes provide stimulation, and the stimulator
and a wrist position sensor are located on the forearm
of the glove. An easy-to-use interface, with three push
buttons on the stimulator, is used to set the stimulation
parameters, and the optional audio feedback facilitates
faster learning.

The Belgrade Grasping-Reaching System proposed
by Popovic et al. is a neuroprosthesis for grasping that
also provides a reaching function [44.49]. It consists of
four stimulation channels, three of which are used to
generate the grasping function. The fourth channel is
used to stimulate the triceps brachii muscle augmenting
elbow extension. Reaching is achieved by measuring the
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subject’s shoulder velocity with a goniometer and by
generating a synergistic elbow motion by stimulating
the triceps brachii muscle. This neuroprosthesis, simi-
lar to the system proposed by Rebersek and Vodovnik,
requires more time to don than the Handmaster.

The Compex Motion neuroprosthesis is a very flex-
ible device designed to improve reaching, grasping,
and walking functions in individuals with SCI and
stroke [44.33, 38]. This multichannel surface stimula-
tion system is programmable and can be interfaced
with any sensor system. As a four-channel neuro-
prosthesis for grasping, it provides both palmar and
lateral grasps. It can be controlled with proportional
EMG, discrete EMG, push buttons, sliding resistor and
brain machine interface control strategies [44.120]. By
combining two Compex Motion stimulators, an eight-
channel neuroprosthesis for reaching and grasping was
developed [44.29]. One of the main disadvantages of
this system is that it requires about 8 min to put on or
take off.

It is already well established that the neuroprosthe-
ses for reaching and grasping have been successful in
restoring arm and hand functions in individuals with
stroke and SCI. It is the authors’ opinion that this tech-
nology has much potential and in the near future, one
may expect the emergence of multiple commercially
available surface FES systems besides the NESS H200,
as well as a revival of the Freehand system.

44.2.5 Neuroprostheses
for Bladder Function

Neuroprostheses have been very successful in treating
lower urinary tract dysfunctions commonly associated
with SCI, such as urge incontinence and urinary re-
tention. The first attempts to electrically stimulate the
bladder were made in the 1950s, when researchers
sought ways to induce bladder emptying. At that time,
a bladder wall stimulator was developed and implanted
in three individuals [44.121], and animal studies of
pelvic nerve stimulation were carried out [44.122].
Later, it was found that electrical stimulation of the
sacral anterior roots produces excellent bladder voiding,
and this led to the development of the Finetech–
Brindley stimulator, which is the most widely used
neuroprosthesis for bladder management today [44.16].

Attempts to manage incontinence using electrical
stimulation began in the 1960s [44.123]. It was found
that urethral resistance could be increased by stim-
ulating the muscles of the pelvic floor, vagina, and
rectum using external electrodes [44.124]. Eventually,

fully implanted systems were developed to suppress
the detrusor muscle, thus preventing reflex incontinence
and increasing bladder volume [44.11]. Most SCIs re-
sult in reflex incontinence. Typically, detrusor-sphincter
dyssynergia develops, in which the detrusor and urethral
sphincter contract simultaneously rather than recipro-
cally. The detrusor also becomes hyperreflexic, and the
bladder becomes overactive. The standard treatments
are anticholinergic medication, which blocks the neu-
romuscular junctions, and sensory rhizotomy (surgical
transection of the posterior sacral roots). Neuropros-
theses for bladder management serve as a practical
alternative to these treatments. They can also augment
sensory rhizotomy.

The Finetech–Brindley stimulator has been im-
planted in a large number of consumers, usually
individuals having had a rhizotomy [44.12]. The elec-
trodes are positioned on the second, third, and fourth
sacral roots, bilaterally and extradurally. If a rhizo-
tomy has not been performed, the electrodes must be
implanted inside the dura to prevent crossover stim-
ulation of the sensor neurons, which will trigger the
detrusor reflex. A portable external controller transmits
power to the implant via radio frequency coil, and the
user initiates bladder voiding by pushing buttons on
the external unit. Micturition is usually achieved with
residual volumes of less than 50 mL, contributing to
a dramatic reduction in urinary tract infections [44.125].
The Finetech–Brindley stimulator has proven to be ex-
tremely robust [44.126].

The Medtronic Interstim stimulator is a sacral root
implant for incontinence, using neuromodulation to cor-
rect inappropriate reflex behavior [44.127]. It consists
of fine wire electrodes inserted into the sacral foram-
ina. When active, these electrodes inhibit the detrusor,
but the mechanism of this inhibition is not yet properly
understood. Thorough testing must be done using a tem-
porary implant before permanent implantation can be
recommended. The clinical success rate of this device is
about 50%. Bladder emptying has to be achieved either
voluntarily or by means of intermittent catheterization.

44.2.6 Neuroprostheses for Respiration

Phrenic nerve pacing is a clinically accepted tech-
nique to provide artificial ventilatory support in patients
with trauma and with respiratory failure secondary to
cervical SCI [44.39]. The stimulating electrodes are im-
planted on each phrenic nerve. Bilateral phrenic nerve
stimulation results in the descent of each diaphragm
and a decrease in intrathoracic pressure resulting in in-
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spiration. Cessation of stimulation results in diaphragm
relaxation, an increase in intrathoracic pressure, and ex-
halation.

Phrenic nerve pacing is an effective means of
providing ventilatory support with an advantage over
mechanical ventilation [44.128, 129], suggesting that
phrenic pacing provides important health and lifestyle
benefits compared to mechanical ventilation. Presently,
new approaches for delivering phrenic nerve pacing are
being developed and tested in a clinical setting [44.130].

44.2.7 Neuroprostheses for Hearing

Cochlear implants are neuroprostheses for the hear-
ing impaired who have severe (70–90 dB) or profound
(> 90 dB) hearing loss. A long wire electrode is im-
planted directly into the cochlear duct, and electrical
stimulation is applied to the residual spiral ganglion
cells of the cochlear nerve. Note that this neuropros-
thesis primarily stimulates the auditory sensory system,
and as such, does not strictly belong to the FES class
of neuroprostheses. The cochlear implants were first
developed in France in 1957. Since then, cochlear im-
plants have been refined and miniaturized, and now
they have received widespread acceptance, more so than
any other class of neuroprostheses. More than 75 000
patients have received cochlear implants worldwide.
Originally, few hearing impaired people were eligible
for cochlear implantation, but as the technology has im-
proved, the selection criteria have expanded greatly to
include a wide range of hearing impairments [44.7].

Due to the success and popularity of cochlear
implants, there are many different brands on the mar-
ket. Most brands, however, are essentially similar.
Differences between the currently available cochlear
implants mainly involve the number of electrode chan-
nels (12–22), speech coding strategies, and the mode of
electrode stimulation [44.5]. A recent study carried out
at the University of Toronto concluded that the Clar-
ion CI (Advanced Bionics, USA) and the Nucleus 22
(Cochlear Corp., Australia) cochlear implants were to-
tally comparable in function and performance, although
their modes of operation are not identical [44.6]. Both
devices succeeded in reducing tinnitus, thereby increas-
ing word and sentence recognition, but there was no
significant reduction in vestibular function. Among the
implantees, 76% reported that they were satisfied with
their implants, and 96% reported an overall positive im-
pact on quality of life. Some other brands of cochlear
implant are the COMBO 40+ system (MED-EL, Aus-
tria), Digisonic (MXM, France), and the SOUNDTEC

direct system (SOUNDTEC, USA), most of which are
FDA approved.

Cochlear implants generally consist of:

1. An external earpiece
2. A speech processor
3. An internally implanted unit.

The earpiece, usually very small and lightweight,
is worn comfortably behind the ear, much like a hear-
ing aid. It contains an ear-level or in-ear microphone
and a radio frequency coil to transmit signals to the
implanted components. The speech processor can be
in the form of a small box worn somewhere on the
body or, in some models, it is contained in the exter-
nal unit worn behind the ear. The internally implanted
unit consists of a receiver coil located underneath soft
tissue in a cavity drilled in the temporal squama and
a 20–24 mm insulated wire ending in a multichannel
electrode array, which is inserted into the cochlear duct.
Sound waves are received by the external microphone
and converted into electrical signals that are input into
the external speech processor. There, the signals are dig-
itally encoded and transmitted to the internal unit via
radio frequency coil. The internal unit decodes the radio
signals back into elementary electrical signals to stimu-
late each channel of the electrode array. Therefore, the
multichannel device provides a complex sound analysis
similar to the physiological analysis of sound in healthy
individuals.

44.2.8 Therapeutic FES
Besides FES Therapy

Patients with motor disabilities, such as SCI, tend to
experience considerable deterioration of their physical
condition and fitness. This often precipitates develop-
ment of various secondary complications that ultimately
result in a shorter life span. A good example of a sec-
ondary complication that results from loss of muscle
tone in individuals with SCI is pressure ulcers. One
possible application of FES is to help maintain or im-
prove muscle tone in these individuals and by doing
so prevent occurrence of secondary complications such
as pressure ulcers or cardiovascular deconditioning. In
these applications, neuroprostheses are used as a means
of providing regular exercise and cardiovascular system
conditioning. This, in turn, results in enhanced muscle
strength, retarded muscle atrophy, and reduced spastic-
ity. Good examples of neuroprostheses that are used
in these applications are arm and/or leg crank ergom-
etry assisted with FES [44.17–22] and FES systems
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for walking [44.131–133]. To date, it has been shown
that these systems have positive effects on cardiovascu-
lar fitness and muscle tone. However, consumers must
use these devices continuously to maintain their muscle
strength and cardiovascular fitness. As soon as the con-
sumer stops using such a device, his/her muscle strength
and cardiovascular fitness tend to deteriorate again.

NEMS systems have also been used to main-
tain and enhance muscle strength and muscle per-
formance [44.24, 29, 90, 117, 134]. This modality of
electrical stimulation-based interventions have been
used not only with individuals with neuromuscular
disorders, but also with consumers who have dia-
betes [44.135, 136], knee arthroplasty [44.137, 138],
amyotrophic lateral sclerosis [44.134], and able-bodied
athletes recovering from injuries [44.72] or trying to
enhance their performance [44.139, 140].

Some of the FES systems discussed above, such as
FES systems for walking and FES systems for leg er-
gometry, have been suggested as having positive effects
on bone health. For example, individuals with SCI tend
to experience massive bone loss in their legs, pelvis,
and parts of the spine that are immobile due to SCI. It
has been reported that individuals with SCI may lose
up to 1/3 of the bone structure when compared to age-
matched healthy individuals. Several studies reported
bone mineral density increase in individuals with SCI
following FES cycle ergometry training [44.141, 142]
and FES walking [44.143]. It has been also suggested
that larger effects have been observed in females as
compared to males [44.144]. Although these prelimi-
nary findings are encouraging, a proper evaluation of the
FES interventions with respect to bone mineral density
improvement need to be carried out.

44.3 FES Therapy

Since the 1970s, some FES researchers and practition-
ers have observed that following an FES intervention
some patients using the neuroprostheses for grasping
or walking experienced recovery of voluntary function.
Most of these reports were anecdotal in nature. One of
the first papers where this phenomenon was specifically
discussed was by Merletti et al. in 1975 [44.119]. It took
almost two decades before this phenomenon started be-
ing examined seriously.

First, it was examined in FES systems for drop
foot, where scientists explored the ability of the sys-
tem to restore voluntary walking function in individuals
with stroke and incomplete SCI [44.30, 31, 50–52].
These studies were then followed by studies that ex-
amined use of neuroprosthesis for grasping and later
neuroprostheses for reaching and grasping for restor-
ing voluntary arm and hand functions in individuals
with stroke and SCI [44.23, 25, 26, 28, 29, 32, 53, 54].
Finally, the neuroprosthesis for walking was used to in-
vestigate restoration of voluntary walking function in
individuals with incomplete SCI [44.32]. Among these
studies, few were registered randomized control trials
that clearly demonstrated the utility of the FES interven-
tions as a means of restoring voluntary upper and lower
limb functions. It is worth mentioning that the study
published by Thrasher et al. [44.29] showed that both
reaching and grasping functions can be restored, even in
severe stroke individuals who were unable to reach and
grasp prior to joining the study; since they had upper
extremity Chedoke–McMaster stages of motor recov-

ery scores 1 and 2 they were not expected to improve
these functions at all. The improvements published in
that study have not yet been matched by any other ther-
apeutic interventions, including rehabilitation robotics
therapies and constraint induced movement therapy.
The use of neuroprostheses as a means of providing
short-term therapeutic intervention for improving and
restoring voluntary function has been termed FES ther-
apy (FET).

Although at present, the exact mechanisms to ex-
plain the observed carryover effect are not known, there
are ongoing, or recently published, studies that may
provide an insight into the mechanisms behind FET.
First, we know that FET is able to completely restore
voluntary control over paretic muscles, regardless of
whether they were spastic or flaccid before the FET
was administered to the patient [44.145]. This effect
has been observed even in individuals with chronic
stroke [44.145] and SCI [44.47]. It is important to stress
that if FET is administered to individuals with stroke,
the strength of the muscles in previously impaired limbs
following FET does not reach the same levels as in able-
bodied individuals or in less impaired limbs [44.145].
Second, we know that a temporal order of muscle ac-
tivations in complex tasks such as grasping [44.145]
and walking are restored to a large extent. Third, the
tone and spasticity in the impaired limbs drops con-
siderably, sometimes to less than 50% of the original
tone and spasticity observed prior to FET [44.145]. In
addition to these initial findings, it has also been sug-
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gested that through forced repetitive movements, FET
may activate sensory nerves and through sensory nerve
stimulation it may promote the neuroplasticity in the
central nervous system [44.27, 29, 32, 37, 146]. It has
been also suggested that the antidromic firing of stim-
ulated motor nerves may enhance the cortico-muscular
connectivity via Hebb’s law [44.37, 146]. In any event,
the carryover effect is probably multifactorial and needs
to be fully examined. However, what is certain is that

the FET is an effective method of restoring voluntary
upper limb function in individuals following stroke and
SCI, and is able to remedy the drop foot problem in
hemiparetic stroke and SCI individuals by improving
voluntary control of the muscles of the impaired leg. It
is our impression that the FET is a very promising inter-
vention that is only now being seriously examined and
has the potential to revolutionize the way we rehabilitate
individuals with diverse neuromuscular disorders.

44.4 Other Uses of Electrical Stimulation

44.4.1 Pressure Ulcers

It is a well known fact that persons with SCI are at
high risk of developing pressure ulcers. Up to 95%
of individuals with SCI will experience a pressure ul-
cer at least once in their lifetime and 31–79% may
experience pressure ulcers multiple times. NMES has
been shown to facilitate healing of stages II, III, and
IV pressure ulcers [44.147, 148]. FES also shows pos-
itive effects in preventing pressure ulcers due to the
fact it induces postural movement and increases blood
flow [44.149, 150].

44.4.2 Diabetes

Physical activity, especially aerobic endurance exercise,
can reduce the incidence and prevalence of diabetes.
Thus, physical exercise induced by FES has the po-
tential to reduce the risk of diabetes and potentially
provide a treatment for diabetes. It has been reported
that muscle training using NMES on thighs reduced
blood glucose, suggesting a positive effect on patients
with diabetes [44.135]. It has been also shown that the
FES cycle ergometry training reduces blood glucose
levels and improves glucose utilization [44.136].

44.5 Concluding Remarks

This chapter summarizes the basics of electrical stim-
ulation, explains the difference between NMES and
FES, discusses various neuroprosthetic systems, and
talks about recent developments in the field of FES
therapy (FET). Taking advantages of recent tech-
nology such as miniaturization of electronic compo-
nents, new sensory systems, new delivery methods for
electrical stimulation, and improved diagnostics tech-
niques, this field has shown dramatic progress in re-
cent years. Many neuroprosthetic systems are already
commercialized and many more are in the process

of being developed and/or commercialized. This is
a booming field that is slowly, but surely, creating
new technologies and interventions; many academic
and commercial entities, who are championing this
technology, have already emerged. We feel strongly
that this field has enormous potential. We antici-
pate that this field, as well as rehabilitation robotics,
prosthetic robotics, and brain–machine interfaces are
slowly converging towards creating a combined force
that will change the way we treat individuals with
disabilities.
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Treatment Pl45. Treatment Planning and Patient Treatment

Golam Abu Zakaria, Wilhelm Schütte, Stephan Garbe

Treatment planning and patient treatment are

essential parts in the medical technology of ex-

ternal radiotherapy. For patients undergoing such

a radio-therapeutic treatment, the prescribed and

absorbed dose to the target volume and the or-

gans at risk need to be determined and notified.

Furthermore, in radio-therapeutic treatments,

registrants and licenses shall ensure, within the

ranges achievable by good clinical practice and

optimized functioning of equipment, that the pre-

scribed absorbed dose with the respective beam

quality is delivered to the planning target vol-

ume as well as doses to other tissues and organs is

minimized. Therefore in this chapter modern and

standard equipment, treatment procedures, ba-

sics of treatment planning and quality control in

radiation therapy will be presented.
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45.1 Principles of Radiotherapy and Treatment Planning

Radiation therapy is a medical field that deals with the
use of ionizing radiation to humans and on animals by
treating benign and malignant diseases. According to
the disease and its stage, radiotherapy has either a cu-
rative or palliative intention.

45.1.1 Principles of Radiotherapy

Curative radiotherapy is carried out with the aim of
healing; a palliative radiotherapy treats symptoms such
as pain, occlusions, and bleeding and prevents the pro-
gression of disease.

Today high-energy, ionizing rays are commonly ap-
plied in modern radiation therapy like gamma radiation,
x-ray radiation and electron radiation. In large ther-
apy centers with appropriate radiotherapy equipment,
proton therapy and heavy ions (e.g., carbon ions) are
increasingly being used.

With radiotherapy, benign as well as malignant dis-
eases can be treated. Before a radiotherapy treatment is
performed, treatment planning occurs. Sometimes, one
distinguishes, on the one hand, simple planning with
programs without graphic representation of the patient
and target volume that calculates the monitor prefix in
water merely for a given field size and tumor depth
from, on the other hand, extensive radiotherapy plan-
ning using 3-D planning systems. While the simple
programs are programmed by the medical physicist in
radiotherapy, it is within the 3-D radiotherapy planning
system, it is within the 3-D radiotherapy planning sys-
tem that commercial software is used that calculates the
dose distribution in the CT slice and offers numerous
possibilities for the graphic representation of the result.

In many cases, radiotherapy is performed on tu-
mors in combination with chemotherapy (known as
radiochemotherapy, RCTX). Chemotherapy could lead
to radiosensitization of the cancer cells with subsequent
strengthening of the radiation effect to the tumor. Hence
a combination of radiotherapy and chemotherapy for the
treatment of malignant tumors is more effective than
radio- or chemotherapy alone. Combined RCTX can ap-
pear as curative, adjuvant or palliative radiotherapy. One
distinguishes between the following kinds of combined
RCTX:

• Simultaneous RCTX: both treatments occurring in
parallel• Sequential RCTX: chemotherapy before or after ra-
diotherapy

• Definite RCTX: treatment of tumor exclusively by
RCTX• Adjuvant RCTX: aftercare of tumor or tumor bed
after its complete or partial removal• Neoadjuvant RCTX: reduction of tumor by RCTX
with subsequent surgical removal of tumor

Other treatments, for example hyperthermia, can cause
a strengthening of the radiotherapy effect. Tumors with
low blood supply or low in oxygen are mostly resis-
tant to radiation damage. Conversely, one can observe
that such tissue is especially sensitive compared with
therapeutic hyperthermia. Also, special substances can
raise the resistance of normal tissue. An example is
Amifostine, which is still used today, though only ex-
perimentally [45.1, 2].

Another area of application of radiotherapy treating
benign diseases is so-called stimulative radiotherapy.
It is applied on chronic-inflammatory and degenerative
diseases like heel spur, tennis elbow, shoulder pains
and arthrosis of different joints. Nevertheless, the main
area of application of radiotherapy is the treatment of
malignant tumors. Here the different radio sensitivities
of tumor tissue and surrounding normal tissue are uti-
lized. In contrast to cancer cells, normal tissue cells
recover after radiotherapy relatively fast. While the frac-
tion doses of benign diseases are about 0.5 Gy and the
total dose varies from 3 to 8 Gy, the fraction doses re-
quired for the treatment of malignant tumors are about
2 Gy and the total dose varies from 30 to 80 Gy accord-
ing to the kind of tumor [45.3, 4].

Radiotherapy is divided into two kinds of usage:
teletherapy, where the radiation penetrates the patient’s
body from outside by a distant radiation source, and
brachytherapy, where the radiation source is placed in
cavities of the patient’s body, in the tissue or directly on
the external body shell.

The energy used in brachytherapy is about 1 MeV
maximum, while in teletherapy using conventional
medical linear accelerators the energy of the electron
beams and x-ray bremsstrahlung goes up to 25 MeV. In
Fig. 45.1 four depth dose curves for different kinds of
radiation and different energies in water are shown.

The mechanism of interaction of radiation with cells
can be explained by energy transfer to the penetrated
tissue using scatter processes. The direct penetration
of biomolecules does not have a larger impact on cell
growth than the ionization of water molecules. The ion-
ization of water delivers free high-toxic radicals. For
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Fig. 45.1a–d Depth dose curve in water for radiation beams of various types and energies. (a) Photons, (b) neutrons,
(c) electrons, (d) heavy charged particles (after [45.5])

an anticancer (tumor) effect, damage occurs to the her-
itable information of the DNS in the cells, especially
damage to the double helix. Damage exceeding the
repair capabilities of the tumor cells prevents cell pro-
liferation and leads directly to apoptosis.

45.1.2 Principles of Treatment Planning
and Treatment

In this section, the principles of treatment planning of
malignant tumors with teletherapy will be described.

For the application of a radiotherapy treatment
a justifiable indication must be given according to
radioprotection regulation. Therefore, the tumor and ex-
tension will be localized by image-guided modalities
like ultrasound, x-ray fluoroscopy, computed tomogra-
phy (CT), magnetic resonance tomography and positron
emission tomography (PET). The diagnosis will be
substantiated by laboratory and histological investiga-
tion.

Commonly, the patient’s case is presented at the
tumor conference by the respective medical stuff.
Meanwhile there are tumor centers in many medical
clinics like breast cancer, cervical cancer, intestinal can-
cer and prostate gland cancer centers. In these centers,
tumor conferences are held that include all physi-
cians in their respective disciplines who determine the
guidelines for the corresponding therapy. Depending
on the kind of tumor, extension and staging, surgery,
chemotherapy, radiotherapy or a combination of the
three treatment modalities are applied. If radiotherapy
or a combined RCTX is indicated, the following proce-
dure will be carried out.

Depending on the region of treatment, immobiliza-
tion support aid of the patient will be needed. This will
be utilized for an optimized fixed position of the patient
during radiotherapy. This is necessary especially for ir-
radiations near organs at risk in order to protect them,
e.g., patients with tumors in the head and neck region.
A precise positioning is extremely important in order to
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protect the surrounding spinal cord. If irradiation from
all angles is required, a treatment couch with almost
no dose absorption, i. e., made of carbon, is indicated.
For treatment of the breast and chest, a so-called combi
board could be applied. It allows for variation in the an-
gle between chest and couch and can be adjusted to the
patient’s size. The patient’s arms need to be elevated
behind the head and can repose on an armrest. This pre-
vents the arms from being irradiated. For irradiations
in the head and neck region, individualized thermoplas-
tic head or head–shoulder masks are available. These
masks are then fastened to head and shoulder mount-
ing plates. With tumors in the abdomen and the pelvis,
i. e., prostate and rectum cancer, exposure of the in-
testines needs to be minimized. This could be achieved
by a prone position on a belly board. The belly board

Pre-
planning

Clinical evaluation and staging, e.g., TNM

Description of treatment

Treatment intent: radical or palliative

Choice of treatment: surgery, radiotherapy,
chemotherapy

Planning
RT

treatment

Method of patient immobilization

Delineation of volumes (GTV, CTV, PTV)

Choice of technique and beam modification

Computation of dose distribution

Image aquisition of tumor and patient data
for planning

Dose prescription

Treatment
delivery

Implementation of treatment

Monitoring treatment

Recording and reporting treatment

Evaluation of outcome

Verification

Fig. 45.2 Planning process in radiotherapy (after [45.6])

places most of the abdomen, by gravity, out of the lateral
treatment beam. Further support aids for stabilization of
the patient are the combifix for knee and feet, as well
as head and wedge cushions. In conclusion, one may
summarize the patient positioning as follows.

The well-directed treatment of a tumor, the so-called
target volume, requires maximum precision in the tumor
and patient setup. This will be achieved by:

• Immobilization (no motion during treatment)• Reproducibility of the patient setup (typically the
patient receives 30 dose fractions 5 times a week
over 6 weeks)• Skin markers to identify the position of the target
volume in relation to treatment beams.

3-D treatment planning systems calculate the dose dis-
tribution mainly on a kV-CT slice. The kV-CT is
generated in a common spiral computer scanner utiliz-
ing support aid dedicated to the patient. The CT study
is then exported to the 3-D treatment planning system
mainly via DICOM. On the CT study the physician will
contour the gross tumor volume (GTV), clinical target
volume (CTV) and planning target volume (PTV). De-
pending on the institution, many other structures like
the patient outline (external), organ at risk (OAR) and
margins are defined either by physicians or technical as-
sistants (TAs). The external contour on each CT slice
determines the region as a discrete matrix for which the
calculation can be performed. If the target cannot be de-
termined in the kV-CT study, an MRI or PET/CT study
will be imported to delineate the target (volume). In
those studies, target volumes will be transferred via case
matching by bone structures, landmarks, external mark-
ers, etc.. MRI is used in cases of brain tumors. PET/CT
is often used in cases of lung tumors to obtain informa-
tion about the extension of the tumor and its vital parts.
The treatment planning cannot be performed directly on
an MRI or PET scan. A CT scan is necessary due to the
need for a correct representation of the electron density
in the grayscale in the image.

After the last structures have been contoured, treat-
ment planning can start. Therefore, in the case of
forward planning (a major part of treatment planning
system (TPS) until now), the treatment beams will be
built conformal to the target volume. The direction of
the beams depends strictly on the OAR close to the tar-
get volume. By optimizing the weighting factors of each
beam, the dose distribution can be modified with the
use of compensation beams, wedges, MLC, lead blocks,
mechanical compensators, etc..
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According to ICRU 50 [45.7], the target volume
should receive between 95 and 107% of the prescribed
dose. High-energy photon irradiation (E > 1 MeV) does
not have a dose maximum at the surface but at a certain
depth depending on the energy (Fig. 45.1a). For 6 MeV
photons the maximum is at about 16 mm, for 18 MeV
photons at about 32 mm in water. As results of this the
surface dose is significantly lower than recommended
by [45.7]. For tumors close to the surface, the dose can
be enhanced by using a tissue equivalent bolus with
a sufficient thickness.

Before the application of the treatment plan, the
treatment planning needs to be verified. The verifica-
tion of all treatment beams is performed at a therapy
simulator. During the verification process, all treat-
ment parameters are transferred to the patient as there
are two different kinds of therapy simulator used.
One is used exclusively for verification and localiza-
tion and is equipped with a kV x-ray generator for
imaging and a rotating gantry. The other is a modi-
fied CT scanner with positioning room lasers (virtual
simulation). During simulation all reference points

and field shapes are usually marked on the skin.
All beams are verified by making x-ray images that
is sent via DICOM to the treatment planning sys-
tem and the linear accelerator in order to compare
the patient’s setup with the original treatment plan
and to find any deviations in the setup that must be
corrected.

After simulation, the patient is transferred for treat-
ment. The patient will be placed on the treatment couch
and the skin markers adjusted to the positioning room
lasers. To verify the correct patient setup, an x-ray-
sensitive film is exposed, an electronic portal image is
made or an MV-CT cone beam is performed. The im-
ages made are then compared to the x-ray images of the
simulation and the digitally reconstructed radiographs
(DRR) of the treatment plan. After correction of mis-
alignments, the first fraction will be delivered to the
patient. At least those setup verifications are repeated
weekly. If the last fraction is delivered, the patient will
be released to follow-up care. In Fig. 45.2 a schematic
overview of a radiotherapy treatment process including
treatment planning is shown.

45.2 Imaging in Treatment Planning

The definition and delineation of the target volume
has been based primarily on the experience of radio-
therapists, whose knowledge about anatomy, lymphatic
drainage, and frequency and placement of recurrences
and side effects determines the individual effectiveness
and balance between volume definition and dosage for
each patient.

The basic principle in treatment planning is the cho-
sen radiation type and the intensity in its direction to the
target volume. The target volume definition and the dose
calculation are based on a specific 3-D representation
of the properties of human tissue. The radiotherapist
defines the target volume and tolerance doses for all
delineated contours. The contouring of the organs and
target volumes is essentially performed directly on the
CT images. For more diagnostic information one can
turn to the MRI and PET studies, although the dose
calculation can only be performed in CT images. By
putting the image studies on top of each other the tar-
get volume can be delineated on the PET or MRI study
and then transferred to the CT study. MRI and CT are
the standard imaging techniques for the representation
of anatomical relations in the human body.

Meanwhile special MRI imaging techniques like
functional MRI, diffusion, perfusion and special PET

imaging methods are focusing more on radiotherapy.
Those imaging techniques contain information about
the biological structure and extension of tumors and the
circumventing tissue.

In the following sections different diagnostic imag-
ing techniques and their application in radiotherapy
planning will be described in more detail.

45.2.1 Computed Tomography

CT plays an important role in imaging, as only CT im-
ages represent the electron densities of tissue in the
grayscale (Hounsfield units) necessary for dose cal-
culation. The relationship between electron densities
and Hounsfield units requires periodic calibration. This
calibration is usually performed using a CT scan of
a phantom consisting of material with well-known den-
sities. All other imaging methods only have diagnostic
information and can not be used for dose calculations.

In the present status of CT scanner technology, the
scanner is equipped using a detector array of up to
256 lines. CT has been used routinely for radiother-
apy treatment planning since the early 1980s. Because
of the widespread availability of modern third- or
fourth-generation CT scanners, they are commonly used
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for contouring target volumes and OARs. CT studies
display nearly perfect inhomogeneities, especially in
humans. Geometrical distortions do not have a major
influence on the application of CT studies, unlike ar-
tifacts caused by metal implant or prosthesis, which
could reduce the CT’s applicability. To overcome those
problems, adaptive filtering of the CT raw data could
improve CT images.

The definition of the target volume could be com-
plicated by the low soft tissue contrast and inter- and
intrafractional organ motion, although internal or ex-
ternal markers have been introduced. This problem of
the uncertainty in location is overcome by introducing
safety margins according to ICRU 50 [45.7].

Organ motion could be minimized by introducing
respiratory triggering and abdominal pressing.

Using contrast agents, morphological differentia-
tion between infiltrated and normal tissue could be
improved. While measuring the temporal contrast agent
enrichment, the capacity for perfusion and diffusion of
tissue could be determined.

45.2.2 Magnetic Resonance Imaging

The principle of nuclear magnetic resonance is de-
scribed in the pertinent literature. Recently, one can
observe differences in magnetic properties between nor-
mal and cancerous tissue. Magnetic resonance imaging
(MRI) has assumed a position of growing importance in
medical imaging. Today, MRI and angiography, along
with functional imaging, hold great promise for reveal-
ing characteristics of the human body. Improved soft
tissue contrast has made MRI indispensable for visu-
alizing and contouring several tumor entities. Today

1.5 Tesla MRI is a clinical standard. Spatial resolution
is improved by increasing the magnetic field, and the
scan time is decreased. This enables the visualization
of (neuro)functional processes. Due to inhomogeneities
of the magnetic field, distortions of several millimeters
could occur. These distortions need to be determined
and corrected before introducing MRI into radiotherapy
treatment planning. This could be accounted for using
phantom measurements.

Several studies have investigated the differences in
target definitions due to contoured volumes by CT and
MRI. It was found that in more than 40% of the in-
vestigated cases, the target volume could be shrunk
down. These investigations were performed in cases of
prostate and brain cancer.

45.2.3 Positron Emission Tomography
The basic principles of PET are described in the per-
tinent literature. PET imaging with 18F-FDG is very
useful in radiation oncology for assessing the spread of
the primary cancer, detecting metastases and monitor-
ing the patient during and after treatment.

Particularly useful for this purpose are scanners that
combine PET and CT in the same unit so the PET im-
ages can be overlaid on x-ray CT images. PET imaging
is rapidly becoming recognized as an essential imaging
tool for radiation oncology.

A good example of the application of PET in ra-
diation oncology is lung non-small-cell carcinoma. For
those tumors, PET distinguishes between atelectasis
and tumor, and the involved mediastinal lymph nodes
can be detected with a higher accuracy. As a conse-
quence one can spare the treatment of uninvolved lymph
nodes and escalate the dose to the primary tumor.

45.3 Basic Techniques in External Beam Therapy

Depending on the region to be irradiated, the tu-
mor type, and the different radiotherapy technologies
being used, the most important technologies are as fol-
lows [45.8–10]:

• Basic treatment planning• Conformal treatment planning• Intensity modulated radiotherapy (IMRT)• Tomotherapy• Image guided radiotherapy (IGRT)• Respiratory guided radiotherapy (RGRT)• Intraoperative radiotherapy• Stereotactic irradiation

• Total body irradiation (TBI) with photons• Total skin irradiation with electrons

45.3.1 Simple Treatment Planning

Basic one-dimensional treatment planning is used in
cases of treatment, where only one simple beam or
two opposed beams are used. Typical applications are
stimulation irradiation (single beam) or bilateral whole
brain irradiation in the case of brain metastasis (opposed
beams).

For such one-dimensional treatment, the calculation
becomes very simple. Assuming a quadratic field, the
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applied monitor units (proportional to the dose after
calibration) could be calculated as

MON(FS, d) =[Ref.MON/FSR(FS)TMR(FS, d)]
× [FIA/(FIA+dmax)]2 ,

where Ref.MON = Ref.Mon. for a 10 × 10 cm beam,
dmax is the depth at dose maximum, FIA the focus
isocenter distance, FS the field size, d the depth, FSR
the field size ratio and TMR the tissue maximum ratio.

For calculations of applied monitor units of rect-
angular fields, the equation must be reformatted in
equivalent-quadratic fields whereby the side length
must be recalculated and a and b are the side length of
the rectangular field.

The side of an equivalent square field is 2ab/(a +
b) [45.11, 12].

45.3.2 Three-Dimensional Conformal
Treatment Planning (3-D CRT)

Conformal irradiation is routinely used as a standard
method in external beam therapy. Treatment planning
is commonly performed in three dimensions. In order
to achieve conformal treatment for the target volume,
a multileaf collimator (MLC) will be shaped as the tar-
get volume appears in the beam eye view for any beam
direction and sometimes a margin will be applied (for-
ward planning).

Due to the narrow containment of the target vol-
ume, exposure to surrounding tissue can be drastically
minimized. The rate of the resulting side effects at the
OAR adjacent to the target volume is reduced. An esca-
lation of the dose to the target volume is accompanied
by a narrowing of the margin to the target volume and a
lower dose to the surrounding OAR, resulting in a lower
rate of side effects.

Image-guided contouring using CT, MRI and PET
of the target volume plays a major role in treatment.
Only this combination of imaging guarantees a precise
delineation of a tumor in relation to surrounding tissue
and OAR.

The optimization and quality control of a treat-
ment plan is based on several criteria; one is the
ICRU 50 conformality of the dose to the target volume
DPTV(95% < DPTV < 107%). Furthermore, the dose
constraints for Dmax, Dmin, Dmean and D50 and the ac-
cepted tolerance doses to the OAR are adjusted utilizing
a dose volume histogram (DVH) to preserve the OAR
by minimizing the resulting side effects caused by over-
dosage. Accepted values for tolerance doses are taken

from the literature. In addition to dose constraints like
Dmax, there are side effects depending on the partial vol-
ume dose. The tolerance then depends on the volume
receiving a certain dose and the organ’s function; either
the organs act in a serial-like manner, such as the spinal
cord, or in a parallel manner, such as the liver, lungs or
kidney. Unfortunately, most tumors have a parallel func-
tioning structure so that an perceptible damage is only
caused after a certain threshold dose.

Serially acting organs have a different threshold
dose; if their function is significantly affected, the or-
gans suffer irreversible damage. In Fig. 45.3 conformal
treatment of bronchial cancer is shown.

Most treatment plans are coplanar plans; all beams
are in the same plane. Noncoplanar planning is mainly
used in stereotacic treatment (Sect. 45.3.10).

45.3.3 Inverse Planning

Radiation therapy inverse planning involves the de-
velopment of a treatment plan whereby the planning
computer is given a set of objectives and beam
parameters to adjust in iterative fashion to arrive at a sat-
isfactory dose distribution. For example, the treatment
planning computer could iteratively adjust the weights
of the beams to provide more uniform dose to the target.

45.3.4 Intensity Modulated Radiation
Therapy

Aside from 3-D CRT treatment, IMRT has become
more and more acceptable as routine radiation ther-
apy [45.13, 14]. In IMRT the adjustment of the dose
distribution to the target volume and limitation at the
same time with the dose to normal tissue is performed
not only by modulating the beam shapes, but also by
modulating the dose dividing the beams into small
beamlets (e.g., 2 × 2 mm). The weight of each beamlet
can then be adjusted. This timely intensity modulation
could be realized in two different kinds of delivery using
the movable multileaf blades either in a sliding window
technique or in a step and shoot technique. The MLC
conversion refers to the process of transferring the ideal
fluence map to deliverable MLC beamlets [45.15, 16].

This IMRT technique allows one to treat complex
target volume scenarios where the PTV is very close
to an OAR, i. e., head and neck case, and spare the
spinal cord. In order to meet all treatment objectives
(constraints) set by the physician, the inverse planning
calculation becomes time consuming. The delivery of
the plan (monitor units used) takes longer and the qual-
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a)

c)

e)

b)

d)

Fig. 45.3 (a) Dose distribution of
three-isocentrical-beams technique
(b)–(d). Pictures showing eye beam
views from different beam directions
(e). DVH showing relative dose for
PTV and organs at risk (i. e., spinal
cord and lungs) (after [45.17])

ity assurance is more tedious than in 3-D CRT. As
a consequence before the first treatment of the patient,
the treatment plan must be verified. Figure 45.4 shows
a medical linear accelerator with an MLC.

45.3.5 Dynamic Delivery Techniques

The sliding window approach to treatment delivery in-
volves moving the MLC leaves while the x-ray beam is
on. This approach is more complex than step and shoot
for the following reasons: (a) the window is often very
narrow, resulting in narrow beam geometry, and (b) the
MLC quality assurance protocol for dynamic delivery
is more stringent, requiring leaf speed characterization.
With the sliding window method very complex distribu-
tions can be achieved.

Allowing the gantry to arc while the leaves are mov-
ing is a technique known as intensity modulated arc
therapy (IMAT) or dynamic arc therapy (RapidArc and
VMAT). This approach may require a few arc passes
to completely deliver the treatment because a given
gantry angle can have only one MLC shape per arc. This
method allows for very complex dose distributions but
is challenging to plan and verify.

45.3.6 Tomotherapy

Serial Tomotherapy

Serial tomotherapy, literally meaning slice therapy,
has been in clinical use since 1994. The commercial
system, Peacock, combines a narrow MLC attach-
ment to the linear accelerator (MIMiC collimator)
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a)

b)

Fig. 45.4 (a) Linear accelerator, (b) multileaf collimator
(after [45.18], Cinac 2100C, HD-MLC2)

with precise couch increments to deliver a slice-by-
slice treatment. The MLC operates in binary mode,
with the leaves either fully open or fully closed.
Thousands of patients have been treated with this sys-
tem, most of whom are patients with brain or head
and neck cancers. The Peacock system has paved
the way for other planning and delivery systems
that are now available because it provided much of
the early clinical data demonstrating the benefits of
IMRT.

Helical Tomotherapy

In the same manner that CT scanners have moved from
axial to helical delivery, Tomotherapy Inc. has adopted
a helical delivery system [45.20]. The treatment unit
looks much like a CT scanner, with a compact 6 MV
linear accelerator replacing the x-ray tube (Fig. 45.5).
With this design, many of the components in a standard
linear accelerator are not needed. For example, (a) the
compact size eliminates the long cantilevered gantry

Fig. 45.5 Tomotherapy HI-Art II system (after [45.19])

and the bending magnet; (b) there are no electron en-
ergies and the target is fixed, so there is no carousel;
and (c) since the beam is modulated by the MLC, there
is no need for a flattening filter. The absence of a flat-
tening filter provides a higher beam output compared
with a conventional linear accelerator. A binary MLC is
used, similar to the MIMiC collimator previously men-
tioned. A primary advantage of the tomotherapy system
is that it fully integrates real-time patient imaging with
the delivery of radiation treatments. The clinical success
of conformal (and conformal avoidance) radiotherapy
relies upon the ability to accurately localize the beam
on a day-to-day basis. Onboard axial image informa-
tion is obtained using a megavoltage beam and a bank
of CT detectors. So-called megavoltage CT (MVCT)
provides surprisingly good image quality and is not sub-
ject to artifact generation in high-density objects (e.g.,
dental fillings) [45.21]. Also, an electron density con-
version is not required because the imaging beam and
treatment beam are one and the same. The imaging
capabilities of this device offer a distinct advantage
for comparison with virtual simulation. In helical to-
motherapy, the exit fluence at the detectors is used to
reconstruct the dose delivered during the actual treat-
ment. This information is fed back to the TPS to monitor
the dose delivered over the patient course of therapy.
This method of providing information from the ac-
tual treatment back to the planning computer is called
adaptive planning. Changes to the treatment to achieve
the intended constraints can be made as treatment pro-
gresses.
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45.3.7 Image Guided Radiotherapy (IGRT)

IGRT is the process of frequent two- and three-
dimensional imaging, during a course of radiation
treatment, used to direct radiation therapy utilizing the
imaging coordinates of the actual radiation treatment
plan. The patient is localized in the treatment room
in the same position as planned from the reference
imaging data set. An example of 3-D IGRT would
include localization of a cone-beam computed tomogra-
phy (CBCT) dataset with the planning CT dataset from
planning (Fig. 45.6). Similarly 2-D IGRT would include
matching planar kV radiograph fluoroscopy or MV im-
ages with DRRs from the planning CT scan.

This process is distinct from the use of imaging to
delineate targets and organs in the planning process of
radiation therapy. However, there is clearly a connection
between the imaging processes as IGRT relies directly
on the imaging modalities from planning as the refer-
ence coordinates for localizing the patient. The variety
of image-gathering hardware used in planning includes
CT, MRI and PET, among others. Through advance-
ments in imaging technology, combined with a further
understanding of human biology at the molecular level,
the impact of IGRT on radiotherapy treatment continues
to evolve.

45.3.8 Respiratory Guided Radiotherapy

The use of four-dimensional CT (4-D CT) in lung can-
cer radiotherapy reduces geographical miss and reduces
normal tissue toxicity by individualizing the margin
from the clinical target volume. The main steps in the
target definition for 4-D CT are as follows. First, a com-
posite of the gross tumor in all phases of the respiration

Fig. 45.6 Linear accelerator with IGRT (after [45.22])

cycle is created, then a margin for microscopic disease
is added to create the clinical internal target volume;
finally, a margin for setup error is added to create the
planned target volume (4-D PTV). This 4-D PTV is de-
signed to ensure satisfactory irradiation of the tumor
in all positions throughout the respiration cycle. With
the introduction of 4-DCT, there has been a great deal
of interest regarding the possibility of using the 4-D
CT to plan and deliver respiratory guided radiotherapy
(RGRT). The patient’s respiration cycle, for example,
is monitored continuously by an external surrogate, an
infrared marker box placed on the sternum. The move-
ment of the marker box is picked up by a camera and
a respiratory trace is seen in the control room. This trace
enables the selection of a respiratory phase or gate for
treatment delivery and the treatment beam is switched
on only during this interval. RGRT has been shown
to reduce the size of the PTV when compared to the
standard 4-D PTV [45.23].

45.3.9 Intraoperative Electron Radiation
Therapy

Intraoperative electron radiation therapy (IOERT) is the
application of electron radiation directly to the residual
tumor or tumor bed during cancer surgery. IOERT has
also been called precision radiotherapy, as the physician
has direct visualization of the tumor, can exclude nor-
mal tissue from the field and can also protect critical
structures within the field by narrowing the irradiated
volume. IOERT is a method that provides dose escala-
tion as a precision component of radiotherapy. IOERT
can also be combined with radiation sensitizers to bet-
ter treat hypoxic cells and can be given at the time
of surgery when microscopic residual tumor cells are
most vulnerable to destruction. IOERT has been used
in combination with curative external beam therapy as
it results in lower integral doses and shorter treatment
times in boost dose concept (20–30% of the dose is
dedicated to the IOERT). It has been proved that lo-
cal tumor control and the 10 year survival rate could
be improved for rectum cancer, soft tissue sarcoma,
stomach cancer, pancreatic cancer, kidney cell cancer
and gynecological tumors without an increase in side
effects.

In principle IOERT is applied as a primary radiation
therapy or directly after a presurgery external radiation
therapy. If the tumors are inoperable, then IOERT is
used as a palliative treatment, especially for pancreatic
tumors (Fig. 45.7). The prescribed dosage varies be-
tween 10 and 30 Gy. The biological effectiveness of this
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Fig. 45.7 IOERT using an electron tube during surgery di-
rectly mounted on medical linear accelerator (after [45.24])

single treatment is increased by two or three times the
conventional fractionation of 2 Gy per day. A significant
dose escalation in the target volume can be achieved
by combining IOERT and conventional external beam
therapy. In parallel, the late side effect rate in normal
tissue will be reduced and local tumor control will be
improved.

45.3.10 Stereotactic Irradiation

Stereotactic irradiation is a specialized type of external
beam therapy. It uses focused small radiation beams tar-
geting a well-defined tumor using extremely detailed
imaging scans. In using this technique one can de-
posit a very high dose to the tumor and spear the
normal tissue. Radiation oncologists perform stereotac-
tic treatments, often with the help of a neurosurgeon for
tumors in the brain or spine. There are two types of
stereotactic radiation. Stereotactic radiosurgery (SRS)
is when doctors use a single or several stereotactic radi-
ation treatments of the brain or spine. Stereotactic body
radiation therapy (SBRT) refers to one or several stereo-
tactic radiation treatments with the body, such as the
lungs.

Some physicians say that an advantage of stereotac-
tic treatments is that they deliver the right amount of
dose (12–18 Gy per fraction or single dose) to the target
volume in a shorter amount of time than conventional
radiation therapy, which can often take 6 to 11 weeks.
In addition, treatments are given with extreme accuracy,
which should limit the effect of the radiation on healthy
tissues. One problem with stereotactic treatments is that
they are only suitable for certain small tumors.

a)

b)

Fig. 45.8 (a) CyberKnife (after [45.25]), (b) Gamma
Knife (after [45.26])

Stereotactic treatments can be confusing because
many hospitals call the treatments by the name of the
manufacturer rather than calling it SRS or SBRT. Brand
names for these treatments include Axesse, remote-
controlled radiosurgery system Cyberknife (Fig. 45.8a),
Co60-source Gamma Knife (Fig. 45.8b), Novalis, Pri-
matom, and others. While the gamma knife is used on
brain tumors, a medical linear accelerator with stereo-
tactic properties can perform extracranial stereotactic
treatments, and the Cyberknife could be applied for ex-
tracranial stereotactic treatments.

45.3.11 Total Body Irradiation
with Photons

Total body irradiation (TBI) is primarily used as part
of the preparative regimen for hematopoietic stem cell
(or bone marrow) transplantation. As the name implies,
TBI involves irradiation of the entire body, though in
modern practice the lungs are often partially shielded
to lower the risk of radiation-inducing lung injury. TBI
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a) b)

Fig. 45.9a,b Two arrangements for total body irradiation using a medical linear accelerator, parallel-opposing-beams
technique (a) and translational technique (b) (after [45.8])

in a context of bone marrow transplantation serves to
destroy or suppress the recipient’s immune system, pre-
venting immunologic rejection of transplanted donor
bone marrow or blood stem cells. Additionally, high
doses of TBI can eradicate residual cancer cells in the
transplant recipient, increasing the likelihood that the
transplant will be successful.

Doses of TBI used in bone marrow transplanta-
tion typically range from 10 to 12 Gy. For reference,
a dose of 4.5 Gy is fatal in 50% of exposed individ-
uals without aggressive medical care. At these doses,
TBI both destroys the patient’s bone marrow (allow-
ing donor marrow to engraft) and kills residual cancer
cells. Nonmyeloablative bone marrow transplantation
uses lower doses of TBI, typically about 2 Gy, which
do not destroy the host bone marrow but do suppress
the host immune system sufficiently to promote donor
engraftment [45.27].

In modern practice, TBI is typically fractionated.
That is, the radiation is delivered in multiple small doses
rather than one large dose. Early research in bone mar-
row transplantation demonstrated that this process of
splitting TBI into multiple smaller doses resulted in
lower toxicity and better outcomes than a single, large
dose.

Indications for TBI are different kinds of leukemia
in pediatrics and for adults:

• Acute lymphatic leukemia (ALL)• Acute myeloic leukaemia (AML)• Chronical myeloic leukemia (CML)• Myelodysplastic syndrome (MDS)

Several techniques for delivery of TBI have been
developed. One of the most common techniques is
the translational technique (Fig. 45.9b), which utilizes
a conventional medical linear accelerator. Therefore,
large beams are needed. An extension of the focus-skin
distance to about 2 m enables the width body to be cap-
tured by the beam. For the longitudinal direction the
patient is moved onto a motorized couch through the
beam. As an alternative, the focus-skin distance can be
extended to ca. 3.5 m, so that the beam covers the entire
body. Then either the patient is placed in two positions,
a prone and supine setup, or two accelerators are used
(Fig. 45.9a).

45.3.12 Total Skin Electron Beam Therapy

Total skin electron beam therapy (TSEBT) is a radia-
tion treatment method to irradiate the skin in case of
melanoma using fast electrons. Typical electron ener-
gies are between 6 and 12 MeV, and the total dose is in
a range of 30–40 Gy.

Typical treatment techniques are as follows:

• Several field arrangement: the patient stands hands
up facing the medical linear accelerator. After the
first irradiation the patient must turn by a certain an-
gle in order to irradiate the other part of the skin
(Fig. 45.10).• Continuous rotation: the patient stands hands up fac-
ing the medical linear accelerator on a continuous
rotating platform and performs a full 360◦ rota-
tion.
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Isocenter

Normal 50 %
beam edge

Polycarbonate
energy

degrader

50 % beam edges
coincide at
central axis

Beam central
axis, 100 % dose

Nominal treatment
plane

Electron source

35° Hinge
angle

Fig. 45.10 Total skin irradiation with
electrons (after [45.28, p. 83], cour-
tesy of Dr. P. Rudd)

45.4 Target Volumes and Organ at Risk

In the ICRU 50 and the ICRU 62 as supplement,
the target volume definitions are described in detail
(Fig. 45.11). A target volume defines the region to be
treated or to be irradiated. The following target volumes
are differentiated.

• Tumor volume: The tumor volume is described as a
macroscopic palpable region or as a tumor visible
in the imaging. According to ICRU 50, the tu-
mor volume corresponds to the gross tumor volume
(GTV).
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a) Primary tumor Lymph vessels Lymph node
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CTV
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b)

Tumor cell density
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Fig. 45.11 (a) GTV – gross tumor volume; CTV – clinical target volume; PTV – planning target volume; TrV – treated
volume; IrV – irradiated volume (after [45.28]). (b) Schematic example of a GTV (demonstrable tumor = striated area)
and also for CTVs to care for suspected, subclinical extensions surrounding GTV (CTV 1, here also including the GTV)
and the regional lymph nodes (CTV II, = open area) (after [45.29])

• Clinical target volume: The clinical target volume
contains, in addition to the clinically detectable tu-
mor, the area where tumor cells could exist or could
not be verified. The area is called the tumor propaga-
tion area. ICRU 50 defines the volume as the clinical
target volume (CTV).• Planning target volume: The planning target vol-
ume contains the CTV including a safety margin.
The safety margin describes the uncertainty of the
determination of the CTV. The safety margin con-
tains uncertainties due to organ motion caused
by breathing, an interfractional change of the or-
gan fillings, i. e., bladder or intestine, and limited

precision of the patient setup. These uncertain-
ties of the patient setup vary depending on the
positioning. Support equipment such as a thermo-
plastic mask, vacuum matrices or a belly board
is used. The planning target volume is named
in the ICRU planning target volume (PTV). The
volume receive neither more than 107% of the pre-
scribed dose nor less than 95% of the prescribed
dose.• Treated volume: This defines the area where the
dose is sufficient to reach the therapeutical goal.• Irradiated volume: This defines the area where a
direct, not exclusively scatter, dose is delivered.

45.5 Modern Treatment Planning Systems

Modern conventional 3-D treatment planning systems
for IMRT and 3-D CRT of patients receiving external
beam therapy consist of different modules. The fun-
damental modules of these treatment planning systems
are, on the one hand, the beam data entry for pho-
tons and electrons and, on the other hand, the different
calculation algorithms for photons and electrons. All
treatment planning systems require the entry of data
that describe the radiation beam. The amount of data

required depends on the computational algorithm, vary-
ing from almost none to thousands of measurements
that completely map the radiation beam for a variety of
field sizes. Systems that require the entry of almost no
measured beam data rely upon a detailed description of
the design of the accelerator head, collimator and acces-
sories. The dependence of a system on a large amount
of measurements is thought by some to be a disadvan-
tage because substantial effort is required to accumulate
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Fig. 45.12 Two 3-D treatment planning systems; (front)
Helax-TMS, (back) Oncentra-MasterPlan (after [45.33])

the large amount of data. The accuracy of any treatment
planning system is ultimately determined by compari-
son with measured data. Complete validation of a treat-
ment planning system requires a comparison between
calculations and measurements over a wide variety of
treatment conditions, necessitating a large amount of
measured data. For photon beam calculation, pencil
beam algorithms such as precalculation and collapsed
cone algorithms for final calculations are recommended
for forward planning. For electron calculations the
Monte Carlo method is widely used. An explanation of
the differences and precision of those algorithms can be
found in the literature [45.9, 30–32]. For inverse plan-
ning, where iterative algorithms find an optimal solution
for the objective function, the AAA superposition al-
gorithm is commonly used [45.10]. In Fig. 45.12 two
different 3-D treatment planning systems are shown.

45.5.1 Basic Components of a Treatment
Planning System

A treatment planning system is a combination of hard-
ware and software components that allow the user to
produce and display the calculated dose distribution
for the physician who prescribes a patient’s radiation
treatment. The basic components of treatment planning
system are as follows [45.3, 34]:

• Software
– Utility software for entering, printing and ac-

cessing an external beam treatment unit and
measured absorbed dose data (physics module);

– Utility software for transferring patient CT,
MRI, PET and other imaging modalities and
converting the CT data into electron densities.

Software for creating and organizing patient
data (import module);

– Contouring software for entering the external
contour of the patient, internal contours, target
volumes and landmarks pertinent to the treat-
ment (contouring module);

– Dose calculation initializing software for es-
tablishing a calculation grid and method of
calculation (beam modelling module);

– Dose calculation software (dose calculation
module);

– Isodose display software including normaliza-
tion, DVH and beam weighting (analyzing and
optimizing module);

– Printer and plotter for (scaled) documentation
on paper (DIN 6827-1) or as a PDF file [45.35];

– DICOM export of the dose plan to record and
verify system;

– Archiving system to guarantee for 30 years;
– Backup.• Hardware
– Central processing unit, sufficient (virtual)

memory to accommodate and operate the appli-
cation software and host the database;

– High-resolution graphics capability including
high-resolution monitors;

– (External) mass storage (hard disk) capacity suf-
ficient to easily retain all current patients in
treatment for backup, archiving, removable stor-
age, CD, DVD, tape and network drives;

– Digitizer and scanner to enter patient contours
and phantom manual;

– Uninterruptible power supplies (UPS) in order
to prevent data loss due to electrical shut down;

– Ethernet card (connection) for import and ex-
port of DICOM data from external modalities
like CT, simulator or PACS system, and remote
access. In order to overcome the large amount
of data transferred, the minimum recommended
transfer rate today is 100 MB/s.

45.5.2 Physics Module

All treatment planning calculation algorithms require
input beam data of some form. For conventional treat-
ment planning systems, beam data need to be measured
for each beam quality available at the side. The accuracy
and quality of the input data are dependent on the meas-
ured or calculated data that are produced by the user.
For practical reasons, the data are generally determined
over a limited range of conditions, e.g., limited depths
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and field sizes. Whenever calculations extend beyond
the range of measured data, the output results should
be scrutinized since the algorithms can perform inaccu-
rate extrapolations. In addition, the measured data have
their own inherent uncertainties or inconsistencies that
depend on the care taken by the individual person gen-
erating the data, the types and sizes of the detectors
that are used, as well as on the stability of the linear
accelerator producing the radiation beam (e.g., varia-
tions in flatness, PPD and symmetry with gantry angle
or with time). Generally both relative data and absolute
data need to be determined – relative data in the form of
dose ratios and absolute data in terms of the linear ac-
celerator output calibration. The latter is a requirement
of the treatment planning system if it is used for moni-
tor unit or time calculations. Before use, the data need
to be approved and locked from unauthorized use.

45.5.3 Import Module

There are at least three major sources of input data. The
first includes measured beam data from a 3-D water
phantom system. The second includes image data, usu-
ally from a CT scanner, MRI, ultrasound or PET. The
third source includes data from keyboard and mouse
and involves details of the plan input such as field size,
gantry angle, collimator rotation, beam energy, etc.. The
latter is standard practice for any treatment planning
system. The first two usually require network connec-
tions or magnetic media such as discs or tape and must
have file formats that are compatible with the treatment
planning system. As part of the commissioning pro-
cess, it is important to check for hardware compatibility,
especially when the data sources are from different
manufacturers. For image data DICOM version 3 or
DICOM RT (for radiation therapy) formats must be
used. While file compatibility should be defined in the
specifications, compatibility of file formats can only be
assessed by going through a file transfer process. It is
important that the data from the water phantom system
and the patient image sources be checked for accuracy
and that they have been properly transferred to the radi-
ation therapy planning system. This can be simply done
by performing analysis of the input data for well-known
configurations, i. e., that the geometries are correct with
no magnification errors and no spatial coordinate errors.

The conversion to electron density and scattering
power is often performed with a user-defined lookup ta-
ble. The data within the table are then used with a linear
interpolation to determine the relative electron density
for any CT number. Usually such tables are generated

using a water equivalent circular phantom with a num-
ber of different materials inserted into the phantom
of known electron densities representative of normal
tissues within the patient, especially lung- and bone-
equivalent materials. The import module should also
be able to read the DICOM RT format from previous
irradiations of the patients.

45.5.4 Target Definition
or Contouring Module

The contouring module is used for the delineation of
the target volume, OAR and external contours. In most
treatment planning systems, the dose calculation is lim-
ited to external contours drawn. The delineation of the
target volume is the responsibility of the attending physi-
cian. The organ at risk and other contours are drawn by
a medical physicist depending on the regulations of each
institution. Furthermore, the reference point (isocenter)
should be marked. If margins, help contours or boluses
(including its density) are needed, they must be con-
toured in the module. The definition of margins differ
from institution to institution depending on known setup
errors, respiration organ fillings and uncertainties in the
imaging of the tumor. The following organs are typically
at risk depending on the body region:

• Head and neck: parotids, brain stem and spinal cord;• Chest: heart, lungs and spinal cord;• Abdomen: intestine and kidney.

The risk of side effects caused by radiation therapy was
investigated by Emami et al. [45.36] and the tolerances
found were categorized for different OARs for the ap-
pearance of side effects of 5 and 50% in 5 years (called
TD5/5 resp. TD50/5).

Not only are the structures of the target volume and
OAR the treatment aim and region of risk but also, af-
ter successful dose calculation, dose information about
Dmax, Dmin and Dmean could be derived by accessing
the so-called dose volume histogram (DVH). It is rec-
ommended to delineate all OARs and critical structures
within and outside the treatment area.

In the target definition module, the reference point
is defined as being related to retraceable anatomic struc-
tures and defines a displacement vector to the isocenter
of the medical linear accelerator. This isocenter is
defined by a stationary laser coordinate system and
coincide with the laser systems at the simulator, CT-
scanner and medical linear accelerator. The alignment
of the patient for the isocenter or the reference point
is marked or tattooed on the patient. These markers al-
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low a precise realignment of the patient relative to the
isocenter at a known displacement vector.

45.5.5 Beam Modeling Module

In the beam modeling module (in forward planning),
the beam configuration is selected for a target-volume-
conforming arrangement by sparing the OAR. The
beam quality and beam energy depend mainly on the
tumor depth. For a surface near tumor one would select
either electrons or photons with a tissue-equivalent bo-
lus. For tumors deeper in the body (d > 1 cm) photons
are the selection of choice. The beam size is shaped ei-
ther by MLC or lead blocks to be conformal to the target
volume. As beam modifier, it acts as either a fixed or dy-
namic wedge filter or a combination of them. A typical
beam arrangement is a combination of several beams
of different directions and different energies, and per-
haps different beam qualities as well. Many TPSs are
capable of calculating treatment plans for brachyther-
apy and have the ability to overlay or add plans from
brachytherapy and external beam therapy.

The determination of the calculation grid defines the
precision and resolution of the calculation, but a coarse
calculation grid resulting in short calculations allows
a quick overview of the dose distribution according to
the prescribed dose and the dose to the OAR. If the
overview is satisfactory, then the calculation grid be-
comes finer and the resolution could be dropped by a
fraction of a millimeter. It is handled different among
the TPS to which contour a voxel belongs in case of an
overlapping between the planning target volume (PTV)
and the OAR. The voxel is taken into account among the
TPSs is different; either the voxel belongs to the volume
set with higher priority or it belongs to both volumes.
In the case of a DVH comparison, the qualities of dif-
ferent plans made in different TPSs must be taken into
account.

Treatment planning using electrons can be directly
added to photon planning in terms of the biological ef-
fectiveness of the beam, but on the other hand electrons
mostly come with an electron applicator of a certain
size, and a shaped beam needs to be constructed using
lead inlays for applicators. The other difference is the
shape of the percentage depth dose (PDD) of electrons
in tissue. The electron beams do have a flatter Dmax than
photon beams but a higher Dsurface and a very shape
decline of a certain distance, where 97% of the dose
vanishes and just bremsstrahlung remains.

In inverse planning the beam modeling module is
completely different from that in forward planning.

Here the constraints to the PTV and the OAR need to be
defined. The dose prescription must become more pre-
cise in terms of the permission for Dmax, Dmin, Dmean,
D50 etc.. One could restrict the number of gantry angles
and the minimum opening size of the MLC. Problems
occur when the constraints cannot be fulfilled simulta-
neously. Then the constraints must be reset and relaxed.

45.5.6 Dose Calculation Module

In the dose calculation module, the actual calculation of
the dose distribution takes place. The calculation algo-
rithm and its precision are chosen, i. e., pencil beam,
collapse cone or Monte Carlo method, which is be-
coming more and more fashionable, while the CPU is
improved [45.37]. The patient contour can be extended,
(i. e., if the beam enters the end of the CT-scan but does
not leave the patient contour before. Due to the cal-
culation time, the inhomogeneity correction can be set
off, so that with large density differences like between
bone and lung tissue the calculation becomes incorrect
by several percentage points.

45.5.7 Evaluation and Optimization Module

In the evaluation and optimization module, the final
point of normalization is defined. The isodose setup is
placed in relation to that point. According to ICRU 50,
the normalization level is set to 100% (deviations need
to be denoted). The prescribed dose is then set to 100%
(deviations need to be denoted). In order to calculate
the monitor units for a treatment fraction, the fraction
dose must be configured. In the case of an integrated
boost, the fraction dose for target volumes needs to
be determined, although certain thresholds should nei-
ther be exceeded (2.5 Gy) nor undershot (1.7 Gy). One
target volume is defined as the leading target volume,
which determines whether the monitor unit is irradiated.
The DVH reveals Dmax, Dmin, Dmean and other impor-
tant dose values like D10, D20 and D50. Figure 45.13
shows the influence of different beam arrangements on
the dose distribution.

If ICRU 50 for the PTV in forward planning is
not fulfilled, the beam weights, gantry angle or wedge
must be varied; otherwise beams for saturation or vertex
beams must be added. In the case of inverse plan-
ning, constraints for PTV and OAR must be relaxed or
the modulation factor [MLC openings (time or size)]
changed. If this approach does not have the desired suc-
cess, then one must consider loosening the ICRU 50
demand, and then a change in the constraints or, in very
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a) b)

c) d)

Fig. 45.13 (a) Anterior beam, (b) two
opposing beams, (c) three-beam plan
(one beam without a wedge and two
beams with wedges), (d) four-beam
box (after [45.17])

difficult cases, the contouring must be reconsidered.
This is a task for the medical physicists and physicians.
There will always be a tradeoff between increasing the
risk of side effects and the loss of control over the (lo-
cal) tumor. The general condition of the patient and the
treatment goal are important boundary conditions.

If the reconsideration leads to a successful treat-
ment plan and the ICRU 50 [45.7] could be fulfilled,
the plan must be approved by medical physicist and the
documentation (i. e., according to DIN 6827-1 [45.35])
must start with a printout of the plan report, requested
isodose distributions (i. e., slice showing Dmax, isocen-
ter, reference point, normalization point, etc.), DVH and
DRR.

45.5.8 Plan Analysis Module

In the analysis module, an evaluation of the treatment
is performed. Here treatment plans can be added, sub-
tracted, or overlaid. Of particular interest will be the
target volume and the ICRU conformality as well as the
dose at the OAR and the fulfilled constraints. If the pa-
tients had been preirradiated, then the addition of the
previous irradiation is needed to see the total dose. By
adding plans from different TPSs the calculation grid
plays an important role because if the resolution be-

tween two plans is not identical, this might cause prob-
lems, especially with preirradiated patients, even though
areas of over- and underdosage in the OAR or target vol-
ume can be visualized. Furthermore, the presentation
of the isodoses, i. e., color wash, lines, the dose levels
must be shown etc.. In Fig. 45.14 the radiation therapy
of a head and neck case with DVH is shown.

45.5.9 Export Module

The export module becomes increasingly important
when different TPSs are involved in treatment planning,
where treatment plan data need to be archived or trans-
ferred to portable discs, i. e., dose verification in the case
of IMRT. The export consists of either a DICOM for-
mat or some standardized data format, i. e., export to
a record and verification system like MOSAIQ or Varis.
These formats contain the planning CT, the structure set
(PTV, external, OAR, etc.) as well as DRR or the plan
report as a PDF file. Typical addresses are:

• Archive systems,• PACS system,• Simulator (conventional or virtual),• Record and verification systems of the medical lin-
ear accelereator,
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a)

b)

Fig. 45.14 (a) Dose distribution
shown on a CT slice of a patient with
a pharyngeal tumor. The technique
is based on a complex combination
of 19 fields (7 main fields and 12
subfields in this special case) in or-
der to achieve an optimal dose in the
target volume taking into consider-
ation all organs at risk (spinal cord,
eyes, lens, etc.). The tolerance must
be considerably high. (b) Dose vol-
ume histogram showing minimum
and maximum dose % inside the tar-
get volume and in the organ at risk.
The ICRU requirements are not main-
tained in this type of case due to the
positions of the organs at risk. In such
cases higher or lower doses can be
accepted depending on the tumor lo-
calization inside the target volume. It
is up to the doctor to accept a plan or
not (after [45.17])

• Portable discs for dose verification or other health
institutions,

• Other treatment planning systems (for comparison,
addition or futher processing).

45.6 Simulation of the Patient and the First Treatment

During conventional simulation the treatment plans
are directly transferred to the patient either with an
x-ray equipped machine or a linac (using a MVCT)
where the plans can either be corrected or approved.

This data transfer is an approval for the correctness
of the patient beam data transferred by the record and
verification system [i. e., MOSAIQ (IMPAC, Elekta),
VARiS (Varian), LANTIS (Siemens)]. The created im-
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Fig. 45.15a–c From image acquisition to dose delivery,
(a) computer tomography, (b) simulation, (c) linear accel-
erator (after [45.38]) �

ages for each beam is then compared to the DRRs
from the treatment plan. The detector is either an im-
age intensifier (conventional simulation) or a solid-state
detector (in linear-accelerator-based plan verification).
The modern method of performing a simulation us-
ing a CT scanner (virtual simulation) is explained in
Sect. 45.6.2.

45.6.1 Conventional Simulation

After localization of the isocenter the beam shapes are
transferred to the patient’s body. The transfer of the
beam data is supported by a room-based laser system
that has the same isocenter as that of the medical linear
accelerator and the CT scanner.

The marks on the patient’s body using the laser
system enable a precise setup for the first treatment at
the medical linear accelerator because the laser system
there will be a clone of the simulation laser system.
The achieved precision of the patient’s setup can be
less than 3 mm. The precision of the setup will be
determined during external radiation therapy at least
every week using an EPID or a solid-state detector.
The verification images are overlaid with the veri-
fication of the first treatment day or the simulation
and corrected for. Some medical linear accelerators
like Tomotherapy can perform linac-based CT in or-
der to assure the correct position of the PTV and OAR
(Sect. 45.3.7).

45.6.2 Virtual Simulation

Virtual simulation is the process by which a detailed
3-D model of a patient is built from a sequence of
closely spaced transverse CT (or MRI) images. Since
the grayscale of the CT images is directly related to tis-
sue density, the computer model can be used to calculate
the image that would be produced on a piece of film by
a conventional diagnostic x-ray machine or a DRR. The
advantage of the DRR is that it can be calculated almost
instantly for any angular projection through the body.
Use of a mechanical x-ray machine and films requires
several minutes of setup and film development for each
projection. When planning high-energy radiation treat-
ments for cancer patients, it is a distinct advantage for
the physicians and physicists to be able to rapidly evalu-

a)

b)

c)

ate many potential projections in order to find those that
minimize the exposure of healthy organs to the radiation
beams. Linear accelerators equipped with MLCs can be
then programmed to selectively irradiate the tumor from
many different projection angles.
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45.7 Quality Control in Radiation Therapy

External radiation therapy comprises a chain of dif-
ferent modules starting from diagnostics, setup of the
patient, treatment unit and dose and geometry verifica-
tion methods. Several aspects in the quality assurance in
radiation therapy are important such as, on the one hand,
the education of the people carrying out the external ra-
diation therapy and, on the other hand, the machine used
for radiation therapy.

45.7.1 Personnel

Depending on the country, the education of the staff
performing the external radiation therapy differs in
terms of duration and content of qualifications, but
the dangerous properties of ionization radiation require
a special qualification of the staff by law. In Germany
the law for using and handling ionization radiation con-
cerns the medical physicist. The radiotherapist, medical
physicist and the MTRA are requested to attend spe-
cial courses on radiation protection and other related
subjects to achieve technical qualification. This quali-
fication has to be renewed every five years. To become
a radiotherapist is regulated by legislation comprising
a credit system. To become medical physicist radiation
protection legislation regulates the minimum require-
ments.

Guidelines set up by DEGRO and ESTRO for the
treatment of different malignant diseases enable the
radiotherapist to remain current in modern treatment
methods.

45.7.2 Planning system

For calculations treatment planning systems use beam
data taken at each medical linear accelerator.

These beam data are gathered during commission-
ing of the linac, and then transferred, converted and
implemented into the treatment planning system. This
procedure is followed directly by an intense check of
the planning system whereby the calculations are com-
pared to measurements in a water tank for each medical
linear accelerator.

Firstly, standard plans in the water tank or solid-
state phantom are calculated and verified. These phan-
toms must have installations for hosting ionization
chambers for absolute dosimetry or films for dose dis-
tributions. Nowadays dose distributions are verified by
electronic devices like detector arrays (diodes or ioniza-
tion chamber).

After the initial check of the beam data, periodical
tests of these treatment plans and typical dose dis-
tributions need to be performed. This is required by
legislation. The treatment planning system itself must
undergo periodic checks of the intrinsic beam data. This
is requested in order to identify uncertainties or changes
in the beam data in an early state, especially after soft-
ware updates. The frequency of those periodic checks
is either monthly or after changes to hardware or soft-
ware [45.39].

The requested properties in the treatment planning
system to be regularly checked are as follows:

• Calculation of different treatment plans on different
phantoms (PMMA, water, Alderson)• Check of coincidence of the report and the treatment
plan by checkpoints• Transfer of treatment plans to external machines
(simulator, record and verify system) and verify the
data consistency with original treatment plan:
– Collimator/gantry position
– Shape of MLC
– Dose values and monitor units
– Hounsfield conversion to grayscale

45.7.3 Medical Linear Accelerator
and Simulator

The treatment plans calculated by the treatment plan-
ning system during commissioning are defined as the
gold standard. Therefore, changes by time of the rele-
vant properties of the treatment plan are not permitted.
As the planning site undergoes periodic check, the med-
ical linear accelerator must undergo regular checks on
its properties. Those checks can be performed daily,
before patient treatment, weekly, monthly, quarterly,
semiannually and annually.

The properties that need to be surveyed are as fol-
lows:

• Safety interlocks due to operating failures and mal-
functions;• Dosimetry (dose-monitor calibration, dose profiles,
PDD, . . . ) compared with the gold standard;• Transfer of treatment plans to the linac and check on
whether the values coincide with the original plan.

Figure 45.16 shows a water tank to gather the beam data
and examples of absolute dosimetry as well as an elec-
trometer and an exposed film for checking the isocenter
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Fig. 45.16 (a,b) Relative dose distribution, (c) water phantom, (d) absolute dosimeter, (e) star shot at different gantry
angles on a film after irradiation (after [45.38])

using five beams in different gantry positions of a med-
ical linear accelerator [45.40, 41].

A conventional simulator requires periodic checks
of the geometry and the isocenter like at the linac be-
cause the setup must be the same.

The data in Fig. 45.16a,b needed for the beam
data include the relative dose distribution (depend-
ing on the TPS vendor) and the absolute dosimetry
under reference conditions, i. e. according to DIN 6800-
2 [45.42].
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Measuring is the experimental determination of a

measured value by quantitative comparison of the

measurand with a comparison value. The meas-

ured value obtained by this procedure is given

as a product of a numeric value and a dimen-

sional unit. It can be recorded continuously as a

temporal variation of a physical value or discontin-

uously at particular moments. The deviation of the

measured value from the measurand is the meas-

urement error. It depends on the measurement

procedure, the measurement device, and environ-

mental effects. Systematic and random errors are

distinguished.

The measurement can be done directly or

indirectly, depending on the chosen measurement

procedure. For instance, the concentration of

substances is determined by the measureable value

extinction, ion activity, dielectric permittivity, or

magnetic susceptibility. Here, the measurand is

transformed into one or several intermediate

values in order to further process the signal. The

result of a measurement is the measured value

itself or a combination of several measured values.

46.1 Measuring in Medicine .......................... 923
46.1.1 Biosignals ................................. 924
46.1.2 Biological Measuring Chain.......... 924
46.1.3 Artifacts .................................... 933
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This chapter covers the acquisition of different

biosignals and the specifics of the measurement

process in medical use.

46.1 Measuring in Medicine

The aim of measuring in medicine is the objective de-
scription of the state of a patient who might possibly not
be able to cooperate. It should help the physician to de-
fine the respective therapy and to evaluate the therapy
process. Moreover, the prognosis of the course of dis-
ease can often be estimated. The long-term monitoring
of physiological parameters is combined with an alarm
function if preset limiting values are exceeded or under-
shot. Further developments include closed-loop systems
which directly intervene in the patient’s state after anal-
ysis of the measured values, for instance by raising or

reducing the infusion rate in infusion therapy. But also
the examination of patients who are not able to cooper-
ate often becomes only feasible by the determination of
objective parameters (Fig. 46.1).

Often, various procedures are combined in medicine,
e.g. the combination of functional, metabolic and mor-
phologic methods for functional brain imaging in brain
diagnosis. Here, the combined analysis of EEG, CT,
MRI, PET and MEG can yield new information, for
instance in presurgical diagnosis of epileptic seizure
diseases and epileptic focus localization.
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Fig. 46.1 Measuring in medicine

For measuring in medicine, the following five ob-
jectives can be distinguished:

1. Metrological acquisition, conversion, processing
and telemetric transmission of biological signals.

2. Measuring the reaction or the behavior of the bio-
logical object to an external stimulus.

3. Measurements during the application of extra- or in-
tracorporal assist systems to support organ functions
or as organ compensation, as well as manipulators
for therapeutic means.

4. Application of substances, irradiation or waves and
measurement of reflection, absorption, scattering,
distribution or fluorescence to display structures and
functions in the organism.

5. Extraction of body fluids, substances and tissues, as
well as tests and analysis in clinical and chemical
laboratories.

In contrast to technical measurements, interindivid-
ual and intraindividual deviations occur for biological
measurements, owing to biological variability. This
means, that the obtained measured values vary from pa-
tient to patient. But also for one and the same patient,
deviating measured values (e.g. blood pressure) occur
in the course of the day.

The extent of inconvenience for the patient and
the measurement procedure directly influences the re-
liability of the measured values. Moreover, biological
sources of interference (biological artifacts with phys-
iological origin) superimposing the measurand have to
be considered. The measurement duration and the re-
producibility of an examination are limited for most
methods. In addition, the wide variability of the exam-
ined persons has to be taken into account, ranging from
fetus, infants and trained athletes to aged people.

Opposed to the objective methods are the subjective
methods, requiring cooperation of the patient. Those
include audiometry, vibration tests and temperature sen-
sation.

46.1.1 Biosignals

In the biological measuring chain, the biosignal is the
actual measurand that should be metrologically de-
termined for diagnostic purposes. Biosignals can be
defined as phenomena to describe functional states and
their variations in a living organism. They provide infor-
mation about metabolic, morphological and functional
changes, describe physiological and pathophysiological
states as well as process dynamics. To analyze them,
the generation locus and thus the spatial and temporal
correlation is significant. Biosignals are acquired from
living organisms, organs and organ parts down to single
cells.

Biosignals can be distinguished with respect to their
properties. On the one hand, there are structural pa-
rameters, for instance length, area, amount, volume,
elasticity or viscosity. On the other hand, functional
parameters can be found, among them temperature,
pressure, flow, electric potentials and acoustic sounds.
Biosignals are described by their frequency, amplitude,
shape and the time of occurrence. They can be displayed
in the time domain and the frequency domain, but also
as two- or three-dimensional pictures. Their occurrence
can be stochastic, stationary, periodic or discrete. Fig-
ure 46.2 shows some examples for biosignals.

With respect to the physical properties, biosignals
can be divided into:

1. Bioacoustic signals (heart sound, lung sounds,
speech)

2. Biochemical signals (substance compositions, con-
centrations)

3. Bioelectric and biomagnetic signals (electric poten-
tials, ion currents)

4. Biomechanical signals (size, shape, movements, ac-
celeration, flow)

5. Biooptical signals (color, luminescence)
6. Biothermal signals (body temperature).

46.1.2 Biological Measuring Chain

The biological measuring chain is used for the metro-
logical acquisition of biosignals. It includes the registra-
tion (sensor, transducer), the processing (amplification,
filtering, linearizing, transmission), the analysis (bio-
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Fig. 46.2 Examples of biosignals that
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Fig. 46.3 Structure of the biological
measuring chain

statistics, biosignal analysis, image processing) and the
display of the biological signals. The objective is to
provide assistance to the physician for diagnostics. Fig-
ure 46.3 shows the structure of a biological measuring
chain in principle.

Sensors

A biosensor is a probe to register biological events and
morphological structures. Often, it is directly connected
to a transducer, or it transduces the primary meas-
urement signal into a secondary signal itself (e.g.
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Fig. 46.5 Design and principle of
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electrode). It can be distinguished between sensing
and transfer elements. In e.g. a piezoresistive pres-
sure transducer the membrane would be a transfer
element, transferring pressure into mechanical stress.
The piezoresistor would be the sensing element that
turns the mechanical stress into an electrical signal.
The secondary measurement signal is mostly an electric
signal, which can be easily processed electronical-
ly. Examples for signals which can be registered are
blood pressure, body temperature, heart rate, bioelectric
potentials (EEG, ECG, EMG, EOG), metabolic param-
eters (glucose, pH-value) and the size and locus of
space-occupying lesions.

Biosensors in the narrower sense include a biologi-
cal detection component, which acts as a probe directly
connected to the transducer. Its function is to specifically
and sensitively react with the substance to be analyzed.
In doing so, heat, electrons, protons, light, ions, gases,
fluorescence and mass deviations can be generated. The
biological component as the actual signal generator can
consist of enzymes, microorganisms, organelles, cell

compounds or antibodies. It is immobilized at the trans-
ducer. Figure 46.4 shows the schematic of a biosensor.

The main requirement for a biosensor is a feedback-
free registration of the signals. It has to provide
reproducible measurement results. The transmission be-
havior has to remain constant for a long time, to enable
long-term recordings and monitoring. Narrow produc-
tion tolerances, a high biocompatibility, low stress
to the patient, low mass and low volume are other
requirements. The application should be simple and
manageable. This is especially related to possibilities of
cleaning, disinfection and possibly sterilization.

Development objectives for sensors are reliability
enhancement including the reduction of artifacts, the
increase of the amount of channels (multi-transducer
technology) and complexity enhancement (closed-loop
systems). On the one hand, this becomes possible by
miniaturization including the reduction of mass, volume
and power input, by new biomaterials and by the im-
provement of incorporation possibilities. On the other
hand, new non-contact measurement procedures have
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to be developed to enable a completely feedback-free
registration.

Transducers

Chemoelectric Transducers. Chemoelectric transducers
are used for the measurement of individual chemical
components in the blood, in body tissues, in the exhaled
air or on the skin. Distinctions are drawn between:

• Potentiometric sensors, based on the measurement
of cell potential• Amperometric sensors, based on cell current• Conductometric sensors, based on admittance.

Potentiometric transducers generally consist of a metal
electrode surrounded by a selectively permeable mem-
brane, which is dipped into the electrolytes to be
examined. The ions or molecules reaching the elec-
trode change the electrochemical potential difference
between this measuring electrode and a reference elec-
trode dipped into a defined reference solution. The
corresponding potential change is proportional to the
logarithm of the ion concentration. As an example,
Fig. 46.5 demonstrates the principle of a p

CO2
electrode.

Ion-selective field effect transistors have a gate
which is surrounded by a membrane. Diffusion of ions
or molecules through the membrane causes a change in
the drain current, which can be registered as measure-
ment signal.

Electric and Magnetic Transducers. Electric transduc-
ers are recording electrodes, which transduce an elec-
tric signal (ion current) into an electric signal (electron
current). They are selected based on the properties of

Concentric needle electrode

Biopolar needle electrode

Single-fiber electrode

Monopole electrode Indifferent

Different

Fig. 46.6 Needle electrodes for electromyographic ex-
aminations. Top to bottom: concentric needle electrode,
single-fiber electrode, monopole needle electrode (top in-
different, bottom different)

the corresponding biosignal, its locus of generation, the
dimensions of the bioelectric generator and environ-
mental influences. The electrodes are distinguished into
two groups: microelectrodes (glass capillary electrodes,
metal microelectrodes) and macroelectrodes (surface
electrodes, subcutaneous needle electrodes and depth
electrodes).

In Figure 46.6, schematics of various types of needle
electrodes are shown. For pure metal electrodes or po-
larizable electrodes, positively charged metal ions move
into the electrolyte solution, thus creating the Helmholtz
double layer at a molecular distance. This is the reason
for the high electrode impedances especially in the low-
frequency range. Thus, the field of application for such
electrodes is the recording of high-frequency signals,
such as evoked potentials.

For unpolarizable electrodes, the anion in the elec-
trolyte solution is part of the metal electrode (e.g.
Ag/AgCl electrode, electrolyte NaCl, anion Cl−). This
leads to a reduction and stabilization of the Galvani
potential and thus to lower interface impedances in
the whole frequency range. Figure 46.7 shows the
equivalent circuit diagram of an electrode including the
polarization voltage.

Biomagnetic examinations can be done with a su-
perconductive quantum interferometer. Such a device
contains one or two Josephson elements, which en-
able a current flow without a potential drop. They are
built up as gradiometers, to inhibit the homogeneous
sensor-remote magnetic fields, especially the terrestrial
magnetic field (Fig. 46.8).

Mechanoelectric Transducers. To measure length chan-
ges, strains, pressure changes in tissue, body fluids and
organs as well as for the measurement of sounds, micro-
vibrations and blood flow, mechanoelectric transducers
are used. Resistive, inductive and capacitive transduc-
ers have a membrane receiving the force change. This
causes the membrane to deflect, which can be detected
by a deformation of strain gauges or semiconductor re-
sistances, by a shift of small iron or ferrite cores in
a coil, or by a change in the distance of the two plates
of a capacitor.

For a strain gauge, the resistance can be calculated
from the geometry.

R = ρ
I

A
, (46.1)

with R the Ohmic resistance, ρ the specific resistance,
l the length, and A the cross-section of the conduc-
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Fig. 46.7 Equivalent circuit diagram
for the recording of biopotentials
with surface electrodes (U volt-
age source for signal and artifacts,
Ri internal resistance, RTCT tissue
impedance, RSCS skin impedance,
RCCC electrode contact impedance,
UP polarization voltage)

tor. Alternatively, using piezoresistive elements as strain
gauge in a Wheatstone bridge configuration, changes in
resistivity can be observed that are up to one hundred
times larger than the geometric effect yielding a more
sensitive strain gauge and subsequently more sensitive
pressure or force sensor.

If a force is applied to a capacitor yielding a change
in the distance between its two plates, its capacity also
changes

CX = ε0εγ

A

x
, (46.2)

with C the capacity, A the area, x the plate distance,
and ε the dielectric permittivity. The measured value is
determined using suitable measuring bridges.

Piezoelectric transducers consist of piezoelectric
contacts. Mechanical stress in the direction of a polar
electric axis causes the generation of electric charges
due to a shift of the atoms, at very small deformations.
The induced surface charge is the product of the piezo-
electric constant and the external force

Δq = kΔF , (46.3)

where Δq is the induced surface charge, ΔF the force
change, and k the piezoelectric constant.

Hence, the potential change can be calculated to be

ΔU = Δq

ΔC
= kΔF

ε0εγ A
x , (46.4)

with ΔU the potential change, ΔC the capacity change,
A the area, x the plate distance, and ε the dielectric
permittivity.

Induced current

Induced current

Induced current

First-order gradiometer

a) b)
Second-order gradiometer

Induced current

Fig. 46.8a,b Schematic design of a first- (a) and second-
order (b) gradiometer for the registration of biomagnetic
fields in nonshielded environments

The change of the surface charge can be measured.
Figure 46.9 shows the schematic setup of a piezoceram-
ics.

Hall sensors are used to measure magnetic fields and
thus to register all parameters generating or influenc-
ing magnetic fields. The Hall voltage results from the
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Fig. 46.9 Basic principle of the piezoelectric effect using a SiO2 quartz crystal as an example. Owing to the positive Si
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Fig. 46.10a,b Schematic
setup of a Hall sensor (a) and
its corresponding charac-
teristic curve (b) (U Hall
voltage, B magnetic flux
density, d depth of plate,
I current across plate length,
b breadth)

Lorentz force and is proportional to a control current
longitudinally to a small plate subjected to a magnetic
field and its magnetic flux density. It decreases with
increasing electron concentration, and increases with
increasing electron velocity and electron mobility. Fig-
ure 46.10 shows the setup and the characteristic curve
of a Hall sensor.

Photoelectric Transducers. Photoelectric transducers
include photoresistors, photodiodes, photoelements and
phototransistors. Depending on the incident light inten-
sity, the current flowing through the device is changing.
Thus, light absorptions and light reflections of body
tissue and biological substances can be detected, to
measure blood circulation and oxygen saturation.

Thermoelectric Transducers. Using a thermocouple
consisting of 2 different metal wires, a thermoelectric
voltage (Seebeck effect) can be measured between the

contacts for a temperature difference

UT = αT · (T2 − T1) , (46.5)

with UT the thermoelectric voltage, T the temperature,
and αT the Seebeck coefficient.

The thermoelectric voltage depends on the temper-
ature and the selected metals (Fig. 46.11).

Thermistors (NTC resistors or high-temperature
conductors) are sintered elements based on oxide
composites. Their Ohmic resistance depends on the
temperature (NTC, negative temperature coefficient).
By connecting a resistor in parallel, it is possible to lin-
earize the exponential run of the characteristic curve.
Thermistors are used for the routine measurement of the
respiration flow and the body temperature (Fig. 46.27).

Infrared-sensitive semiconductor materials, such as
HgCdTe, InSb and PtSi, enable the conversion of the in-
frared radiation emitted by a patient into an electrically
analyzable signal. Thus, temperature distributions can
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Fig. 46.11 Picture of a thermocouple consisting of metals
A, B, and C. The thermoelectric voltage is proportional
to the sum of the three individual voltages at the metal
interfaces

be measured. The materials have to be cooled, which
can be done using liquid nitrogen, a Stirling cooler or
a Peltier element.

Other Transducers. For the indirect measurement of
biosignals, also methods are applied which do not im-
mediately register the biosignal itself, but measure the
influence of irradiance and waves as well as the dis-
tribution of radioactive substances etc. These include
particularly imaging techniques using radioactive iso-
topes (PET, SPECT), magnetic fields (MRI) and x-rays
(CT, angiography). If isotopes are used, a scintilla-
tion camera acts as the transducer. It consists of a NaJ
monocrystal transducing gamma radiation into a light
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Fig. 46.12a,b Amplification of biosignals. (a) Setup of a differential amplifier; (b) control of the frequency response
(amplitude and phase) with high-pass or low-pass filter

signal. If the light quanta are incident on a photocath-
ode, electrons are released, which can be amplified
using a secondary electron multiplier. For x-rays, lumi-
nescent screens with an adjacent photocathode and an
image amplifier are used.

For biochemical examinations in a clinical chem-
ical laboratory, a variety of transducers and methods are
used. For instance, chemical and biological reactions
are applied with antibodies and enzymes, cell cultures
are grown in culture media, substances are separated
into their components, and interactions with light, mag-
netic fields or flames are registered. Transducers have to
be able to count particles, cells and blood cells, and to
register the temporal and spatial fractionation of sub-
stances. This also includes changes in the chemical
composition of material mixtures, changes in color or
temperature, absorption and emission of radiance, and
the registration of nuclear magnetic resonance and elec-
tron spin resonance.

Transducers can for instance be microphones of
a photoacoustic spectrometer, photodiodes used to
count flowing blood cells which temporarily intercept
or attenuate a laser beam, coils for magnetic res-
onance spectroscopy or semiconductors for infrared
spectroscopy.

Amplifiers

Figure 46.12 shows the basic equivalent circuit dia-
gram of a biosignal amplifier consisting of two input
impedance transformers and a differential amplifier.
The amplifier is characterized by a high input imped-
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Fig. 46.13a,b Dynamic
properties of a sensor. (a) In-
put and output relation for
nonlinear transfer function;
(b) sensor with time delay
(dead time) and oscillating
behavior

ance and a low output impedance. It is set up as differ-
ential amplifier with a high common mode rejection, so
that the output voltage (U3) is a multiple of the differ-
ence between the two input voltages (U1 and U2). Other
properties of the amplifier are sensitivity or amplifica-
tion, linearity between the input and the output signal,
frequency response, phase response and noise. Depend-
ing on the properties of the biosignal, the amplification
and the frequency response have to be selected. The
latter is controlled with a high-pass or a low-pass filter.

Signal Processing

The ideal transmission behavior of a measuring chain
is linear, i. e. a change in the measurand is directly and
unambiguously related to the corresponding measured
value. In reality, the relation is not linear, owing to the
selected measurement process, the nonlinearity of the
transducers, the influence of noise causing measurement
errors, and the indirect registration of the measurand
(Fig. 46.13).

Influence quantities are changes due to temper-
ature deviations, pressure deviations and transducer
deterioration. An example for a nonlinear transmission
behavior of a measurement system is the invasive mea-
surement of the arterial blood pressure with an external
transducer. The system consists of the arterial catheter,
the reusable valve, the pressure-sensitive transducer and
the rinsing system. This coupling path is filled with
physiological saline. Owing to the compliance of the
tubes and the transducer membrane, to the flow resis-
tance and the volume, it is an oscillatory system. To
minimize the influence on the amplitude and the phase
of the wanted signal, the catheters and the connect-
ing tubes should be as rigid, short and large-volume as
possible, air bubbles should be avoided, the transducer

membrane should be rigid and the coupling path should
be fixated.

The objective of signal processing is the correction
of the nonlinear transmission behavior of the measur-
ing chain. By a generally multistage signal processing,
the signal is transformed into a mainly electric out-
put signal. Digitalization enables a variety of complex
algorithms and control modes. Besides measurand con-
version, signal transduction, filtering and amplification,
these methods particularly include linearization. This is
achieved to a large extent by stabilizing the zero point
and the sensitivity as well as avoiding the drift of sig-
nals. By tracing the characteristic curve, it is possible
to control the transmission behavior of the measuring
chain. Further approaches include models of the mea-
suring chain and the identification of coefficients as
well as the determination of the parameters for adaptive
control.

In order to do so, the signal has to be A/D-converted,
i. e. the continuous signal is temporarily sampled and its
amplitude is quantified. The Shannon sampling theorem
states that the sampling rate has to be at least twice the
highest frequency contained in the signal (Nyquist fre-
quency). In order to optimally convert the curve shape,
the sampling rate should be even higher (5 or 10 times
the maximum signal frequency).

A violation of the sampling theorem causes a fal-
sification of the signal in the time domain and the
occurrence of reflections in the frequency domain
(aliasing), with the latter being displayed as apparent
amplitudes in the frequency spectrum.

Storage and Registry

Direct Writing. Direct writing enables direct and im-
mediate signal output on a graph paper. This can be
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Fig. 46.14 Setup of a thermal comb

achieved with a write pointer or a writing lever, whose
deflection can be controlled by a measuring instrument,
often a rotary magnet in a coil field. The write pointer
can be heated and thus writes a graph on thermosen-
sitive paper. But it can also be an ink jet nozzle with
a piezoelectric element activated by voltage pulses or
a heating element generating a steam bubble by current
pulses. In both cases, the resulting pressure causes ink
to be sprayed on the graph paper.

In pigment printing, carbon paper and graph pa-
per move in opposite direction over a writing edge.
The write pointer is pressed against this edge. Thus, its
movements create an orthogonal output.

Other techniques are laser printers and thermal
comb writers (Fig. 46.14). The latter include thermal el-
ements on a substrate, which can be controlled digitally.
They write a graph on thermosensitive paper. Besides
curves, also alphanumeric and graphic outputs are pos-
sible.

Indirect Writing. Indirect writing techniques include
photo writers and UV writers. Here, a moving light spot
is projected onto special photo paper by a mirror. The
result is only available after developing the photo paper.

Monitor. Measurement results can also be shown on
a monitor or on digital or analog displays. As the data is
easily readable, especially the latter are of great impor-
tance for medical diagnostics and for the monitoring of
intensively treated patients.

Storage. Biological signals can be stored on conven-
tional data storage media, such as hard disk, DVD,

CD-ROM, MOD, ZIP disks and magnetic tape. Here,
it must be guaranteed that the storage media keep their
data for a period of 10 years in good condition. Differ-
ent database management systems help to operate the
databases, provide storage, access, security, backup etc.
For the exchange, management and integration of elec-
tronic healthcare information standards like the Health
Level Seven (HL7) should be used.

Transmission (Telemetry)

For medical objectives, signals are increasingly trans-
mitted telemetrically. This may concern signals gener-
ated directly in the body of the patient, which provide
information about the patient’s state or the functional
state of an implanted device. For evaluation, both sig-
nals have to be displayed outside the body (e.g. for
cardiac pacemaker patients the intracardial ECG and
the charge of the pacemaker battery). This is done with
magnetic transmission coils. In addition, it is possible to
program a pacemaker via this path. Figure 46.15 shows
a programmable cardiac pacemaker as an example for
telemetry. Here, the read-out data can also be transmit-
ted to a diagnostic station via internet.

Another application of telemetry is the examination
of patients moving freely in the meantime. Here, the
examination results have to be transmitted to an eval-
uation station or a diagnostic center. Such applications
are particularly important for long-term monitoring of
EEG, ECG, blood pressure and labor pains as well
as for sports medicine and occupational medicine. For
telemetric transmission, a transmitter and appropriate
modulation of the signal are required. For ampli-
tude modulation, the low-frequency signal is converted
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into a high-frequency signal with constant frequency,
but varying amplitude. For frequency modulation, the
amplitude change of the biosignal is coded by the
frequency change, for pulse-width modulation by the
duration of square-wave pulses, and for pulse-position
modulation by the temporal position of two impulses to
each other. For evaluation and display, demodulation is
required on the receiving side.

Transmission via telephone and cell phone is also
possible. Digital transmission of biosignals has opened
up new possibilities of signal transmission, also via in-
ternet. Parallel and serial data transmission are the two
main possibilities. Standardized interfaces have been
created requiring data transmission protocols.

Via telemetric transmission, it is possible to directly
influence the patient. One example is the application
of surgery robots in sparsely populated regions of the
earth. Here, telemedicine offers new opportunities.

Application of Stimuli, Substances,

For medical objectives, it is often important to observe
the reaction of the patient towards stimuli with respect
to diagnostics. These stimuli can be mechanical, for
instance to provoke reflexes, electrical or magnetic to
determine the nerve conduction velocity, acoustic, op-
tical or electrical for the stimulation to record evoked
potentials and to test sensory performance. By using
substances, which may also be radioactively labeled,
their participation in metabolism can be examined, and
thus their transport velocity, their accumulation site or
their expulsion dynamics. The application can be sys-
temic or localized.

The reflection of ultrasound waves enables the dis-
play of moving interfaces to view anatomical structures,

but also work movements, for instance of heart valves,
and to measure the blood flow velocity. By absorption
measurement of x-rays, anatomical structures can be
measured. Physical stress is used for cardiac stress tests,
and for physiological examinations to measure e.g. the
sympathetic skin response or the heart rate.

Process Control

The temporal correlation within the measuring chain
is controlled by the process control. This includes sig-
nal processing with the setting of the sampling rate for
the A/D converter, the synchronization of the averager
and the stimulator, and the choice of the correspond-
ing time-frame. Process control also includes the setting
of parameters for amplification, signal analysis, storage
and registry.

46.1.3 Artifacts

The registered biosignals are often superimposed by in-
terferences, so-called artifacts. Those are registered to-
gether with the wanted signal and impede or preclude its
evaluation. With respect to their point of origin, artifacts
can be divided into biological and technical artifacts.
They are caused by metrology, the applied method and
by the patient. In the following, electroencephalography
is used as an example to briefly explain artifacts:

1. Physiological artifacts are biological signals super-
imposed to the EEG, but with non-cerebral origin.
Examples include various forms of electromyo-
graphical signals (EMGs) such as eye movements
(EOG), tense neck (muscle artifacts), ECG, as well
as pulse waves if an electrode is placed directly on
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Fig. 46.16 Biological arti-
facts in EEG. Top to bottom:
eye movements, sweating,
muscle contractions, pulse,
and ECG

a pulsating vessel, heavy sweating and spontaneous
movements of the patient. Figure 46.16 shows ex-
amples of biological artifacts.

2. Technical artifacts are errors in the recording and
registration technique. They can also be found
at contact sites (electrode–skin, cable–electrode,
cable–connector, connector–socket), if different
electrode types and materials are used simultane-

ously, or for cable defects, cable movements and in
the absence of grounding.

3. Externally caused technical artifacts are galvani-
cally coupled interferences via direct, and high-
resistance circuits, capacitively coupled currents
due to alternating electrostatic fields, alternating
magnetic fields and high-frequency alternating elec-
tromagnetic fields.

46.2 Registration of Biological Signals

Many biological processes are related to acoustic phe-
nomena (Table 46.1).

46.2.1 Bioacoustic Signals

This includes sounds of the upper respiratory tracts
(snoring, speech), lung sounds and heart sound. The lat-
ter evolves from the opening and closing of the heart
valves and is registered phonocardiographically. For the
bloodless blood pressure measurement, oscillations of
the vessel walls are registered as signal. They occur due
the squeezing and reach a maximum at a cuff pressure
between the systolic and the diastolic value. Bioacous-

Table 46.1 Bioacoustic signals

Signal Specification Frequency (Hz)

Heart sound Adults 15–1000

Fetus 15–150

Lung 0.2–10

tic signals can be registered with a microphone and
a stethoscope.

46.2.2 Biochemical Signals

Biochemical signals can be determined both in vivo,
i. e. inside the body of a patient, an in vitro in a labo-
ratory. They are the result of metabolic processes and
can be described by identifying their structure, com-
position, concentration of their constituents and partial
pressure. They can be registered directly or by reaction
with enzymes, antibodies or cells.

The methods for examination of tissue or body flu-
ids range from electrophoresis, gas chromatography,
flame absorption spectroscopy, mass spectroscopy and
infrared spectroscopy to scanning electron microscopy.
The applied chemical transducers are used to determine
the structure, the composition and the respective con-
centrations. This also includes cell counting and blood
cell counting.
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One example for the detection of biochemical sig-
nals is glucose identification. The reaction

Glucose+O2
GOD−−−→ Gluconolactone+H2O

H2O2−−−→ Gluconic acid+H2O2 (46.6)

catalyzed by glucose oxidase can be amperometrically
detected by the O2 consumption or the hydrogen per-
oxide formation. The schematic of an amperometric
glucose electrode is shown in Fig. 46.17.

Infrared spectrometers measure the intensity atten-
uation of infrared radiation after passing a measuring
cuvette and compare it with a reference

Ia = I0 e−kcl (46.7)

with Ia the output intensity, I0 the input intensity, c the
concentration, l the layer thickness, and k a constant of
proportionality.

Reference electrode

Cellulose acetate membrane

Immobilized enzyme

Polycarbonate membrane

Working electrode

Circle

Fig. 46.17 Schematic setup of an amperometric glucose
electrode

Proof

Reference

I0 Ia

I0 Ib

Chopper

Monochromator Detector

Fig. 46.18 Setup of an infrared spec-
trometer (I0 input intensity, It output
intensity, Ib reference intensity)

Owing to the chopper, the detector is alternatingly
irradiated with both intensities. Before reaching the
detector, the polychromatic light is filtered to the mea-
surement wavelength. The schematic setup is depicted
in Fig. 46.18.

46.2.3 Bioelectric and Biomagnetic Signals

Bioelectric signals (Table 46.2) are potential differences
originating from processes at the membranes of nerves
and muscle cells, leading to rest and action potentials.
Excitations are routed as action potential and, in the
case of a motor unit, cause muscle contractions. De-
pending on the source, EEG, EMG, EOG, ERG, ECG
etc. can be distinguished.

Bioelectric potentials can be recorded with elec-
trodes. Registering the potential difference between two
electrodes on electrically active sites is denoted as bipo-
lar recording. If one of the electrodes is placed on a site
which is considered to be rather electrically inactive, for
instance at the earlobe for EEG recordings, the record-
ing is called unipolar.

One example is the ECG with the bipolar recording
from limb leads (Fig. 46.19). For the latter, the reference
is the neutral point of the interconnection of several
electrodes via equal resistances, in order to create an

Table 46.2 Bioelectric signals

Signal Frequency (Hz) Amplitude (mV)

ECG (heart) 0.2–200 0.1–10

EEG (brain) 0.5–100 2–1000 μV

EMG (muscle) 10–10 000 0.05–1

EGG (stomach) 0.02–0.2 0.2–1

EUG (uterus) 0–200 0.1–8

ERG (retina) 0.2–200 0.005–10

EOG (eye) 0–100 0.01–5

FAEP (brain stem) 100–3000 0.5–10 μV

SEP (somatosensory 2–3000 0.5–10 μV

system)

VEP (visual system) 1–300 1–20 μV
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Fig. 46.19 Possibilities of ECG recording with surface electrodes (standard recordings)

Table 46.3 Biomechanical signals

Signal Spezification Amplitude Conversion

Pulse (rate) 720–200 min−1

Breathing (rate) 5–60 min−1

Blood pressure (arterial) Systole 8–33 kPa 60–250 mmHg

Diastole 5–20 kPa 40–150 mmHg

Blood pressure (venous) 0–4 kPa 0–30 mmHg

Intraocular pressure 0–7 kPa 0–50 mmHg

Blood flow 0.05–5 l/min

Blood flow velocity 0.05–40 cm/s

Respiratory flow velocity 20–120 cm/s

Cardiac output 3–8 l/min

Respiratory volume 200–2000 ml/gasp

Muscle work 10–500 W

Blood volume Adults 7000 ml

Amount of urine Adults 1500 ml/d

Nerve conduction velocity Median nerve 50–60 m/s

Part
E

4
6
.2



Recording and Processing of Biosignals 46.2 Registration of Biological Signals 937

Fig. 46.20 Simultaneous registration of a somatosensorily
evoked potential and the somatosensorily evoked magnetic
field after stimulation of the median nerve of the right hand

average reference with the average potential of those
electrodes. Recordings from the limbs and from the
chest wall are perpendicular to each other. Thus, the
spatial potential distribution can be calculated.

As electric phenomena are always accompanied by
a magnetic field, they can also be detected by register-
ing the magnetic field. With superconductive quantum
interference devices (SQUID), these magnetic fields
can be detected. The sources can be exactly located,
which makes this method advantageous. As an example,
Fig. 46.20 shows the simultaneous registration of a so-
matosensorily evoked potential and its corresponding
magnetic field after electrical stimulation of the median
nerve. For the magnetic registration, five second-order
gradiometers were used. Thus, measurements in un-
shielded environment are possible.

46.2.4 Biomechanical Signals

Biomechanical signals represent the mechanical func-
tions of the biological system. Some examples are
mentioned in Table 46.3.

Movement

The measurement of movements is important for di-
agnostics, but also for the optimization of motion
sequences. Thus, the motion sequence during walk-
ing is registered for both the fitting of lower extremity
prostheses and post-fracture physical therapy. The ex-
tremities can be marked with optical markers, and the
motion sequence can be recorded with a video camera.
Subsequently, image processing techniques can be used
to determine the position of the light spots to each other
and to calculate the movement.

For tracking examinations of the upper extremi-
ties, a goniometer is fixed, e.g., at the elbow joint to

measure the angle between the upper arm and the fore-
arm. Quantitative measurements of tremor, for instance
in Parkinson’s patients, and of spontaneous periodic
leg movements during sleep, is also diagnostically
important. Eye movements can be measured electroocu-
lographically, photoelectrically and videooculographi-
cally. From the registered movements, the velocity and
acceleration of the motion can be calculated.

Pressure

Various forms of pressure measured for clinical pur-
poses are blood pressure, cerebral pressure, intraocular
pressure, pressure during labor pains etc. Blood pres-
sure can e.g. be measured invasively by a catheter with
an attached pressure transducer consisting of a resilient
membrane connected to strain gauges. In a different set-
up, the transducer is directly positioned inside the blood
vessel. Figure 46.21 shows two pressure transducers.

Blood pressure can also be measured indirectly from
the cuff pressure squeezing an artery. At the point when
the blood begins to flow again, measureable sound oc-
curs, which disappears for unobstructed blood flow.
Thus, systolic and diastolic blood pressure can be meas-
ured.

Flow

The detection of respiratory flow is important for the
monitoring of risk patients. It can be detected by placing
a thermistor below the nose measuring the tempera-
ture difference between the exhaled and the inhaled air.
Respiration flow can be quantitatively measured with
a pneumotachograph. With this method, it is also possi-
ble to calculate the respiratory voume by integrating the
flow (Fig. 46.22)

V̇ = πr4Δp

8lη
, (46.8)

with V̇ flow volume, r radius, l length, η viscosity, and
Δp the pressure difference, where

V =
t∫

0

V̇ dt , (46.9)

where V is the volume.
Blood flow can be determined by measuring the

magnetic-inductive flow and with the ultrasound Dop-
pler method (Fig. 46.23). The measurement signal is the
frequency shift between transmitted and received signal
due to the movement of blood cells

Δ f = f1 − f2 = f1
2v cos ϕ

c
, (46.10)

Part
E

4
6
.2



938 Part E Monitoring

Membrane

Membrane

Domea) b)

Resistance strain gauge

Strain-sensitive
semiconductor resistance

Pressure

Carrier

Bonding2 mm

Chip socket

Reference pressure vent

Si chip

Fig. 46.21a,b Sensors and transducers for invasive measurement of blood pressure. (a) External transducer, (b) internal
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Fig. 46.22 Functional principle of a pneumotachograph.
The respiratory volume can be calculated by integrating the
respiratory flow over time

where Δ f is the frequency shift, f1 the transmitted
ultrasound frequency, φ the angle of incidence, v the
particle velocity, and c the speed of sound in tissue.

Measurement of volume in form of volume flow is
very important. For instance, the amount of urine within
a certain time is measured as well as the forced expira-
tory volume in 1 s (FIV1) and the cardiac output. To
determine the cardiac output, indicator dilution meth-
ods are applied. Commonly used indicators include
dyes, radioactive substances and cooled NaCl/dextrose
solution. Impulse-type injection of the indicator is pre-
ferred, to obtain a homogeneous mixture with the
flowing blood. Downstream, an indicator dilution curve

Sensor

Gel

Blood vessel

f1 f2

�

Tissue

Skin

Fig. 46.23 Measurement of the blood flow velocity using
the Doppler effect

is registered reflecting the velocity distribution in the
considered segment of the flow path and corresponding
to the transfer function (Fig. 46.24).

The cardiac output can be determined using the re-
lation

CO = m0
∞∫
t0

c (t) dt

, (46.11)

where CO is the cardiac output, m0 the amount of in-
jected substance, and c the indicator concentration.

Velocity

Velocities have already been discussed for the regis-
tration of movements and the measurement of volume
flow. Measurement of nerve conduction velocity ex-
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Fig. 46.24 Indicator dilution curve to detect the cardiac
output (t0 time of injection, t1 beginning of concentra-
tion increase, t2 maximum concentration, t3 beginning of
recirculation)
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Fig. 46.25 Functional principle of a quartz microbalance

hibits a few special features. It is determined electroneu-
rographically after stimulation of a nerve at two sites
and registration of the corresponding motor response for
motor nerves. From the difference of the latency periods
and the distance between the stimulation sites, the nerve
conduction velocity can be calculated as

NCV = Δs

Δt
, (46.12)

with NCV the nerve conduction velocity, Δs the dis-
tance between the stimulation electrodes, and Δt the
difference of the latency periods of the motor response
potentials.

For sensory nerves, orthodromic and antidromic
nerve conduction velocity are distinguished.

Size, Shape, Volume, Mass

Size and body weight are of great importance to eval-
uate the development of a human. This concerns also
individual organs. Tape-measures and scales are used
for the measurement. But also for standardization of
laboratory values, e.g. for the determination of creati-
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Fig. 46.26 Absorption spectrum of deoxyhemoglobin and oxyhe-
moglobin. The various absorptions are used to measure the oxygen
saturation with a pulse oximeter

Cylindrical metal shell

Thermistor Body temperature

Body

Fig. 46.27 Measurement of the body temperature using
a thermistor

nine clearance, weight and size have to be known. They
can be used to determine the body surface area, corre-
sponding to the size of the glomerular membrane.

The localization, size and dimension of space-occu-
pying lesions as well as changes in these parameters are
also important. Those may be determined using imaging
procedures, also including the evaluation and measure-
ment of fractures and the size and location of organs.

Small masses with a detection limit of 10−12 g can
be registered with a quartz microbalance (Fig. 46.25).
The measurement is based on the resonance frequency
shift of an oscillating crystal due to deposition of sub-
stances on the crystal surface

Δ f = 2.3 × 106 f 2
0 Δm

A
, (46.13)

with Δ f the frequency shift, f0 the resonance fre-
quency of the quartz without deposit, A the area with
deposit, and Δm the mass change.
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Fig. 46.28a,b Thermographic measurement of the surface temper-
ature of the back of the hand of a 20 year old female test person
before (a) and 2 min after smoking a cigarette (b). The temperature
reduction due to a reduced blood circulation can clearly be seen

The surface can also be (bio-)chemically active,
enabling the adsorption of substances to increase the
mass.

The electrical properties of biological tissue can be
described by the dielectric permittivity and the spe-
cific resistance. They vary depending on the blood
circulation. Using impedance plethysmography, volume
changes and pulsations are registered by the associated

impedance change. Thus, it can be used to determine
the heart stroke volume.

Force

Force can be measured using mechanical dynamome-
ters indicating an elastic deformation due to the
contraction of a muscle or a muscle group. The simplest
method is a force measurement from the elongation of
a spring. Other applied devices include hydraulic dy-
namometers indicating the pressure created by a piston
in a liquid, and quartz dynamometers with a piezo-
electric crystal.

46.2.5 Biooptical Signals

The evaluation of color, for instance of the skin of
newborns or shock patients, is an important crite-
rion for the estimation of the current vital situation.
Using fluorescent dyes, optical measurement of pH
value, CO2 und O2 with so-called optodes becomes
feasible. For this method, reagents sensitive to the
respective target are necessary. Another field of appli-
cation is the evaluation of O2 saturation based on the
different absorption characteristics of oxygenated and
deoxygenated hemoglobin (Fig. 46.26). Changes in the
fluorescence of tissue during the application of laser en-
ables the intraoperative discrimination between healthy
tissue and tumor tissue.

46.2.6 Biothermal Signals

The most important biothermal signal is the body
temperature measured with a thermometer, thermistor
or an infrared thermometer (Fig. 46.27). Using ther-
mography, the temperature distribution on a skin area
can be determined. Changes occur due to superficial
space-occupying lesions as a consequence of increased
blood circulation or circulatory disorders. Figure 46.28
demonstrates the influence of nicotine on blood circula-
tion and thus a simulated circulatory disorder.

46.3 Measurement and Signal Analysis from a Metrological Point of View
The statistical evaluation of measurement data includes
on the one hand the description of results which can
be directly extracted from samples, on the other hand
an analytical comparison of the results of the concrete
sample of the population. Here, estimation procedures
provide approximations of the characteristic values of

the population. For instance, the t test can be used to
test if two average values belong to the same popula-
tion. Other test methods include the χ2 test, the F test
and the U test. Further information can be gained from
plotting the measured values as frequency distributions,
diagrams or time series.
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46.3.1 Biostatistical Methods

Univariate Statistical methods

Table 46.4 summarizes the formulas used to calculate
the average value, the standard deviation, the test statis-
tics for the t test, the correlation coefficient and the
coefficients for a linear regression function. In the t test,
the null hypothesis, claiming that both average values
belong to the same population with a predefined proba-
bility value, is rejected if the test statistic is greater than
the quantile of the t distribution.

Multivariate Statistical Methods

In contrast to the univariate methods, multivariate meth-
ods simultaneously include several measured values or
parameters in the analysis. Important methods are clus-
ter analysis, discriminant analysis and factor analysis.

Cluster Analysis. Cluster analysis aggregates the sam-
ple cases in several clusters. This is done based on the
rule that the cases within only cluster should be as ho-
mogeneous as possible, while each cluster should be
significantly different from the others. Similarity is the
criterion for the aggregation of cases to clusters. Dif-
ferent methods have been developed for this procedure.
The cluster membership provides information to the
physician with respect to the allocation of a patient to
a patient group.

Discriminant Analysis. Discriminant analysis is done to
predict the assignment of new observations to a group.
The simplest case is the assignment to a positive or
negative test result, i. e. pathological or healthy. The de-
pendent variables represent the membership to two or
more groups.

Discriminant analysis consists of two steps:

1. The estimation of a discriminant function
2. The classification of the cases with respect to this

function.

Often, the discriminant function is a linear combi-
nation of criteria essential for the separation

D = b0 +
n∑

i=1

bi xi , (46.14)

where D is the discrimination value, b the coefficients,
and x the measured values.

The discriminant function is derived in a multistage
process, and is optimized each time based on the in-
dispensability and the separation measure. Figure 46.29
shows the result of a reclassification.

Table 46.4 Parameters of univariate statistics

Parameter Formula

Average value x̄ = 1
n

n∑
i=1

xi

Standard deviation s =
√

1
n−1

1∑
i=1

(xi − x)2

Test statistic for student
test (t test)

t = x̄1−x̄2
SG

√
n1n2

n1+n2

SG =
√

(n1−1)s2
1+(n2−1)s2

2
n1+n2−2

Degree of freedom f = n1 +n2 −2

Regression line y = a +bx

Slope of the regression
line calculated from the
minimum square deviation
of the measured values γi
from the line

byx =
∑n

i=1(xi −x̄)(yi−ȳ)∑n
i=1(xi −x̄)2

ayx = ȳ −byx x̄

Linear correlation
coefficient

rxy =
∑n

i=1 (xi −x̄)(yi−ȳ)√∑n
i=1(xi−x̄)2 ∑n

i=1(yi−ȳ)2

46.3.2 Biosignal Analysis

The fast development in computer technology has
opened up many possibilities for measurement anal-
ysis in time domain, frequency domain and complex
variable domain. Often, results of the methods are com-
bined and plotted together. The connection to hospital
information systems and the direct access to patient
data is a very important backing. This concerns also the
already mentioned biostatistical methods.

Time Domain. Biosignal analysis in the time domain
improves the processability of the measured biosignals
and extracts features and parameters from the signal.

Discrimination value

Cutoff point

Healthy Sick

Frequency of occurrence

Fig. 46.29 Reclassification of cases based on the calculation of the
values of the discriminant function. The frequency distribution is
depicted. The healthy and the patient groups can be easily separated
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Fig. 46.30 Calculation of
the autocorrelation function
from the ECG. The varying
distance between the R peaks
due to breathing is reflected
in the periodic component
of the function (HF heart
rate, AKF autocorrelation
function)

The main fields of application are time variate signals
describing the functional state or its change in func-
tional diagnostics. Examples are heart-rate change and
the occurrence of epileptic activity in the EEG.

The first stage of signal analysis is the detection
and elimination of biological and technical artifacts and
high-frequency noise. The latter can be easily mini-
mized using moving averaging or smoothing algorithms
such as

yn = yn−2 +2yn−1 +3yn +2yn+1+yn+2

9
, (46.15)

where y is the amplitude.
The influence of biological artifacts can be min-

imized by additionally recording the respective bio-
logical signal. In consideration of the amplitude ratio
and possible changes in shape, the artifact (e.g. EOG
or pulse in EEG) can be subtracted from the wanted
signal.

Averaging is often applied to improve the signal-
to-noise ratio. It can be used if the wanted signal is

temporally correlated with an event, e.g. a stimulus.
Using continuous averaging, the signal-to-noise ratio
increases proportionally to the square root of the num-
ber of averaging steps. Averaging is indispensable for
the recording of evoked potentials superimposed by the
EEG.

Other methods include the detection of patterns and
events and their measurement with respect to temporal
occurrence, duration, amplitude, frequency, shape and
individual components. Examples are the measurement
of waves and peaks in the ECG, the determination of the
heart-rate from the distance of the R peaks, and the la-
tency of individual waves in an evoked potential. Often,
the detection of features and parameters is connected
with a classification.

To determine the similarity of two signals, the cross-
correlation function can be calculated. If the signal
is correlated to itself, the autocorrelation function is
obtained. It can be used to gain information about a pe-
riodic component in the signal, and about the stochastic
component using the exponential decay. Figure 46.30
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Fig. 46.31 Mapping of the cortical bioelectric potentials during a movement of the field of vision to the right. The
dynamics of the potential distribution is displayed in steps of 1 ms for the period of 5–9 ms after saccade initiation

shows an example of the periodic variation of the R
peak distance due to breathing, which can be deter-
mined from the rest ECG using autocorrelation.

In order to plot two-dimensional potential distribu-
tions on a body region, the potential values between the
electrodes are interpolated. Subsequently, points with
equal potential are connected (isopotential lines) or co-
lor-coded. The thus obtained maps can be used to get
a general idea of the activity distribution and the local-
ization of events. As an example, Fig. 46.31 shows the
map of the cortical potential distribution during a sac-
cadic eye movement. Mapping is also applied in the
frequency domain.

Mathematical models can be used to perform cal-
culations to locate bioelectric sources, and to solve the
inverse problem. This means that the measured mag-
netic field distribution is compared to a field distribution
calculated based on an assumed dipole, thus optimizing
the dipole location.

Frequency Domain. Signal analysis in the frequency
domain is done to gain information about the frequen-
cies contained in the signal. The biosignal, whose am-
plitude is a function of time, is transformed into a signal,
whose amplitude is a function of frequency. Often,
Fourier transformation or fast Fourier transformation
(FFT) is used. Amplitude spectra and power spectra can
be calculated.

The latter provide information about the power of
a certain frequency in the signal. If the frequency spec-
trum of an interference is known and outside the spec-
trum of the wanted signal, it can be subtracted from the
signal. After back transformation into the time domain,
an almost noise-free signal can be obtained. This proce-
dure is called optimal filtering. But also high-pass filters
and low-pass filters can be achieved using this method.

Other transformations include the z transformation,
Walsh transformation and wavelet transformation. The
latter does not consider the signal as a combination
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of sine and cosine functions, but as a combination of
square functions or wavelet functions.

Image Processing. Images are two-dimensional rep-
resentations which can be obtained using imaging
techniques (CT, MRI, PET, thermography) or mapping
of biopotentials. During their generation and process-
ing, they are represented as matrices of gray scale
values. One of the primary objectives of image analy-
sis is to detect and locate space-occupying lesions and
other processes which can be displayed, and to mea-
sure geometric structures. Images are created based on
various physical methods.

In image processing, the stages:

• Image editing• Image improvement• Detection• Segmentation

can be distinguished.
Linear methods of image improvement are related to

contrast, focus and noise suppression. Various methods
of convolution, filtering, rotation and transformation are
used. But also the subtraction of images, for instance
in digital subtraction angiography, is part of image pro-
cessing. Here, a mask is subtracted from an image, to
increase the contrast of important image components,
which can hardly be distinguished from surrounding
structures, and thus to highlight the desired structure.
By determining the time-dependent behavior and the
concentration of contrast agents in a part of the vascular
system, dynamic information can be gained.

Knowledge-Based Systems

To support the physician in decision making, methods
of artificial intelligence are often applied. Thus, expert
systems based on knowledge are established, and the
examiner can use these to find a solution by creating
links. Often, rules are executed to simulate the special
knowledge and the approach of experts. The explana-
tion component pointing out the solution path is vital.
Neural networks can be used for pattern recognition af-
ter a learning stage. A drawback of this method is the
fact that they do not provide an explanation compo-
nent. Thus, the interpretation of the results is sometimes
problematic.

Biological Models and Simulation. The modeling of
biological systems and the identification of the model
parameters is useful to gain new insights (system re-
search), to understand the system and to apply technical
knowledge (system control). The developed models can
be used for PC simulation. By experiments and the mea-
surement of target values, the model can be compared
to the biological system, validated and improved on this
basis.

But also the measurement of the transmission be-
havior of biological systems and the identification of
its order yields new models. Of particular importance is
the description of control loops, for instance the regula-
tion of blood pressure, body temperature, heart activity,
the pupils, eye movements and reflexes. Knowledge of
blood sugar regulation and its simulation is one of the
preconditions for the development and the application
of implantable insulin pumps.

46.4 Test Planning and Clinical Studies

In order to conduct clinical studies, the required mea-
surements have to be planned systematically. Here, data
can be collected retrospectively, prospectively or ex-
perimentally. It is necessary to estimate the amount
of samples and to ensure that samples are collected
stochastically. This includes the consideration of the in-
dependence of the elements of a sample, each having
the same chance to be included in the sample.

To avoid influence by the patient on the examina-
tion result (placebo effect), blind tests are run to ensure
that the patient has no information about the influencing
factors. In medication studies, this means that he does
not know if he receives a placebo or the active drug. If
this is also concealed to the examiner, the experiment is
denoted as double blind method.

Observation units, which are largely homogeneous
with respect to interference, can be combined to
blocks. Thus, connected or paired samples can be
obtained. Pharmacokinetics and the biological and

Table 46.5 Contingency table for evaluation of diagnostic
methods

Patient
diseased
K

Patient
healthy
K̄

Sum

Test positive
T

True positive
TK

False positive
T K̄

TK + T K̄

Test negative
T̄

False negative
T̄ K

True negative
TK

T̄ K + TK

Sum TK + T̄ K T K̄ + TK
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Table 46.6 Parameters for evaluation of a diagnostic method

Parameter Description Formula

Sensitivity Correctly recognized patients p
( T

K

) = TK
TK+T̄ K

Specificity Correctly recognized healthy subjects p
(

T̄
K̄

)
= TK

TK+T K̄

Efficiency Correct test result p
(

T
K , T̄

K̄

)
= TK+TK

TK+T̄ K+TK+T K̄

Relevance Probability of disease for positive test p
( K

T

) = TK
TK+T K̄

Negative predictive value Probability of absence of disease for negative test p
(

K̄
T̄

)
= TK

TK+T̄ K

physical half-life period have to be considered in
particular. The latter is especially important for the
application of radioactive markers participating in
metabolism.

For drug testing, 4 stages can be distinguished:

• Stage I: Clarification of pharmacokinetic issues and
dose for healthy probands.• Stage II: Testing of the basic efficacy against various
diseases.• Stage III: Exact comparison of the efficacy among
competing therapies and registration of adverse ef-
fects from a large patient collective.• Stage IV: Testing of rare adverse effects and ex-
act discrimination of the field of application with
approved drugs.

For long-term examinations, the drop-out of several
probands and patients, the so-called drop-out rate,
has to be taken into consideration. This can lead
to systematic distortions. The quality of a diagnos-
tic method can be derived from the contingency table
(Table 46.5). For this, sensitivity, specificity and effi-
ciency of the method can be determined (Table 46.6).
Of particular importance is the location of the cut-off
point determining the ratio of sensitivity and specificity
(Fig. 46.29).
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Upper Saddle River 1998)• R.R.H. Coombs, D.W. Robinson (Eds.): Nanotech-
nology in Medicine and the Biosciences (Gordon
Breach, Amsterdam 1996)• J. Eichmeier: Medizinische Elektronik (Springer,
Berlin Heidelberg 1997)• J. Enderle, S. Blanchard, J. Bronzino (Eds.): In-
troduction to Biomedical Engineering (Academic,
New York 2000)• D.L. Hudson, M.E. Cohen: Neural Networks and
Artifical Intelligence for Biomedical Engineering
(IEEE, New York 2000)• S. Mackay: Biomedical Telemetry (IEEE, New York
1993)• W.W. Orrison, D. Lewine, J.A. Sanders, M.E. Harts-
horne: Functional Brain Imaging (Mosby, St. Louis
1995)• T.M. Peters, J. Williams: The Fourier Transform in
Biomedical Engineering (Birkhäuser, Basel 1998)• R.A. Robb: Three-Dimension Biomedical Imaging
(Wiley, New York 1998)• T. Scheper: Bioanalytik (Vieweg, Braunschweig
1991)• H. Schubert: Sensorik in der medizinischen Diag-
nostik (TÜV Rheinland, Köln 1989), in German• T. Togawa, T. Tamura, P.A. Öberg: Biomedical
Transducers and Instruments (CRC, Boca Raton
1997)• J.G. Webster (Ed.): Medical Instrumentation Appli-
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Monitoring S47. Monitoring Systems

Ullrich Hieronymi, Rüdiger Kramme

The term patient monitoring describes the

measurement of vital signs and organ functions

of the patient by a dedicated device with au-

tomatic detection and alarming of abnormal or

life-threatening conditions (e.g., violation of the

selected parameter limits and arrhythmia events).

The physiological parameters are acquired contin-

uously, at automatic intervals or else in individual

measurements, analyzed, displayed as waveforms

and/or numerical values, stored in trends, and, if

required, printed out or, for example, forwarded

to patient data management systems. After an

introduction to the fields of use for patient mon-

itoring systems (Sect. 47.1), the types of monitors

and displays are described (Sects. 47.2, 47.3), fol-

lowed by sections on handling aspects such as

controls, user guidance, and operating philosophy

(Sect. 47.4). Section 47.5 covers the important fea-

tures of handling alarms and events, followed by

a discussion of trend display and automated cal-

culations (Sects. 47.6, 47.7). The chapter concludes

with an overview on monitor networks (Sect. 47.8).

47.1 Fields of Use
for Patient Monitoring Systems .............. 948

47.2 Types of Monitors ................................. 949
47.2.1 Stand-Alone Monitors................. 949
47.2.2 Transport Monitors ..................... 949

47.2.3 Telemetry Devices....................... 949
47.2.4 Preconfigured

or Compact Monitors................... 949
47.2.5 Modular Monitors....................... 950
47.2.6 Information Monitors

with Integrated Transport ........... 950
47.2.7 Integrated Acute

Medical System .......................... 951

47.3 Monitor Screen Content ......................... 951
47.3.1 Display ..................................... 951
47.3.2 Channels ................................... 951
47.3.3 Waveform Representation ........... 951
47.3.4 Screen Configuration .................. 951

47.4 Handling ............................................. 952
47.4.1 Controls .................................... 952
47.4.2 User Guidance

and Operating Philosophy ........... 952

47.5 Alarms and Events ................................ 952

47.6 Trend Display ....................................... 952

47.7 Automatic Calculations .......................... 953

47.8 Advanced System Properties .................. 953
47.8.1 Data Integration

at the Workstation ..................... 953
47.8.2 Monitor Network ........................ 953

47.9 Central Monitoring
and Documentation .............................. 953

Traditionally, the monitoring function which is pri-
marily used at the bedside or in the operating theater
is carried out over a relatively short period of time
(short-term monitoring, e.g., during an operation) or
a relatively long period of time (long-term monitoring,
e.g., in intensive care units), and is intended to reliably

draw the medical staff’s attention to physiologically
unstable conditions as early as possible. This requires
reliable and reproducible detection and display of mea-
surements and includes both self-monitoring of the unit
and monitoring of the effectiveness of life-supporting
systems to which the patient is connected.
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Table 47.1 Classification of patient monitoring systems

Features

Type of
monitoring

Basic monitoring with
non-invasive parameters

Basic and advanced monitoring with
non-invasive and invasive parameters

Advanced and highly special-
ized monitoring with non-invasive,
invasive, and special parameters

Parameters
measured

1–5 with trend 3–7 with trend and calculations >8 with trend, calculations, and
communication with other systems

Graphs displayed
simultaneously

1–4, (color) LCD 3–8, if required also 12 lead ECG,
color LCD/TFT

6–32, color LCD/TFT

Communication Stand-alone or networkable Networkable (hard-wired or wireless),
devices connected to the workstation

Networked,
optionally with web browser and
advanced communication and various
connections

Field of use Induction and postanes-
thetic rooms, recovery
rooms, A&E units, out-
patient clinics, step-down
units, transport

Induction and postanesthetic rooms,
OT, recovery rooms, A&E units,
intensive care units, intermediate care,
transport

General and special intensive care
units, special OT units, research
areas

The conventional electronic measuring and moni-
toring unit or monitor has become a multifunctional,
software-controlled system with extensive data collec-
tion and storage capabilities which is used for diagnosis
and, in combination with other clinical observations and
assessments, both for therapeutic decision-making and
for monitoring the effects of the therapy. In standards
the general term used for such systems is programmable
electrical medical system (PEMS).

For users the ease of operation of both monitor and
its accessories is top priority, including their versatile
use and the reliability of all measurements and alarms.
There should be as few false alarms as possible, and
above all, a life-threatening situation should never re-
main undetected.

Modern monitors are expected to be scalable, which
is to say that they can be adapted to the respective re-
quirements at any time by simply adding or removing
extra modules or software options. By means of updates
and upgrades, they must be forward-looking, keeping
pace with new developments, and must be capable of
being extended, for example, with new measuring tech-
niques.

Modern monitors feature a highly intuitive oper-
ating philosophy and communicate with each other
and with central monitoring stations via network con-
nections. Communication with other units and with
networks in the hospital is one of their advanced system
properties. Table 47.1 lists some basic classifications of
patient monitors and systems.

47.1 Fields of Use for Patient Monitoring Systems

Patient monitoring systems are mainly used in general
and specialized operating theaters (OT) (especialliy car-
diac, vascular, and neurosurgical):

• Induction and postanesthetic rooms, recovery
rooms, and observation wards• General and special intensive care units (ICU),
including neonatal (NICU) and coronary (CCU)

care units as well as stroke units, accident and
emergency (A&E) units, procedure rooms, and
outpatient clinics, emergency services and patient
transport.

Furthermore, monitors are regularly used in wards and
units which take patients from intensive care units at
a very early stage (step-down units).
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47.2 Types of Monitors

47.2.1 Stand-Alone Monitors

A stand-alone monitor does not communicate with other
monitors or with a central station and is often used only
for selective measurement or short-term monitoring of
a few patient parameters.

47.2.2 Transport Monitors

This type of monitor is portable and a device as light
as possible with an integrated display, which can be fas-
tened to the bed or to the transport bed and that is used in
battery operation to monitor the patient during transport
(Fig. 47.1c).

47.2.3 Telemetry Devices

These are portable transmitters (often without a display)
for wireless monitoring of patients in a defined coverage
area of an antenna system installed in the clinical envi-
ronment. Unlike the transport monitor, such devices are
carried by the ambulant patient himself and are used for
monitoring the electrocardiogram (ECG) and, if neces-
sary, the oxygen saturation and (non-invasively) blood
pressure at a central station. Modern telemetry devices
no longer use the usual ultrahigh-frequency (UHF) and
very high-frequency (VHF) bands which require pro-
prietary antenna and receiver systems, but instead use a
Wi-Fi radio network called WLAN (wireless local area
network) using certified generally available components
complying with industry standards.

47.2.4 Preconfigured or Compact Monitors

Such devices have an integrated display and a fixed and
limited number of measurement parameters. Semimod-
ular (compact) monitors can furthermore be expanded
by a module for additional measurements. A recorder
can be integrated. Integration in networks is usually

Fig. 47.1a–c Components in a modern monitoring sys-
tem. (a) Widescreen information monitor (foreground)
with integrated transport monitor (in the background on
the docking station). (b) Central station for 16 patients.
(c) Monitor is securely locked on a bed mount for transport
( c© Dräger Medical, Lübeck, Germany) �

possible nowadays. When equipped with accumulators,
there is no strict distinction from use as a transport mon-
itor. When integrated in a WLAN, the monitor can work
in the same radio network as a WLAN telemetry unit. If

a)

b)

c)
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the monitor is further miniaturized, it will without doubt
no longer be possible to draw such strict boundaries
between a telemetry device and monitor in the future.

47.2.5 Modular Monitors

The performance of these monitors is freely scalable by
exchanging or adding modules (plug-in units or exter-
nal extensions) for detection of further parameters and
also by means of software options (e.g., for advanced ar-
rhythmia monitoring) and can be adapted in each case to
the specific requirements. These monitors, which have
an integrated or separate screen, can often only be used
in a stationary position at the patient’s bedside or in the
operating theater (OT) and as a rule are combined with
monitor systems in a network.

47.2.6 Information Monitors
with Integrated Transport

A modular monitor which is suitable for transport
throughout the hospital, combined with a logically as-
sociated medical-grade panel personal computer (PC)
(Fig. 47.1a). The monitor is docked at the bedside on
a so-called docking station which provides secure me-
chanical mounting and contains all the connections to
the power supply, network, and, if required, to exter-
nal devices and other display units. Simply by turning
a lever, the mechanical connection and all electri-
cal connections are disconnected and the monitor is
used as a transport monitor, without any interruption
in monitoring (pick-and-go principle). On return from
transport, the monitor is simply put on the docking
station, the lever is returned into its locking position,
thereby re-establishing all of the connections which
were previously disconnected. There is no need for
any cables and/or modules between the bed monitor
and transport monitor to be reconnected, and absolutely
seamless monitoring of the patient is ensured, without
any restrictions on the parameters. The dedicated bed-
side panel PC is firstly used for advanced monitoring, to
present the abundance of monitor information clearly,
intelligibly, and in a large size in various screen lay-
outs. Secondly, it acts as an information technology (IT)
portal for doctors and nurses and provides access to
all electronically available information in the hospital

Fig. 47.2a,b Monitor components of the Infinity Acute
Care System. (a) Medical cockpit with docked transport
monitor, (b) hand-held transport monitor M540 ( c© Dräger
Medical, Lübeck, Germany) �

about their patients [images, e.g., x-ray, magnetic reso-
nance tomography (MRT) and ultrasound, test results,

a)

b)
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medical histories, and pre-existing conditions] and to
databases (red list, care guidelines). Thereby essential
information for decision-making on further therapy is
available where it is needed – at the bedside, the point
of care – without a time-consuming search. Thirdly, the
PC can simultaneously be used for paperless documen-
tation by running a patient data management system.

47.2.7 Integrated Acute Medical System

This system represents a further development of the
information monitor mentioned above and of the pick-
and-go principle (Fig. 47.2a). A convenient and light but
very powerful monitor with a touchscreen (Fig. 47.2b)
records all the vital signs and stays with the patient at
all times (including during transport). At the bedside
it can be inserted into the automatically locking dock-
ing station with one hand and thereby connected to the

information monitor which is used for comprehensive
operation. The information monitor acts at the same
time as an IT portal for all of the possible web-based
applications or Citrix applications in the hospital. The
standardized hardware provides a user interface which
has basically the same design, not only for monitoring
but also, for example, for respiratory therapy and anes-
thetic equipment. The aim is to always provide the user
with the same operating philosophy in an integrated sys-
tem, and as a result of this standardization to minimize
both the cost of training and the sources of operator
errors throughout all the wards and departments, from
accident and emergency (A&E) units to the OT, and
from the recovery room to intensive care units. The sys-
tem is scalable according to the various requirements
in the different wards and departments, facilitates in-
telligent data transfer, and ensures effective transport
without any loss of time.

47.3 Monitor Screen Content

47.3.1 Display

Apart from very simple blood pressure and temperature
measuring units, which only display numerical val-
ues, virtually all monitors have a screen for displaying
waveforms of the continuously monitored parameters
(usually ECG, pulse curve, respiration, and invasive
blood pressure) with their associated labels, measured
values, and alarm limits, as well as for displaying trends
and other information.

Color flat-screen monitors based on liquid-crystal
display (LCD) and thin-film transistor (TFT) tech-
nology with screen sizes between 6 inches (15 cm)
and 17 inches (43 cm) and above, with resolutions of
640 × 480 to 1024 × 768 pixels, have generally become
widespread. The trend is towards a wide screen of
20 inches (51 cm) and 1680 × 1050 pixels. Monochrome
LCD or electroluminescent (EL) screens today may
only be found in small stand-alone monitors and trans-
port monitors. Good screens are flicker free, high
contrast, and antiglare and have a sufficiently large
viewing angle (>160◦), such that they can easily be
read, even if there is excessive ambient light and when
viewed from a awkward perspective.

47.3.2 Channels

In addition to the size and quality of the screen, the
number of possible monitor channels also describes

the performance and capability of a monitor. This is
the maximum of waveforms that can be selected for
monitoring and their associated parameters which are
displayed in parameter windows or boxes. Transport
monitors and compact monitors usually have three or
four channels. Modular monitors traditionally have five,
six or eight channels. Modern monitors with 17 inch or
20 inch screens offer as many as 32 channels.

47.3.3 Waveform Representation

Either the waveforms constantly move from the right
to the left of the screen (source mode or paper mode)
or they are drawn and redrawn anew from left to right
on the screen, with an erase bar deleting the waveform
of the previous sweep (erase bar mode). The sweep
speed can be selected, at least in modular monitors.
Conventional speeds are 25 or 50 mm/s for ECG and
blood pressure waveforms and 12.5 or 6.25 mm/s for
respiratory ones. Many monitors have a freeze function,
which enables the image on the screen to be frozen to
be viewed more accurately. Waveforms showing phys-
ical measurements (ECG and blood pressure) have a
scale.

47.3.4 Screen Configuration

The arrangement of the waveforms and parameters on
the screen (positioning, layout) as a rule can be set by
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the user. At least one such configuration can be stored
and is used as a standard when the monitor is switched

on. In modular monitors, 5 or 10 layouts can usually be
stored.

47.4 Handling

47.4.1 Controls

The controls on the monitor can be fixed buttons, a ro-
tary knob, and touchscreen, which can be found single
or in every possible combination. Some monitors ad-
ditionally allow for wired or infrared remote control.
Monitors with an integrated web browser may have
a keyboard and mouse.

47.4.2 User Guidance
and Operating Philosophy

Simple, logical, and highly intuitive usability is required
to ensure good acceptance by users and to avoid faulty

operation. It is user-friendly to have direct access to
important function keys (all alarms off, standby, main
screen, and preferably highlighted in color the most im-
portant key: alarm audio pause) and a logical, easily
understandable menu design with no more than two or
three levels. Some monitors provide auxiliary functions
and built-in simulation programs for learning how to
operate them.

47.5 Alarms and Events

An important function of the monitor is to provide
audible and visual alarms with at least three differ-
ent levels. The highest priority is given to alarms for
life-threatening situations (such as cardiac arrest or ven-
tricular fibrillation), to which attention must urgently
and clearly be drawn acoustically and visually in the
form of a red alarm. Serious warnings, e.g., when a limit
value is violated, are displayed in yellow. Technical
and/or advisory alarms appear in white. Audible alarms
are intended to attract attention. The alarm levels must
sound distinctly different and be capable of being dif-
ferentiated by staff from the alarms of other medical
equipment. Visual alarms are used to quickly recog-
nize: (1) which monitor is sounding an alarm (alarm
light on the monitor), and (2) what is causing the alarm
(parameter value flashing colored).

An alarm can be printed automatically on a (laser)
printer or a special alarm strip recorder and stored in the
monitor and/or in a central station as an event. Storing
alarms allows subsequent evaluation and, if necessary,

selective documentation. This can save printing out all
events.

A monitoring system can be configured in a way
that the alarm from one patient bed is also displayed
on all other monitors and the medical staff can imme-
diately identify the nature and location of the alarm.
In the simplest case, this is a brief indication of the
bed and the parameters causing the alarm in a message
bar displayed on the other monitors (simple bed-to-bed
communication). Optionally, even the display content
of the monitor which is emitting the alarm can appear
automatically on the other monitors (full bed-to-bed
communication). Either way, an alarm will sound from
and be displayed on a connected central station. Par-
ticularly in wards which have been built in a manner
which gives staff a very poor view of the whole ward,
it may be necessary to transmit important alarms to an
existing nurse call system and to display them on in-
formation displays in corridors which are visible from
a long distance.

47.6 Trend Display

All values measured are stored by the monitor in the
trend memory. Mean minute values (or median values)
from the last 24 h or more of continuously measured pa-

rameters are usually stored (96 h is quite normal). The
trend is displayed as a table or as a graph, and the user
can select a period from 24 h up to a few minutes (zoom).
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47.7 Automatic Calculations

Physiological calculations of variables which are de-
rived from the continuously and discontinuously meas-
ured parameters are customary for hemodynamics, res-

piratory values, and oxygen supply. These results are
then also available as a trend. Many monitors also permit
dose calculations for various medications and infusions.

47.8 Advanced System Properties

47.8.1 Data Integration at the Workstation

By integrating data from external devices (e.g., spe-
cialized monitors from other manufacturers) and/or
ventilators or anesthesia systems, it is possible to dis-
play additional waveforms and parameters together with
the data from the monitor, and a common database
(trend memory) is created. The data are transmitted,
for example, via a medical information bus (MIB) or
serially.

47.8.2 Monitor Network

Networking (local area network, LAN) is the step from
an individual monitor to a monitoring system. Using in-
dustry standards for hard-wired LAN or wireless LAN
(WLAN), the monitors communicate with each other
from bed to bed and with central monitoring stations
and also, for example, with commonly shared printers.

Data (e.g., demographic data from the hospital in-
formation system or test results) can be imported and
exported (e.g., to a patient data management system)
from the monitoring system via the network and special
gateway computers. Using the medical grade computer
of the information monitors mentioned before, it is pos-
sible, for example, that all patient-related information
that is electronically available throughout the hospital
can be displayed at the bedside and integrated into the
monitoring process using a web browser or a dedicated

application. Thus, less time is wasted searching for in-
formation, and no data are lost for documentation.

Screen contents and trend information from moni-
tors can be accessed web-based via the hospital intranet
and a gateway server so that authorized doctors can
get this information from any PC in the hospital net-
work using a standard web browser. Consultations can
therefore take place and diagnoses be made anywhere
in the hospital. It is also possible to trigger pager sys-
tems, in order to also provide doctors or nursing staff,
for example, with alarm information outside a ward
and independently of hard-wired monitors and central
stations.

Since vitally important alarms must not be delayed
in a monitoring network and gaps in transmitted wave-
forms are not acceptable, a strict physical separation
between the hospital network and the monitor network
has always been required in the past. Modern technol-
ogy for ensuring the priority of time-critical data now
also allows a monitor network to be operated as part of
the network installation of a hospital as a result of log-
ical separation of the network segments by means of
virtual LANs (VLAN), with corresponding system sta-
bility and the guarantee of a minimum bandwidth for the
prioritized application as quality of service (QoS). Only
as a result of this, it is now possible for monitors and,
for example, computers used on ward rounds to sepa-
rately communicate via WLAN using the same access
points without interfering with each other.

47.9 Central Monitoring and Documentation

Via network, monitoring central stations provide all
alarms visually and acoustically at central workplaces
and also provide an overview of the state of the con-
nected patients using one or more screens. Limit values
on the bed monitor and, if applicable, telemetry units
can be changed from the central station. Central sta-
tions also have to be scalable and must be capable
of being adapted, in terms of their performance, to
requirements by means of hardware and/or software

options, e.g., in terms of the number of patients to
be monitored and displayed (usually between 4 and
32) with or without telemetry, the number of wave-
forms per patient, long-term storage for waveforms
(e.g., 1–3 days full disclosure of 4–16 curves) and
events (e.g., 1000 per patient as event disclosure), and
other functions, e.g., view of beds from other wards
or of waveforms stored in other central stations, as
well as exporting the full disclosure waveforms and
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events to the intranet to be viewed on doctors’ PCs
when needed for diagnosis. Another important func-
tion is that of documentation, i.e., the option of printing
out trends, events, and reports in adjustable formats
and time periods. A laser printer with standard pa-
per format is the standard today. Network printers can
also be used without central stations directly from the
monitors.

Further Reading• R. Kaplow, S. Hardin: Critical Care Nursing (Jones
Bartlett Learning, Sudbury 2007)• E. Gaura, L. Girod, J. Brusey, M. Allen, G. Challen
(Eds.): Wireless Sensor Networks (Springer, Berlin
Heidelberg 2010)• J. Dyro (Ed.): Clinical Engineering Handbook
(Academic, New York 2004)
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Cardiovascula48. Cardiovascular Monitoring

Ullrich Hieronymi, Rüdiger Kramme

The generic term cardiovascular monitoring covers

the monitoring of heart and circulatory functions.

Cardiovascular monitoring is vital and of crucial

importance in the case of cardiological diseases,

unstable circulatory states, and shock as well

as for pre, intra, and postoperative monitoring

of the cardiovascular system. Firstly, it must be

possible to commence interventions quickly in

the event of any impairment, and in addition the

measurements are used to assess the condition

of the patient, reach a diagnosis, decide on the

therapy, and monitor the therapy. It covers cardiac

function (Sect. 48.1) in the form of an electrical

phenomenon (ECG) and its mechanical effect, i. e.

the pressure build-up and the volume delivery,

which is dependent on heart rate, contractility,

preload, and afterload. In particular, when the

patient is in a state of shock, it is important

to maintain or restore the main function of the

circulatory system (Sect. 48.2), which is to supply

sufficient oxygen to the body. In addition to

artificial respiration and volume management,

doctors have a wide variety of means available to

them for this purpose, which act differently on the

cardiovascular system and are only used
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selectively with meaningful measurements and

can be checked for their effectiveness.

48.1 Monitoring the Cardiac Function

48.1.1 Electrocardiogram (ECG)
and Heart Rate (HR)

In emergency and intensive care medicine, in surgi-
cal fields, and in the emergency services, continuous
ECG monitoring is part of basic monitoring. The
ECG provides information about the heart rate and
rhythm, the excitation, conduction, and repolariza-
tion and disturbances in these functions, but does
not provide any direct information about the pumping

capacity of the heart (i. e. the mechanical cardiac func-
tion).

The ECG is a record of sum potentials of the elec-
trical cardiac activity and can be measured very easily
directly from the surface of the body using electrodes
(Fig. 48.1). It is customary to use 3, 5, 6, or (e.g. for
monitoring in cardiology) 10 electrodes. Only one ECG
lead can be displayed when three lead wires are used. 7,
8, and 12 ECG leads can be obtained from 5, 6, and 10
electrodes, from which generally up to three leads can
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RA(R) RA(R) RA(R)LA(L) LA(L) LA(L)

V

LL(F) LL(F) LL(F)RL(N) RL(N)

V

V+

Fig. 48.1 Standard electrode positions for ECG monitoring with three, five, and six electrodes. Color code and labels
according to IEC2 (AHA/US): RA: white, LA: black, LL: red, RL: green, V: brown, V+: gray/brown; in parenthesis
according to IEC1 (Europe): R: red, L: yellow, F: green, N: black, V: white, V+: gray/white

be selected on conventional 5 to 8 channel monitors for
constant display on the screen channels.

Three lead wires are sufficient to determine the heart
rate (HR) and are often used for basic monitoring, e.g.
in the normal operating theater (OT). Three particu-
larly small neonatal electrodes are found exclusively
in neonatology. Simultaneous monitoring of multiple
leads is recommended for better artifact suppression,
for reliable recording of cardiac arrhythmias, and for
pacemaker detection. Special ECG interval measure-
ments can also be performed. The automatic analysis
and monitoring of the ST segments in the ECG is of par-
ticular importance in the case of myocardial ischaemia
and infarction. In these cases, it is important to view
the heart as far as possible from all sides, i. e. to uti-
lize up to 12 leads so that local ischaemias are not
overlooked. For this purpose, methods have also been
developed that make highly reliable ST monitoring pos-
sible from eight true and four computed leads (TruST
algorithm) using just six electrodes (reduced lead set)
which are placed entirely as normal. Using 10 lead
wires, modern monitors can display, and if necessary
automatically evaluate, a 12-channel resting ECG of di-
agnostic quality. It is vital to keep in mind here that
correct application of the electrodes is the basis for
achieving a diagnostic quality for the ECG. The plac-
ing of electrodes on the thorax, which is performed in
the monitoring process, cannot completely replace the
true limb leads, which are necessary for diagnosis. It can
simulate apparent pathological deviations of the cardiac
axis, which are not present at all when electrodes are
placed correctly on the limbs.

The heart rate (typical measuring range of
15–300 beats/min) is determined as a moving average
over a specific time (e.g. 10 s), or a specified number
of QRS complexes, and displayed numerically. As an

alternative to the ECG, the heart rate can be obtained
(automatically switched over by the monitor when there
are interferences in the ECG, e.g. during cauterization
in the OT) in the form of the pulse rate from the arterial
blood pressure or the pulse curve from the SpO2 signal.
The basis of heart rate measurement is safe detection of
the QRS complexes in the ECG and assessment of the
intervals between them (RR intervals) using digital fil-
ters and detection techniques. This way, it is possible
for impulse noise or movement artifacts to be elimi-
nated and not be included when determining the heart
rate. Pulses from pacemakers are already detected prior
to the actual QRS detection on the basis of their spe-
cial characteristics (very short and very steep) and can
be added to the ECG as a marker. An alarm can be acti-
vated when adjustable limit values are violate, and these
events can be stored as a brief ECG episode in an event
memory in the monitor or in a central station.

Numerous factors can interfere with ECG monitor-
ing: Patient-related interferences are primarily due to
ECG electrodes and lead wires falling off, insufficient
electrode contact with the skin (poor preparation of the
skin, dried out electrode gel), sweaty or greasy skin,
and also muscle tremors and movement artifacts in the
patients. In the case of highly elevated movement ar-
tifacts, it is also necessary to consider the possibility
of there being too low a contact force at the electrode
connections. Technical problems that interfere with the
ECG can, in particular, be caused by radio frequency
(e.g. RF surgical equipment and, in particular, also the
low-frequency modulated emissions from RF surgical
equipment), by coupled AC voltage or by impulses from
transcutaneous electrical nerve stimulation (TENS). In
operating theaters, the use of special lead wires and/or
filters to reduce interference is recommended or pre-
scribed by the manufacturer.
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48.1.2 Arrhythmia Monitoring

Continuous arrhythmia monitoring is used to detect car-
diac arrhythmias and their precursors and symptoms in
real time. A detected arrhythmia can trigger an alarm, be
stored as an ECG strip in the event memory, and/or be
printed out automatically. Life-threatening conditions
such as asystole, ventricular fibrillation, or ventricular
tachycardia must be reliably detected and an unam-
biguous acoustic and optical alarm (red alarm) must
be triggered. These three forms of arrhythmia are ba-
sic or lethal arrhythmias, which every modern monitor
should fundamentally detect and respond to by gener-
ating an alarm. The asystole alarm is triggered if no
QRS complex is identified within a certain period of
time (generally 4 s). If the reason for no QRS com-
plex being identified is that electrodes have fallen off,
a corresponding technical note is generated and the
asystole alarm is not triggered. In neonatology, brady-
cardia (excessively low heart rate) is a lethal alarm and
should fundamentally be recognized by every monitor
in neonatal operating mode as life-threatening.

The monitored ECG leads form the basis for anal-
ysis of arrhythmias. Cardiac arrhythmias are frequently
linked to heart conditions and can also occur sporad-
ically in patients without heart problems. The nature
and number of events are of particular clinical interest.
Monitor systems often provide the option of contin-
uously storing and analyzing the ECGs of multiple
patients over several days.

Arrhythmia monitoring begins with a learning pe-
riod in order to ascertain the normal QRS complex
that is currently typical for the patient, and this nor-
mal QRS complex is learnt as an individual normal
beat and is stored as a template or reference com-

plex. All incoming QRS complexes are subsequently
compared with the template (template matching). This
involves an online decision as to whether it is a nor-
mal beat, a ventricular beat, or an artifact. Various
features and detection criteria of the ECG cycle are
used for this (feature extraction), e.g. polarity, width
and shape (morphology) of the QRS complex, slope
and area of the ST segment, as well as the time in-
terval (RR interval) of the complexes. The distinction
between normal and ventricular is no longer made ac-
cording to a set of rules of fixed measurement criteria
(rule-based system); the monitors instead imitate human
approaches to template matching, e.g. using probabil-
ity criteria or fuzzy logic. Frequency analysis (detection
of flutter and fibrillation) and artifact analysis (move-
ment, muscle tremors, etc.) is performed in parallel.
After the classification of the individual QRS com-
plexes, the distinction is made, using rhythm logic, as
to whether the event concerned is an isolated ventricular
extrasystole (VES) or whether it concerns linked events
(pairs, runs, ventricular tachycardia, bigeminy, etc.). If
a pacemaker pulse has been detected, the only important
thing is to judge whether or not there is a physiologi-
cal response from the heart. Because pacemaker pulses
can give rise to transient electrical phenomena in the
heart, which can be very similar to a natural heart ac-
tion, this judgment is by no means trivial. Pacemaker
patients should, therefore, always be given additional
monitoring of the circulatory function, e.g. the pulse
rate from SpO2 monitoring or continuously measured
arterial blood pressure.

The analytical quality of the monitors is determined,
among other methods, by testing using reference ECG
recordings from international societies (American Heart
Association, AHA) or recognized institutions.

48.2 Monitoring the Circulatory Function (Hemodynamic Monitoring)
Hemodynamics is the study of the flow of blood in the
circulatory system. This flow is driven by the pressure
generated by the heart. Since the pressure in the vascular
system is highly dependent on activity and the position
of the body (hydrostatic pressure), blood pressure mea-
surements are always taken at rest and are based on the
height of the heart (right atrium).

The vascular system is functionally divided into
a low-pressure system (small, pulmonary circuit) and
a high-pressure system (large, systemic circuit), which
are connected to one another by the central driving el-
ement, the heart. The heart generates pressure in its

contraction phase (systole), by means of which the
stroke volume (SV) is expelled from the ventricle and
into the arterial vascular system. Every stroke volume
conveyed generates a pulse wave. The peak pressure
during the expulsion of the stroke volume from the ven-
tricle is the systolic blood pressure (highest point of the
pressure curve). The pressure at the end of the relax-
ation phase (diastole) is referred to as diastolic blood
pressure (lowest point of the pressure curve). The dif-
ference between the systolic and diastolic pressure is
the blood pressure amplitude. The pressure that main-
tains the blood flow in the vascular system, that is to

Part
E

4
8
.2



958 Part E Monitoring

Circulatory system
monitoring

Noninvasive: NIBD
oscillometric

(discontinuous)

Noninvasive: CNAP
(continuous)

Complementary
pulse from SpO2

Invasive: IBD

Arterial pressure
ART

Central venous
pressure CVP

Pulmonary artery
pressure PAP

Wedge pressure PCWP
(discontinuous)

Blood pressure Cardiac output

Invasive

Thermodilution
pulmonary artery catheter

(discontinuous)

PiCCO technology
(less invasive, continuous
with volume management)

Other invasive,
continuous methods
(Vigileo, LiDCO)

Noninvasive

Impedance cardiography
(continuous)

Fig. 48.2 Overview of circulation monitoring

say the driving force of perfusion, is the mean pressure
(in the systemic circuit the mean arterial pressure APm
(also MAP), and in the pulmonary circuit the mean pul-
monary artery pressure PAPm).

The stroke volume is dependent on the preload, the
contractility of the myocardium and the afterload. The
preload is the stretching of the myocardium, which is
brought about by passive filling of the ventricle at the
end of diastole and is best described by the end-diastolic
volume. The afterload is the force exerted by the cardiac
muscles to overcome the resistance in the outflow tract
of the left ventricle and of the peripheral circuit. The
mean arterial pressure and the vascular resistance are
used as measures of the afterload.

In addition to the pressure-volume work of the heart,
factors that also determine the blood pressure behavior
are the elasticity of the vascular system, the circulating
blood volume and, in particular, the peripheral vascular
resistance, which is influenced by the wall tension of
the vessels (vessel tone) controlled by the sympathetic
nervous system.

The delivery volume of blood per minute is known
as the cardiac output (CO) and is the product of the
stroke volume and heart rate.

Control mechanisms in the body regulate circula-
tion with the aim of adjusting the cardiac output to the
circulation that is required to supply oxygen to the or-
ganism and eliminate CO2, keeping the blood pressure
largely constant and adjusting the circulation in the indi-
vidual organs and tissues to the functional state in each
case. Because doctors have means available to them for
specifically treating the individual determinants of the
cardiac output (chronotropic medications for heart rate,
inotropic medications for contractility, vasodilators and
vasoconstrictors for vessel tone, and diuretics or fluid
administration for preload), it is therefore important to
maintain this information, as reliably as possible, as the
basis for decision-making and therapy monitoring in the
monitoring process.

Monitoring of the circulatory function involves non-
invasive and invasive measurements of vital signs using
indirect and direct methods, which are used in high-
pressure or low-pressure systems (Fig. 48.2).

48.2.1 Pulse

Pulse monitoring is performed either invasively from
the arterial pressure curve or noninvasively from the
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plethysmogram of pulse oximetry (Chap. 49). Pulse
monitoring has particular importance as a safety mea-
sure when monitoring pacemaker patients (see above).

48.2.2 Discontinuous Noninvasive Blood
Pressure (NIBP)

Noninvasive blood pressure measurements are part of
the minimum requirements for pre, peri, and postop-
erative patient monitoring, but are also used in the
field of intensive care medicine. Patient monitors have
a measuring module or include the measuring parame-
ter NIBP (synonymous abbreviation NBP) in the basic
configuration. Monitors and stand-alone units work
discontinuously (after being started manually or au-
tomatically at selectable intervals) according to the
oscillometric measuring principle.

The auscultatory method is today performed almost
exclusively by hand and is only an indirect part of the
monitoring process. However, due to its wide distri-
bution and historical significance it should be briefly
explained here.

Sphygmomanometer

In 1896, the Italian doctor Riva Rocci developed
a sphygmomanometer that was easy to handle (a device
for measuring blood pressure; an inflatable cuff with an
attached mercury manometer) for noninvasive measure-
ment of the blood pressure in the upper arm. The cuff
pressure was increased considerably beyond the point
at which a pulse was no longer detectable at the wrist
(palpatory method). When the first pulse became per-
ceptible as the air was slowly released from the cuff, the
manometer pressure read off was taken as the systolic
blood pressure.

It was only after a further discovery that it also be-
came possible to measure the diastolic blood pressure
noninvasively. In 1905, the Russian doctor Korotkoff
discovered characteristic turbulence noises that could
be auscultated (listened to using a stethoscope) when
releasing the pressure from a compressed artery. The
description of the blood pressure values measured in
this way as RR (after Riva Rocci), which is still cus-
tomary today is historically false, because no diastolic
value could be measured according to Riva Rocci, nor
was a stethoscope used.

Functional Principle

of the Auscultatory Method

The cuff must be placed on the exposed upper arm at the
level of the heart such that the middle of the rubber blad-

der is positioned over the brachial artery. After palpat-
ing the brachial artery, the cuff is inflated to ≈ 30 mmHg
above the pressure at which the pulse can no longer be
detected. The stethoscope is placed against the brachial
artery and the cuff pressure is slowly released. The
pulsation that then begins causes knocking noises (Ko-
rotkoff sounds phase 1). At this point, the systolic blood
pressure is read off from the manometer. In the other
phases, the sounds change (see list below) until a sound
can no longer be heard. This is the fifth phase and is
approximately equal to the diastolic pressure.

Korotkoff sounds [48.1]:

Phase 1: A clear knocking sound begins, the intensity of
which increases during the course of the phase.

Phase 2: The knocking sound from phase 1 is accompa-
nied by an additional murmuring sound.

Phase 3: A knocking sound can be heard on its own
again, which is now especially loud and clear.

Phase 4: Sudden change: the sounds appear muffled and
quieter and they now lack the typical knocking
quality.

Phase 5: The noises disappear completely.

Oscillometric Method

In 1909, the French doctor Pachon discovered the os-
cillometric measurement method. He recognized that,
when the cuff pressure is released once the systolic pres-
sure has been reached, the vessel walls begin to oscillate
and maintain this behavior until the vessel is no longer
occluded. These oscillations are transmitted to the air
in the cuff and are read on the manometer. Today, these
oscillations are measured electronically using pressure
sensors.

The Functional Principle

of the Oscillometric Method

In the oscillometric method, the cuff is inflated at
the beginning of the measurement to ≈ 25–30 mmHg
above the point at which virtually no oscillations are
measured any longer (very low oscillations can come
from the part of the artery lying proximal to the cuff).
The pressure in the cuff is automatically released at
2–3 mmHg/s [48.2]. When the cuff pressure drops be-
low the value of the systolic blood pressure, the artery
begins to open and the oscillations become stronger.
They reach their peak when the cuff pressure cor-
responds to the mean arterial pressure. This is the
actual measured value of the oscillometric method. As
the cuff pressure drops further, the oscillation ampli-
tudes decrease once more and finally remain constant
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Fig. 48.3 The principle of the oscillometric method

when the cuff pressure has reached the diastolic value
(Fig. 48.3). The values for the diastole and systole are
determined from the progression of envelope curves
around the oscillations detected and are thus calculated
values.

Single-Tube and Double-Tube Systems

Cuffs with single-tube or double-tube systems are nor-
mal. In order to avoid the release of pressure influencing
the measurement results, a pressure tube may be com-

posed of two lumina. One leads directly from the
cuff to the pressure sensor, and the other is only de-
signed for inflation and pressure release. Single-tube
systems are more flexible on account of their lower to-
tal cross section and can, therefore, be better handled in
practice.

Plausibility Checking

Artifact detection is the most important requirement
for reliable oscillometric measurement. Mechanical in-
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fluences on the cuff or blood pressure tube during
measurement must not be recorded by the device as
relevant oscillations, as incorrect blood pressure values
could otherwise be displayed. Modern equipment elim-
inates such artifacts by releasing the pressure in stages.
Only when at least two successive pulses of the same
amplitude are detected at each stage is the pressure re-
leased to the next level. If artifacts occur, then the device
remains at a pressure level until two identical pulses are
identified. As a result, even the smallest artifacts can
be detected, e.g. in neonates. Although methods that in
contrast operate with a continuous and linear release of
pressure provide a result more quickly, they often give
incorrect values when there is interference.

When there is insufficient plausibility, a reliable de-
vice will tell the user that it has not been possible to
take an exact reading. In the case of shock patients with
extremely low pressure values in peripheral vessels, the
systolic and diastolic value can only be ascertained with
a large degree of uncertainty as a result of the flat pro-
gression of the oscillation curves. The oscillation peak
is still detected, however, and the mean arterial pressure
can, therefore, be measured and displayed. The systole
and diastole would be displayed as not measurable (e.g.
as a dash).

Methodological Notes

Cuff Size. One of the most common sources of faults
when measuring blood pressure is the incorrect choice
of cuff size. The cuff width should be ≈ 40% of the cir-
cumference of the limb, and the rubber bladder should
surround ≈ 80% of the circumference [48.3]. If the
correct width is not used, this causes considerable mea-
suring errors. If the cuff is too narrow the measurements
are too high, and if the cuff is too wide the measure-
ments are too low. It is therefore absolutely essential,
particularly in obese patients, children and neonates, to
use the correct cuff size in each case.

Taking into Account Hydrostatic Pressure. Blood pres-
sure measurement is always based at the level of the
heart. Measurement on the upper arm is, therefore, not
a problem either in the case of seated patients or in
patients in the dorsal position. Measurements can be
taken from the thigh or lower leg if the upper arm is
not available as a measuring site, and if the patient is ly-
ing flat. If the measuring site is not at the level of the
heart, due to the hydrostatic pressure difference a lower
measurement is given for the blood pressure above the
level of the heart, and a higher measurement is given
below the level of the heart. Measuring errors of approx-

imately 7.5 mmHg occur for every 10 cm difference in
height.

Other sources of errors in noninvasive blood pres-
sure measurement are user errors, such as too loose
application of the cuff, touching the cuff during mea-
surement, movement of the tube (also, for example,
as a result of directly touching the respiratory tubes).
Technical errors are usually leaks in the tube or cuff
system. Movement artifacts occur because of patient
movements and must be mainly taken into considera-
tion as a source of error in the case of children or in
postoperative monitoring.

Limits to NIBP Measurement. During the measur-
ing procedure, the tissue lying below the cuff on the
limb being measured is compressed. There is a risk
of nerval pressure lesions forming, particularly in
cachectic patients, premature neonates, and patients
with neuromuscular diseases, because the muscle tis-
sue and adipose tissue protecting the nerves are reduced.
With these patients, noninvasive pressure measurements
should, therefore, be performed with the largest possible
time intervals between measurements. In all other cases
it is recommended that the time intervals between non-
invasive blood pressure measurements be selected to be
no less that 5–10 min, in order to avoid pressure dam-
age in the region of the cuff and also in the supply area
of the artery [48.4].

48.2.3 Continuous Noninvasive Arterial
Blood Pressure Measurement (CNAP)

Blood pressure is not always constant but can change
within a matter of seconds. In particular, during anaes-
thesia and its induction, variations in blood pressure can
arise and require immediate medical attention. How-
ever, such episodes can be detected only unsatisfactorily
or not at all using the normal NIBP measurement [48.5].

The noninvasive technique of the relaxed arterial
wall (vascular unloading technique or volume clamp
method), which has become known as the Penaz
method [48.6], uses an optical sensor in a small cuff
around the finger to measure the volume pulses that
occur with each heart beat. The pressure in the cuff
is regulated by means of feedback such that the op-
tical measuring path always remains constant. When
a pulse occurs, the cuff pressure is, therefore, increased
accordingly, and when the pulse subsides the cuff pres-
sure is reduced. The cuff pressure, therefore, reflects the
pressure occurring in the enclosed finger artery with
a high degree of accuracy. Following various techni-
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a)

b)

Fig. 48.4a,b CNAP Pod (a) with controller, (b) applied
sensor cuff and controller fixed to the lower arm ( c© Dräger
Medical AG, Lübeck, Germany)

cal developments in this field (Finapres, Amsterdam),
CNAP then emerged (continuous noninvasive arterial
pressure from CNSystems, Graz), and it is the first
system of this type to be integrated as a module into
a patient monitoring system (CNAP Pod from Dräger
Medical, Lübeck; Fig. 48.4). CNAP uses pairs of sensor
cuffs, which are placed on adjacent fingers. Care must
be taken to ensure the correct size is used. Only one
cuff is ever used for measurement at any one time, and
after no longer than half an hour the continuous mea-
surement is automatically switched. The venous stasis
that naturally occurs during measurement on the fin-
ger very quickly decreases once more after the switch.
The great advantage of this method is the calibration
of the continuous measurement with the normal NIBP
measurement, so that correct values are displayed even
when the fingers are not level with the heart. This tech-
nique, therefore, bridges the gap between discontinuous

NIBP measurement, which involves the risk of over-
looking rapid drops in blood pressure, and continuous
invasive measurement, the use of which is not indi-
cated for every preferred event and requires an arterial
catheter that may only be inserted by a doctor. CNAP
satisfies the demand for correct, continuously measured
blood pressure values including a pressure curve, in-
stantaneously shows any occurring changes in pressure,
can be applied by any instructed member of nursing
staff, and involves virtually no risk of lesions for the
patient. CNAP is, therefore, suitable for increasing pa-
tient safety – above all in the case of interventions that
require sedation [48.7].

48.2.4 Invasive Pressure Measurement
in the High-Pressure
and the Low-Pressure Systems

Invasive blood pressure measurement is a direct method
for determining the pressure conditions in the high-
pressure and low-pressure systems. The fundamental
advantage over conventional noninvasive blood pres-
sure measurement is the continuous availability of the
measurement signal (pressure curve) and the pres-
sure values. This provides the possibility of triggering
an alarm if predefined limit values violated and of
further signal processing of the measurement data ob-
tained.

The High-Pressure System

A connection is set up by means of an intra-arterial
catheter between the intravasal blood column and
a liquid-coupled pressure transducer, which converts the
mechanical variable of pressure into an electrical signal.
The arterial pressure is dependent on the stroke volume
of the left ventricle and on the vascular resistance.

Links in the pressure-measuring chain (Fig. 48.5)
are essentially:

• Cannula or arterial catheter• Liquid-filled tube system with a three-way stopcock• Pressure transducer (reusable: with pressure dome,
with or without terminal membrane, and with
separate or integrated flushing system; disposable
transducer always including flushing system) with
monitor cable• Monitor.

Pressure Sensors and Pressure Transfer

Reusable pressure sensors (Fig. 48.6) consist of
a mechanoelectrical pressure transducer and a remov-
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able, liquid-filled cavity (pressure dome). The pressure
dome (single use per patient) is directly coupled to
the measuring surface (transducer membrane) mechan-
ically via an integrated thin plastic membrane. The
arterial compression wave is transmitted to the pressure
dome via the liquid medium (sodium chloride solu-
tion) in the pressure-measuring line and the catheter and
causes a corresponding deflection in the pressure trans-
ducer membrane. The mechanical membrane deflection
is converted, in the case of reusable and disposable pres-
sure transducers, by means of pressure-sensitive chips
whose electrical properties change in proportion with
the pressure. An applied voltage causes an electrical
signal linearly proportional to the pressure, which is
conveyed to the monitor and is displayed there on the
screen following amplification.

The greater the distance between the tip of the
catheter and the heart, the higher the pressure ampli-
tudes that are recorded. A time delay in the recording is
determined by the transit time. The systolic, diastolic,
and mean values are calculated electronically from the
respective pressure curves and displayed.

Connectors

The pressure dome usually has two Luer-lock connec-
tors, each of which has a three-way stopcock fitted to
it. They are used to lead in the pressure, remove air
from the system during filling, and flush the pressure-
measuring line. The pressure transducers are generally
fit into mounting plates that are used for fastening, for
example, to an IV stand at the correct height relative to
the heart. The inlet tubes and/or the slots on the mount-
ing plates are often color-coded for the various invasive
pressure measurements as:

Red: arterial pressure measurement
Blue: venous pressure measurement
Yellow: pulmonary artery pressure measurement
White: other pressure measurement (e.g. intracranial

pressure measurement).

48.2.5 The Ideal Pressure Measurement
System – Requirements

An idealized invasive pressure measurement system has
the following characteristics, which comply with mod-
ern clinical requirements:

• Simple and fast setup of the system• Easy to fill, with simple and secure removal of air as
well as visual inspection for air bubbles

Connection cable
to monitor

Pressure infusion

Micro drip
chamber

Disposable pressure
transducer with
flushing system
or reusable pressure
transducer with
pressure dome and
flushing system

Stopcock for
zeroing against air

Pressure
measurement line

Connection to the patient

Fig. 48.5 Measuring chain for invasive pressure measurement

• Integrated system for constant flushing with one-
handed operation, reliable flushing rate, even in the
case of rapid flush• Closed overpressure safety valve• High reliability of all the individual components in
the pressure-measuring chain• Good resonance frequency• High long-term stability• Possibilities for negative calibration• Mounting on the arm and on a bracket• Low input resistance (impedance).

Metrological Requirements

Invasive blood pressure measurement is technically
a measurement of the differential pressure between the
blood vessel and the ambient pressure (atmospheric
pressure). The pressure transducer must, therefore, be
adjusted before each measurement (zero compensation,
with the transducer adjusted to the level of the heart in
order to avoid measuring errors as a result of hydrostatic
pressures from the tube system). Pressure transducers
are temperature-dependent, which is to say that the zero
point of its actual value can vary when the temperature
changes (zero drift).

The weakest link in the measuring chain is the me-
chanical pressure transfer. The pressure can only be
determined exactly if all of the components in the sys-
tem meet specific requirements, such as high static and
dynamic accuracy of the measuring system (transmis-
sion behavior, natural frequency, damping, etc.). The
transmission properties are dependent on the length and
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Continuous flushing

Sensor
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Green + Excitation voltage

Black + Output signal

White – Output signal

Red – Excitation voltage

Shield

a)

b)

c)

Fig. 48.6 (a) Reusable pressure transducer, (b) diagram of
a disposable pressure transducer, (c) Wheatestone bridge
(courtesy of Becton Dickinson, Heidelberg)

elasticity (compliance) and also on the internal diameter
of the pressure tube. It is imperative to use tube connec-
tions that are as short and pressure-resistant as possible,
without any additional connectors.

The functionality of all of the components should
be checked prior to each measurement (bubble-free
measuring system, secure connection of the individual
system components, no leaks). When using reusable

pressure transducers, calibration is recommended to
check the functionality before each measurement.

The pressure system contains a section that is ca-
pable of oscillating (hydraulic system: from the tip of
the cannula to the membrane of the pressure transducer)
and can be induced to natural oscillations that alter the
pressure signal. The metrological aim is to represent the
pressure curve unaltered at frequencies of up to 12 Hz.
Below 20 Hz – here the pressure signal has frequency
components – the natural and resonance frequency of
the measuring system becomes particularly noticeable,
which is to say that undesirable interferences and defor-
mations of the actual pressure signal occur. As a result
of air bubbles in the measuring system, clots at the tip
of the catheter or in the tube system, a disconnected or
loose pressure dome of the pressure transducer, move-
ment artifacts caused by the patient, or a change in
the catheter position, the pressure curve is damped or
changed and the measurement information impaired.

Pressure Measurements

in the Low-Pressure System

The aim of pressure measurements in the low-pressure
system is to obtain information about the right ventricu-
lar function, the pulmonary circuit, and the filling of the
vascular system on the basis of the measurement results
obtained.

Central Venous Pressure (CVP)

Measurement of the central venous pressure is by means
of a liquid manometer or a pressure sensor, using a cen-
tral venous catheter (CVC), which is placed in the
superior vena cava at the entrance to the right atrium
of the heart. Unlike water column manometry, pressure
transducers have the advantage that the measurement
information is available continuously and certain sig-
nal characteristics of the CVP curve are additionally
available. Because of the small pressure values, it is
particularly important that the pressure measurement
system is situated level with the heart (correct zero
point positioning) in order to avoid falsification of the
measurement reading by hydrostatic pressure differ-
ences. The progression of the CVP curve shows the
atrial contraction (a-wave), the beginning of the ven-
tricular contraction (c-wave), and the relaxation phase
(v-wave). The CVP is only shown as a mean value (CVP
waveform and other pressures, Fig. 48.7) and is fun-
damentally influenced by the capacity of the vascular
system, the cardiac output, the blood volume, the com-
pliance of the myocardium, and also the afterload of the
right ventricle.
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Fig. 48.7 Different pressure waveforms and mini-trends in the monitor image

Pulmonary Artery Pressure (PAP) and

Pulmonary Capillary Wedge Pressure (PCWP)

In order to monitor and measure the hemodynamics of
the right ventricle, a balloon catheter is pushed through
the venous system into the right atrium, the right ven-
tricle, and from there through the pulmonary valve into
the arteria pulmonalis. The path of the catheter can be
followed on the basis of the different typical pressure
curves (Fig. 48.8).

The correct catheter position has been reached once
the so-called wedge position (Fig. 48.9) has been taken,
which is to say once the inflated balloon of the catheter
blocks off the pulmonary artery branch. If the tip of the
catheter rests against the wall of the pulmonary artery
(in a so-called pseudo-wedge position), this causes
damping of the pressure curves when the balloon is
filled and there is a continuous rise in pressure. Al-
though the catheter is in the right ventricle, in the wedge
position the pressure in the left atrium can be inferred

via the distal lumen: the PCWP value corresponds in the
first approximation to the left atrial pressure (LAP) and
thus to the end-diastolic filling pressure in the left ven-
tricle, since the left atrium, pulmonary capillaries, and
pulmonary artery under normal conditions form a com-
mon pressure connection during diastole.

Balloon Catheters

Using different balloon catheters (so-called flow-
directed catheters, pulmonary artery catheters, or
Swan–Ganz catheters), which differ in terms of their
length and thickness, number of lumina, position of
the lumen exit sites, and other characteristics, the CVP,
PAP, and core body temperature can be measured si-
multaneously, and the PCWP and CO can be measured
intermittently.

In addition, specialized balloon catheters pro-
vide additional possibilities such as intracardial ECG
measurement (e.g. His bundle ECG), supraventricu-

Part
E

4
8
.2



966 Part E Monitoring
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Fig. 48.8 Measuring sites and typical pressure curves in various heart and vessel sections

lar and ventricular stimulation, measurement of the
mixed venous oxygen saturation SvO2 as a re-
sult of integration of fibre optics, introduction of
a transluminal stimulation probe, or additional infusion
lumina.

Balloon catheters that are newly inserted or have al-
ready been in place intravasally for hours or days are not
free of risks and can cause complications, which partly
depend on the catheter access site such as:

• Supraventricular and ventricular arrhythmias• Ventricular tachycardias or ventricular fibrillation
(rarely)• Venous thromboses (particularly with a low CO)

• Sepsis (the risk rises as the duration of catheteriza-
tion increases)• Pulmonary infarction (as a result of catheter occlu-
sion of a peripheral pulmonary artery)• Pulmonary artery rupture (by balloon inflation or the
catheter tip).

48.2.6 Determining the Cardiac Output (CO)

The cardiac output, the volume of blood conveyed per
minute, is given in l/min. The classical way of deter-
mining the CO is by a method according to Fick (Fick’s
principle), whose calculation is based quite simply on
the law of conservation of mass: CO is the quotient
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Fig. 48.9 Pulmonary artery catheter in the wedge position

from oxygen consumption (VO2) in the body and dif-
ference in oxygen content (avDO2) between arterial
blood flowing to the body and mixed venous blood re-
turning from the body: CO = VO2/avDO2. However,
under routine conditions oxygen consumption cannot
be measured with sufficient accuracy in the clinical
environment.

Dilution Methods

The 1920s saw the development of the fundamental
work of Stewart and Hamilton to determine the CO
by means of dye dilution. With the introduction of the
thermistor catheter by Swan and Ganz in the 1970s, of
all the known indicator dilution methods (dye dilution,
cold, ions, radioisotopes), thermodilution by means of
a pulmonary artery catheter had established itself as

Fig. 48.10 Monitor window for the CO measurement.
Erroneous measurements are deleted from a series of mea-
surements and a mean value is formed

very practicable in the clinical environment. A defined
amount of physiological sodium chloride solution (at
a temperature of 0–25 ◦C; the lower the temperature,
the more accurate the measurement) is injected into
the right atrium via the proximal port of the multilu-
men pulmonary artery catheter. Because the injected
fluid is mixed with the warm flowing blood (37 ◦C)
and is, therefore, diluted, the change in temperature in
the blood stream can be measured by the thermistor,
which is situated close to the tip of the catheter. The
shape and the area of the dilution curve change with
the cardiac output. With a known temperature of the in-
jected fluid and blood as well as a known volume of
injected fluid, the measuring system determines the car-
diac output from the area of the thermodilution curve
(Fig. 48.10). The disadvantages of this method are the
discontinuity and the need for the pulmonary artery
catheter, the indication of which is viewed particularly
critically since the study by Connors [48.8], if not be-
fore. The disadvantage of discontinuity was overcome
by emitting heat pulses to the blood using a special pul-
monary artery catheter and by evaluating their dilution
curve. Since heat pulses can be applied at very short
intervals (30–60 s), this virtually provides continuous
measurement.

PiCCO Technology

Thermodilution can, in principle, also be performed
transpulmonarily, i. e. the cold bolus passes through the
lungs and a thermistor in the arterial system records the
dilution curve [48.9]. The cold bolus is injected into
the right atrium in the same way as in normal ther-
modilution except with a normal central venous catheter
that is customary in intensive care patients, but the
temperature profile is measured (preferably) in the ar-
teria femoralis. The advantage of this method is that
it is less invasive (omission of the pulmonary artery
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Outer electrodes
for current feedInner electrodes

Current
through
thorax

Fig. 48.11 Two double electrodes are applied to each side
of the throat and thorax. The impedance is determined from
the voltage drop between the inner measuring electrodes

catheter and, therefore, of the dangers mentioned above)
and that respiratory influences on the measurement
are reduced. PiCCO technology (introduced into the
market in 1997 by Pulsion Medical Systems, Munich;
PCCO, pulse contour cardiac output) is a combination
of transpulmonary thermodilution (in the form of CO
measurement) and pulse contour analysis (in the form
of continuous determination of the changes in the CO).
The CO is inferred beat-for-beat from the invasively
measured arterial pressure curve. Calibration must be
performed in advance by means of thermodilution, and
this should be repeated at least every 8 h. The great
value of the PiCCO method lies not only in the less
invasive and continuous CO measurement but in the
extraordinarily valuable parameters for assessment of
the circulation and the volume situation of the patient,
which can be read from the monitor without any fur-
ther effort at all. These parameters are, in particular, the
preload indicators global end-diastolic volume (GEDV)
and intrathoracic blood volume (ITBV), which are sig-
nificantly more sensitive and more specific than the
filling pressures CVP and wedge pressure, the contrac-
tility measures dP/dtmax (maximum pressure increase)
and GEF (global ejection fraction), the systemic vas-
cular resistance SVR as a measure of afterload, the
parameter EVLW as a measure of the extravascular lung
water, and (in the case of patients without arrhythmia re-
quiring artificial respiration) the stroke volume variation
SVV. The last parameters are used for optimum fluid
management, in particular in shock patients where it is
important to stabilize the circulation and thus the oxy-

gen consumption and to avoid and quickly recognize
pulmonary oedemas.

Other invasive procedures use the pulse contour
method or pulse wave analysis in isolation (Vigileo,
from Edwards Lifesciences, Irvine) or in combination
with lithium ion dilution (LiDCO, from LiDCO, Cam-
bridge). Furthermore, continuous measurement of the
mixed venous saturation SvO2 by means of fibre op-
tics in a pulmonary artery catheter is used to estimate
changes in the CO.

Impedance Cardiography

It has long been known that the blood volume ex-
pelled with each heart beat (stroke volume) leads to
measurable variations in the thoracic impedance. There
have also been attempts to determine the stroke volume
and CO from the variations in the thoracic electrical
bioimpedance (TEB), which are detected using four
electrode arrangements [48.10]. A weak high-frequency
constant current (e.g. 2.5 mA, 70 kHz) is passed through
the thorax by means of the external ring electrodes (or
special double electrodes, Fig. 48.11) arranged on the
neck and thorax. The current seeks the path of least
resistance, which is essentially the blood-conducting
aorta. The voltage drop is measured currentlessly by
means of the inner measuring electrodes, such that the
thoracic impedance can be substantially ascertained in-
dependently of the contact resistance.

The basic impedance Z0 is about 35 Ω. Fluctua-
tions that originate from the breathing and from the
pulsating blood flow in the aorta are superimposed on
it. The respiratory signals are not of interest here and
are filtered out. The higher-frequency impedance fluc-
tuations ΔZ(t) (amplitude approximately 0.15 Ω) are
represented by the impedance cardiogram (ICG), from
which the stroke volume and the CO can be determined
by means of certain model assumptions and refined
methods [48.11].

In the 1990s, the impedance cardiograph BioZ.com
from the Californian company CardioDynamics, Bothel,
USA, was developed. Its measuring accuracy and repro-
ducibility have been proven in clinical studies [48.12].
To date this is the only impedance cardiograph to have
been incorporated in a patient monitoring system as
a special module (Solar from GE Medical Systems).

Impedance cardiography has the advantages of:

• Being completely noninvasive• No risk to the patient• Continuous beat-to-beat measurement• Being easy to apply.
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The method is not indicated in patients with septic
shock, in patients with aortic valve defects with regurgi-
tation, in patients <1.20 m in height, in patients <30 kg
or >155 kg in weight, when an aortic balloon pump is
used, or during operations on the open thorax.

Despite all of the advantages of ICG, its nonavail-
ability – for example in the case of septic shock when
accurate observation of the hemodynamic and volu-
metric parameters is of real importance – is probably
particularly responsible for that fact that it still has
not established itself in the field of patient monitor-
ing to this day. PiCCO-technology is clearly the more
advantageous.

48.2.7 Calculation
of Hemodynamic Variables

The vascular resistances can be calculated from the
measurements of the pressure and flow. The total pe-
ripheral resistance (TPR), also called the systemic
vascular resistance (SVR), is the resistance of the
systemic circuit and mathematically it is simply the
quotient of the propulsive pressure difference (mean
arterial pressure APm minus central venous pressure
CVP) and the flow (CO)

SVR = (APm−CVP)/CO .

The pressure difference in the small circuit is the mean
pulmonary pressure minus the wedge pressure PCWP
(as a measure of the left atrial pressure). The pulmonary
vascular resistance is, therefore,

PVR = (PAPm−PCWP)/CO .

The international unit of measurement has remained
dyn s/cm5 in this case (resulting from the old unit of
pressure dyn/cm2 divided by the volume flow cm3/s).

Monitors generally provide calculation programs
that can also be used to calculate other circulatory pa-
rameters (e.g. cardiac work) and also – if blood gases
and respiratory gases are additionally measured – to
calculate the oxygen supply (DO2) and oxygen con-
sumption (VO2).

Further Reading• C.L. Lake, R.L. Hines, C.D. Blitt: Clinical Mon-
itoring: Practical Applications for Anesthesia and
Critical Care (Saunders, Philadelphia 2001)• W.C. Shoemaker, G.C. Velmahos, D. Demetriades:
Procedures and Monitoring for the Critically Ill
(Saunders, Philadelphia 2002)
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Respiratory M49. Respiratory Monitoring and Pulse Oximetry

Ullrich Hieronymi, Rüdiger Kramme, Harald Kronberg

Respiratory monitoring includes the measurement,

evaluation, and monitoring of parameters of the

respiratory system, which are grouped firstly into

parameters of respiratory mechanics (Sect. 49.1)

and of the mechanics of machine-assisted artifi-

cial respiration (e.g., respiration rate, tidal volume,

and airway pressure as part of the settings at the

ventilator), and secondly into parameters of gas

exchange (Sect. 49.2). Special consideration is

given to pulse oximetry (Sect. 49.2.2) – a basic

non-invasive monitoring procedure of great im-

portance – and its recent further development

to pulse CO-oximetry, to transcutaneous blood

gas monitoring (Sect. 49.2.3) which has its fo-

cus in neonatal monitoring, and to capnography

(Sect. 49.2.5) which is a standard monitoring to
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be performed during anaesthesia in the induction

and the OT.

In the case of machine-assisted artificial respiration in
the OT or in intensive care units, the monitoring is
focussed on ventilation and oxygenation (Chaps. 27
and 30). Monitoring of the artificial respiration pa-
rameters and of the inspiratory oxygen concentration

usually is part of the ventilator. Cardiovascular param-
eters, blood gases, and also, if necessary, anaesthetic
gases (when not measured by the anaesthesia device
itself) are generally monitored by means of a separate
patient monitor.

49.1 Respiratory Mechanics

In monitoring, the respiratory mechanics is primarily
the description of the mechanical processes of the tho-
rax that are necessary for ventilation, in the form of
pressure/volume relationships. In the case of patients
who are given artificial respiration, the airway pressure
and tidal volume are of particular interest, and the vari-
ables and behavior of these parameters are dependent,
in particular, on the compliance (elasticity) of the lungs
and on airway resistance. The aspects of pulmonary
function testing (Chap. 8) are not central to monitoring
but are closely related.

49.1.1 Monitoring of the Respiration Rate

The respiration rate (RR) is a vital parameter that plays
a large role in neonatal monitoring, in particular in the
case of spontaneously breathing patients (Chap. 54). It
is preferably determined from:

• Impedance pneumography (indirect method)• Capnography (indirect method).

The so-called acoustic respiration rate is measured us-
ing an entirely new method and sensor (Masimo 2010);
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it is not yet possible to estimate the significance of this
here.

The Principle of Impedance Pneumography

An increase and decrease in the thoracic volume
is linked to inspiration and expiration. As a re-
sult of the increase in volume during the inspiration
phase, the impedance of the thorax increases, whereas
a decrease in the volume means a reduction in the
thoracic impedance. In order to detect this, a very
low, high-frequency constant current (e.g., 10 μA at ap-
proximately 40 kHz) is conducted through two thoracic
electrodes. ECG electrodes are used for this, generally
those of lead II or optionally, if appropriate, those of
lead I. When the current is constant, a change in the
impedance causes a synchronous change in the voltage
drop. These fluctuations are displayed on the monitor in
the form of an impedance pneumogram (or respiration
waveform) and this is used to ascertain the respiration
rate. The signal is highly vulnerable to movement ar-
tifacts, as every movement of the body influences the
thoracic impedance.

Determining the Rate

A running average of the breaths counted per minute is
displayed. With some monitors, the respiration wave-
form must only exceed a single adjustable trigger
threshold, and this is already classed as a valid breath.
Even small artifacts can, therefore, easily lead to a mis-
count. The combination of an upper and a lower thresh-
old, the interval between which can be adjusted, is better
and safer than simply counting the positive passages of
the impedance curve through the single trigger thresh-
old. The upper and lower thresholds span a minimum
amplitude which must be exceeded by the impedance
signal in order to intersect both. Thus, the depth of the
respiratory action and not merely its single trigger pas-
sage decides whether it is classed as a valid breath and
is included into the determination of the respiration rate.

Apnoea Monitoring

Counting the respiratory actions also makes it possible
to monitor any pause in breathing or apnoea that occurs.
If no breath is detected within the time frame defined
by the adjustable monitoring limit apnoea time, then an
apnoea alarm is triggered.

It is important to take into account that every heart
beat causes a measurable change in impedance in the
thorax, which may be visible in the impedance pneumo-
gram. If the trigger threshold or the minimum amplitude
is set such too low such in cases, then it is not the respi-

ration rate that is counted but the heart rate (cardifact).
Cases of apnoea can then be overlooked. Particularly in
the neonatal monitoring mode, monitors are capable of
determining whether the respiration rate and heart rate
closely resemble one another or are identical and of trig-
gering an alert in the event of such cardifacts. (For the
significance of respiratory monitoring please also refer
to Chap. 54.)

49.1.2 Pressure and Flow

Tidal volume, airway pressure, and the temporal profile
thereof (slopes and respiration rate) are specified in the
case of patients given artificial respiration by adjusting
settings on the respirator or anaesthetic equipment. For
those cases where the equipment displays do not pro-
vide sufficient diagnostic information, the monitoring
includes modules for supervision of the respiratory me-
chanics. A special flow sensor measures the inspiratory
and expiratory gas flows and volumes in the mainstream
and also the airway pressure. Both the waveforms of
flow, pressure and volume, and also the flow-volume
and pressure-volume loops (F-V and P-V loops) can
be displayed on the monitor. Parameters that can be
displayed and provided in trends, for example, inspi-
ratory and expiratory tidal volumes, minute volumes,
maximum flows and airway resistance, maximum and
average airway pressure, PEEP (positive end-expiratory
pressure), respiration rate and inspiration/expiration ra-
tio (I/E), as well as the lung compliance.

If these measurements are combined with the
capnography, the CO2 production, the alveolar ventila-
tion as well as anatomical and physiological dead space
ratios can also be ascertained. All these parameters are
used for diagnosis and therapy monitoring in the case of
patients given artificial respiration.

Flow Sensor with a Fixed Orifice

When measurements are to be taken close to the patient
directly in the mainstream between the endotracheal
tube and the Y-piece of the ventilation hoses, it is im-
portant to have a robust sensor with small dead space
and low flow resistance that can be easily applied
and provides reliable measurements without having to
undergo calibration procedures, despite the constantly
moist gases. The pneumotachograph usually used for
measuring flow in functional diagnostics (Chap. 8) is
not suitable for this purpose as it would quickly become
blocked.

A special sensor has proved successful for use in
long-term artificial respiration, which measures the gas
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flows in both directions by measuring the differential
pressure at a flow resistance point in the form of a fixed
orifice. This system is affected less quickly by the neg-
ative effects of condensate and can be constructed with
such a small amount of dead space that it can even be
used for neonates. The nonlinear relationship between
the pressure difference and flow is compensated by us-
ing a microprocessor.

Different Measurements

from the Module and Ventilator

Ventilators generally measure the pressure and vol-
ume in the equipment remote from the patient, whereas
the respiratory mechanics module takes measurements
close to the patient. In addition to the compliance of
the ventilation hoses, the measuring temperature also
plays a particularly important role for the volumes dis-
played. Measurements taken directly from the patient
are effectively taken at body temperature (≈ 37 ◦C).
These gas conditions are described as BTPS (body tem-
perature and pressure, saturated). The condition ATPS

(ambient temperature and pressure, saturated) is present
in the equipment for expiration, and strictly speaking
ATPD (ambient temperature and pressure, dry) for in-
spiration, because dry gases are present, which are only
humidified on the way to the patient. There is, there-
fore, a considerable difference in temperature between
the two measurement points, which leads to noticeable
differences in volume. The gas laws give the following
equation for an ambient temperature of 22 ◦C

V (BTPS) = V (ATPS) ×
273.15+37

273.15+22
= 1.05 × V (ATPS) .

Volume measurement at body temperature is thus ap-
proximately 5% higher than at an ambient temperature
of 22 ◦C.

The condition STPD (standard temperature and
pressure, dry) should in addition be mentioned, which
was determined as being at standard temperature 0 ◦C,
standard pressure 760 mmHg and dry (water vapor par-
tial pressure = 0 mmHg).

49.2 Gas Exchange

Measurement methods and measurement parameters for
respiratory gases, blood gases, and anaesthetic gases
can be summarized as so-called gas monitoring under
the generic term gas exchange.

49.2.1 Gas Monitoring:
Preliminary Remarks

There are very differing conditions under which the res-
piratory gases and blood gases of a patient must be
monitored: spontaneous respiration or artificial respi-
ration with or without oxygen enrichment. In the case
of anaesthetic ventilation, nitrous oxide N2O or volatile
anaesthetics are added.

In the pulmonary alveoli, the respiratory gases are
in contact with the blood over a short diffusion path
through the alveolar and capillary walls. Oxygen (O2)
first dissolves in the blood plasma and then diffuses
further into the red blood cells (erythrocytes), which
contain the red blood pigment hemoglobin (Hb) as
an oxygen-transporting agent. Oxygen is not directly
bound to Hb, but is only attached to the iron atom
of each of the four haem groups. A molecule of Hb
can, therefore, transport up to four oxygen molecules
and easily release them again when it has reached sur-
rounding tissue structures, which have a lower oxygen

partial pressure via the bloodstream. Hb is, there-
fore, not oxidized, but rather oxygenated and in turn
deoxygenated.

Carbon dioxide (CO2) is constantly produced in the
body as a product of metabolism and is likewise partly
dissolved in the blood plasma, but is for the most part
transported back to the alveoli as a bicarbonate chem-
ically bound by attachment to an NH2 group of the
hemoglobin.

Whereas blood gas analysis (BGA) only ever
measures the gases oxygen and carbon dioxide, the
concentration of nitrous oxide and volatile anaesthet-
ics in the respiratory gases must, if necessary, also be
monitored. The respiratory gases are often measured as
a concentration in percent by volume (vol.%), whereas
the blood gases are measured as partial pressures in
mmHg (= torr) or kPa. Both measurements can be
converted from one to the other. In principle it would
be physiologically meaningful to present partial pres-
sures under BTPS conditions only. But – historically
introduced by the gas-mixing technology – especially
the inspired gases are given as volume concentra-
tion of a dry gas mixture under standard conditions
STPD.

In a mixture of ideal gases with the concentrations ci
(measured in vol.%), the partial pressure pi of one com-
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Table 49.1 Composition of the air

Constituent Abbreviation Fraction (vol.%)

Oxygen O2 about 21

Nitrogen N2 about 78

Argon Ar about 1

Carbon dioxide CO2 about 0.03

ponent is the fraction of the total pressure (here always
the atmospheric pressure pbaro) which is proportional to
its concentration:

pi = ci × pbaro .

The total pressure is accordingly the sum of the partial
pressures of each of the individual gas components

p1 + p2 + . . .+ pn

= c1 × pbaro + c2 × pbaro + . . .+ cn × pbaro = pbaro .

Normal respiratory air with the familiar composition
(Table 49.1) is heated to 37 ◦C during inhalation and
is mixed with a newly added gas as a result of humidi-
fication in the airways: water vapor. At full water vapor
saturation, the water vapor partial pressure pH2O is en-
tirely dependent on the temperature and is 47 mmHg
at 37 ◦C. This is 6.2 vol. % (= (47/760) × 100 vol. %) at
standard atmospheric pressure pbaro = 760 mmHg. In
its otherwise unchanged composition, the respiratory
air now takes up only 93.8% of the volume, and in
this wet gas oxygen, therefore, only has a concentra-
tion of 19.7% (= 0.938 × 21%) or a partial pressure of
19.7% × 760 mmHg = 150 mmHg.

The remaining expiration gas in the alveoli mixes
with this fresh gas, such that a noticeably lower
alveolar O2 partial pressure pAO2 results, with a stan-
dard value of ≈ 100 mmHg (= 13.33 kPa) (conversion:
1 kPa = 1 kN/m2; 100 kPa = 750 mmHg; 1 mmHg =
0.133 kPa). The difference between the partial pres-
sures of a gas is the driving force behind diffusion.
Venous blood arriving in the lungs has the compara-
tively low venous oxygen partial pressure pvO2, which
in the capillaries, in ideal ventilation, becomes equal to
the alveolar partial pressure as a result of gas exchange.
Because not all blood is involved in gas exchange, in
practice there is an alveolar-arterial oxygen difference
AaDO2 of 10–20 mmHg in healthy individuals.

Venous blood transports CO2 to the lungs and the
inhaled air contains virtually no CO2. The gas exchange
leads to a normal alveolar CO2 partial pressure pACO2
of ≈ 40 mmHg (= 5.3 kPa).

Spontaneous respiration primarily aims to stabilize
the CO2 partial pressure and pH of the blood, whereas

large fluctuations in the O2 partial pressure are toler-
ated. It also worthwhile to measure the carbon dioxide
in the respiratory gas as a partial pressure and not as
a volume concentration, because the latter is dependent
on air pressure.

As mentioned above, the oxygen is essentially
transported by the erythrocytes. Hemoglobin binds ap-
proximately 70 times more O2 than the blood plasma
is capable of dissolving. The amount of oxygen in the
blood is called the oxygen content and is measured in ml
O2 per dl blood. Together with the cardiac output, it de-
cisively determines the transport of oxygen in the blood
stream. How much hemoglobin is loaded with oxygen
is dependent on the O2 partial pressure in the blood
and is given as the oxygen saturation, the percentage
ratio of oxygenated hemoglobin to the total amount of
hemoglobin. One gram of hemoglobin (Hb) can trans-
port ≈ 1.34 ml of oxygen; the solubility factor for 1 ml
of oxygen in 1 dl of blood is about 0.003 per mmHg.
The arterial and venous oxygen content can accordingly
be given by

caO2 = 1.34 × Hb ×
SaO2

100
+ paO2 × 0.003

and, correspondingly,

cvO2 = 1.34 × Hb ×
SvO2

100
+ pvO2 × 0.003 ,

where SaO2 is the arterial and SvO2 the venous oxygen
saturation as a percentage, Hb is the hemoglobin content
of the blood in g/dl, and paO2 and pvO2 are, respec-
tively, the arterial and venous oxygen partial pressure
in mmHg. The arteriovenous oxygen difference avDO2,
unlike the AaDO2, is, therefore, not a partial pressure
difference but a content difference that provides evi-
dence about the oxygen consumption of the organism.
Table 49.2 shows a summary of terms and units of mea-
surement for oxygen transport.

In addition to the functional hemoglobin Hb (de-
oxyhemoglobin), which is available for oxygen uptake,
and O2Hb (oxyhemoglobin), which is already saturated
with oxygen, there is also a series of dysfunctional Hb
derivatives; the most frequent representatives of these,
COHb (carboxy-Hb, Hb poisoned with carbon monox-
ide) and MetHb (methemoglobin), are mostly present
in the blood in fractions of less than 5 and 1%, respec-
tively. Whereas the amount of oxygen physically dis-
solved in the blood is simply proportional to the oxygen
partial pressure (second summand in the content calcula-
tion above), the significantly more complex relationship
between the pO2 and the degree of hemoglobin oxy-
genation, i. e. the oxygen saturation, is represented by
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Table 49.2 Terms and units of measurement in connection with oxygen transport

Measurement parameter Abbreviation Unit

Hemoglobin content Hb g/dl

Oxygen partial pressure mm Hg or kPa

• Arterial paO2

• Alveolar pAO2

• Venous pvO2

• Transcutaneously measured ptcO2

Alveolar-arterial oxygen difference AaDO2 = paO2 − pAO2 mm Hg or kPa

Oxygen saturation %

• Arterial SaO2

• Mixed venous SvO2

• Central venous ScvO2

• Determined by pulse oximetry SpO2

Oxygen content ml/dl

• Arterial caO2

• Mixed venous cvO2

Arteriovenous oxygen difference avDO2 = caO2 − cvO2 ml/dl

Oxygen availability DO2 = CO × caO2 × 10 ml/min (CO = cardiac output in l/min)

Oxygen consumption VO2 = CO × avDO2 × 10 ml/min

the oxygen–hemoglobin dissociation curve (synonyms:
oxygen dissociation curve, oxyhemoglobin dissociation
curve) of the hemoglobin (Fig. 49.1).

The position and shape of the oxygen–hemoglobin
dissociation curve are dependent on various factors in
the blood, such as:

• pH and pCO2• Temperature• Hemoglobin type (foetal or adult)• Proportion of dysfunctional Hb derivatives (COHb,
MetHb)• Enzyme content (2,3-DPG).

Some deviations from the normal value lead to an im-
proved O2 supply. With a fever or an increased pCO2,
for example, the dissociation curve is displaced to the
right, such that oxygen is released to the cells more
easily. Mountain dwellers have an increased 2,3-DPG
content, which also results in the dissociation curve be-
ing displaced to the right. Carbon monoxide poisoning
with the formation of high concentrations of COHb is, in
contrast, accompanied by displacement of the dissocia-
tion curve to the left, such that the remaining functional
hemoglobin, which is already depleted, also releases the
oxygen with greater difficulty.

Dangers resulting from decreased supply of oxy-
gen can be detected in good time in the arterial blood
by monitoring both the arterial oxygen partial pressure

paO2 and the oxygen saturation SaO2. Whereas arte-
rial blood samples could previously only be examined
for this purpose in the laboratory analyzer at relatively
long time intervals, noninvasive continuous monitoring
procedures are now available for both measurement pa-
rameters: pulse oximetry (Sect. 49.2.2) for determining
the SpO2 as a measure of the arterial O2 saturation, and

0 50 100
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0

Fig. 49.1 Oxygen–hemoglobin dissociation curve of the
hemoglobin under normal conditions (temperature 37 ◦C,
pH 7.4)
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transcutaneous blood gas measurement (Sect. 49.2.3) of
ptc O2 (and ptc CO2) as correlates of the arterial gas par-
tial pressures paO2 (and paCO2).

Important terms relating to physiological states of
oxygen deficiency are:

Hypoxia low oxygen partial pressure
(paO2)

Hypoxygenation low oxygen saturation of the he-
moglobin (SaO2)

Hypoxaemia low oxygen content in the blood
(caO2)

Anaemia low hemoglobin content in the
blood (Hb).

It can be seen from the oxygen-hemoglobin dissociation
curve in Fig. 49.1 that, in the case of oxygen deficiency,
even small changes in the paO2 signify large changes
in the SaO2, and O2 saturation is, therefore, a vari-
able that reacts very sensitively in the case of oxygen
deficiency, which means that pulse oximetry is particu-
larly suitable for monitoring oxygen deficiency. On the
other hand, even with a normal paO2 of approximately
90–95 mmHg virtually all of the hemoglobin is oxy-
genated. Monitoring of an upper limit by means of pulse
oximetry is no longer conclusive, particularly if the pa-
tient is being given oxygen, and transcutaneous blood
gas measurement is considered preferable. Transcuta-
neous blood gas monitoring is, therefore, most com-
monly used to avoid hyperoxia in premature infants;
relatively long-term hyperoxia in their case leads to ir-
reversible blindness.

49.2.2 Pulse Oximetry

Pulse oximetry is a noninvasive method for continu-
ously measuring the oxygen saturation in the arterial
blood. The parameter is not called SaO2 but SpO2,
to signify that the oxygen saturation is determined by
means of pulse oximetry and to point towards the prin-
cipal difference.

Functional and Fractional Saturation

The value SpO2 from pulse oximetry is always what is
known as the functional saturation: the oxyhemoglobin
as a percentage of the total functional hemoglobin,
which can transport oxygen:

SpO2 = O2Hb

O2Hb+Hb
× 100% .

Fractional saturation is determined using laboratory
CO-oximeters, however: the hemoglobin as a percent-

age of the total measured hemoglobin, including the
dysfunctional hemoglobin derivatives, e.g. carboxyhe-
moglobin or methemoglobin:

SaO2 = O2Hb

(O2Hb+Hb+COHb+MetHb)
× 100% .

When significant amounts of MetHb are present (in the
case of methemoglobinaemia), this fundamental differ-
ence between SpO2 from pulse oximetry and SaO2 from
the laboratory CO-oximeter naturally leads to differing
results, the cause of which is not known to every user.
The situation is worse when COHb is present (e.g. in
the case of smoke poisoning): pulse oximetry is not ca-
pable of distinguishing between O2Hb and COHb and
in this case provides erroneously high SpO2 values.

Conventional Pulse Oximetry

Conventional pulse oximetry was developed in 1974
by Aoyagi and has been commercially available since
1981. Pulse oximetry monitoring has since become an
indispensable monitoring standard.

Using an easily applied sensor (finger sensor for
adults and children or, for newborn infants, an adhesive
sensor on the hand or foot, for example), the oxygen
saturation SpO2 and the pulse rate are determined and
a plethysmographic curve is displayed on the monitor.
Pulse oximetry uses the different absorption properties
of oxyhemoglobin (O2Hb) and deoxyhemoglobin (Hb)
at different wavelengths of light (Fig. 49.2). Two LEDs
transmit red and infrared light through the measure-
ment point. A detector registers the intensities IRD and

MetHb
O2Hb
Hb
COHb

660 940

log (extinction coefficient)

Wavelength (nm)

10

1

–1

Fig. 49.2 Absorption spectra of the functional Hb forms
Hb (deoxyhemoglobin) and O2Hb (oxyhemoglobin) and
also of the dysfunctional Hb derivatives COHb and MetHb,
which are not capable of binding oxygen
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Red (RD)
(660 nm)

LEDs

Infrared
(IR)
(940 nm)

AC
DC3
DC2
DC1

Detector

IRD + IIR

Fig. 49.3 Conventional pulse oximetry. Two LEDs trans-
mit red (RD) and infrared (IR) light through the mea-
surement point, and this light undergoes pulsatile absorp-
tion (AC) through arterial blood and constant absorption
through tissue (DC1), venous blood (DC2) and non-
pulsatile arterial blood (DC3). The detector measures the
intensities IRD and IIR of the transmitted light as a function
of time (transmission photometry)

IIR of the penetrating red (RD) and infrared (IR) light
(Fig. 49.3).

Conventional pulse oximetry is based on the as-
sumption that only arterial blood has a pulsatile AC
component of the light absorption, whereas tissue,
venous blood and nonpulsatile arterial blood always
constitute a constant DC component of the light ab-
sorption at the measurement point (Fig. 49.3). The
intensities IRD and IIR registered by the detector thus
include an AC and a DC component in each case. These
are then compared with one another, and from the quo-
tient

r = IRDAC/IRD DC

IIR AC/IIR DC

of these two relationships the percentage value of the
oxygen saturation SpO2 is empirically determined. This
quotient from two quotients has the advantage that
no calibration procedure is necessary for the pulse
oximetry measurement and the process is, therefore,
particularly user-friendly.

Movement in the Case

of Conventional Pulse Oximetry

If the patient moves, then the venous blood at the mea-
surement point also moves. This inevitably results in
considerable interference components in the signal be-
ing investigated, because pulsatile elements no longer

originate from arterial blood alone. The AC compo-
nents are distorted and an imprecise saturation value
emerges. Even with normal patient movements or low
perfusion, the interference components in the detected
signals can be far higher than the desired signals. In
these cases, the quotients are primarily determined by
the interference components and r has a value close
to 1. Many systems then show a saturation value of
approximately 85%.

As a countermeasure, in conventional pulse oxime-
try systems, for example, the time for determining the
average is increased or the display is frozen if move-
ment is detected. This does not provide clinicians with
continuous information, however, and can in the worst
case scenario lead to misinterpretations.

Masimo SET Pulse Oximetry

In 1989 Diab and Kiani [49.1–3], founders of Masimo
Corporation, developed signal extraction pulse oxime-
try, which made it possible for the first time to
differentiate the arterial signal from nonarterial inter-
ferences. This pioneering technology has been used in
clinical practice since 1998.

Masimo signal extraction technology (SET) rejects
the conventional assumption that pulsatile signal com-
ponents originate from arterial blood alone. By means
of adaptive noise suppression, the venous component
can be separated. The principles of this are explained
in more detail in [49.2].

Important features and advantages of Masimo SET
pulse oximetry are:

• The saturation algorithm is independent on the
pulse rate algorithm (whereas, in conventional pulse
oximetry systems, an accurate pulse must be de-
tected in order to calculate the exact arterial oxygen
saturation).• Using Masimo SET, arterial oxygen saturation and
the pulse rate can even be monitored when move-
ment has already begun before the pulse oximeter
has been switched on (whereas conventional tech-
nology relies on clean data at the beginning of
monitoring).• As an aid for optimum sensor placement, an ad-
ditional parameter is supplied: the perfusion index
(PI). Displaying the signal IQ serves as signal qual-
ity control.

Perfusion Index

The infrared signal, which is influenced less by the
oxygen saturation, is used to calculate the PI. The in-
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dex is determined from the pulsatile (IIR AC) and the
nonpulsatile IR signal (IIR DC) and is given as a per-
centage

PI = IIR AC

IIR DC
× 100% .

The value of the PI relates to the respective mea-
surement point on the patient. According to the
physiological conditions, it differs from one measure-
ment point to the next and from patient to patient. The PI
is suitable for assessing the suitability of the measure-
ment point. A large PI means optimum measurement for
pulse oximetry. The PI display covers values from 0.02
to 20%. A PI above 1% is desirable.

SpO2 Signal Quality Control – Signal IQ

Masimo pulse oximetry provides a visual display for the
quality of the plethysmographic signal. It is referred to
as signal IQ (signal identification and quality indicator).
Using signal IQ it is possible to identify the occurrence
of a pulse as well as the associated signal quality of the
measurement. When the patient moves, the plethysmo-
graphic pulse curve is frequently distorted by artifacts.
The signal IQ, which is represented as a vertical line
(pulse bar), reliably shows the time of the arterial pul-
sation, and its height indicates the quality of the signal
measured. When a sharp reduction in the signal qual-
ity can have a negative influence on the accuracy of the
SpO2 measurement, a warning message (signal IQ low)
is shown on the display.

Sensitivity Modes

Masimo pulse oximetry enables the measurement sen-
sitivity to be set at three levels.

Normal: recommended mode for typical monitor-
ing, such as in intensive care units, for example.

Adaptive probe off detection (APOD): recom-
mended mode when, because of staffing levels, it is not
possible to detect immediately if a sensor has become
detached. This mode offers better protection against er-
roneous measurements being displayed, even though
the sensor has become detached from the measurement
point (e.g. as a result of the patient moving).

Maximum: this mode is used to obtain and display
data even when the signal is very weak due to impaired
perfusion (can be used, for example, during treatment or
examination, i. e. when someone is with the patient). If
the sensor becomes detached from the patient, this mode
makes virtually no provision for measurements that are
displayed erroneously.

Pulse CO-Oximetry

Masimo Rainbow SET Pulse CO-Oximetry, a further
development of the two-wavelength pulse oximetry, was
first introduced in 2005 and is based on Masimo Signal
Extraction Technology. It is a continuous, noninvasive
method that, in addition to oxygen saturation, pulse rate
and perfusion index, enables the following parameters
to be measured, which are of great interest clinically:

• The total hemoglobin (SpHb)• The oxygen content (SpOC)• The carboxyhemoglobin content (SpCO)• The methemoglobin content (SpMet)• The pleth variability index (PVI).

Masimo pulse CO-oximetry uses multiwavelength sen-
sors that transmit more than seven different wavelengths
of visible light and infrared light from LEDs through
the measurement point and correspondingly detect the
respective absorption.

Arterial Oxygen Content SpOC

With typical paO2 values of around 100 mmHg, the
oxygen content dissolved in the plasma is only approx-
imately 0.3 ml/dl and can in practice be assumed to
be a constant. For normal concentrations of carboxyhe-
moglobin and methemoglobin, the functional saturation
determined using a pulse oximeter is about 2% higher
than the fractional saturation: SpO2 = 1.02 × SaO2.

For the arterial O2 content, this approximation gives
a simplified calculation for SpOC from SpHb and SpO2:

SpOC = 1.31 ×

(
SpHb ×

SpO2

100

)
+0.3 .

The measurements from the pulse CO-oximetry can be
compared with laboratory measurements from blood
samples. Interpreting comparisons of this type requires
a great amount of care, as the values ascertained from
the blood gas sample may under some circumstances
differ from the SpO2, SpCO and SpMet measurements.
For SpO2, differences from the arterial blood gas sam-
ple occur when the effect of the influencing variables
on the oxygen-hemoglobin dissociation curve have not
been corrected. In the case of SpCO and SpMet, in ad-
dition to temperature and pH abnormal values for the
oxygen saturation (SaO2 < 90%) and/or for the concen-
tration of methemoglobin (MetHb > 2%) in the blood
gas sample can also influence the results.

Pleth Variability Index (PVI)

The heart and lungs interact physiologically in different
ways. Intrathoracic pressure changes as a result of res-
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piration have a direct influence on the filling of the heart
with blood and on its pumping capacity. These pressure
changes are visible as a cyclical change in the arterial
blood pressure. A reliable, continuously and noninva-
sively measurable indicator of such cyclical changes
would be of great clinical value.

Masimo has developed the pleth variability index,
which shows the cyclical changes in the pulse curve
as a result of changes in the physiological conditions.
The perfusion index (PI), which has already been men-
tioned, is used for this purpose. The pleth variability
index (PVI) is a measure of the dynamic changes in the
PI during the respiratory cycle and is calculated as a per-
centage value from the PI changes during the respiratory
cycle or multiple complete respiratory cycles:

PVI = PImax −PImin

PImax
× 100% .

The lower the PVI, the lower the PI variability in the
course of a respiratory cycle. The PVI can provide po-
tentially useful information about the balance between
the intrathoracic airway pressure and the intravascu-
lar fluid volume. Its trend can be helpful in estimating
the hydration status. An increase can indicate hypo-
volaemia [49.1].

Overall, the parameters from pulse CO-oximetry in-
troduced in recent years have significantly broadened
the possibilities for noninvasive monitoring of patients
and are attracting increasing interest among their users.

Mixed Venous Oxygen Saturation SvO2

and Central Venous Oxygen Saturation ScvO2

In pulse oximetry, the measurement point is transillu-
minated. This is not possible in large vessels, e.g. in
the pulmonary artery, where the venous blood from all
the organs arrives thoroughly mixed together. A catheter
with fiber optics placed here can detect the mixed ve-
nous oxygen saturation SvO2 by means of reflection
photometry, however. If a pulmonary artery catheter is
to be avoided, the central venous saturation ScvO2 can
in the first approximation be measured using a central
venous catheter, situated a little upstream of the right
atrium, and fiber optics. The two values may differ, but
react to the same extent to changes in the haemodynam-
ics [49.4]. Both parameters may, therefore, be used in
monitoring as immediate indicators for haemodynamic
changes.

By taking account of the arterial oxygen satura-
tion SaO2 and the cardiac output, important information
can be obtained about the oxygen utilization of the
organism.

49.2.3 Transcutaneous Blood Gas
Measurement

Miniaturized electrochemical sensors of the Clark type,
known in principle from blood gas analyzers, are placed
directly on the skin. A measuring membrane encloses
a very small volume of electrolyte, into which the
oxygen and/or carbon dioxide can diffuse from the cu-
taneous capillary bed. Since only arterial values are
of interest, the capillary bed is heated to 42–45 ◦C by
means of a heating element in the sensor and thus arte-
rialized: the high temperature reduces the vascular tone,
the arterioles become slack, and arterial blood pene-
trates into the capillary bed.

The transcutaneous oxygen partial pressure ptcO2
is measured according to the polarographic method
(Fig. 49.4). Microelectrodes made from platinum or
gold are situated in the electrolyte and are biased to-
wards a silver anode with a fixed plateau potential
(typically 0.8 V). A small ptcO2-proportional measure-
ment current,

I ∝ ptcO2 ,

then flows, which is generated as a result of the reduc-
tion of O2 molecules at the microelectrodes

O2 +2H2O → 4OH− −4e− .

At the same time, silver at the anode is converted to
silver chloride

4Ag+4Cl− → 4AgCl− +4e− .

The response time (T90, based on partial pressure peaks
of 10–90%) is approximately 8 s and is, therefore, not

150 Torr
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Fig. 49.4 Polarogram of an electrochemical O2 converter
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Thermal sensor

Iridium iridium-oxide electrode
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Fig. 49.5 Sectional drawing through a transcapnode

slower-acting than pulse oximetry, which uses similar
averaging times to stabilize measurements.

The transcutaneous carbon dioxide partial pressure
ptcCO2 is measured according to the potentiometric
method using a pH electrode. By way of illustration,
Fig. 49.5 shows a diagram of a transcapnode with an
iridium/iridium oxide pH electrode.

This type of electrode is considerably more stable
mechanically and has a significantly lower and more
noise-free output impedance than the previously cus-
tomary glass electrodes. The CO2, which diffuses into
the measuring cell, shifts the pH value by forming car-
bonic acid:

CO2 +H2O ↔ H2CO3 ↔ H+ +HCO−
3

↔ 2H+ +CO2−
3 .

When the partial reactions are at equilibrium, there is
a logarithmic relationship between the CO2 partial pres-
sure and the pH, such that the potential present at the
pH electrode is likewise logarithmically dependent on
the ptcCO2,

U ∼ log(ptcCO2) .

The response time (T90) for the ptcCO2 measurement
has been considerably shortened over the years and is
now typically 40 s.

Transcutaneous oxygen monitoring requires a min-
imum heating temperature of 43 ◦C; for CO2 monitor-
ing, a temperature of 42 ◦C is sufficient. A temperature
of 43.5 ◦C provides a good compromise between the de-
sired high correlation with arterial measurements and
the risk of local burns to the skin. A temperature of
45 ◦C must not be exceeded and at this temperature the
sensor must be repositioned approximately every hour;
infants have been found to withstand a heating tem-
perature of 42 ◦C even over a period of 24 h without
burning.

Measuring Accuracy and the Influence of Errors

in Transcutaneous Blood Gas Measurement

Transcutaneous blood gas sensors are intended to re-
act as quickly as possible to changes in partial pressure
and, therefore, contain only a very thin electrolyte
layer. Heating the sensors leads to the drying out
and sweating of the patient, and to thinning of the
electrolyte, resulting in unstable measurements. Such
sensors must, therefore, be calibrated at least once daily
to air (pO2 = 0.21 × pbaro) and if necessary to at least
one defined CO2 mixture (5 or 10% CO2). From expe-
rience, the electrolyte and measuring membrane must
also be replaced at least once a week.

In a similar way to ECG electrodes, the sensors are
attached to the skin using adhesive rings. A drop of
aqueous contact agent is applied to the application site.
This provides better diffusion and prevents inclusion
of any of the surrounding atmosphere which, despite
the low volume, would impede fast adjustment to real
transcutaneous measurements.

In principle, transcutaneous and arterial blood
gas values do not correspond with each other, but
a good measuring system guarantees a high correlation
(r > 0.8) of the ptcO2 and ptcCO2 values with the paO2
and paCO2 values, respectively. Heating of the capil-
lary blood leads to significant temperature-dependent
increases both in the O2 and CO2 partial pressure
(capillary arterial reference values: pcapO2 + 6%/◦C,
pcapCO2 + 4.8%/◦C). This is because an increase in
temperature shifts both the oxygen–hemoglobin dis-
sociation curve of the hemoglobin and the chemical
equilibrium between dissolved carbon dioxide and
bound CO2 (bicarbonate or bound to hemoglobin).

During diffusion of the blood gases through the epi-
dermis, due to the increased cellular metabolism oxygen
is consumed and carbon dioxide is also released. In new-
borns, the compensatory oxygen effect, therefore, gives
ptcO2 values that differ slightly from the paO2 (and
which in older patients are always below the paO2),
whereas the ptcCO2 values are elevated by about 50%.
The ptcCO2 values are, therefore, mostly given as cor-
rected values, because the individual effect on the skin is
relatively small here compared with the systematic tem-
perature effect. Some manufacturers also allow in vivo
correction, which is used to adapt the transcutaneous
measurements to the results of blood gas analysis. In the
case of stable peripheral perfusion ratios, there is then no
longer any difference between the displayed transcuta-
neous and central arterial measurements.

In the case of low perfusion – e.g. as a result of the
onset of peripheral hypoperfusion – transcutaneous O2
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measurement gives misleadingly low values. It can then
be dangerous to ventilate the newborn with an increased
O2 concentration in order to compensate. However, the
transcutaneous measurement method itself provides an
excellent key to explaining this situation, which unfor-
tunately is repeatedly forgotten: a sudden drop in the
electrical heat output indicates hypoperfusion. This is
because the sensor is heated to a predetermined stable
temperature, which is always above the temperature of
the blood that is flowing in (e.g. 43.5 ◦C). In the case of
strong perfusion, the sensor is, therefore, cooled more
substantially by the blood than in the case of low per-
fusion. In order to maintain the temperature, a higher
heat output is, therefore, necessary in the case of strong
perfusion. The trend in the heat output, therefore, runs
parallel to the trend in perfusion. If the ptcO2 trend
and the trend in the heat output therefore drop simul-
taneously, this indicates that the ptcO2 drop can be
attributed to a decrease in perfusion due to the method
of measurement.

Transcutaneous blood gas measurement is also pos-
sible in special cases in adults, when it is important to
detect changes. It has not proved to be suitable for mon-
itoring trends because the skin perfusion probably plays
an even greater role. Known applications are monitoring
in cases of hyperbaric oxygen therapy and measurements
in angiology, particularly in the case of peripheral oc-
clusive disease and when monitoring the effectiveness of
measures to eliminate angiostenoses in the limbs.

49.2.4 Measuring the Respiratory Gases

In addition to oxygen and carbon dioxide, respiratory
gases here should also be understood to mean nitrous
oxide and volatile anaesthetics (halothane, enflurane,
isoflurane, desflurane, and sevoflurane). They are either
measured in the respiratory flow of the intubated pa-
tient (mainstream method) or in the sidestream method,
in which the mixture of respiratory gases is drawn off
from the patient’s ventilation hose by means of a sam-
pling tube at a gas flow rate of between 50 ml/min and
250 ml/min and, if necessary, is fed to the measuring
cell in the monitor via a water trap and drying stage
(Nafion tube).

The mainstream method is becoming increasingly
widely used for isolated monitoring of carbon dioxide
(Sect. 49.2.5), in which the sensor is seated directly on
a special airway adapter. The advantage of the main-
stream method is its faster reaction to changes in the
composition of the respiratory gas, whereas the ad-
vantage of the sidestream method is its more robust

construction and the lower amount of additional dead
space in the ventilation hose.

Measuring Cells

Oxygen is measured either using inexpensive but slow-
acting fuel cells (e.g. in the inspiratory respiratory gas
in the case of artificial respiration) or in synchrony
with breathing using paramagnetic measuring cells. As
an example, Fig. 49.6 shows a paramagnetic measuring
cell with a dumbbell-shaped design in a shock-proof
construction. Two thin-walled glass balls filled with ni-
trogen are suspended in the strongly inhomogeneous
magnetic field of a permanent magnet. Oxygen in the
atmosphere surrounding the magnet gap displaces the
glass balls. The resultant torsional moment is compen-
sated with a regulating current through coils on the
glass balls and the dumbbell is held in a fixed position.
The oscillatory system is, therefore, on the one hand
strongly damped, and on the other hand the regulating
current is proportional to the O2 partial pressure in the
respiratory gas,

O2 concentration: %O2 = pO2

pbaro
.

Unlike oxygen, carbon dioxide, nitrous oxide (N2O),
and anaesthetic gases have polar molecules, which can
be excited to mechanical oscillations by infrared radia-
tion in the wavelength range of between 2.5 and 15 μm
and which in the process absorb radiation of charac-
teristic wavelengths. Figure 49.7 shows the absorption
bands of the respiratory gases of interest, including wa-
ter vapor.

Magnets Amplifier

Ball-shaped
coil

Mirror

Photosensors Lens Light-emitting
diode

Fig. 49.6 Paramagnetic O2 measuring cell
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Fig. 49.7 Absorption spectra of the respiratory gases (sim-
plified, without details of the fine structure)

These very specific absorption bands are utilized
for measurement. A radiation source emits an entire
spectrum of infrared light. In nondispersive infrared
measurement or spectroscopy (NDIR), originally a de-
tector was used that was sensitive only to specific
wavelengths absorbed by the gas being investigated.
Today, by means of filtering usually only those wave-
lengths are selected at which there is the greatest
absorption of the gas to be measured. In the dispersive
infrared measuring technique, a measuring wavelength
that is suitable for the gas being sought is generated by
dispersion of the light (e.g. by refraction in a prism).

According to the basic law of photometry after
Lambert–Beer, the absorption A is proportional to the
amount c (frequently inaccurately referred to as the con-
centration) of molecules capable of reaction in the beam
path

A = log

(
I0

I

)
= εlc .

Here, I0 and I are, respectively, the irradiated and
measured beam intensity, ε is the molar extinction coef-
ficient, and l is the length of the reacting beam path.

The higher the partial pressure of the gas compo-
nents measured in the mixture, the more frequently
photons impinge on such molecules. Using infrared
photometry, the absolute partial pressures of the gas
components are, therefore, initially determined, and the
percentage gas concentrations are then determined by
reference to the effective total pressure.

If the gas mixture sucked in were not dried, there
would be a broad water vapor band (2.7–3.6 μm) di-

Chopper wheel 
with filters

Flow-through
cuvette

IR detector

Electronics

Gas outlet

Gas inlet

IR light source

Data to
processor

Fig. 49.8 Single-beam infrared measuring cell with chop-
per wheel

rectly above the anaesthetic gas bands (A-gases), which
would then disappear. The absorption bands of the
anaesthetic gases also overlap such that, when using rel-
atively simple analyzers, it must be entered which gas is
used. Measuring devices with automatic identification
therefore use other spectral ranges with wavelengths
that are above those shown.

The absorption bands of CO2 (4.26 μm) and N2O
(4.55 μm) lie in a gap in the water vapor spectrum and
can be reliably separated using appropriate filters in the
filter plate of the measuring apparatus. The filter plate
contains a filter in an additional position, which trans-
mits radiation in a gap in the total absorption spectrum
through the flow-through cell. This is used as a refer-
ence measurement to stabilize the measurements and,
therefore, prevents a drift in the measurements when
there is gradual contamination of the measuring cell or
a change in the radiation source.

Figure 49.8 shows the structure of an infrared mea-
suring cell with a chopper wheel, which is used to
alternately move filters for the measurement wavelength
and reference filters into the beam path. Today, particu-
larly in monitoring, solid-state sensors without moving
parts are used.

Measuring Accuracy

Relatively large anaesthetic gas measurement errors oc-
cur in sidestream measuring systems when sampling
tubes made from the wrong material are used. So, for
example, as a result of surface absorption of halothane,
a polyethylene sampling tube can completely distort the
erratic concentration changes that are in synchrony with
breathing and can give false inspiratory and expiratory
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measurements. It is, therefore, imperative to ensure that
only those sampling tubes that are recommended or en-
dorsed by the manufacturer of the measuring system are
used.

Similar effects arise in relation to measurement of
the other gases, too, if a sampling tube is repeatedly
disinfected for reasons of thrift. The inner surfaces are
very rough and there is no longer any laminar flow in the
sampling tube, with the result that concentration levels
are distorted on the way to the analyzer.

In routine clinical practice, questions are repeatedly
raised about the measuring accuracy of the end-
expiratory CO2 measurements (etCO2). Deviations in
the respiratory gas measuring results from the blood
gas values are the reason for this: the petCO2 is gener-
ally lower than the paCO2 by 2–13 mmHg. Differences
in the measurements of equipment from different man-
ufacturers are also unsettling. There are technical and
physiological explanations for this.

There is cross-sensitivity between the CO2 mea-
surement and the other gases, partly due to spectral
overlapping (with N2O) and partly because of an in-
direct influence of O2 on the CO2 absorption band
(collision broadening effect). If a capnograph does not
also measure the other gases simultaneously, for cor-
rection purposes it must be specified whether the gas
mixture contains O2 and/or N2O in relatively large con-
centrations. Failure to observe this can lead to errors of
about 2 mmHg.

Specific NDIR measuring cells are very sensitive
to the CO2 fine structure spectrum and do not require
any correction. There are also infrared analyzers whose
CO2 measurements are automatically corrected with the
anaesthetic gas concentrations. If the anaesthetic gas is
not detected automatically, indication of an incorrect
anaesthetic gas then leads to relatively big errors, not
only in the anaesthetic gas but also in the pCO2. Ex-
ample: If isoflurane is stated but halothane is used, the
pCO2 is up to 7 mmHg too low.

These days there is a requirement to state the CO2
partial pressure as a lung value in accordance with
the BTPS standard, since only CO2 lung values can
be compared with blood gas values. Because the in-
frared measuring cells measure in dry gas, however,
the CO2 lung value must be reduced again by around
2.5 mmHg

pCO2 (lungs) ≈ pCO2 (IR cell) ×
pbaro −47

pbaro
.

(In actual fact, this correction is just a little too severe,
as the gas in the IR cell is not completely dry.)

The influence of dead space ventilation as a result
of a ventilation–perfusion disproportion is frequently
underestimated, and feeds directly into the discrep-
ancy between petCO2 and paCO2. Alveolar shunts also
contribute to the fact that end-expiratory values can
be lower than arterial values. Where there are sudden
changes in the petCO2, blood gas analysis must there-
fore be used to investigate whether the paCO2 has also
changed to the same degree or whether a change in
the ventilation-perfusion ratio is (also) responsible for
this.

It is not always known that in major operations, the
patient’s blood is noticeably hypothermic, but blood gas
analysis is always carried out at 37 ◦C. The blood gas
analysis values are thus elevated by approximately 4.8%
per ◦C compared with the lung values! Therefore, if
the patient were to be cooled down to 34 ◦C, for exam-
ple, the uncorrected blood gas analysis value would be
about 4.3 mmHg above the actual partial pressure in the
patient’s blood.

49.2.5 Capnography

Capnography is to be understood as the measurement
and graphic representation of the CO2 in the respira-
tory gas. Spontaneous respiration is primarily aimed
at stabilizing the arterial CO2 partial pressure to val-
ues around about 40 mmHg (Sect. 49.2) and represents
the fundamental respiratory drive. Relatively large de-
viations in the paCO2 have considerable physiological
consequences, such as vasodilatation in the case of
hypercapnia, with the possible consequence of an in-
crease in the intracranial pressure. Hypocapnia leads,
in contrast, to vasoconstriction with the risk of organ
hypoperfusion, which primarily puts the brain at risk.

This means that, as a noninvasive and continuous
monitoring process for ventilation, capnography is of
high importance for the safety of the patient while under
general anaesthetic and in intensive care medicine. The
capnogram plots the CO2 partial pressure over time.
The end-expiratory CO2 (petCO2) is the maximum at
the end of the alveolar plateau, which correlates with
the paCO2.

Due to different recording speeds, CO2 curves
can be displayed in high resolution (12.5 mm/s) or
as a trend (25 mm/min) (Fig. 49.9). In monitoring,
6.25 mm/s is customary and trends are as a rule dis-
played as a course of values (1 value per minute).

In the mainstream method, the measuring sensor is
situated close to the patient on an airway adapter be-
tween the tube and ventilation hose. It is preferred in the
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case of intubated patients because of the very accurate
results and lack of temporal latency.

Trend speed 25 mm/min Waveform speed 12.5 mm/s
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Alveolar
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line

Fig. 49.9 Normal capnogram. F Beginning of exhalation (expi-
ratory phase). Gas is exhaled from the anatomical dead space.
F-G Steep rise in the CO2 concentration, predominantly from
the lower airways. G-H Alveolar plateau, consisting of the CO2

concentration and CO2 partial pressure of the alveolar gas. H End-
expiratory or end-tidal PCO2 (PetCO2). H-I Downward curve; the
inspiratory phase exhibits a rapid decrease in the CO2 concentration
as a result of the fresh gas taken in

Gas supply
A-Gas supply to anesthesia
machine: any circumstance resulting
in the delivery of an hypoxic mixture*

B-Gas supply to the patient
1-Disconnect in breathing circuit

2-Misconnect in circuit

3-Obstruction in breathing circuit or airway

4-Defects in circuit integrity

– Leak around ET cuff

– Defective inspiratory valve

– Defective exspiratory valve

*detected best by oxygenation monitoring

5-Endotracheal tube in esophagus
3-Cardiopulmonary resuscitation (CPR)

4-Pulmonary embolism

2-Persistence of relaxant effect

COPD

Disordered
breathing

3-Brochospasm, large airway

4-Respiratory arrest

5-Restrictive pulmonary disease

6-Endotracheal tube is dislodged

7-Endotracheal tube kinked

8-Endotracheal tube completely blocked

9-Endotracheal tube in right bronchus*

10-Surgeon leaning on patient's chest

11-Exhausting soda lime

12-Exhausted or no CO2 absorber

Patient

A-Respiratory effects
1-Impaired respiratory exchange

C-CNS effects
1-CNS disruption of
respiratory pattern due to drugs

D-Metabolic effects
1-Malignant hyperthermia

2-Convulsions

3-Cheyne-Stokes

2-Hypothermia

B-Circulatory effects
1-Inadequate circulating blood volume

2-Cardiac arrest

Fig. 49.10 The capnograms show influences of the anaesthesia and of the patient, which are reflected in the respective capnograms
(courtesy of Hewlett Packard and Agilent Technologies)

In the sidestream method, the respiratory gas is sam-
pled by means of a fine tube line at a sampling rate of
between 50 ml/min and 250 ml/min. The measurement
chamber is situated in the patient monitor. This leads to
a delay in the display of the capnogram.

However, the sidestream method also allows mon-
itoring of nonintubated patients wearing a respira-
tory mask, which is constructed from fine tubes
and draws off respiratory gas from the nasal open-
ings.

Using microstream technology, a sidestream method
that also operates with a high level of accuracy has es-
tablished itself. The method uses a laser light source at
the precise wavelength, which is absorbed most by CO2.
As a result, there is no interference due to other gases
with adjacent absorption bands. The special design of
the measuring tubes has made the method very reli-
able in its handling to counter ingress of moisture or
secretions into the measuring chamber. Due to its low
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sampling rate (50 ml/min) it can also be used for new-
born infants.

Indications for capnography are:

• Monitoring of the ventilation during machine-
assisted artificial respiration in anaesthesia and
intensive care treatment• Monitoring during cardiopulmonary resuscitation.

Benefits of capnography are:

• Early detection of an intraoperative air embolism,
malignant hyperthermia, disconnection of the tube
system and stenosis• Detection of an obstruction, dead space ventila-
tion, rebreathing, malfunction in the absorber or
valve system, tube dislocation during narcosis, and
haemodynamic changes (e.g. drop in blood pres-
sure, cardiac arrest)• Indirect information about the muscle relaxation.

The limitations and sources of errors in capnography are
essentially:

• Faults in the respiratory physiology: ventilation–
perfusion disproportion, dead space ventilation,
shunt augmentation

• Faults of a technical nature: calibration errors, con-
densate or secretions in the sampling tube, stenosis
or bending of the sampling tube• Methodological limitations: high respiration rate,
mixed gas analysis, interference of foreign gases
(e.g. nitrous oxide, water vapor)• Errors on the part of the user: interpretation er-
rors.

Figure 49.10 shows how influences on anaesthesia and
on the patient are reflected in the respective capno-
grams.

Further Reading• P. Baumbach: Verständnis transkutaner pO2- und
pCO2-Messungen (Radiometer A/S, Kopenhagen
1988)• M.B. Jaffe: Infrared measurement of carbon diox-
ide in the human breath: “Breathe-through” devices
from Tyndall to the present day, Anesth. Analg. 107,
890–904 (2008)• J.T.B. Moyle: Pulse Oximetry, 2nd edn. (BMJ
Books, London 2002)• M. Stücker, U. Memmel, P. Altmeyer: Transku-
tane Sauerstoffpartialdruck- und Kohlendioxidpar-
tialdruckmessung – Verfahrenstechnik und Anwen-
dungsgebiete, Phlebol. 29, 81–91 (2000)
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Temperature50. Temperature Monitoring

Rüdiger Kramme, Ullrich Hieronymi

Temperature measurements are indispensable as

a form of standard monitoring in intensive care

medicine, emergency medicine, and anesthesia.

This chapter covers various aspects of hyperthermia

and hypothermia and discusses the measuring

sites for temperature measurement as well as

temperature sensors and probes.

50.1 Hyperthermia and Hypothermia............. 987

50.2 Measuring Sites for Temperature
Measurement ....................................... 987

50.3 Temperature Sensors and Probes ........... 987

50.4 Methodological Notes ........................... 989

Body temperature is a vital sign and is closely related
to metabolism. Monitoring of the body temperature is
of particular importance in intensive care medicine, be-
cause fever elevation of the core temperature above
38 ◦C is an early sign of sepsis, one of the most com-
mon causes of death in intensive care units. The types
of fever are important for monitoring of intensive care
patients are:

• Continued fever (fluctuations in temperature
>1 ◦C)• Remittent fever (fluctuations in temperature >2 ◦C)• Intermittent fever (fluctuations in temperature
>2 ◦C over the course of a day, with possible drops
below normal temperature)• Undulant fever (constantly changing body tempera-
ture which does not follow a trend).

50.1 Hyperthermia and Hypothermia

If the heat input exceeds the heat loss of the body (e.g.
in the case of heat stroke, alcohol or drug withdrawal,
hyperthyreosis, malignant neuroleptic syndrome or
malignant hyperthermia), this state is described as hy-
perthermia. As a result of an increase in heat loss, a core

temperature below 35.5 ◦C is described as hypothermia
(e.g. following surgical interventions, in the case of ex-
tracorporeal circulation and haemodialysis procedures
and at the onset of sepsis).

50.2 Measuring Sites for Temperature Measurement

The measuring site is crucial for the assessment of body
temperature (Table 50.1), because there may be a tem-
perature difference of up to 5 ◦C between the different

areas of the body. There can also be a temperature
gradient between the core body temperature and the
temperature at the periphery (e.g. shock).

50.3 Temperature Sensors and Probes

Various temperature sensors and probes are available
for determining the temperature as a thermic measure-

ment parameter (typical measurement range 24–42 ◦C,
optimum measurement range 10–45 ◦C, in order also
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Table 50.1 Overview of temperature sensors/probes and measuring sites for determining body temperature (Figs. 50.1–
50.4)

Localization Comments

1. Surface body temperature sensors

Axilla Roughly 1 ◦C lower than in the rectum; less suitable for temperature measurements in
intensive care units (ICU) and in the operating theater (OT)

Skin Applied to various parts of the body (e.g., forehead and soles of the feet, among others);
temperature values are dependent on the perfusion quality of the skin (Fig. 50.1)

2. Temperature sensors and probes for body orifices

Sublingual Less suitable for temperature measurements in intensive care units and in the OT

Rectum The simplest approximation to the core temperature but not representative, because the
temperature is dependent on the perfusion of the intestinal mucosa and on spatial temperature
gradients, additionally feces can be taken into account as a temperature isolator (Fig. 50.2)

Nasopharynx Application: mucosa of the nasopharyngeal space; good conditions for temperature
measurement due to the spatial proximity to the internal carotid artery

External audi-
tory canal

Application close to the tympanic membrane; measurement result comparable to esophageal
temperature (Fig. 50.4)

3. Intracorporeal temperature probes

Esophagus Application in the lower third by means of an esophageal stethoscope with an integrated
temperature probe; temperature conditions comparable to those of the brain (corresponds
approximately to the core temperature)

Pulmonary
artery

Online measurement of the temperature by means of a Swan–Ganz catheter; infusion of cold
solutions may interfere with the measurement

Bladder By means of a Foley catheter; temperature conditions correspond approximately to the core
temperature (Fig. 50.3)

to be able to measure extremes of body temperature,
such as hypothermia or hyperthermia), which present
virtually no problems technically (Table 50.1).

Thermistors (also known as negative tempera-
ture coefficient (NTC) resistors) are thermosensitive
semiconductor elements whose electrical resistance de-
creases as the temperature increases. If the resistance
changes – even very small temperature changes cause
changes on account of the high responsiveness of the
sensor – then the voltage in the bridge circuit changes
in proportion with the temperature change.

This voltage is amplified and displayed via a cal-
ibrated (◦C) electrical temperature measuring device.
Thermistors are the most used temperature sensors in
practice.

Thermoelements are composed of two metals which
are connected to one another. One connection point is
maintained at a constant temperature, while the sec-
ond forms the actual temperature sensor. When heated,

a difference in temperature arises between the metal
connections, and this temperature difference is propor-
tional to the electrical voltage.

Thermal measuring tapes are impregnated with
cholesterol crystals whose molecular structure changes
as a function of the temperature. Other sensors and
probes for determining temperature are:

• Thermal radiation sensors• Needle thermometers• Deep-body temperature sensors.

In clinical practice it is widely customary to monitor
the temperature difference between the core tempera-
ture and a peripheral temperature (surface temperature).
Temperature difference is an essential criterion for early
detection of the beginning of states of shock, since the
temperature at the body peripheries drops more quickly
than the core temperature.
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Fig. 50.1 Single-use probe for skin surface measurements

Fig. 50.2 Single-use probes for rectal or esophageal tem-
perature measurements

Fig. 50.3 Foley catheter for temperature measurements in
the bladder

Fig. 50.4 Digital thermometer for measurement in the ex-
ternal auditory canal (courtesy of Johnson & Johnson, USA)

50.4 Methodological Notes

Reusable temperature sensors and probes must not be
autoclaved or subjected to hot-air sterilization. Gas (eth-
ylene oxide) or plasma sterilization is possible, however.

Temperature sensors and probes must bear the
CE marking. In accordance with the German Medical

Devices Operator Ordinance, they are subject to the
requirement for metrological checks every two years
(for infrared radiation thermometers, the period is one
year).
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Cerebral Mon51. Cerebral Monitoring

Barbara Schultz, Arthur Schultz, Harald Kronberg

In this chapter, two kinds of cerebral monitoring

are presented: electroencephalography (EEG) mon-

itoring and intracranial pressure (ICP) monitoring.

EEG monitoring is used in the operating room to

assess the depth of hypnosis during anesthesia

and to detect effects of hypoxia and of induced

hypothermia. In intensive care unit patients, EEG

monitoring can be used for the control of seda-

tion, for therapy control, e.g. in status epilepticus,

for the assessment of the patient‘s current clinical

status and trends thereof, and as an exploratory

diagnostic tool with respect to epileptiform ac-

tivity and focal brain disorders. Hypnotic drug

effects are accompanied in a dose related manner

by a slowing of the EEG. These EEG changes can

be classified automatically. Especially through the

automatic interpretation, EEG monitoring can be

carried out as a routine method for patient mon-

itoring with little effort. The aim of detecting and

treating elevated ICP is to avoid secondary dam-

age to the brain. The most common indication for

ICP monitoring is trauma to the head. Methods for

ICP measurement with higher invasiveness include
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intraventricular, intraparenchymal, or subdural

catheter localisations. A less invasive method is

epidural cerebral pressure measurement.

51.1 EEG Monitoring

The electroencephalogram (EEG), a record of the elec-
trical activity of the brain, can be used for patient
monitoring in the operating room and in the intensive
care unit. Indications for the use of EEG monitoring in
the operating room are the assessment of hypnotic drug
effects, the early detection of the effects of hypoxia, and
the documentation of the cerebral effects of induced
hypothermia. In the intensive care unit, EEG monitor-
ing can be used for the control of sedation, for therapy
control, e.g., in status epilepticus, for the assessment
of a patient’s current clinical status and trends thereof,
and as an exploratory diagnostic tool with respect to
epileptiform activity and focal brain disorders.

51.1.1 Kinds of EEG Activity

Attenuation of brain function is mostly accompanied by
a slowing of the EEG. The frequency composition of
the EEG can therefore be used to support the assess-
ment of the severity of alterations or impairments of
brain function. Furthermore, EEG potentials with a spe-
cific shape, e.g., epileptiform potentials, are of interest
in EEG monitoring.

In principle, generalized and focal EEG alterations
have to be distinguished. Generalized EEG alterations
have a similar representation over different areas of the
head. Typical examples are hypnotic drug effects, and
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alterations of the EEG caused by hypothermia, hypo-
glycemia or global hypoxia. Focal EEG changes are re-
stricted to a circumscribed area of the head; they can be
caused, e.g., by tumors, bleeding or localized hypoxia.

Interpretation of conventional multichannel EEG
recordings takes considerable practical effort. Neverthe-
less, generalized EEG changes can be assessed on the
basis of a single EEG channel with high reliability. This
is an important precondition for the use of the EEG as
a monitoring method.

51.1.2 Spectral Analysis

The conventional visual assessment of the EEG re-
quires expert knowledge and experience. Therefore, it
is a considerable simplification for the user in the op-
erating room and in the intensive care unit if the EEG
is analyzed automatically by means of computer-based
methods and if support for interpretation is given.

Spectral analysis is a method for signal evaluation.
The signal is subdivided into segments, which are ana-
lyzed with regard to their frequency components.

The result is a power spectrum, which can be dis-
played graphically and can be used as a basis for
further evaluations. Single spectral parameters can be
extracted, e.g., the 50% and the 90% (or 95%) quan-
tile of the spectrum, which are also called the median
and the spectral edge frequency. Other commonly used
spectral parameters are the total power and the power
in the different frequency bands. The following fre-
quency bands are distinguished: delta (δ: 0.5–3.5 Hz),
theta (θ: 3.5–7.5 Hz), alpha (α: 7.5–12.5 Hz), and beta
(β: > 12.5 Hz). Such monoparameters are often able to
show general trends within the EEG, but the complex
information contained in an EEG cannot be described
comprehensively or adequately by monoparameters.

51.1.3 Other Parameters

For the purpose of EEG monitoring in the operating
room and in the intensive care unit, also other mathe-
matical and statistical parameters are used.

An example is the bispectrum, which includes in-
formation from spectral analysis as well as information
about phase coupling. Bispectral analysis is a compo-
nent of the functions that are used by monitors which
were developed by Aspect Medical Systems (Natick,
MA, USA) [51.1, 2].

Entropy is a measure of the order or disorder, thus
randomness or predictability, of a system. Spectral en-
tropy is the basis of the algorithm which is implemented

in monitoring units of GE Healthcare (Helsinki, Fin-
land) [51.3–5].

Autoregressive parameters can be used to describe
the course of a raw EEG. In a regression model, a given
value on a time axis is calculated as the weighted sum
of one or more past values and a random term. Autore-
gressive and other parameters are used by Narcotrend
(MT MonitorTechnik, Bad Bramstedt) [51.6, 7].

A review of different methods for EEG analysis
and of different monitors is given by Jameson and
Sloan [51.8].

51.1.4 EEG Stages of Anesthesia
and Sedation

Hypnotic drug effects are accompanied in a dose-related
manner by a progressive slowing of the EEG. Criteria
to classify these EEG changes visually into the stages A
(awake) to F (very deep anesthesia/sedation) (Fig. 51.1)
were proposed by Kugler [51.9].

A scale from A to F which was modified for the
purpose of EEG monitoring served as the basis for the
development of an automatic EEG classification. It was
realized by means of a multivariate approach using spe-
cial pattern recognition algorithms and is a component
of the EEG monitor Narcotrend, which was developed
for use in the operating room and in the intensive care
unit. For the assessment of the hypnotic component of
anesthesia and sedation with this device, one EEG chan-
nel is used as a standard. For this, three electrodes have
to be attached to the patient’s forehead. Depending on
the kind of surgery performed or if injuries to the head
exist, other electrode types (e.g., needle electrodes) or
electrode positions can be used. Two-channel record-
ings are also possible.

The Narcotrend analyzes the EEG in real time; the
assessments are updated every second. The central part
of the main screen of the Narcotrend is depicted in
Fig. 51.2.

51.1.5 Course of EEG Stages
During Anesthesia

As an example for the use of automatic EEG classifica-
tion, Fig. 51.3 shows a course of EEG stages recorded
during anesthesia with the hypnotic propofol and the
opioid remifentanil. Due to their short half-lives, the
dosing of both drugs can be adapted easily and quickly.
Both were given in an intravenous and continuous man-
ner using perfusors. After the induction from stage A
to stage E/F, anesthesia was maintained in the deep
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a)

b)

c)

d)

e)

f)

50 μV

1 s

Fig. 51.1 Typical examples for EEG stages A–F

stages D/E. At approximately 10:00, a sudden shift to
B stages was noticed. This was caused by a short in-
terruption of the drug supply due to technical reasons.
When anesthesia is maintained in such light stages the
possibility of acoustic perceptions is increased. Subse-
quently, anesthesia was maintained in stage E. At about
11:30, emergence from anesthesia began, indicated by
continuous lightening of the EEG stages from stage E to
the awakening in stage A/B. Postoperatively the patient
did not remember any intraoperative events.

The dosage of the hypnotic for maintenance of anes-
thesia was titrated individually according to the EEG
in this patient, therefore it was possible to avoid longer
periods of over- and underdosage. With the help of the
EEG, the short, unwanted lightening of anesthesia could
be quickly recognized and immediately corrected.

Parameters for patient monitoring during anesthesia
customarily used in daily clinical practice are, among
others, blood pressure and heart rate. Especially during

a)

c)b)

Fig. 51.2a–c A part of the main screen of the Narcotrend. (a) Raw
EEG, (b) current stage (E0) and index (27) value, EMG index (0),
and electrode impedances. (c) Course of the EEG stages (cerebro-
gram). After the hypnotic (propofol) for induction of anesthesia was
given to the patient, there was a quick transition from the awake
state (stage A) to a deep hypnotic stage (stage E/D, ≈ 8.35 h), the
muscle relaxant was given, and the patient was intubated. Due to
the short half-time of the hypnotic, within a few minutes stage B
was reached again (≈ 8.40 h). A propofol bolus (≈ 8.43 h) caused
a deepening to level D/E, which was maintained during the steady
state. The opioid used for induction and maintenance of anesthesia
was remifentanil

Fig. 51.3 Cerebrogram showing a course of anesthesia
with a short unexpected awakening caused by a technically
determined interruption of the drug supply (≈ 10.00 h)

intravenous anesthesia, cardiovascular parameters are
not a reliable basis for the assessment of the hypnotic
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component of anesthesia. The EEG detects hypnotic
drug effects directly at the target organ, the brain, and
therefore is a valuable help in titrating the dosage.

When the EEG is used and interpreted in clinical
practice, the whole clinical situation of the patient has
to be taken into account, because other factors, such as
hypoxia, hypoglycemia, and hypothermia, can influence
the EEG in a manner similar to anesthetics/sedatives.

Visually classified EEG epochs are a stable and
clear basis for the development of classification algo-
rithms and support easy validation. Using a visual EEG
classification as a basis provides methodological trans-
parency for the user, because a clear relationship exists
between the characteristics of the raw EEG and the
automatic classification. This can be regarded as an
important advantage of the Narcotrend compared with
other concepts for automatic EEG classification which
do not comprise a defined relationship between the raw
EEG and mathematical/statistical parameters, e.g., in-
dexes.

51.1.6 Technical Requirements

In practical use, the following technical details of the
monitors have proved to be important: The quality of
the EEG signal and, as a consequence, the validity of
the subsequent automatic analyses depend on a con-
stantly good electrode–skin impedance. Therefore, it is
necessary to carry out impedance checks frequently.

The EEG signal can easily be disturbed, therefore
automatic artifact detection is an indispensable prereq-
uisite for further processing of the signal.

Visual analysis has been the standard method for
EEG assessment for decades, and it is still indispens-
able in clinical practice (e.g., assessment with regard to
artifacts, identification of special potentials, e.g., epilep-
tiform potentials). Therefore, it is necessary to show
the raw EEG in a very clear way with different scaling
options.

Age-related changes of the EEG have to be consid-
ered when the EEG is automatically classified and when
it is displayed.

Different operating fields, patient positions, and
kinds of injuries require variable electrode positions and
the possibility to use different kinds of electrodes.

For an exploratory examination for the purpose of
comparing EEG signals from both hemispheres, at least
two channels should be available.

For documentation purposes it should be possible to
make printouts of raw EEGs and of courses of spectral
parameters as well as of classifications.

51.1.7 Benefit of EEG Monitoring
in the Operating Room

In clinical studies it was demonstrated that EEG mon-
itoring leads to improved quality of anesthesia, e.g.,
with regard to individualized dosing of drugs, avoiding
awareness situations, and to fast postoperative recovery.
This shall be illustrated by some examples.

The high interindividual variability with regard to
dosing requirements of drugs with hypnotic action was
demonstrated in a multicenter study comprising 4,630
patients [51.10]. Additionally, it was shown that EEG
monitoring supports age-adjusted dosing [51.11]. In
a subgroup in this study, the EEG was recorded in
a blinded manner, i. e., the classification results were not
displayed to the attending anesthetist. During the steady
state of anesthesia, only 68.8% of the patients of this
subgroup had an EEG corresponding to the medium to
deep Narcotrend stages D/E. The remaining courses of
anesthesia were either very light, very deep or unstable.
Postoperatively, 2 out of 603 patients with blinded EEG
registrations reported intraoperative awareness [51.12].
On the contrary, there was no intra- or postoperative in-
dication of awareness in the group with maintenance of
anesthesia in stages D/E.

When data from 32 study sites were analyzed it
was shown that EEG monitoring caused changes of the
propofol doses from −28.4 to +86.2% in the different
centers [51.13].

In studies with EEG-controlled propofol/remifenta-
nil anesthesia it was demonstrated that EEG monitoring
supports gender-adapted dosing. Women had higher
propofol requirements but, nevertheless, awake more
quickly from anesthesia [51.13, 14].

EEG monitoring supports dosing by means of
target-controlled infusion (TCI). TCI pumps incorpo-
rate dosing algorithms which are based on pharmacoki-
netic models. Deviations between calculated drug target
levels and measured drug levels were described [51.15].
By means of the EEG, the propofol dosage can be ad-
justed to individual requirements, taking into account
the opioid dosage as well [51.16].

In another study, neurosurgical patients undergoing
brain tumor operations were monitored intraoperatively
with the Narcotrend. These patients, with Narcotrend
stages D/E during the steady state of anesthesia, re-
ceived only half of the propofol dose which was given
to patients without EEG monitoring. Most of the pa-
tients with EEG monitoring could already be extubated
in the operating room. This facilitated neurological as-
sessment immediately after the operation [51.17]. The
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patient care requirements in the intensive care unit were
reduced.

By means of EEG, very short recovery times were
achieved in patients after thoracic surgery. This resulted
in more effective use of the resources in the operating
room [51.18].

In a study of Rundshagen [51.19], patients with
EEG monitoring during anesthesia showed faster post-
operative recovery of their psychomotor functions
than patients without EEG monitoring. According to
the authors’ interpretation, EEG monitoring improves
the adequate control of the intraoperative depth of
anesthesia, causing a reduction of the signs of drug ac-
cumulation and improved psychomotor function in the
early postoperative period.

In studies of Weber [51.20, 21] it was demonstrated
that anesthetics can be dosed individually by means of
EEG.

In children undergoing cochlear implant surgery the
EEG helped to maintain reliably very light EEG stages
during a short period in which the implant was tested.
The modification of brain function, and consequently
of acoustic processing, by drugs with hypnotic action
should be as small as possible during this period to en-
able the use of the measurement results as a basis for
postoperative individual fitting of the speech proces-
sor [51.22].

51.1.8 Benefit of EEG Monitoring
in the Intensive Care Unit

Including the EEG as a method for patient monitor-
ing enables, not only in the operating room but also in
the intensive care unit, more differentiated assessment

of the patient in situations with limited possibilities for
clinical examination and assessment. This applies to pa-
tients having received muscle relaxants and to persons
in deep stages of sedation or coma with weak remaining
reactions to external stimuli.

A 2 year comparison with regard to the length of
stay of ventilated patients in an anesthesiological and
surgical intensive care unit demonstrated that, in a year
with EEG examinations carried out at regular intervals,
the length of stay was 24.4% shorter than in a year
without EEG examinations [51.23].

Experience shows that especially geriatric patients,
who often suffer from preexisting illnesses and have
limited compensation potential, benefit from EEG
monitoring during sedation. The risk of secondary in-
fections due to unnecessarily long ventilation times is
reduced.

Control of sedation is an important indication for
EEG monitoring in patients in the intensive care unit.
Besides this, there are numerous other applications sup-
porting diagnosis and therapy, e.g., during the therapy
of increased intracranial pressure, in the diagnosis and
therapy of epileptic disorders, in the assessment of the
current state and the course of the disease of comatose
patients, and in the exploratory examination of focal
brain disorders [51.12, 24–27].

In summary, it can be concluded that, due to
its modern technical implementation and especially
through automatic interpretation, EEG monitoring can
be carried out as a routine method for patient monitoring
with little effort. It is a valuable addition to the monitor-
ing methods used to date. The use of EEG monitoring
results in considerable improvement of the quality of
anesthesia and intensive care.

51.2 Intracranial Pressure

Space-occupying processes in the brain can lead to dan-
gerous increases in intracranial pressure (ICP) if the
compensation capacity of the homeostatic regulatory
mechanisms concerned is exhausted. Elevated intracra-
nial pressure causes cerebral hypoxia as a result of
inadequate blood perfusion, because the drop in pres-
sure between the systemic arterial pressure (SAP) and
the ICP (CPP; cerebral perfusion pressure) is reduced.
Ultimately, these underlying space-occupying processes
carry the risk of life-threatening brain stem herniation
with respiratory paralysis.

Space-occupying processes can proceed slowly (tu-
mor), develop over the course of hours or days (cerebral

edema) or can also appear suddenly (massive hem-
orrhage). There are also wave-like pathological ICP
increases which are probably connected to fluctuations
in the cerebral blood volume.

The most common indication for ICP monitoring is
trauma to the head. This is because the usual emergency
treatment of the patient with artificial respiration, se-
dation, and relaxation conceals the clinical symptoms
of ICP increases. There is no prophylactic therapy for
elevated intracranial pressure without long-term side-
effects. Treatment of these patients must therefore be
carried out under constant monitoring of the intracranial
pressure, usually for a period of 3–6 days.
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Various methods have been introduced for ICP mea-
surement, and these can essentially be divided into
two groups of different invasiveness. Invasive meth-
ods, which have an increased risk of infection when
longer-term monitoring is necessary, are direct catheter
measurement of the intraventricular pressure (gold stan-
dard), the intraparenchymal pressure or the subdural
pressure; a less invasive method, whose risk of in-
fection can be well controlled but which suffers from
frequent measurement artifacts, is epidural cerebral
pressure measurement. Lumbar pressure measurement
with the possibility of drawing off fluids, a method
which sometimes used to be preferred, is now no longer
recommended owing to the risk of brain stem herni-
ation. The fact that the significance of and indication
for cerebral pressure measurement are barely contro-
versial any longer is evident from the large number
of publications in the last 35 years. Although mea-
surement of cerebral pressure has been practiced for
around 100 years, with the introduction of the lum-
bar puncture by Quincke in clinical research, ICP
monitoring was finally first established in the clinical
routine of cerebral monitoring with the classic study
by Lundberg [51.28] and the definition of intracranial
pressure waves which he introduced. The article by
Allen [51.29] is recommended for an overview of the
physiology and measurement technique, a comprehen-
sive account including examples of measurements can
be found in Gaab and Heissler [51.30], while Stein-
bereithner [51.31] gives a brief overview of treatment
for head injuries with an evaluation of intracranial pres-
sure measurement. Betsch [51.32] deals specifically in
his dissertation with the technical problems of epidu-
ral ICP measurement, which is preferred in routine
clinical practice in Germany. The cited works include
comprehensive information on further reading, and no
quotations are therefore given below.

51.2.1 The Physiology
of Intracranial Pressure

The central nervous system (CNS) is suspended in the
cerebrospinal fluid (CSF) and is enclosed by the dura
mater. After closure of the fontanelles, the cranium
forms a solid shell around the brain, while the lum-
bar sac, which protects the spinal cord, has a limited
degree of elasticity. The adult brain contains approx-
imately 1500 ml of parenchyma and 120 ml each of
blood and CSF. The interstitial fluid makes up 10–15%
of the weight of the brain. CSF is constantly formed
in the ventricles as a blood filtrate (≈ 500 ml/day) and

flows into the subarachnoid space, a layer between the
CNS and dura mater, which is a few millimeters thick.
The CFS is finally resorbed by the venous circula-
tory system by means of pressure-sensitive valve-like
villi (Pacchioni’s granulations). The result of produc-
tion and resorption is a normal intracranial pressure of
5–15 mmHg. Since the production of the CSF is for the
most part independent of the ICP, the venous pressure
essentially determines the average intracranial pressure.

Space-occupying processes in one of the brain’s
components, e.g., in the case of edema, require a recipro-
cal change in volume with at least one of the other com-
ponents if the intracranial pressure is to remain constant.
Up to an ICP of around 15 mmHg, homeostatic regula-
tory mechanisms in these cases prevent hypoperfusion of
the brain. CSF can first be forced into the extensible lum-
bar sac, and if further space is needed more CSF is also
resorbed into the venous system. Finally, the venous sys-
tem can also be compressed and the volume of blood in
the brain thus reduced. Once these compensation steps
are exhausted, with an ICP which increases quickly there
is the threat of herniation of the cerebral tissue in the
tentorial notch. Figure 51.4 shows a schematic represen-
tation of this pressure–volume relationship.

If the homeostatic regulation is exhausted (ICP
> 15 mmHg) or defective, then the cerebral blood per-
fusion and thus the supply of oxygen to the brain follow
the pressure difference between arterial inflow and
venous drainage. This pressure difference largely corre-
sponds to the cerebral perfusion pressure CPP = SAP−

Compensation

Decompensation

Volume

ICP (mmHg)

Fig. 51.4 Intracranial pressure–volume characteristic
(schematic)
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Table 51.1 Intracranial pressure ranges in adults

Status Pressure (mmHg)

Normal 5–15

Slightly elevated 15–20

Requiring treatment 20–40

Very serious elevation > 40

Table 51.2 Perfusion pressure (CPP) ranges

Status Pressure (mmHg)

Normal 50–150, typical 80

Hypoperfusion < 50

ICP as the average difference between the systemic ar-
terial pressure and the intracranial pressure.

Therapeutic measures to lower the intracranial pres-
sure must not lower the CPP to below 50 mmHg, and
the CPP must therefore always be monitored in addi-
tion to the ICP. The normal intracranial pressure is not
static but is affected by dynamic components which
stem from arterial blood pressure waves and from fluc-
tuations in the respiratory pressure which are conveyed
by the venous system. The ICP drops during sponta-
neous inspiration and increases again during expiration
(Fig. 51.5).

In the case of normal intracranial pressure, the
pressure curve of individual ICP pulses still exhibits
a marked fine structure which changes and gradually
disappears as the ICP increases (Fig. 51.6). A review
of the clinical relevance of this phenomenon is still the
subject of research, however.

Pathological values for the intracranial pressure fre-
quently appear as waves. Plateau or A-waves are ICP
increases to a level of 50–100 mmHg for a period of
5–20 min. A-waves are obviously linked to phases of

ICP (mmHg)

Time (s)

13/20 mmHg

10

P1
P2 P3 P4

ICP (mmHg)

Time (s)

26/40 mmHg

10

P1 P2

ICP (mmHg)

Time (s)

30/52 mmHg

10

Fig. 51.6 Fine structure of the ICP pulse curve, dependent on pressure

10 s1min

30 mmHg

15

0

Fig. 51.5 Dynamic components of the intracranial pressure
of an infant with hydrocephalus

cerebral vasodilation and therefore to hyperemia. B-
waves are sudden ICP leaps from normal values to values
in the range 30–60 mmHg with a frequency of approx-
imately one leap per minute. The waves are frequently
observed in head trauma patients and are caused by prob-
lems with CSF circulation and likewise by fluctuations in
the cerebral blood volume. C-waves are pressure waves
with a low amplitude of up to 20 mmHg and frequencies
of about 6 per minute. They correlate with Traube–
Hering–Mayer waves in the arterial blood pressure.

Intracranial space occupation easily leads to circu-
lation problems or even tissue herniation in the region
of the septal foramina, particularly in the case of faster
processes. Pressure gradients then appear between the
craniospinal compartments, which can be an indication
for ICP monitoring at numerous locations, and the ICP
should likewise be monitored in the region of the lesion.

51.2.2 Intracranial Pressure Measurement
to Monitor Treatment

The aim of treating elevated intracranial pressure is
to avoid secondary damage to the CNS. It is vital to
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Intraventricular
pressure

Epidural pressure
(screw-in adapter)

Epidural pressure
(tip sensor)

Subdural pressure
(tip sensor)

Galea

CalvariaEpidural pressure
(pressure bag)

Subdural pressure
(cup catheter)

Subdural pressure
(hollow screw)

Dura

Fig. 51.7 Technical options for clinical measurement of intracranial pressure

take into account the position of the head and neck,
as this can have a significant influence on the cerebral
venous blood volume and thus on the ICP. A slightly
elevated head position reduces the cerebral venous pres-
sure and ICP. Hyperventilation leads, by means of the
hypocapnia which accompanies it, to vasoconstriction
with a reduction in the intracranial blood volume. In the
event of longer hyperventilation, however, the reduced
blood perfusion carries the risk of hypoxia, which can
result in cerebral edema, increasing the ICP. Dehydrat-
ing and diuretic medications for osmotherapy are only
suitable for acute lowering of an elevated ICP, but are
not suitable for treatment of cerebral edema due to un-
desirable side-effects. Treatment with barbiturates with
a decrease in the cerebral metabolism reduces cellu-
lar oxygen consumption and provides protection from
long-term consequences of hypoxia. High doses of bar-
biturates over the longer term reduce the arterial blood
pressure, however, with the risk of a perfusion pressure
CPP which is too low. There is therefore no long-term
prophylactic treatment for elevated intracranial pres-
sure. The various forms of treatment should always be
carried out while monitoring intracranial pressure. In
the case of head trauma, the first 48 h following injury
are particularly critical, and in most cases the ICP need
not be monitored for longer than 1 week. Various studies
have shown that the introduction of intracranial pressure
monitoring has lowered mortality rates by around 40%,
without increasing morbidity. The modern state-of-the-
art methods for intracranial pressure measurement are
still invasive but differ in terms of their risk of infection
(Fig. 51.7):

1. Measurement of the intraventricular, intraparenchy-
mal or subdural pressure via a catheter

2. Measurement of the epidural pressure using minia-
ture pressure transducers or by means of pneumatic
sensors.

Unusually high requirements must be placed
on the zero-point stability of the sensors (drift
≤ 2 mmHg/day) since the ICP itself is a low-pressure
signal. However, many sensors are less stable follow-
ing application, particularly because of humidity drift,
and therefore require regular zero-point adjustment. If
the fine structure of the pulse waves is of interest, the
measurement system must have a bandwidth of around
20 Hz (40 Hz in infants), but a bandwidth of around 3 Hz
is sufficient in order to record the ICP pulse amplitude
with adequate dynamics.

All methods require trepanation for the application
of sensors. In order to perform intraventricular ICP
measurement, a catheter is passed through the hole in
the meninges and the parenchyma and into the lateral
ventricles, and the pressure is usually recorded exter-
nally as in the case of blood pressure measurement. The
external pressure sensor must be at the precise level
of the lateral ventricles in order to avoid hydrostatic
errors (1 mmHg = 13 mm fluid column). This method
is the gold standard and has the advantage that acute
increases in intracranial pressure can often be treated
by draining off CSF. Problems include the fact that,
in the case of advanced space occupation and thus
a narrow ventricle, application of the catheter is dif-
ficult to impossible and that a well-applied catheter
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F (ICP)

F (Dura)

a) F (ICP)

F (Dura) = 0

b) F (ICP) + F (Dura)c)
Fig. 51.8a–c The principle of ap-
planation tonometry. (a) Free dural
balloon, which envelops a posi-
tive pressure volume. Membrane in
equilibrium between the force push-
ing out F(ICP) and the resulting
counteracting force from the dural
tension F(Dura). (b) Rigid sensor-
measurement membrane applanates
the dura, and the dural tension forces
offset each other [F(Dura) = 0], so
that only the force F(ICP) which cor-
responds to the ICP remains effective
for the measurement. (c) Dural in-
homogeneities, bone fragments or
blood clots introduce a dural tension
component F(Dura) which overlaps
with the intracranial pressure force
F(ICP) with the effect of increasing
the measurement value

a)

b)

can become blocked; above all, the risk of infection in
the immunocompromised intracerebral space increases
considerably after about 2 days. Infections creep in via
the oscillating fluid column in the catheter (pulse wave
and respiratory wave), in which bacteria migrate against
the irrigating flow and against the force of gravity at
approximately 1.5 m/24 h. Epidural measurement of in-
tracranial pressure (2) on the closed dura mater has
therefore become largely prevalent in routine clinical
practice as opposed to methods (1). If infections never-
theless occur (rarely), they are usually easy to control.
Although this procedure also requires a burr hole in
the calvaria, it is therefore considered to be a compa-
ratively low-invasive method. The problem with this
method is that epidural application of sensors requires
increased surgical attention in order to avoid dural
artifacts. This is often neglected in routine practice,
resulting in erroneously elevated epidural ICP values.
Pressure measurement on the closed dura is based on the
principle of applanation tonometry, which also makes
ophthalmotonometry possible. The pressure sensor it-
self flattens the dura at the application site, so that the

Fig. 51.9 (a) Epidural application
of a pneumatic single-use sensor,
(b) intraventricular pressure measure-
ment

dural tension can no longer have any influence on the
result of the measurement.

Figure 51.8 provides a schematic representation of
the principle, including the effects of measuring errors
as a result of bone fragments or blood clots on the
dura, which have the effect of increasing the measure-
ment value in a William Tell effect by superimposing
components of the dural tension with the pure pressure
signal. Prerequisites for correct epidural ICP measure-
ment are therefore: to apply the burr hole on the side of
the lesion; to detach the dura with a blunt hook in the
region of ≈ 10 mm from the internal lamina of the skull
so that it can rest against the measurement membrane
without any tension on the edges; and careful hemosta-
sis in the area of the application site (bone wax, etc.)
and rinsing of the dura. It is therefore an advantage if
the operating surgeon can view the application site di-
rectly (as opposed to application of the sensor between
the dura and the internal lamina of the skull). By way
of example, Fig. 51.9a shows the technique of epidural
intracranial pressure measurement using a pneumatic
system. The sensors are single-use sensors which pneu-
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matically transmit the pressure in the sensor head via
a tube which is similar to a catheter. There are three
types of sensors for this intracranial pressure measure-
ment system: for application concentrically in the burr

hole, for insertion between the internal lamina of the
skull and the detached dura, and for intraventricular ICP
measurement (Fig. 51.9b), with the option of draining
CSF via a second lumen.
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Brain Compu52. Brain Computer Interface

Günter Edlinger, Cristiano Rizzo, Christoph Guger

This chapter introduces the current state of the art

of brain–computer interface (BCI) technology based

on noninvasive surface electroencephalogram

(EEG) recordings. The basic idea of a BCI is to enable

a new communication channel that bypasses the

standard neural pathways and output channels in

order to control an external device. The ultimate

goal of BCI technology is to enable lost body or

communication functions in handicapped persons.

Persons suffering from, e.g., amyotrophic lateral

sclerosis (ALS), stroke or spinal cord injuries might

lose the ability to fully control (peripheral) muscle

activity. Depending on the disease either the

neural pathway might be affected or the muscle

itself. In a first attempt one can substitute the

neural pathways or the affected muscles with still

functional pathways or muscles. This approach

might be very beneficial to the subjects, though

the approach might also have limitations. Subjects

can use, e.g., eye movements for communication

or control. In the BCI approach body functions are

restored by detecting the proper neural or muscle
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activity above the level of injury. These signals can

serve as input to the BCI, which properly encodes

the patterns and converts the activity into control

commands. After a certain time of training the

BCI can predict the user’s intentions and the user

can operate, e.g., the closing/opening of a robotic

hand or control a wheelchair.

52.1 Introduction to BCI

Since the early 1990s the brain–computer interface
(BCI) research field started growing constantly driven
by relatively high performance and low cost com-
puter power as well as electroencephalogram (EEG)
instrumentation capable of being used in real-time and
closed-loop data processing. However, a first systematic
discussion of possible brain–computer communica-
tions [52.1] based on EEGs can be found in Vidal [52.2]
in the early 1970s; Farwell and Donchin described in
another pioneering work the usage of evoked poten-
tials for communication [52.3]. Figure 52.1 displays the
principle of a BCI system.

Since then, the performance and usability of BCI
systems have advanced dramatically over the last

Subject/
Patient

Feedback

Brain-
computer
interface

EEG/
ECoG Control signal

Device

Fig. 52.1 Principle of a BCI system. EEG/ECoG/neural spike sig-
nals are measured from a subject. The BCI converts these signals
into control signals utilized to construct various applications, e.g.,
a spelling program for BCI communication. A feedback loop pro-
vides information about, e.g., the selected character or word in the
speller application so the user can change or correct the output
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several years. Only about 10 years ago, one of the
pioneering laboratories in BCI research in Europe pub-
lished the first BCI that could provide communication
for disabled users in their homes. However, the sys-
tem was only validated with two users, required months
of training, and was still slow and inaccurate [52.4].
Thereafter research laboratories in the USA and Eu-
rope were among the first to describe BCIs that could
provide real benefit to handicapped people without ex-
tensive training [52.5–8]. Still the BCI users needed
a training of several weeks to operate the system with
acceptable accuracy [52.6,9]. Recently the training time
of BCI systems dropped down to only minutes and some
BCI systems do not even need any training [52.10, 11].
However, BCIs require the user to engage in some con-
scious, intentional activity to convey information. Work
has shown that immersive feedback, which may include
virtual reality, can reduce training time and improve
accuracy [52.12, 13].

The confluence of ICT techniques (brain/neuronal–
computer interfaces, affective computing, virtual real-

ity, ambient intelligence) and neuropsychology allows
their integration into an advanced platform which will
improve the quality of life of people not only by provid-
ing means for communication, but also by performing
advanced and user-orientated analysis of deficits and
providing individual training scenarios. Still, the prin-
cipal focus of many BCI research teams is to provide
user/patient groups with very special needs with a new
skill for communication and control. Recently there
has been remarkable attention to facilitate BCI con-
trol to new user groups, such as healthy subjects as
well as to less disabled people. Furthermore, BCIs
have been recently evaluated to serve as an advanced
neurofeedback tool in stroke rehabilitation, ADHD
(attention-deficit/hyperactivity disorder) or other dis-
eases [52.1, 14]. However, the focus and the ambitious
goal of BCI research has been since the very beginning
to support and help locked-in patients to facilitate com-
munication with their environment again, thus enabling
social interaction. Therefore the most popular BCI ap-
plication is for spelling purposes [52.4, 7, 11, 15–18].

52.2 Measuring Brain Activity

The basic principle of any BCI is to detect specific vol-
untarily modulated changes in brain activity in order to
control a device. Different sensors and imaging modal-
ities are available to detect in principle such changes.
Measurements of the electrical activity of the brain –
though the scale changes from the microscopic level to
the macroscopic level – can be performed in different
ways.

52.2.1 Invasive BCIs

Recording electrodes are implanted directly into the
gray matter in order to better detect signals from the
neurons, like single-cell action potentials or local field
potentials (LFP). In this case electrodes commonly
come in the form of a microelectrode array, tetrodes or
microwires with different shape and size, as shown in
Fig. 52.2a. Problems may arise for this approach as the
body may react to the implanted electrodes in the brain,
thus reducing the possibility to properly collect signals.
This approach requires neurosurgery procedures for the
implantation of the electrodes and thus the practical ap-
plication is limited. However, the spatial resolution of
invasive measurements is rather high and is in the or-
der of several micrometers. Examples of the electrodes
used are shown in Fig. 52.2a.

52.2.2 Partially Invasive BCIs

Recording electrodes are located inside the skull but do
not penetrate the gray matter, they are simply applied
on the surface of the cortex. This recording technique
is referred to as electrocorticography (ECoG) and gives
a spatial resolution of several millimeters. This res-
olution is better by far than the resolution of any
noninvasive technique, but is still poor if compared to
invasive techniques. Still, ECoG requires neurosurgery
procedures for the positioning of the electrodes. BCI
research has taken place in this way by simply taking
advantage of patients who had such kinds of recording
electrodes because of other disease (i. e., epilepsy). Ex-
amples of the electrodes used are shown in Fig. 52.2b.

52.2.3 Noninvasive BCIs

Recording electrodes are located on the scalp and the
collected signal is the EEG of the subject. This tech-
nique provides lower spatial resolution signals, in the
range of several centimeters, as the skull as well as
other compartments (like cerebrospinal fluid) or tissue
act as a sort of damping filter for lots of signals that
could be collected with invasive and partially invasive
techniques. On the contrary, the lack of invasiveness
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a)

b) c)

Recording electrodes

Fig. 52.2a–c BCI recording
electrodes. (a) Microelec-
trode arrays (Blackrock, Salt
Lake City) in three different
sizes/shapes and the record-
ing electrodes with their wire
and connector. (b) EEG am-
plifier (g.USBamp – g.tec,
Graz) connected to an eight-
channel ECoG electrode grid
and a 64-channel ECoG elec-
trode grid. (c) EEG recording
cap (g.tec, Graz)

has made this technique easily accessible and widely
used. EEG signals are recorded typically from electrode
positions mounted according to the so-called interna-
tional (extended) 10/20 system. An example of an EEG
cap with prefixed electrodes at the standard positions as
defined by the international 10/20 system is shown in
Fig. 52.2c.

52.2.4 Other Functional Imaging BCIs

Various approaches, such as PET (positron emis-
sion tomography), fMRI (functional magnetic reso-
nance imaging), functional NIRS (near-infrared spec-
troscopy), and MEG (magnetoencephalography), have
been evaluated as possible brain activity data sources
for BCI. However, PET, fMRI, and MEG are techni-

cally demanding and bulky devices that are typically
available at very special laboratories and hospitals
only. Additionally, PET, fMRI, and NIRS depend on
metabolic changes in the cerebral blood flow. These
changes have intrinsically longer time constants com-
pared to the electrical changes in the brain. Therefore
a high data transfer rate – which is one important crite-
rion for usability in BCI – might not be accomplished
using these methods.

EEG, ECoG, and single-cell recordings are there-
fore still the only methods that are relatively easily
accessible and have the desired temporal resolution for
setting up BCI systems. Most of the BCIs used in lab-
oratories around the world rely on the EEG and ECoG,
which measures electrical brain activity from the intact
human scalp or from the surface of the brain.

52.3 BCI System Structure

A subject interacts with the BCI system in a closed-
loop setup. It is important to note that for a successful
BCI operation the BCI system must be adaptive, i. e., it

adapts itself to the subjects’ specific brain activity pat-
terns. On the other hand, the subjects learn over time
to operate the BCI system. Hence an appropriate and
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real-time feedback is important for optimal BCI con-
trol performance and for learning the new skill. A BCI
consists in principle of four major parts:

1. Signal acquisition and signal conditioning. This
component of the BCI system is basically an am-
plifier including an analog to digital converter that
aims to measure EEG/ECoG or neural spike signals

Subject/
Patient

Controlled
device

e.g. orthosis

Feedback
loop

e.g. TFT display

Biosignal
amplifier

EEG/ECoG

Control
signal

Feed-
back

Real-time system

High-speed
online processing

Feature extraction
and classification

Online training

Off-line user-
specific optimization

a)

b)

Fig. 52.3 (a) Components of a BCI system. Here the biosignal
amplifier system g.USBamp (g.tec medical engineering, Graz)
is connected to the BCI processing part running under MAT-
LAB/Simulink on a laptop. In this case the high-speed online
processing of the Simulink toolbox was used for the signal process-
ing and paradigm presentation in real time. (b) BCI setup using a
32-channel g.USBamp system for data acquisition and the BCI2000
platform for real-time processing on a laptop (after [52.19]). The
TFT screen displays the actual application as a 2-D cursor control
task

with a high signal to noise ratio. From one channel
up to 512 channels can be recorded depending on
the kind of BCI experiment to be performed (see
previous paragraph). Figure 52.3b displays a typ-
ical BCI system setup for 32 channels for scalp
EEG recordings with an EEG cap (g.USBamp,
g.tec medical engineering GmbH, Graz, Austria).
Signals are also properly conditioned in order to
be better analyzed by the successive block of the
process.

2. Feature extraction and classification. This compo-
nent of the BCI system is generally a signal-feature
to control-signal converter which extracts distinct
and stable features from the recorded signals in
real time and translates them into corresponding
control signals. Depending on the BCI technol-
ogy, features in both the frequency domain and/or
time domain can be extracted. Spatiotemporal pre-
processing algorithms like common spatial patterns
can be used to improve the signal to noise ratio
and to maximize the difference between the sig-
nal patterns. Using supervised learning strategies
nonlinear classifiers (e.g., neural network based)
or linear classifiers (e.g., linear discriminant ana-
lyzer) are trained with the individual user’s EEG
features during a learning phase. User-specific fea-
tures evaluation and optimization steps are usually
investigated off-line based on training data. There-
after most reactive parameters can be identified and
used for the real-time application of the BCI. Fig-
ure 52.3a displays the different components of the
BCI data processing part.

3. Controlled device and application. After successful
training an external device like an orthosis is oper-
ated by the BCI which acts on the converted control
signals.

4. Feedback loop. Results of the application are sent
from the external device back to the user in the
feedback loop. This information can be simply the
position of a cursor on a screen but can also be a tac-
tile or electrical signal fed back to the user. The
results of the BCI as well as the feedback can be sent
remotely via a network UDP connection to remotely
located caregivers or BCI specialists.

52.3.1 Noninvasive (EEG) BCI Systems

Since this chapter aims at providing an overview of the
widely used BCI technologies that are easy to use and
could possibly become home monitoring device sys-
tems, EEG-based BCIs are discussed more thoroughly.
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BCI systems have been successfully realized based
on different EEG phenomena whereby two major
groups of BCI can be distinguished.

Endogenous BCIs

In this type of BCI subjects learn and train to perform
specific mental tasks to change willingly brain activ-
ity. This type of BCI includes slow cortical potentials
(SCP) and sensorimotor rhythmic (SMR) or event-
related desynchronization/synchronization (ERD/ERS)
based BCIs:

1. SCP based BCIs. Very early approaches of BCIs
included the use of SCP [52.4]. This approach re-
quired months of training. Today the SCP approach
is not widely used anymore for BCI control.

2. SMR- and ERD/ERS-based BCIs. BCI systems
based on the oscillatory brain electrical activity use
motor imagery strategies that generate ERD and
ERS in the alpha and beta frequency ranges of the
EEG. In ECoG also gamma band activities have
been used to construct BCI control [52.20]. More
specifically, changes in sensorimotor rhythms asso-
ciated with imagined hand or feet movements are
mostly used to realize this type of BCI. However,
even less specific movement imagery developed via
training can be used [52.1, 10, 21]. Applications of
this so-called SMR BCI are found for cursor control
on computer screens, for navigation of wheelchairs
or controlling virtual environments.

Exogenous BCIs

In this type of BCI the presentation of external stimuli
evokes a specific change in the brain activity. Typical
evoked potentials that are found in the ongoing EEG,
depending on focused or selective attention to an ex-
ternal stimulus, are the P300 response and steady-state
visually evoked potentials (SSVEP).

1. P300-based BCIs. The P300 BCI approach requires
the user to focus on a visual or tactile stimulus,
whereby the brainwaves differ for stimuli that the
user attends versus ignores. Such a system uses the
effect that an unlike event induces a P300 com-
ponent in the EEG, i. e., a positive deflection in
the EEG signal occurring around 300 ms after the
event [52.3, 22]. In spelling applications typically
several letters are displayed on a computer screen
in a row–column format. All the letters are flashed
transiently. The user selects and attends the letter
she/he wants to select by simply counting the num-
ber of times it is flashed. Then the BCI system

can determine which of several visual targets the
user attends. In a similar way, recently P300 BCIs
have been realized on tactile stimulation. Several
tactors are mounted to different parts of the body
and transiently switched on. The BCI system can
determine which of several tactile targets contains
the desired information. Applications here are sup-
posed to aid in situations where tactile stimulations
are more suitable than, e.g., visual cues [52.23].

2. SSVEP-based BCIs. SSVEP approaches use the
fact that flickering light sources with flickering fre-
quencies in the range of 5–20 Hz induce brain
oscillations of the same flickering frequency. Sim-
ilarly to the P300 BCI, here the brainwaves differ
again for stimuli that the user attends versus ignores.
Applications so far comprise, e.g., robot control or
mobile phone control [52.24, 25].

52.3.2 SMR-based BCIs

Event-related synchronization and desynchronization of
oscillatory components in the EEG are well-known phe-
nomena of the electrical brain activity [52.26–29]. If,
for example, the EEG is measured over the visual cor-
tex in a relaxed person with eyes closed, then typically
a very prominent rhythmic activity around 10 Hz with
amplitudes of up to 100 μV can be observed. This
activity is a so-called alpha rhythmic activity. If the
person suddenly opens their eyes, then the amplitude
of the alpha wave drops down. Compared to the re-
laxed state an event-related desynchronization, i. e., an
amplitude decrease with respect to the relaxed phase,
can be observed. Similarly, desynchronization and syn-
chronization phenomena, i. e., a decrease and increase
in amplitudes, can be observed over the correspond-
ing motor representation areas for tongue, hand, or foot
movement execution and similarly also for the move-
ment imagery. Figure 52.4a displays a typical EEG
amplitude decrease by evaluation of the power spectra
for a right hand motor imagery in comparison to a rest-
ing condition measured from electrode position C3.

An imagination of the left hand is typically ac-
companied by an amplitude decrease over the contra
lateral (right) hemisphere around electrode position C4.
An imagination of the right hand is accompanied by
a corresponding amplitude decrease over the left hemi-
sphere (near electrode position C3). Figure 52.4b and
c give an example of a typical ERD pattern meas-
ured during motor imagery of a left and right hand
motor movement. Two distinct areas of maximal ERD
over the left and right hand representation areas can
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Fig. 52.4a–c Spectra and overlay display of event-related desynchronization patterns. (a) Display of the power spectral
density during rest condition (solid line) and during motor imagery of the right hand (dashed line) recorded over electrode
position C3. The top line indicates significant differences (95% level indicated by the dashed brownish line) between
the two spectra around 17–18 Hz as well as at the first harmonic band around 34–36 Hz. During motor imagery the
amplitudes in the specific frequency bands drop down. (b) and (c) Event-related desynchronization patterns computed
from a dense 64-electrode array (positions are indicated by small black disks) and individual MR-based reconstructed
cortical surfaces. The nose of the subject points to the top of the page. Dark red color-coded areas indicate largest
desynchronization. Light yellow areas indicate smallest values of desynchronization. Black solid lines indicate the Sulcus
centralis. (b) represents results for right hand motor imagery; (c) represents results for left hand motor imagery (after
[52.35])

be seen. A foot movement imagery would induce an
amplitude decrease in EEG measured over the vertex
position. Hence these distinct and specific spatiotem-
poral changes in the rhythmic brain activity can be
used as input to a motor imagery based BCI system. In

practice amplitude changes in different frequency bands
(alpha and beta bands for EEG) are utilized to train
the BCI system. However, the changes in amplitudes
related to motor imagery do not contain additional in-
formation about the type of the imagined movement, the
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Brain Computer Interface 52.3 BCI System Structure 1009

velocity or the direction of the movement. Such infor-
mation could be found only in more invasive recordings
in ECoG [52.20, 30–33] or by observing changes in
firing rates of action potential in motor cortex in mon-
keys [52.34].

It is well described in the literature that BCIs based
on brain oscillatory activities might need a long train-
ing time. Hence people are trained in several sessions in
order to operate a BCI with a high accuracy. Therefore
it is of interest in general to investigate in how many

a) b)

c)

d)

Training phase

Feedback/BCI application phase

Feedback Left

Right

Feedback (FB)

Classifier

Beep

Fixation cross CUE FB

0 1 2 3 4 5 6 7 8 (s)
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Pz
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P5 P3 P1
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Fig. 52.5a–d Typical BCI application session. (a) and (b) yield the experimental paradigm as a function of the time.
At the beginning of each trial a fixation cross is shown on the screen. At second 3 a cue, i. e., an arrow pointing to the
left or right side, is displayed and the subjects perform a corresponding motor imagery of the left or right hand. The
accuracy of the BCI is fed back as a bar extending to the left or right side depending on the classification accuracy.
(c) displays the electrode positions used for the motor imagery task (after [52.36]). Two bipolar EEG channels (brownish
circles) measured over the left and right hand representation area are sent to the BCI system. The light brown circle at
Fpz indicates the position of the ground electrode. (d) shows a subject at the local fair operating the BCI

people a BCI could work within only a short period of
training.

In a study done in 99 untrained naïve subjects re-
cruited at a local public fair in Graz, Austria, Guger
et al. [52.36] described a simple ERD/ERS-based BCI
experiment.

Subjects imagined either moving their right hand or
left hand to cues provided on a monitor. Figure 52.5a,b
display the corresponding experimental paradigm for the
training and application phase. Figure 52.5c and d dis-
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Fig. 52.6 P300 evoked
brain signal response for
target versus nontarget
stimuli. A clear positive
deflection in the EEG av-
eraged 15 times for the
target character (brown
line) can be observed
around 300 ms after stim-
ulus onset (indicated by
the vertical brown line).
In all nontarget characters
such a positive deflection
cannot be observed (gray
line)

play the bipolar electrode montage used and an example
of a practical usage of the BCI. The BCI system was
trained on the EEG data recorded from electrode posi-
tions C3 and C4. The training time was approximately
6 min and band-power features in the alpha band be-
tween 8 and 12 Hz and beta band between 20 and 24 Hz
or parameters of an adaptive autoregressive model were
estimated. For classification a linear discriminant ana-
lyzer (LDA) was used. After the training the participants
had to control a computer cursor on the screen and move
it to the left or right side. In this simple 1-D center out
cursor task about 6% of the participating subjects could
operate the BCI immediately. In about a further 20% of
the subjects the performance was acceptable, but in more
than half of the subjects the performance was not accept-
able (see Table 52.1 for details of the accuracy).

Changes in EEG amplitudes of mu rhythmic ac-
tivity and beta activity have been utilized to control
cursor movement in 2-D and 3-D cursor task scenar-
ios [52.37, 38], controlling orthotic devices [52.6, 39]
or wheelchairs [52.40]. Such BCI approaches have been
used rather in a process control way, i. e., controlling

Table 52.1 Percentage of sessions which were classified
with a certain accuracy for motor imagery classified with
the RLS algorithm or band power (BP) estimation. N spec-
ifies the number of subjects

Classification accuracy RLS + BP percentage
in % of sessions (N = 99)

90–100 6.2

80–89 13.0

70–79 32.1

60–69 42.0

50–59 6.7

a cursor directly in the x, y, or z directions or similarly
moving a robotic arm. Another maybe more natural ap-
proach is the implementation of goal-oriented control.
In a goal-oriented BCI approach it is then not necessary,
e.g., to control the exact trajectory of a robotic hand in
order to reach a glass of water, but in a more natural
way humans can initiate a control command like “I want
to grasp the glass of water”. A P300 BCI is one exam-
ple introducing such a goal-oriented control. A subject
can select one target command out of many possible
commands.

52.3.3 P300-based BCI

The underlying phenomenon of a P300 speller is the
P300 component of the EEG, which is induced if an
unlikely event occurs. In the classical Donchin speller
setup subjects are presented 6 × 6 characters and num-
bers on a computer screen arranged in six columns
and six rows, respectively. In an oddball-like paradigm
subjects are instructed to concentrate on only one TAR-
GET character out of all 36 characters. All characters
are flashed on and off for a certain time in a random
manner. When the target character flashes on, a P300
evoked response is induced and the maximum ampli-
tude found in the EEG is reached typically around
300 ms after the flash onset (Fig. 52.6). Several repe-
titions are needed to perform EEG data averaging to
increase the signal to noise ratio and accuracy of the
system.

However, the layout of the character matrix, the
color of the flashing and nonflashing characters, and
the number of targets influence the accuracy of the
speller [52.18, 22, 41, 42]. The P300 signal response
is more pronounced, e.g., in the single-character (SC)
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Fig. 52.7a–d P300 speller applica-
tion. (a) and (b) display the screen
layout of the 36-character speller.
Either all characters of one row or
column are highlighted at the same
time in the row/column speller or only
one single character is highlighted for
a certain time in the single-character
speller. (c) displays the electrode lay-
out (after [52.22]). A total of eight
electrode positions distributed mostly
over occipital and parietal regions are
used. Brownish circles indicate the
electrode positions Fz, Cz, P3, Pz,
P4, PO7, Oz, and PO8. The brown-
ish ring indicates the ground electrode
mounted on the forehead at Fpz and
the gray ring indicates the reference
electrode attached to the right ear lobe.
(d) displays the home system setup in-
tendiX with the portable wireless EEG
device g.MOBIlab+, an active elec-
trode system g.GAMMAsys, and the
standalone P300 speller application
intendiX (courtesy of g.tec medical
engineering GmbH, Austria)

speller than in the row/column (RC) speller and is there-
fore easier to detect [52.22, 43]. Figure 52.7 shows an
example of a P300 speller setup.

Spelling with a P300 BCI

An interesting question in general is how many peo-
ple could learn the new skill of operating a P300 BCI.
As discussed above ERD/ERS-based BCIs need typi-
cally a longer time of training and some subjects cannot
use such a BCI. However, it is described in the litera-

Table 52.2 Percentage of sessions which were classified with certain accuracy. N specifies the number of subjects
participating

Classification accuracy in % Row–column speller: Single-character speller:
Percentage of sessions (N = 81) Percentage of sessions (N = 38)

100 72.8 55.3

80–100 88.9 76.3

60–79 6.2 10.6

40–59 3.7 7.9

20–39 0.0 2.6

0–19 1.2 2.6

Average accuracy of all subjects 91.0 82.0

Mean of subjects who participated
in RC and SC (N = 19)

85.3 77.9

ture that a P300-based BCI needs less training. A recent
study explored the P300 BCI across 100 subjects. In
addition, 35 subjects received questionnaires to explore
demographic issues [52.43].

In the experiment a P300 spelling device based on
a 6 × 6 matrix of different characters was displayed on
a computer screen. Subjects had to perform predefined
evaluation steps of a RC speller or of a SC speller.
This yields of course different communication rates;
with a 6 × 6 matrix, the row/column approach increases
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speed by a factor of 6. For training, EEG data are ac-
quired from the subject while the subject focuses on
the appearance of specific letters in the copy spelling
mode. In this mode, an arbitrary word like LUCAS
is presented on the monitor. First, the subject counts
whenever the L flashes. Each row, column, or charac-
ter flashes for, e.g., 100 ms per flash. Then the subject
counts the U until it flashes 15 times, and so on. Then,
EEG data elicited by each flashing event are extracted
within a specific interval length of 800 ms and divided
into sub-segments. The EEG data of each segment are

Fig. 52.8 CAVE setup. Left: CAVE system at University College London. Right: Smart home VR realization from Chris
Groenegress and Mel Slater from Universitat Politècnica de Catalunya, Barcelona

Position
tracker

XVR
3D projector

Powerwall

Shutter
glass
controller

XVR
PC

UDP communication

Biosignal processing
(MATLAB/SIMULINK)

Subject

Position
tracker

Shutter
glasses

g.MOBIIab+
biosignal
amplifier
(wireless)

Fig. 52.9
Components of
a VR setup

averaged and sent to a stepwise LDA. The LDA is
trained to separate the target characters, i. e., the char-
acters the subject was concentrating on (15 flashes ×
5 characters), from all other events (15 × 36−15 × 5).
It is very interesting for this approach that the LDA is
trained only on five characters representing five classes
and not on all 36 classes. This is in contrast to the
motor imagery approach where each class must also
be used as a training class. The P300 approach allows
minimization of the time necessary for EEG recording
for the setup of the LDA. However, the accuracy of
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Brain Computer Interface 52.3 BCI System Structure 1013

the spelling system also increases with the number of
training characters.

In this experiment a total of 72.8% (N = 81) of the
subjects were able to spell with 100% accuracy in the
RC paradigm and 55.3% (N = 38) spelled with 100%
accuracy in the SC paradigm. Less than 3% of the
subjects did not spell any character correctly. People
who slept less than 8 h performed significantly bet-
ter than other subjects. Age, sex, education, working
duration, and cigarette and coffee consumption were
not statistically related to differences in accuracy. The
disturbance of the flashing characters was rated as
1.5 on a scale from 1 to 5 (1 – not disturbing, 5 –
highly disturbing). See Table 52.2 for the details of the
evaluation.

a)

b)

c)

d)

Fig. 52.10a–d Smart home interface masks and VR representation. (a) displays the main interface mask consisting of 41
different icons arranged in a rectangular grid. Similarly to the P300 speller matrix the individual icons are flashed on and
off in a random manner. (b) displays a 3-D view of the living room including some of the devices that can be controlled
via the BCI like the TV set, room light or telephone. (c) and (d) display a bird’s eye view of the apartment. (c) represents
the control mask to be beamed to 21 different locations in the apartment. Here 21 characters represent all user-selectable
positions. In the top left corner the living room can be found, the top right corner represents the kitchen, the bottom left
corner represents the sleeping room, and on the bottom right corner the bathroom is located as well as the entrance door
of the apartment

Virtual Reality Smart Home Control

with the P300 BCI

BCI systems were also combined with virtual real-
ity (VR) systems both for SMR BCI and P300-based
BCIs [52.13, 44]. VR systems use either head-mounted
displays (HMDs) or highly immersive back-projection
systems (CAVE-like systems) as shown in Fig. 52.8.
Such a CAVE has three back-projectors for the walls
and one projector on top of the CAVE for the floor.
The system projects two images which are separated by
shutter glasses to achieve 3-D effects.

There are several issues that must be solved to use
a BCI system in such an environment: the biosignal
amplifiers must be able to work in such a noisy en-
vironment, the recordings should ideally be done with
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data sent via a radio to avoid collisions and irritations
within the environment, the BCI system must be cou-
pled with the VR system for real-time experiments, and
a special BCI communication interface must be devel-
oped to have enough degrees of freedom available to
control the VR system.

Figure 52.9 illustrates the components in detail.
A 3-D projector is located next to a projection wall for
back projections. The subject stands in front the pro-
jection wall to avoid shadows and is equipped with a
position tracker to capture movements, shutter glasses
for 3-D effects, and a biosignal amplifier including elec-
trodes for EEG recordings. The XVR (eXtreme VR,
VRmedia, Pisa) PC controls the projector, the position
tracker controller, and the shutter glass controller. The
biosignal amplifier transmits the EEG data to the BCI
system that is connected to the XVR PC to exchange
control commands.

In order to show that such a combination is possi-
ble, a virtual version of a smart home was implemented
in XVR. The smart home consists of different rooms
whereby each room is equipped with several different
devices that can be controlled: TV, MP3 player, tele-
phone, lights, doors, etc. Therefore, all the different

commands were summarized in seven control masks:
a light mask, a music mask, a phone mask, a tempera-
ture mask, a TV mask, a move mask, and a go to mask.
Figure 52.10 shows the TV mask and as an example
the corresponding XVR image of the living room. The
subject can, e.g., switch on the TV by selecting the TV
symbol. Then, the TV station and the volume can be
regulated. The bottom row of Fig. 52.10 shows the go
to mask with an underlying plan of the smart home en-
abling the subject to move to a spot in the room where
he wants to go. After the decision of the BCI system, the
VR program moves to a bird’s eye view of the apartment
and zooms to the spot that was selected by the user. This
is a goal-oriented BCI control approach, in contrast to
a navigation task, where each small navigational step is
controlled individually [52.44].

The control masks contained 13–50 commands. In
such an application, precise timing between the appear-
ance of the symbol on the screen and the signal pro-
cessing unit is very important. Therefore, the flashing
sequence was implemented under Simulink where the
real-time BCI processing was also running. A UDP inter-
face was also programmed that sent the data to the XVR
system to control the smart home, as shown in Fig. 52.9.

52.4 Conclusions

BCI enabled control and communication is a new skill
a subject has to learn. In an initial adaptation phase
the BCI system is trained to the specific subject’s brain
activity. In addition the subjects have to get used and
adapt to the BCI system as well. The time needed for
a subject to adapt to the system is shorter by far in ex-
ogenous BCIs like P300 and SSVEP approaches. Such
BCI systems yield higher accuracies in a higher number
of subjects and therefore give for control purposes more
reliable results. However, subjects have to look at flash-
ing or flickering light sources or pay attention to tactile
stimulations. Hence external stimulations might inter-
fere with daily life situations and may distract subjects
from other ongoing activities.

ERD/ERS-based BCIs rely on intrinsic changes of
alpha and beta power activities. In principle no exter-
nal stimuli or cues are necessary to operate the BCI.
However, it has been shown that this type of BCI needs
adaptation and training from the subjects’ side over
many hours [52.45]. The accuracy and speed of an
ERD/ERS-based BCI is below that of a P300 BCI.

However, one of the most consistent observations
in the BCI literature is the fact that a certain percent-
age of the population cannot operate a specific type
of BCI for various reasons. Inter-subject as well as
intra-subject variability often leads to a so-called BCI
illiteracy [52.5,13,25,46]. Across the different BCI ap-
proaches (ERD/ERS, P300, SSVEP) around 20–25%
of subjects are unable to control one type of BCI in
a satisfactory way. Therefore, the usage of hybrid BCIs
has been introduced using the output of an SMR BCI
as well as P300- or SSVEP-based BCIs [52.44, 47],
enabling subjects to choose between these different ap-
proaches for optimal BCI control. Recently is has been
shown that progress in BCI research terms of usability
and robustness made it possible to move the technology
to the patients’ homes. Nijboer et al. [52.48] showed
that severely handicapped people can use a P300 speller.
Signals were stable over months as well as the ability to
operate a 6 × 6 spelling application with stable accuracy.
However, in order to operate a BCI system on a daily
basis, well-trained staff members supported the partici-
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pants. One of the participants quit the study as result of
the experimental setup and discomfort of the procedure.

Therefore attempts have been made to enable a more
easy usage of BCI systems at home. The system in-
tendiX (www.intendix.com) is designed to be installed
and operated by caregivers or the patient’s family at
home. It consists of active EEG electrodes to avoid
abrasion of the skin, a portable biosignal amplifier, and
a laptop or netbook running the software under Win-
dows. Electrodes are prefixed into the cap to allow a fast
and easy montage. The intendiX software allows view-
ing of the raw EEG to inspect data quality, but indicates

automatically to the inexperienced user if the data qual-
ity on a specific channel is good or bad. If the system
is started up for the first time, 5–10 training characters
are entered and the user has to copy spell the charac-
ters. Then the software switches automatically into the
spelling mode and the user can spell as many characters
as wanted. The number of flashes for each classification
can be selected by the user or the user can also use a sta-
tistical approach that detects automatically if the user is
working with the BCI system. The latter one has the ad-
vantage that no characters are selected if the user is not
looking at the matrix or does not want to use the speller.
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Fetal Monito53. Fetal Monitoring

Birgit Wacker, Martin Maier

Cardiotocography (CTG) is the process of moni-

toring the fetal heart rate and uterine activity,

and is used both prior to (antepartum, prenatal)

and during (intrapartum) childbirth in the delivery

room. The equipment is operated by midwifes and

nurses, who also analyze the graphs along with

the attending physicians. This chapter covers car-

diotocography (Sect. 53.1) and obstetric monitoring

systems (Sect. 53.2).
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53.1 Cardiotocography (CTG)
53.1.1 Areas of Application

Cardiotocographs are primarily used to monitor the fetal
heart rate and uterine activity via external and internal
measurements taken by what are referred to as transduc-
ers (Fig. 53.1). Some devices also measure the maternal
heart rate, as well as the blood pressure and oxygen
saturation of the parturient. Table 53.1 compares the
various measuring procedures.

53.1.2 Measuring Procedures

Ultrasound

This procedure uses quartz crystals fitted in the trans-
ducer to transmit high-frequency acoustic signals.
These sound waves are reflected by body tissue at var-
ious intensities and then received and amplified by the

transducer. The shift in frequency among the reflected
acoustic signals (Doppler effect) is used to detect move-
ment. By optimizing the movement pattern of the fetal
heart and using additional signal processing procedures
(autocorrelation), it is possible to gain an extremely ac-
curate reading of the fetal heartbeat. Extra procedures
such as precision signal track and hold (according to the
time the ultrasound waves spend in the tissue) can be
used to filter out interference signals from movements
unrelated to the fetal heart.

Fetal Movement Profile

The ultrasound procedure described above can also be
used to determine the child’s movement within the
womb. The signals that are filtered out when determin-
ing the fetal heart rate can be analyzed separately to
provide a valuable insight into the fetal movement pat-
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1020 Part E Monitoring

Fig. 53.1 Sample CTG with transducer and
accessories. Left to right: Patient module with
adapter cable for the scalp electrode and leg
electrode, an ultrasound transducer, a toco
transducer with connected cable for the ma-
ternal ECG, a patient module with adapter
cable for the IUP catheter, a sensor to mea-
sure the mother’s oxygen saturation and pulse.
Foreground: IUP catheter and a scalp elec-
trode. Background (right): CTG paper with
a preprinted scale, belt to attach the transducer
to the mother’s abdomen, and a blood pressure
cuff

Table 53.1 External and internal cardiotocograph measuring procedures

Patient Parameter External measuring procedure Internal measuring procedure

Transducer type Area of application Unit Transducer type Area of application Unit

Fetus Heart rate Ultrasound sensor Antepartum,
intrapartum

rpm Scalp electrode Intrapartum,
high-risk pregnancy

rpm

Fetal
movement
profile

Ultrasound sensor Antepartum,
intrapartum

%

Mother Heart
rate/pulse

Skin electrode,
also indirect via
blood pressure cuff
or light sensor

Antepartum,
intrapartum

rpm

Uterine
activity

Pressure sensor
(toco transducer)

Antepartum,
intrapartum

Relative
pressure

Catheter with
pressure sensor

Intrapartum,
high-risk pregnancy

mmHg
or kPa

Blood
pressure

Blood pressure
cuff

Under anesthesia mmHg

Oxygen
saturation

Light sensor Under anesthesia %

tern, namely information on movement of the body and
limbs of the fetus. As well as purely marking out periods
of activity, the equipment can also generate a percentage
value to provide information on fetal vitality without the
need to calculate the movement pattern manually.

53.1.3 Direct ECG

This procedure uses a scalp electrode, which is fixed to
the child’s head and measures the fetal ECG to deter-
mine the heart rate (Fig. 53.2). This is what is known
as an internal measurement, which can only take place
during childbirth, and only then once the amniotic mem-
branes have broken and the cervix is dilated by at least
2–3 cm. It is primarily used when the more typically
used ultrasound transducers experience a loss of sig-
nal and cannot give a reliable reading of the heart rate
trace. This can become necessary, particularly during

the later expulsion stage (e.g., if the patient is moving
a lot). A direct fetal ECG measurement also provides
a qualitative analysis of the fetal ECG, the ST seg-
ment of which ST waveform analysis (STAN) can be
of particular significance.

53.1.4 Toco Procedure

This procedure is used to record uterine activity by
means of pressure-sensitive sensors that detect the hard-
ening (tensioning) of the uterine muscle. The value
measured is only relative and depends on many factors,
such as the position of the transducer. For this reason,
the display must first be calibrated with a base value
once the transducer is in place. As this procedure cannot
produce an absolute value, another procedure must be
used where this is required. This procedure is described
in more detail in the next section.
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Fig. 53.2 Direct ECG

Fig. 53.3 Intrauterine pressure measurement

Fig. 53.4 Cordless transducer system

53.1.5 Intrauterine Pressure Measurement

This procedure involves inserting a catheter into the
uterus via the vagina. The catheter is filled with a neu-
tral solution and connected to a pressure sensor. This
method produces an absolute pressure value, but is quite

Fig. 53.5 Underwater monitoring using a cordless trans-
ducer system

complex and its usage is in decline. Today’s increas-
ingly widespread transducers have a pressure sensor at
the end of the air column or directly on the tip of a flex-
ible probe, which is also inserted into the uterus via the
vagina (Fig. 53.3). The laborious and training-intensive
catheter procedure is no longer required.

53.1.6 Additional Functions and Options

Equipment manufacturers offer a range of other func-
tions and options for the above procedures to facilitate
day-to-day work and enhance quality. These extras
include:

• Automatic cross-channel heart rate monitoring. The
CTG constantly checks to make sure the maternal
heart rate or that of the other fetus (in the case
of multiple pregnancies) is not accidentally being
monitored on the fetal channel (known as cross-
channel verification or coincidence detection). New
developments have seen the function for measuring
the mother’s pulse integrated into the toco trans-
ducer to simplify use.• Battery-operated, watertight transducers also enable
use in the bathtub to ensure that continuous monitor-
ing is maintained, be it while having a relaxing bath
or during an underwater birth.• Option to connect to a telemetry system or a cordless
transducer (Fig. 53.4) for monitoring outpatients and
for use in underwater monitoring (Fig. 53.5).• Integrated maternal measurements (fetal/maternal
monitor).• Options to connect to obstetric monitoring systems
for a central overview of several beds with an intelli-
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gent alarm system and automatic long-term storage
of monitoring logs and patient records.• Storage of graphs with remote transmission option.
This can be used for home deliveries or for consul-
tations at smaller affiliated hospitals.• Integrated battery within a CTG with a printer for
supporting scenarios involving transport; this is in-
tended for use in the increasing range of applications
for home visits, and for bridging power failures.

53.1.7 CTG Selection Criteria

CTGs should meet the following requirements.

1. Antepartum requirements:
– One to three ultrasound channels (two/three

channels if monitoring of twins/triplets is re-
quired)

– One toco channel
– Fetal movement profile
– Recorder with adjustable paper speed (1, 2,

3 cm/min)
– Digital display for heart rates and toco
– Volume adjustment for heart sounds
– Low level of energy for ultrasound signal
– Autocorrelation of ultrasound signal
– Cross-channel signal comparison (of all fetal

and maternal heart and pulse rates available)
– Method to reduce artifacts (e.g. precision signal

track and hold)

– Means to fix to the cart or wall
– Option to extend to system interface for system

connection
– Option to connect a telemetry system
– Coded connectors or automatic recognition of

the connected transducers
– Latex-free transducers and accessories
– Watertight transducers for cleaning purposes
– Option to integrate measurement of the mother’s

heart rate and blood pressure
– Simple operation (e.g. via touchscreen)
– Automated CTG assessment.

2. Intrapartum requirements: The features listed in this
section either differ from or are in addition to the
features listed in 1.
– One to three ultrasound channels (two/three

channels if monitoring of twins/triplets is re-
quired)

– Direct ECG measurement
– Channel for intrauterine pressure measurement
– Channel for maternal ECG (MECG)
– Option to integrate the mother’s vital signs

(blood pressure, SpO2, MECG)
3. Optional functions:

– Alarm systems for tachycardia and bradycardia
as well as for the presence of any maternal vital
signs

– System interface
– Additional input options (barcode scanner,

mouse, keyboard, etc.).

53.2 Obstetric Monitoring Systems

53.2.1 Areas of Application

Obstetric monitoring systems are used in the antepar-
tum, intrapartum and postpartum sections of hospitals
dealing with 500 plus births per year. Depending on
individual requirements, one or more of the listed func-
tions are required:

• Central CTG monitoring with a bed overview• Automatic alarm system• Patient data management functions, e.g. creating
and managing electronic patient records• Long-term storage media for data archiving and re-
trieval• Computer communication within the obstetrics de-
partment

• Computer communication with other hospital sys-
tems and access to their data.

53.2.2 System Setup

This section is not intended to give a detailed descrip-
tion of an individual system; the commercial system
referenced here is used solely to illustrate certain system
features. It is essential for the user to have a worksta-
tion, which these days is usually a personal computer
(PC) connected to a networked system. This PC will
serve different functions and may require different
configurations depending on where it is used and by
whom; for example, a midwife needs to be able to
input patient test results in situ, whereas the physi-
cian may like to access all data from his office. Here
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Fig. 53.6 Working area for obstetric
monitoring

are some examples of where the PC may be used
(Fig. 53.6):

• Central station• Delivery room• Ambulance• Doctor’s room• Nurses’ lounge• Midwife’s room• Postpartum area• Newborn nursery.

A PC will serve one or more tasks depending on
which of the above areas it is used in as well as in-
dividual requirements and configurations. These tasks
include:

• Collection and processing of data from the con-
nected CTGs• Assessment of the CTG data and raising the alarm• Presentation of the CTG data• Patient data management, enabling electronic pa-
tient records to be created, managed and output, and
supporting the workflow within the care unit• Archiving and retrieval of all data via long-term
storage media

• Computer communication within obstetrics• Computer communication with other hospital sys-
tems and access to their data.

No matter what the function of the obstetric monitoring
system, the protection of patient data is the top priority.
This is assured by:

• Restricting access rights within a role model• Logging all access and transactions, especially
changes to patient data and configuration• Encrypting patient identification and patient data in
the database• Encrypting communication via VPN• Preventing physical access to central system compo-
nents (database server, web/terminal service server,
network components such as switches and routers)

The following sections outline these individual func-
tions in more detail.

53.2.3 Collection and Processing of Data
from the Connected CTGs

One of the most important aspects of obstetric mon-
itoring systems is the central monitoring of the CTG
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Fig. 53.7 Example of notes input on
the CTG

data of pregnant women, which is why the CTGs are
connected to the system. Virtually all CTGs available
today feature interfaces to enable data to be transferred
to a monitoring system.

There are two connection methods:

1. Digital connection with
– Serial data transfer logs (standardized RS232,

RS422, RS485 interfaces with proprietary data
formats)

– Local area network (LAN) (standardized net-
work logs with proprietary data formats)

2. Analog connection with
– Signal transfer over several lines corresponding

to the parameters supported
– Proprietary signal levels

The digital method is superior to the analog method in
the following ways.

1. More comprehensive data
2. Greater protection against transmission interference
3. Adaptable to changes in CTG functionality
4. Reduced equipment, installation and maintenance

costs

Nowadays, the analog connection is only used with
older CTG equipment. When selecting the CTG con-
nection system, the parameters to be transferred are of
paramount importance.

• The following must be transferred as a minimum:
– Fetal heart rate
– Second fetal heart rate (for monitoring twins)
– Maternal heart rate
– TOCO

– Automatic time synchronization of the CTG
with the system

– CTG changes, e.g. change in transducer
– Recorder status• The following are desirable:
– Third fetal heart rate (for monitoring triplets)
– Additional maternal parameters (e.g. SpO2,

noninvasive blood pressure, heart rate)
– Fetal oxygen saturation
– Notes input on the CTG (Fig. 53.7) (e.g. vaginal

examinations)
– Fetal movement profile
– Result of the cross-channel signal comparison to

avoid mix-ups (mother–fetus, fetus–fetus)
– ST segment analysis of maternal ECG (STAN)
– Measurement of the forces present during ven-

touse extraction
– Automatic transmission of cervical dilation

value and fetal station
– CTG errors/interference

53.2.4 Assessment of the CTG Data
and Raising the Alarm

One key function of obstetric monitoring systems is the
assessment of CTG data so that the user can be made
aware, when necessary, of any problems the patient is
experiencing. The simplest method is an alarm system
that is triggered whenever a threshold is breached; in
other words, the system alerts the user if the fetal heart
rate rises above or falls below a certain threshold for
a given period. One weakness of this method is that
the user is alerted more frequently than is required, for
example due to false alarms or signal loss. However,
there are better methods available these days; intelli-
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Advanced alarm

Pattern analysis Quick analysis

Basic alarm

Validation of individual patterns
(set of pattern rule)

Bradycardia/
tachycardia

Validation of combined patterns
(set of classification)

Signal
lossContractions Decelerations Accelerations VariabilityBaseline

Rule-based alarm system

Extraction of graph parameters

Fig. 53.8 Schematic representation
of an alarm system using a rule-based
algorithm as an example

gent alarms are able to monitor the profile of the heart
rate signal, examine it for certain suspect, dangerous or
even pathological patterns, and then alert the user. They
can even take into account dependencies between dif-
ferent parameters, such as the profile of the fetal heart
rate in relation to uterine activity. Figure 53.8 illustrates
the two alarm system principles, and Fig. 53.9 shows an
example of an intelligent alarm.

The following list contains the minimum require-
ments for the different methods.

1. Threshold breach alarm system:
– Tachycardia alarm system (adjustable threshold

values and time delay)
– Bradycardia alarm system (adjustable threshold

values and time delay)
– Signal lost for a given time period (to be defined)

2. Intelligent alarm system:
– Detection of accelerations and decelerations and

their types (e.g. early deceleration, late deceler-
ation, etc.)

– Detection of contractions
– Determination of baseline
– Detection of variability

The operating concept and type of alarm are also key
components of the alarm system. In principle, an alarm
can be visual or acoustic in nature. A visual alarm
system usually involves part of the screen flashing con-
spicuously, e.g. an alarm bell; an acoustic alarm system
outputs an audible signal, which should have an ad-

justable volume. Many systems also offer the option
of connecting the alarm to the central call system. Any
alarm being issued should (unless configured otherwise)
always alert the user, regardless of which workstation
he or she is currently logged onto or which screen he
is currently viewing. The type of alarm system should
depend on the user’s responsibility and be configurable,
e.g. visual alarm only or acoustic alarm only.

Alarms should always be confirmed. The confir-
mation should be automatically documented and there
should potentially be an option to add a comment.

Fig. 53.9 Example of an intelligent alarm
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53.2.5 Presentation of the CTG Data

As stated previously, the central monitoring of pregnant
women is one of the most important tasks performed by
the system. As such, the system should offer a range of
ways to display the CTG graphs, such as an overview
using various configurations (overview of 2, 4, 6, 9,
12 or 16 beds), a single-bed display, and a compressed
single-bed display (Fig. 53.10). It should be possible to
configure each PC separately to ensure maximum flexi-
bility. The single-bed display at the very least should be
able to offer a quick review of the graphs (quick scroll).

The following must be taken into account when se-
lecting the system:

• The timeline-to-heart rate ratio must be maintained
(1:1 mapping of the CTG recording) and adjusted to
the respective screen resolution. This applies both to
the on-screen display and print-outs.• The overview screens should be configurable such
that they offer different display formats (e.g., an
overview of 2, 4, 6, 9, 12 or 16 beds) while main-
taining the aspect ratio (CTG recording).• The normal and compressed single-bed displays
should, at the very least, have a scrolling function. It
should be noted that it is possible to scroll back to the
start (back to the first CTG graph after admission),
and not just to the CTG graphs for the last 12 or 24 h.• The normal single-bed display at the very least
should provide an option to add notes directly.

53.2.6 Patient Data Management

The requirements of modern patient data management
are extremely far-reaching, beginning with the patient’s

Fig. 53.10 Example of an overview
display

first visit and then spanning the entire pregnancy, labor
and labor outcome, ending for the mother in the postpar-
tum follow-up area and for the newborn in the nursery.
Access to previous pregnancies and births is of course
also available (Figs. 53.11, 53.12).

Patient data management in obstetrics is charac-
terized by the fact that we are dealing with multiple
patients (Fig. 53.13): the mother, the fetus and then the
neonate(s). Administration for the fetus is typically tied
in with that of the mother, with the neonate(s) then
acquiring their own patient records/identity.

The tasks required in patient data management are
generally divided into three categories: organization,
documentation and quality assurance.

All patient data that is input or automatically
recorded is stored, providing a seamless way to man-
age patient records. Patient management is improved as
a result because all past and current data on a patient
is available at all times. The entire department should
of course be able to access the data both quickly and
easily. Seamless management of patient records also en-
ables statistical assessments to be performed and reports
to be generated for administration, research and qual-
ity assurance purposes. It should be possible to adapt
the data input to meet the requirements of the patient
in question without any problems, and also to gener-
ate a flowsheet-based patient record. This record should
generally contain the following information:

• Data collection/input
– Predefined/configurable input screens that cover

everything required from the necessary patient
records

– Labor progress chart (Fig. 53.14)
– Plausibility checks during input
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Private OB-Gyn and/or clinic See hospital L&D or
birth center patient flow

Weeks 37– 40
of pregnancy

• Head engagement
• Blood pressure
• Weight
• Abdominal circum.
• Antenatal FHR
 monitoring (FHS)
• Amniotic fluid volume
 assessment (US imaging)

Pre-pregnancy

• Fertility, sterility and
 genetic counseling

Weeks 7– 20/25
of pregnancy

• Bi manual uterine exam
• hCG tests
• Chorionic villus sampling
• (9–11 weeks when
 appropriate)
• Cervical smear
• Ultrasound for CRL,
 BPD, etc. (16–18 weeks)
• Iron deficiency
• Blood pressure
• Weight
• Abdominal circum-
 ferance
• Pre-term labor?
• Fetal movement activity
• >16 weeks
• Vaginal bleeding?
• hPL test?
• Doptone FHR sounds
• Amniocentesis from
 35 years onwards
 16 weeks gest.

Weeks 26 – 33
of pregnancy

• Multipara? via ultra-
 sound
• IUGR? via ultrasound
• Hb re-ve check
• Rh-ve antibody check
• Blood pressure
• Weight
• Abdominal circum-
 ference
• Fetal movement
 activity
• Vaginal bleeding
• Antepartum FHR
 monitoring (NST)
• AFP levels (nervous
 system anomalies)
• Pre-term labor?
• Possible home uterine
 activity monitoring

Weeks 34 – 36
of pregnancy

• Fetal lie?
• Breech?
• Pelvic assessment
• Placenta praevia?
• Blood pressure
• Weight
• Abdominal circum-
 ference
• Antenatal fetal
 monitoring (NST)
• US imaging
• Amniotic fluid volume,
 BPD, CRL ...)
• Pre-term labor

>42 weeks 
of pregnancy

• Post maturity 1/2
 weekly visits to
 obstetrician
• Possible induction of
 labor

> 40 weeks of
pregnancy

Hospital L&D
or

birthing center

• Imminence of labor?
• Cervical ripening?
• Effacement/station
• Onset of labor

Weeks 1– 6
of pregnancy

• EDT/History
• Pregnancy testing
 and diagnosis
• Date of conception
• Examination
• Protein & glucose levels
• Infection present?
• Blood group (R-ve test)
• Rubella test
• Hb and red cell test
• Syphilis test
• HIV test
• Blood pressure
• Ultrasound scan
• Risk assessment

Fig. 53.11 Continuum of care – pregnancy

Mother

Post partum

Home

• Admission CTG in L&D
 department
• Full and detailed clinical
 history
• Full examination
 including:
 – Fetal lie
 – Presenting part
 – Estimated size
• PROM

Second stage of labor

Fetal
outcome?

NICU

Labor and delivery
(hospital/birth center)

• Full dilation of cervix
• FHR monitoring
• Delivery of baby
• Possible episiotomy
• Possible forceps vacuum
 extraction
• Possible C-section
• Baby cleaned of mucus
• Cord clamped and divided
• Weigh and measure baby,
 plus preliminary exam
• APGAR score
• Blood gas values (cord)

Third stage of labor
and delivery

• Expulsion of the placenta
 and membranes
• Examination of complete
 placenta

Recovery

DischargePost delivery

• Well baby nursery or
 »rooming-in« concept
• First full exam at 24 h
 – Urine passage
 – Meconium passage
 – Eyes
 – Fontanelle
 – Reflexes (CNS)
 – Hearing
 – Hips
 – Abdomen
 – Genitalia
 – Heart (murmur?)
• Possible phototherapy

• Discharge examination
• Blood tests
• Jaundice
• Heart murmur

First stage of labor

• Onset of labor
• Cervix dilates up to 10 cm.
• Fetal heart rate monitoring
• Possible rupture of
 membranes (ROM)
• Meconium present?
• Analgesia/anesthesia
• Maternal monitoring
 – O2 saturation
 – NIBP
 – ECG
• Epidural or possible
 general anesthetic with
 C-section

Fig. 53.12 Continuum of care – birth process, postpartum care and newborn nursery
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Pregnancy 2 Pregnancy 3Pregnancy 1

Episode 2 Episode 3

Baby 1 Baby 2

Episode 1

Mother

Fig. 53.13 The three patients (mother, fetus, neonate)

• Patient administration
– Admission, transfer and discharge
– Activity input
– Consent to cesarean section
– Handover of child to parents.• Production of report
– Generation of doctor’s letter with predefined/

configurable screens and text
– Transport service request
– Transfer report
– Birth report
– Mother’s discharge note to hospital administra-

tion
– Neonate’s discharge report to hospital adminis-

tration
– Mother/child’s discharge report to private prac-

tice doctor
– Registration of birth at civil register office.

Fig. 53.14 Example of documentation for a flowsheet-based patient
report (labor progress chart)

• Routine documentation
– Tag creation
– Pregnancy record
– Birth register
– Print-out of full patient records.• Statistics, trending and reports
– Ad hoc database queries
– Weekly, monthly or annual birth statistics
– Special statistics: e.g. cesarean sections for each

doctor, average length of patient stay, anomalous
incidents

– Special QA statistics

53.2.7 Archiving and Retrieving Data
via Long-Term Storage Media

Electronic data archiving and retrieval have grown in
importance at many hospitals in the last few years,
mainly due to the increased number of lawsuits filed by
parents of injured children, but also because of the med-
ical interest in the subsequent analysis of births. Modern
archiving is usually achieved via access-restricted net-
work drives managed by the hospital’s IT department,
for example through storage on NAS devices (network
attached storage) or a SAN (storage area network). The
IT department manages the access rights to ensure that
no unauthorized users can access the archive or even
delete it entirely. Long-term storage such as this enables
patient records to be archived in full (for both inpa-
tients and outpatients), and minimizes the risk of not
being able to trace patient records or CTG records. Hard
copies of records can be lost, and thermal printed CTGs
can become illegible after a number of years – both of
which have already led to court cases being lost because
the exonerating documentation could not be submitted.
Straightforward access to the information stored should
be ensured for review and research purposes or to call
up a closed case. A good security concept is essential
for the archiving system, but is less vital for a system
merely intended for monitoring CTG graphs.

However, the following must be satisfied under all
circumstances:

1. Safeguarding of the power supply by means of an
uninterruptible power supply (UPS) that is con-
nected to the server and the network components.

2. Safeguarding the data on the server by one of the
following two methods:
a) High-availability concept. A second server op-

erates in parallel to the first. In the event of
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a defect, the fault-free server takes over all tasks
until the other is functional again.

b) RAID technology. This is a group of hard drives
that save the data redundantly and indepen-
dently. Should one of the hard drives fail, it can
be exchanged during operation and the system
automatically ensures that the repaired drive is
updated to reflect the current status.

3. Creation of a security concept to protect the long-
term archive. Regular backups ensure that the
archive can be restored in the event of a disaster.
These backups can also be stored at different loca-
tions for extra protection, against fire for instance.

53.2.8 Computer Communication
Within Obstetrics

This section covers communication between obstetrics
departments in different hospitals within a town, commu-
nication with smaller outpatient clinics that work in con-
junction with a hospital, the midwife recording CTGs on
site, and the doctor who needs to assess patient data either
at home, on the move or from his practice (Fig. 53.15).

Obstetric monitoring systems should not only en-
able patients to be transferred from bed to bed within
the same hospital, but also to other hospitals to ensure
direct access to patient records. This particularly occurs
if the woman was unsatisfied with her previous delivery
or the level of urgency means that the delivery location
can no longer be accessed (blockage). Web access to pa-
tient records plays a key role when communicating with
the doctor at home or in his practice; the hospital must
have the necessary infrastructure to ensure that the com-
munication is secure. If the doctor is out and about and
his interpretation of the CTG is required as a matter of
urgency, the relevant sections of the CTG can be sent
to mobile telecommunication devices such as an iPhone
for his consultation (Fig. 53.16).

53.2.9 Computer Communication
with Other Hospitals

The obstetric monitoring system is just one of many
systems within a hospital, and it is extremely important
for it to be integrated within the overall network, with
the result that standalone solutions are receding into the
background. Normally, an HL-7-based interface is used
to connect to other computer systems, with integration
occurring via direct data transfer or via access at the
workplace to other systems (Fig. 53.17).

Satellite hospital
and clinics

Private MD
offices

Patients and
home care

Private MD
homes

Link between
OB systems

Web
access

Fetal trace
transmission

Web
access

Hospital

Fig. 53.15 Obstetrics outside the hospital

53.2.10 Communication
with the Hospital
Administration Computer

The bidirectional connection in this area enables
a straightforward patient admissions procedure through
the automated importation of personal data, and notifies
the hospital administration computer of discharges and
transfers.

53.2.11 Exporting Patient Data
to Other Hospital Systems

Because data are exported to a data archive, this means
that they are also available for other applications, such
as for hospital-wide patient records.

Fig. 53.16 CTG can be sent to mobile telecommunication
devices such as an iPhone for consultation
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EMR / CPR / CDR / Portal

Point of care Clinical IS

Cardiac/critical care
Monitoring
Telemetry
Central stations
Clinical information
Systems

Radiology
X-ray
MRI
CAT
Ultrasound
PACS

Labor and delivery
Fetal monitoring
Surveillance
OB info systems

Emergency dept
Monitoring
ED info systems

Surgery
Monitoring
Anes charting
Tracking
OR info systems

Cardiology
ECG
Holter
Stress
Cath lab
Electrophysiology
Echocardiography
Nuclear
CHF clinic
MI/chest pain clinic
Cardiac rehabilitation
PACS

Hospital information system

Administrative

Financial applications
Billing/accts rec
Accounts payable
General ledger
Staffing/scheduling
Fixed asset mgmt
Material management
Managed care
Contracts
Abstracting
Credentialing
Cost accounting
Budget/forecasting
Utilization review
Time keeping

Patient care
management
Medical records
Registration
Scheduling

Clinical applications
Order entry
Pharmacy
Radiology IS
Physician’s practice
Management
Patient care

Lab
Laboratory
Pathology
Blood bank
Microbiology

Ancillary
Dietary
Respiratory therapy
Dictation
Home health
Speech
Department
administration

Middleware     Interface engine, EDI, paging, dictation, email, ad hoc reporting, asset management, ...

Fig. 53.17 Obstetrics and the hospital

53.2.12 Connection to Lab Computer

Lab results can be documented automatically in the
patient’s records by importing the data from a lab
computer.

53.2.13 Access to Internal Hospital
Computer Systems

Various methods have been developed in this regard:

• Direct access via a client application installed on the
obstetrics workstation• Direct access via Internet Explorer using a web-
based application• Indirect access via web-based hospital portals

A visual integration of obstetrics and other applica-
tions is possible, as long as the applications are able
to exchange their context (user context and/or patient
context). If a user switches from one patient to another
within the program, the other system will detect this and
also switch to the relevant patient.

Further Reading• M. L. Cabaniss, M.G. Ross: Fetal Monitoring
Interpretation (Lippincott Williams, Philadelphia
2009)• M. Murray, G. Huelsmann, P. Romo: Essentials of
Fetal Monitoring, 3rd edn. (Springer, New York
2007)• D. Gibb, S. Arulkumaran: Fetal Monitoring in Prac-
tice (Churchill Livingstone, Kidlington 2008)
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Neonatal Mo54. Neonatal Monitoring

Roland Hentschel

Because they are naturally helpless compared

to adults, sick newborns are reliant on careful

observation and, due to their characteristically

pathophysiological qualities, the monitoring per-

formed is sometimes quite different from that done

for adult patients. In order to understand this, it

is necessary to consider some of the characteristic

peculiarities of neonatology.

The most important diagnoses of neonatal

patients are premature birth, disturbance of adap-

tation (Sects. 54.1, 54.2) in the respiratory and the

circulatory system, sepsis, and congenital malfor-

mations, in particular of the cardiovascular system

(Sect. 54.3). All newborns have instability in the

respiratory and cardiovascular systems in com-

mon. The more immature the premature infant,

the more likely it will be that it needs artificial

respiration or respiratory assistance due to hav-

ing underdeveloped lungs (respiratory distress) or

marked central respiratory regulation disorders.

Respiratory pauses (central apnoeas), obstruction

of the upper airways (obstructive apnoeas), or the

typical respiratory pattern of the premature

54.1 Electrocardiogram ................................ 1032

54.2 Impedance Pneumography .................... 1033

54.3 Combined Cardiorespiratory Analysis ...... 1034
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54.5 Transcutaneous Measurement
of the Partial Pressure .......................... 1037

54.6 Measurement of the PtcCO2
(Transcapnode)..................................... 1038

54.7 Measurement of the PtcO2
(Transoxode) ........................................ 1038

54.8 Monitoring the Oxygenation –
Which Method? .................................... 1039

54.9 Setting Alert Limits and Limit Values ...... 1040

References .................................................. 1041

infant (periodic breathing) result in a drop in

the O2 saturation, with subsequent bradycardia

(Sects. 54.4–54.8).

Unlike with adults, undersaturation of the blood sets in
extremely quickly because the oxygen stores (as meas-
ured against the oxygen demand) are very low. On the
other hand, bradycardia can occur spontaneously as
a result of the activation of vagus reflexes in the pha-
ryngeal region (accumulation of secretions). Central,
obstructive or mixed apnoeas are a key problem in the
monitoring of premature infants.

Newborns have two particular characteristics in
terms of their respiration: they are obligate nasal
breathers and, in contrast to adults, they breathe pre-
dominantly with the diaphragm. Because a newborn
infant’s thorax is mechanically very unstable, see-saw
breathing frequently occurs: the lung volume which
is gained because the diaphragm descends during

inspiration is for the most part lost again as a re-
sult of inward movements of the sternum and upper
thorax.

Various pathophysiological disorders, such as:

• Cerebral immaturity• Cerebral haemorrhages• Respiratory distress• Infections• Congenital metabolic disorders• Electrolyte imbalances• Convulsions• Hypo- or hyperthermia• Hypoglycaemias, or• Anaemia
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manifest themselves in cardiorespiratory disorders in
premature and newborn infants. It is possible to gather
from this that the following parameters are central to
neonatal monitoring:

• Single-channel ECG• Respiration• O2 saturation• Transcutaneous blood gas values• Blood pressure.

Furthermore, on account of the particular thermal in-
stability of premature and newborn infants, temperature
monitoring also plays a large role. Premature infants
are therefore cared for in incubators. In contrast to
adults, premature infants are at particular risk in terms
of their oxygen status. As with adults, a toxic (ex-
cessively high) inspiratory oxygen concentration can
trigger a sterile inflammatory response in the lungs,
leading to chronic lung damage. In addition, the feared
retinopathy of the retina (vascular proliferation which
can lead to blindness) can also be triggered in prema-
ture infants as a result of an excessively high inspiratory
oxygen concentration with subsequent hyperoxia; this

risk is present up until the point at which a prema-
ture infant reaches its previously expected delivery date.
Continuous monitoring of the oxygen status is therefore
imperative.

In patients who are given artificial respiration, the
inspiratory oxygen concentration is adjusted using the
ventilator and also monitored. Also, premature infants
who are capable of spontaneous breathing or those con-
nected to a CPAP machine must always be connected
to an oxygen monitoring unit. If a nasal cannula is used
to administer a specific gas flow at a specific oxygen
concentration, the knowledge of these variables does
not allow the inspiratory oxygen concentration to be
estimated, as the child can breathe additional air. It
is better to set a certain oxygen concentration in the
microclimate of the incubator and to use a suitable mea-
suring and alert system for monitoring. As with adults,
in neonatology, modular universal monitors are mostly
used which record different parameters using a dedi-
cated measurement module for each, and display these
parameters on a multichromatic multichannel monitor.
Alert systems for monitoring the oxygen concentration
are usually integrated ex factory into ventilators and
CPAP machines and also into incubators.

54.1 Electrocardiogram

The electrocardiogram (ECG) records the electrical ac-
tivity of the heart in terms of its changing amplitude and
the changing direction of the electrical principal axis.
As with adults, the single-channel ECG is convention-
ally recorded by means of ECG electrodes at the typical
positions on the chest. It is occasionally recommended
that all of the electrodes are placed on the lateral thorax
so that the lungs are covered as minimally as possible in
x-ray images (which must be taken regularly), meaning
that the electrodes do not have to be removed in order
to perform an x-ray. For this purpose, electrodes can
be attached to the upper arms and abdomen. Because
the single-channel ECG is not usually used for cardi-
ological diagnosis, standard electrode placements are
unnecessary, and the red and yellow electrodes are oth-
erwise arranged in the electrical axis of the heart. The
electrodes for newborn infants are smaller than those for
adults, and they are usually coated on the back with an
adhesive which simultaneously acts like a contact gel in
order to reduce the contact resistance. For premature in-
fants, it is necessary to consider the skin tolerance of the
material used and the x-ray transparency. In fully de-

veloped newborn infants, problems occur shortly after
birth, in particular if they have a lot of vernix caseosa;
it is often possible to obtain an ECG recording only af-
ter degreasing measures and by using electrodes which
adhere well.

Violent (respiratory) movements frequently cause
shaking of the ECG; this is not a critical issue when
recording the heart rate, but it is for the recording of
arrhythmias, which is occasionally necessary. By inter-
connecting the three chest electrodes, it is possible to
obtain three different leads, provided that all the elec-
trodes adhere well. The amplification selected should
always result in the amplitude of the complete ECG
signal occupying the entire bandwidth of the monitor
channel; it is only in this way that interference with nor-
mal depolarisation and repolarisation (e.g. in the case of
hypokalaemia) can be reliably detected.

However, the only diagnoses which can reliably be
made from the single-channel ECG are: bradycardia,
tachycardia, asystole, supraventricular and ventricular
extrasystoles, ectopic rhythm, and atrial and ventricu-
lar flutter or fibrillation. Automatic evaluations such as
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the diagnosis of arrhythmias, measurements of the ECG
portion and the like are not customary in neonatology.
As already mentioned, the positioning of the electrodes
is usually not critical when recording an ECG, but it is
crucial when recording the thoracic impedance curve,
and must therefore be selected with great care in this
respect (see below). The single-channel ECG is primar-
ily used to detect tachycardias and (more commonly)
bradycardias. To this end, the alert limits for the heart
rate must be set such that they correspond with the stan-
dard values for the age group (Table 54.1).

The majority of monitors these days provide mem-
ory recording of the heart rate and other parameters over
a period of at least 24 h. The duration of a heart rate
anomaly can then be accurately traced retrospectively
over a time axis which must span a different length of
time. In addition, event recording is desirable in which
between five and six cardiac cycles are automatically
recorded when an alert based on the heart rate is trig-
gered, with the result that later analysis of the event

Table 54.1 Standard values for the heart rate (average and
simple standard deviation (SD)) (after [54.1])

Age Average + 1 SD (beats/min)

0–24 h 133 22

2nd–4th week 163 20

1st–3rd month 154 19

3rd–6th month 140 21

6th–12th month 140 19

1st–3rd year 126 20

3rd–5th year 98 18

5th–8th year 96 16

8th–12th year 79 15

12th–16th year 75 13

is possible using a graph which is true to the original.
Unfortunately, most monitors only display these events
with a compressed time axis, making accurate analysis
of the rhythm impossible. It should be possible to store
at least 20 events.

54.2 Impedance Pneumography

This method detects changes in the electrical impedance
occurring between two electrodes during a respiratory
cycle, probably as a result of changes in the vascular fill-
ing. Due to the susceptibility of premature and newborn
infants to respiratory disorders, this part of the moni-
toring assumes great significance in neonatology. The
method can show the respiration rate, respiratory pat-
tern, amplitude and respiratory pauses via the existing
ECG electrodes.

In the case of unstable respiration in premature in-
fants, a recording speed that is as slow as possible
should be selected (e.g. 6 mm/s), as this is most likely to
give information about the respiratory pattern (e.g. peri-
odic breathing). The electrodes should be positioned in
the area of the greatest change in size during a respira-
tory cycle. This area is between two electrodes on the
anterior right and left axillary lines in the region of the
costal arch.

The large degree of variability in the respiratory pat-
terns of premature and newborn infants is problematic.
Since the respiratory regulation is immature at various
levels, respiration is not as autonomic (machine-like)
as in adults. The result of this is not only pronounced
respiratory pauses but also variations in the amplitude
and the respiratory starting position. The recording and
processing of the thoracic impedance curve therefore

places considerable demands on the software of the
monitor.

The respiration rate (Table 54.2), the frequency
of apnoeas and occasionally also the durations of the
individual apnoeas are monitored using limits which
can be adjusted according to the age of the patient.
Sub-threshold respiratory pauses that do not reach the
selected duration of a defined apnoea can be added to-
gether on dedicated monitors to give respiratory deficits
via adjustable limit values in order to facilitate the de-
tection of periodic breathing.

According to its definition, an apnoea exists when
there is respiratory arrest for a period of at least 20 s.

Table 54.2 Standard values for the respiration rate (aver-
age and simple standard deviation (SD)) (after [54.1])

Age Average + 1 SD (beats/min)

Premature infant 50 10

Newborn infant 40 10

Infant 31 8

1st–4th year 24 4

5th–9th year 20 2

10th–14th year 19 3

14th–16th year 17 3
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It should be possible, however, to freely select other
intervals for monitoring too.

Due to the greatly oversized volume of the heart (in
comparison with the thoracic volume) compared with
adults, fluctuations in the size of the heart during a nor-
mal cardiac cycle, with a corresponding amplification
in the impedance pneumography, occasionally appear
as normal respiratory cycles. This is particularly true
of the cardiac hyperactivity which is very frequently
observed in the context of cardiac problems (e.g. duc-
tus arteriosus). In this situation, the monitor can under
some circumstances incorrectly interpret the heartbeat
– which continues for a while even when breathing has
completely stopped – as continuing respiratory activ-
ity. By activating a detection mode which compares the
recorded heart rate with the incorrectly recorded respi-
ration rate, this signal problem can be detected so that
an alert is triggered.

In order to interpret causal relationships, it is neces-
sary to obtain a retrospective evaluation with respect to
current measures such as nutritional probing, care times
or administration of medication. Only then is it possi-
ble to make any statements about the possible aetiology
of a respiratory disorder. The recording of a complete
respiratory cycle requires a curve profile, in opposite di-
rections in each case (inspiration and expiration), where
a defined minimum amplitude, based on a minimum
or maximum value, has always been reached. The am-
plitude can either be input permanently or adapted to
the changing depth of respiration in accordance with
a (usually very complicated) algorithm.

Displacement of the normal respiration is usually
not a problem when detecting a breath. However, an
apnoea is occasionally recorded erroneously. Modern
monitors are capable of varying or automatically adapt-
ing the size of the amplitude shown and the zero point

within certain limits, such that a diagram of the res-
piratory pattern which is to some degree realistic can
be achieved, and thus a visual recording of apnoeas is
possible. After every change in the position of the elec-
trodes, but also after the patient has been moved, the
monitor setting for the impedance pneumography must
be readjusted (the settings for the depth of respiration
and the amplitude size or the selection of the automatic
setting function). In the case of infants, for undisturbed
monitoring of respiration, the electrodes are usually at-
tached at a markedly lateral and low position (based on
the entire projection field thorax–abdomen). An undis-
turbed recording of the single-channel ECG should also
be possible in this position.

It is desirable to have the option to record the
thoracic and the abdominal impedance pneumogra-
phy in two channels superimposed on one another
on the time axis. Ideally, the amplitude maxima will
lie exactly above each other, with the leads orien-
tated in the same direction. Each phase shift between
two leads signifies a reduction in respiratory econ-
omy, and in extreme cases where there is an opposing
deflection there is paradoxical respiration with en-
tirely ineffective respiratory work (thoracoabdominal
asynchrony).

This sometimes cyclically occurring phenomenon
is found in certain chronic lung conditions of pre-
mature infants (bronchopulmonary dysplasia). Because
it can improve under some circumstances as a result
of various measures (medication, inhalations, inflation
manoeuvres, CPAP), this diagnostic possibility is of
great significance. Unfortunately, such a diagnosis is
not yet possible using standard monitors, but there are
special devices which, in addition to displaying the phe-
nomenon, can also precisely calculate the angle of the
phase shift.

54.3 Combined Cardiorespiratory Analysis

In order to recognise the aetiology of a cardiorespira-
tory disorder in premature infants, it is important to be
able to retrospectively analyse the precise chronologi-
cal sequence of respiration (respiratory pattern), heart
rate and saturation curve. Only then is it possible to
differentiate whether a primary O2 undersaturation has
led to apnoea and then to bradycardia, whether a pri-
mary reflex bradycardia has led to undersaturation with
consequent apnoea, or whether a primary apnoea has
triggered undersaturation with subsequent bradycardia

(Fig. 54.1). It would also be desirable to see the graph
displayed in addition to the retrospective analysis of the
O2 saturation. Unfortunately, the memory capacities of
standard monitors are usually insufficient for a data set
of this size.

Cardiorespiratory monitoring or analysis is impor-
tant, particularly in the field of home monitoring of
infants which are at risk of sudden infant death syn-
drome (SIDS). These are, in particular, siblings of
infants who have suffered from sudden infant death syn-
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Fig. 54.1 Impedance pneumota-
chography. Nasal flow, abdominal
movement, heart rate, oxygen
saturation (from top to bottom).
Pronounced, prolonged, obstructive
apnoea with an absence of nasal
flow and with good autorespiration.
Note the artefact-related decreases in
saturation

drome, children with severe neurological disorders, and
infants who have constant respiratory disorders.

Exclusive monitoring of the respiration is carried
out, for example, using a mechanical applanation sen-
sor (Graseby capsule). This sensor records pressure
changes within a closed, air-filled system when a con-
vexly curved balloon that is stuck to the skin in the
abdominal region is slightly compressed as a result of
a respiratory movement. Because it is not capable of
distinguishing unsuccessful respiratory movements or
a final gasp with the accompanying bradycardia from
effective respiration, exclusive monitoring of the infant
using this method is no longer standard these days.

Most SIDS monitors have the option of record-
ing alert sequences and trend curves of the monitored
parameters and analysing them offline using special
analysis software.

According to the most recent recommendations, the
monitoring of apnoeas should preferably be done using
a pulse oximetry device (see below) which also records
the pulse rate; additional monitoring of the respiration
is then not necessary. Note: Devices which are freely
available on the market for monitoring SIDS are based
on different measurement principles; they should gen-
erally be rejected on account of their high susceptibility
to faults or unproven effectiveness.

54.4 Pulse Oximetry

Pulse oximetry has developed as a continuous, non-
invasive, indirect method of measurement to become
the standard method of monitoring the oxygen status.
It is a method which uses transmission photometry to
measure the concentration of oxygenated and deoxy-
genated haemoglobin according to the Beer–Lambert
law. These two forms of haemoglobin have different
spectral properties. Two light-emitting diodes conduct
light – in the range of the absorption maxima of the
two substances (visible range approximately 660 nm
and infrared range approximately 940 nm) – through
a peripheral body part, and a photodiode is located
at the exit point opposite. The percentage of saturated

haemoglobin is calculated from the attenuations of the
two light beams.

What is crucial here is that the measuring system
records a pulse wave and thus only evaluates the pul-
satile fraction of the measurement signal. The pulsatile
fraction is detected via the increase in the distances cov-
ered by the light beams in the arterial filling phase in
the tissue. If no pulse wave can be detected, the device
does not display any reliable values; the recording of the
pulse curve (plethysmogram) is therefore a fundamen-
tal part of any pulse oximetry system, and preference
should be given to displaying an authentic pulse curve
on a time axis (x-axis) as opposed to a simple LED dis-
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Fig. 54.2 Pulse oximetry in a premature infant

play with rising and falling level values. The pulse curve
is generally also used to calculate a pulse rate.

The pulse curve is also suitable for use as a diag-
nostic tool in order to show the quality of the peripheral
pulse wave, e.g. in the event of resuscitation. In neona-
tology, adhesive sensors or soft plastic sensors are used
exclusively instead of clip sensors, and these are placed
loosely around the preferred recording sites and fixed
with a small piece of hook-and-loop tape (Fig. 54.2).
Preferred positions are the wrist, forefoot, arm and leg.

If the patient has poor peripheral microcirculation
(e.g. also in the context of catecholamine administra-
tion), application of the sensor is difficult; often no pulse
wave is recorded, since the light pressure of the sensor
on the skin and on the underlying tissue is sufficient to
stop the perfusion in this measurement area. This can be
detected by a nonphysiological plethysmography curve
or by a discrepancy between the pulse rate measured
and the heart rate based on the ECG recording.

Reliable measurement is also often not possible in
oedematous tissue. In order to avoid pressure necroses
in very small premature infants, in some circumstances
the recording sites must even be changed at intervals of
3–4 h. The sensors can cause burns on the skin, namely
when the surface is damaged or when sensor and device
are not optimally tuned to one another.

In the event of scattered light falling on the sensors,
excessively low saturation values are usually erro-
neously simulated. In some circumstances, however,
a normal saturation value can be displayed even when
there is complete loss of skin contact, although, a pulse
curve is not recorded then. If the two diodes are not in
exact contact with the skin, this can likewise lead to in-
correct high or low saturation values. When the blood
pressure falls below 30 mmHg, some devices no longer

function reliably. Unfortunately, most pulse oximetry
devices show measurement values on the display de-
spite a detectable error in the recording as a result of
movement artefacts or the like.

It is imperative that all pulse oximetry values which
do not originate from an artefact-free recording are
eliminated by the device, and at the very least are not
displayed as a numerical value. All devices calculate
average values from a specific – sometimes selectable –
number of cardiac beats, or they calculate the averages
over a specific time frame. The longer the duration of
the averaging, the slower the device is to react to acute
changes, but the lower the rate of (false) alerts, too.
There are improvements in the software which allow
movement artefacts to be better detected and excluded
from the computer analysis. These devices filter the ve-
nous pulse waves which result from movement artefacts
out of the analysis.

If the pulse oximeter does not display a pulse curve,
or if the values are unreliable, it is first necessary to rule
out the possibility of scattered light (especially from
heat lamps) falling on the sensor. The next step should
be to try to loosen the fixing. If this does not solve the
problem either, then another recording site should be
selected where less tissue is transilluminated.

Considering the sources of errors identified, pulse
oximetry values must also be counter-checked regularly
with arterial or hyperaemised capillary blood gases. The
sites used to take blood samples and record the pulse
oximetry should be identical with respect to the posi-
tional relationship to the ductus arteriosus.

The characteristic curve of this measuring technique
is not linear: in the region below 75% the sensor dis-
plays unreliable values, and in the upper region the
validity of the measured values is restricted by the
physiologically flat profile. The devices mostly take
into account general average values of haemoglobin
molecules which do not serve as oxygen carriers (COHb
and MetHb), but which taken together usually comprise
less than 3%. This percentage can be calculated exactly
by cooximetry analysis in modern blood gas analysis
systems. Elevated COHb and MetHb values can lead
to incorrect pulse oximetry measurements. The MetHb
value can rise when nitric oxide gas is used.

Due to the asymptotic relationship between the oxy-
gen partial pressure and the associated Hb saturation,
pulse oximetry is only suitable for monitoring prema-
ture infants up to a point: hyperoxia cannot be reliably
detected, whereas a decrease in oxygen can be recorded
very well. Since hyperoxia must be avoided at all
costs in premature infants, pulse oximetry is not a suit-
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able method for monitoring premature infants requiring
oxygen. In the case of premature infants without an ad-
ditional oxygen requirement (room air), pulse oximetry
is a good method for recording decreases in saturation
and, to be exact, the upper limit value in this situation
can be set at 100%, because hyperoxia can be virtually
ruled out in room air (although it cannot be completely
prevented in any case).

Pulse oximetry offers a good compromise as a sim-
ple monitoring device insofar as both the heart rate and
the saturation can be recorded as central cardiorespira-
tory variables using a single cable and the associated
sensor, meaning that there is no need to attach ECG
cables. This is an advantage in particular for a very im-
mature premature infant with very sensitive skin that
does not tolerate the application of adhesive ECG elec-
trodes. However, the recording of the pulse is not very
reliable because of its susceptibility to movement arte-
facts.

Pulse oximetry is also of essential importance in the
detection of pathophysiological perfusion disorders, in
which the upper and lower halves of the body receive
blood which is saturated to different degrees. In rare,
complex heart defects, the lower half of the body can be
better oxygenated than the upper half, but the opposite
situation is more common: in persistent foetal circula-
tion (PFC syndrome), unoxygenated blood is conducted
– as a result of high pressure in the pulmonary circuit –
from the pulmonary artery via the ductus arteriosus into
the lower half of the body, thus leading to undersatura-
tion in this region, whereas the upper half of the body is

Table 54.3 Recommended limit values for monitoring the
oxygen status in neonatology

Parameter Recommended limit values

Pulse oximetry

Premature infants 83–93%

Sick newborn infants 92–98%

Transoxodes

Premature infants 45–65 mmHg

Sick newborn infants 65–90 mmHg

supplied with oxygen-rich blood via the section of the
aorta before the junction with the ductus arteriosus.

This pathophysiological situation, which can often
vary widely, is of great significance and is therefore
monitored with the aid of pulse oximetry sensors on
both the right hand and one of the feet. Unfortunately,
most universal monitors do not provide the option to
record two pulse oximetry values.

It is very difficult to standardise pulse oximetry de-
vices; they vary from one manufacturer to the next,
and from one device to the next. Even the reconstruc-
tion algorithms vary between different manufacturers
depending on whether the fractional or the functional
oxygen saturation is quoted. For the most common de-
vices, however, there is now good data in the scientific
literature for the correlation between oxygen saturation
and oxygen partial pressure. Recommended alert lim-
its for the monitoring of premature and newborn infants
are reproduced in Table 54.3.

54.5 Transcutaneous Measurement of the Partial Pressure

This method of transcutaneous partial pressure mea-
surement for carbon dioxide (PtcCO2) and oxygen
(PtcO2) is peculiar to paediatrics, as the greater skin
thickness in adults usually prevents accurate measure-
ment. The local hyperthermia at the location of the
measuring sensor causes arterialisation at the mea-
surement site. The blood gases, which under these
conditions are in equilibrium with the partial pressure
values in the peripheral tissue, can thus be monitored
noninvasively. However, the values must be regularly
calibrated with (preferably arterial) blood samples. Both
gases (PtcCO2 and PtcO2) are frequently measured to-
gether in a combination electrode.

In order to rule out burns to the skin, the mon-
itors monitor the duration of the application of the
sensor at the measurement site, request a change in the

application site and recalibration and, under some cir-
cumstances, even switch off the heating of the sensor
automatically when a specified time span is exceeded.
The heat output needed to maintain a constant sensor
temperature is usually displayed, and its profile gives
valuable information about the centralisation of the cir-
culation, provided that the ambient temperature is kept
constant.

If there is a sharp rise in the heat output, the applica-
tion site should be checked especially closely for signs
of heat damage. With a heating temperature of 43 ◦C,
in the case of very small premature infants, for exam-
ple, the placement of the sensor should be changed at
intervals of 2–3 h.

The local overheating leads to a shift in the
haemoglobin dissociation curve, which results in an
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increase in both the PtcO2 and the PtcCO2. This is coun-
teracted in the calculations by the oxygen consumption
in the tissue, resulting in a realistic oxygen measure-
ment which is close to the arterial values. However,
due to the production of CO2 in the heated tissue, the
PtcCO2 values are mostly too high. These effects can
be compensated for in the calculations by in vivo cor-
rection. When the heat output varies to a large degree,
arterial blood gas values must be taken continuously to
check the displayed measurement values.

The sensors are attached to the skin using adhesive
rings and a drop of contact solution, avoiding air pock-
ets (Fig. 54.3). At intervals of approximately one week,
the sensors must be covered with a new membrane.
Calibration should be performed at least once a day.

Fig. 54.3 Transcutaneous sensor for measuring the PtcCO2

in a premature infant

54.6 Measurement of the PtcCO2 (Transcapnode)
The sensor attached to the skin generates a local skin
temperature of 43 ◦C. CO2 then diffuses from the skin –
in which it has the same concentration as in the capillary
terminal vascular bed of the blood – via a membrane
with hydrophobic properties (silicone or Teflon) into an
electrolyte solution. There, the CO2 molecules become
H+ ions, which change the pH. This change is recorded
by a pH electrode and compared with a reference elec-
trode, and the voltage potential is proportional to the
pCO2. A potential source of errors is the CO2 formed
in the skin itself, which is dependent on metabolic pro-
cesses. Since the partial pressure difference between the

arterial and mixed venous blood is very much lower and
CO2 is better diffused than O2 on account of their differ-
ent solubility coefficients, the degree of (arterial) tissue
perfusion is less crucial than in the measurement of the
PtcO2 (transoxode). For these reasons, the PtcCO2 is
frequently higher than the arterial pCO2. A two-point
calibration is performed at fixed intervals using a spe-
cial calibration gas. The transcapnode is less dependent
on the measurement site, blood pressure, pH, body tem-
perature and haematocrit, and a sensor temperature of
42 ◦C is often sufficient. At 30–50 s, the response time
is longer than that of transoxodes.

54.7 Measurement of the PtcO2 (Transoxode)
The reliability of this method is dependent on the thick-
ness of the skin, the measurement site and the peripheral
perfusion at this site. It is also influenced by the sensor
temperature selected and the fixing of the sensor. More-
over, it is unreliable at a pH of 7.0 and below, and also
in cases of severe anaemia (haematocrit < 28%).

These conditions are rarely found, in contrast to
systolic blood pressure values of below 32 mmHg,
which are common in very small, sick, premature
infants, and which then limit the reliability of the
PtcO2 measurement considerably. This can also be
interpreted differently, however: under some circum-
stances, the discrepancy between the results of an
arterial blood gas analysis with standard values and
an unreliable PtcO2 measurement with lowered values
points to the beginning of a breakdown in the pe-

ripheral circulation. In premature infants with chronic
lung disease (bronchopulmonary dysplasia), the mea-
surement of PtcO2 is often unreliable, probably on
account of strong fluctuations in the skin perfu-
sion.

For optimum correlation with the arterial pO2,
a sensor temperature of 44 ◦C is recommended, and in
the case of small premature infants, a temperature of
43 ◦C is a workable compromise between the reliability
of the measurement values and the risk of heat damage.
Calibration is performed with the ambient air, taking
into consideration the current air pressure. After every
sensor repositioning, a time span of 10–15 min is re-
quired before stable steady-state conditions are reached.
The response time for acute changes in the pO2 varies
between 20 and 60 s depending on the conditions.
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54.8 Monitoring the Oxygenation – Which Method?

Opinions about how the oxygen status should be mon-
itored vary greatly from one hospital or clinic to the
next. There are good arguments for various standards.
The fluctuations in the oxygen saturation in premature
and newborn infants, which are in any case much larger
than in adults, must first be kept constant within nar-
row limits. Hyperoxia is dangerous in premature infants
in the first instance due to the potential development
of retinopathy. Chronic lung damage can also arise as
a result of unnecessarily high inspiratory oxygen con-
centrations, however. Finally, the formation of oxygen
radicals is also important for other pathophysiological
processes.

Hypoxia is naturally equally unwelcome; after all,
all cells in the body – but in particular those in the
developing brain – are highly dependent on oxygen.

The dilemma over the narrow oxygen limits is in-
creased by the fact that the optimum target range for
the oxygenation of premature and newborn infants has
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Hypocapnia
Hypothermia
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Exchange transfusion
(increase in HbF), transfusion
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Consequence Increased binding of O2
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Fig. 54.4 Oxygen–haemoglobin dis-
sociation curve (after [54.2])

not yet been conclusively identified, and can only be
defined by a method with great difficulty. It is known
that the intrauterine foetus has a paO2 value of only
about 30 mmHg in the arterial blood, and grows without
any problems. For extrauterine life, additional oxygen is
required for purely pragmatic reasons as additional or-
gan functions (e.g. respiration), metabolic activities and
also the generation of heat initiate. For small premature
infants at risk of retinopathy, according to currently pre-
vailing scientific opinion, the arterial pO2 should not
be above 60 mmHg or below 40 mmHg. It is sensible
to set the limits using the pO2 as, due to peculiari-
ties in the oxygen–haemoglobin dissociation curve, the
upper limit cannot be monitored exactly by means of
saturation (pulse oximetry) (Fig. 54.4).

Aside from the fact that complete saturation of the
haemoglobin of 100% can be dangerous for premature
infants anyway, the additional oxygen dissolved in the
blood must be regarded as toxic. Noninvasive monitor-
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Table 54.4 Advantages and disadvantages of monitoring systems for oxygen status

Pulse oximetry Transoxodes

Advantages Fast to become operationally ready
No calibration necessary
Short response time
Virtually no local irritation
Low dependency on the circulation
Suitable for all ages

Measurement of the relevant variable (pO2),
Good correlation with the arterial pO2,
Few artefacts

Disadvantages Unsuitable for hyperoxia monitoring
Inaccuracy at < 75% saturation
Movement artefacts common
Sensitive to scattered light
Frequent alerts

Warm-up time of up to 15 min
Long response time,
Not sensitive to brief variations in the oxygenation
Reliability limited in the case of certain pathophysiological
circumstances
Localised burns
Labour-intensive due to frequent calibration
Susceptible to faults on the part of the membrane
Rigid cable

ing of the oxygen status should therefore be performed
by means of transoxodes in the case of small prema-
ture infants who require an elevated inspiratory oxygen
concentration. If short-term under/oversaturation is sus-
pected, the faster-reacting pulse oximeter should be
used in addition. A pulse oximeter is sufficient for pre-
mature infants who do not require extra oxygen and for
mature newborn infants.

For very small premature infants with poor perfu-
sion and very sensitive skin, it may be necessary to do
without transcutaneous gas sensors (and any ECG elec-
trodes) and to monitor exclusively using pulse oximetry.
In more mature patients, movement artefacts can cause
false alerts in the pulse oximetry, meaning that tran-
soxode monitoring is more suitable. On the other hand,
in patients who are increasingly mobile, the rigid ca-

bles of the transoxodes and transcapnodes are a real
hindrance.

If oxygen monitoring is necessary in the case of
an acute emergency, pulse oximetry should in principle
initially be performed preferentially because of its fast
availability, regardless of the maturity of the patient. In
premature infants with severe bronchopulmonary dys-
plasia, pulse oximetry should again preferably be used
on account of its greater degree of reliability in this pa-
tient group. If there are doubts as to the relevance of
measurement values with one of the two methods for
an individual patient, the alternative method should be
used in addition.

The advantages and disadvantages of the two
alternative methods for monitoring oxygenation are
compiled in Table 54.4.

54.9 Setting Alert Limits and Limit Values

When setting limit values, it is necessary to dis-
tinguish between the target range and alert values
(alert limits). The target range includes the values
that are aimed for, which means that the continuously
recorded values should predominantly be within this
range. In contrast, the alert values specify those val-
ues which, if they are exceeded or undershot, will
illicit a response from the staff by triggering an alert
(stimulation of the child in the event of an apnoea,
adjustment of the inspiratory oxygen concentration,
etc.).

If the alert range selected is too generous and the
recorded values only show minor fluctuations, it could

be that no alert is recorded over long periods, even
though the child is mostly not within the medically
based target range – which must be defined more nar-
rowly – during this period. The setting of alert values
and limit values is an important medical task in the case
of neonatal patients, and while this task can sometimes
be standardised, it must be carried out individually at
other times. There are many studies in which the sen-
sitivities and specificities of various alert limits for the
diagnosis of hyperoxia and hypoxia have been tested in
various pulse oximetry devices. These studies are rec-
ommended for more detailed study in this area and for
issuing guidelines.

Part
E

5
4
.9



Neonatal Monitoring References 1041

Every neonatal department should adapt the stan-
dards for its own devices to the patient, however, and
specify individual limits. Standardisation of this nature
for oxygen saturation and partial pressures for O2 and
CO2 should be carried out on the basis of an arte-
rial blood sample. This is best done using an existing
vascular cannula: if a vasopuncture is performed at
the time (and particularly if this is difficult), the child
presents rapid changes in the blood gases even in the
intubated state due to the bout of crying connected
with the reaction to the pain. The resulting acutely el-
evated pCO2 values and the lowered pO2 values are

then still not recorded correctly as a result of the latent
periods due to the noninvasive nature of the methods
used (in particular transoxodes and transcapnodes) (Ta-
ble 54.3).

Further Reading• J. Stocks, P.D. Sly, R.S. Tepper, W.J. Morgan (eds.):
Infant Respiratory Function Testing (Wiley-Liss,
New York 1996)• H.W. Taeusch, R.A. Ballard, C.A. Gleason (eds.):
Avery’s Diseases of the Newborn, 8th edn. (Elsevier
Saunders, Philadelphia 2005)
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Intraoperativ55. Intraoperative Neuromonitoring

Werner Kneist, Daniel W. Kauff

Intraoperative neuromonitoring (IONM) was de-

scribed as early as 1898 when facial muscles were

visually assessed for activation during surgery near

the facial nerve. Nowadays, it is based on the mea-

surement of important physiological parameters

for observation of the central and peripheral ner-

vous system. The main focus of this chapter is IONM

performed by the surgeon for prevention of direct

nerve damage during the surgical procedure. IONM

has been developed for nerve identification and

observation of neural pathways during the surgical

procedure (Sect. 55.1). Aside from the prevention

and risk reduction of nerve damage, IONM serves

as guidance for the surgeon. Nervous tissue is not

able to compensate its cell death by formation of

new nerve cells. Therefore, monitoring methods

should reliably observe critical pathophysiolog-

ical circumstances with potential for irreversible

nerve damage (Sect. 55.2). Finally, IONM leads to

improved surgical outcome and avoids postopera-

tive function disturbances, maintaining patients’

quality of life. Currently, several types of neuro-
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monitoring systems are available and IONM is used

in almost all surgical centers (Sect. 55.3).

55.1 General Principles

IONM refers to intermittent or continuous observation
of functional nerve integrity. Its purpose is to prevent
direct (mechanical, thermal) and indirect (blood circula-
tory disturbances) damage of the central and peripheral
nervous system (Fig. 55.1). IONM has evolved to ad-
dress risks to neural structures in a wide variety of
surgeries. The field continues to grow as the benefits
of neuromonitoring become apparent and as the tech-
niques and methods used are expanded (Table 55.1).

The underlying principle of IONM for prevention of
direct nerve damage is to monitor the neural pathways
crossing the operative field. The stimulus results in
neural excitations which can be recorded with suitable
electrodes on innervated organs or muscles (Fig. 55.2).

IONM has several objectives (Table 55.2):

• Localization of functional neural areas or neu-
ral pathways, e.g., identification of eloquent brain
areas, supporting the choice of the appropriate sur-
gical approach in neurosurgery (intraoperative nerve
mapping).• Avoidance of neurological injury and early detec-
tion of impairment to prevent irreversible damage,
e.g., monitoring of the recurrent laryngeal nerve in
thyroid surgery (primary prevention).• Intraoperative verification of nerve damage for de-
termination of subsequent surgical steps and early
postoperative therapy, e.g., in pelvic surgery a uni-
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Table 55.1 Intraoperative neuromonitoring methods and scopes of application

Methods Application

Manometry • Pelvic surgery

Intravesical pressure

Intraurethral pressure

Intracavernosal pressure

Tumescence measurement • Pelvic surgery

Electrically evoked compound action potential (ECAP) • Neurosurgery

Electrocochleography • Neurosurgery

Electroencephalography (EEG) • Cerebrovascular surgery

Conventional EEG • Cardiovascular surgery

Processed EEG • Interventional neuroradiology

Electroneurography (ENG) • Peripheral nerve surgery

• Nerve root surgery

• Plexus surgery

Electromyography (EMG) • Thyroid surgery

Spontaneous EMG • Spine surgery

Triggered EMG • Pelvic surgery

• Parotis surgery

• Neurosurgery

• Peripheral nerve surgery

Evoked potentials (EP)

Auditory evoked potentials (AEP) • Neurosurgery

Brainstem AEP (BAEP) • Cardiovascular surgery

Mid-latency AEP (MLAEP) • Interventional neuroradiology

Long-latency AEP (LLAEP)

Descending neurogenic evoked potentials (DNEP) • Spine surgery

Percutaneous stimulation (PERC)

Epidural stimulation (EPI-DNEP)

Spinous process stimulation (SP-DNEP)

Motor evoked potentials (MEP) • Spine surgery

Transcranial electric MEP (TCeMEP) • Neurosurgery

• Parotis surgery

Somatosensory evoked potentials (SSEP) • Peripheral nerve surgery

Cortical SSEP • Spine surgery

Spinal SSEP • Cerebrovascular surgery

Dermatomal SSEP • Interventional neuroradiology

Visual evoked potentials VEP • Orbital surgery

• Pituitary gland surgery

Intraoperative language monitoring • Neurosurgery
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Indirect nerve damage
Blood circulatory disturbances

IONM

TCDIMEP

SSEP

EEG

EMG

AEP 

Electrocochleography

ECAP

Intraoperative language
monitoring

(VEP)

ENG

NIRS

Bulb venous
oxygen saturation

Thermodilution

Intraoperative
angiography

Direct nerve damage
Mechanical/thermal

Cortical mapping*

EMG: Electromyography
ENG:  Electroneurography
AEP: auditory evoked potential (BAEP: brainstem auditory evoked potential,
MLAEP: mid-latency auditory evoked potential,
LLAEP: long-latency auditory evoked potential)
ECAP: electrically evoked compound action potential
VEP: visual evoked potential
MEP: motor evoked potential
SSEP: somatosensory evoked potential
EEG: electroencephalography
TCDI: transcranial Doppler imaging
NIRS: Near-infrared spectroscopy
*Cortical mapping: SSEP phase reversal, motor cortical stimulation

Fig. 55.1 Intraoperative neuromonitoring (IONM) for prevention of direct and indirect nerve damage

S OP

E

NP

Fig. 55.2 Concept of intraoperative monitoring of neural
pathways (NP). Arrangement of stimulus (S) and elec-
trodes (E) with regard to the operative field (OP)

lateral damaged inferior hypogastric plexus might
be evaluated to determine urological therapy im-
mediately, to prevent early and long-term urinary
dysfunction or impotence (secondary prevention).

55.1.1 Intraoperative Nerve Mapping

Intraoperative nerve mapping is a technique for iden-
tification, tracking, and verification of nervous tissue.
This anatomic testing enables the creation of a map pro-

Table 55.2 Objectives of intraoperative neuromonitoring

⇒ Intraoperative nerve mapping provides security
for the surgeon

⇒ Primary prevention of postoperative dysfunc-
tion due to controlled nerve sparing

⇒ Secondary prevention of postoperative dys-
function due to early specific therapy

viding the localization of eloquent neurological areas,
for instance, speech and motor function (brain) or any
organ-specific neural pathways. To combine radicality
and functional integrity, the surgeon uses the acquired
information for the choice of an appropriate approach
for tumor excision without damaging eloquent nervous
tissue. Even deep neural pathways can be identified by
direct electrical stimulation (intraoperative subcortical
mapping) with consecutive adaption of the neurosurgi-
cal procedure.
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55.1.2 Intermittent Intraoperative
Neuromonitoring

Intermittent intraoperative neuromonitoring (iIONM)
provides electrophysiological nerve testing in certain
phases of the operation. The control of nerve func-
tion is limited to the periods of neurostimulation. It is
performed with a handheld stimulation probe, enabling
identification and verification of the functional integrity
of different neural pathways. For each iIONM perfor-
mance, the surgical procedure needs to be interrupted.

55.1.3 Continuous Intraoperative
Neuromonitoring

Continuous intraoperative neuromonitoring (cIONM)
provides sustained observation of selected neural path-
ways during the whole critical phase of the procedure

where nervous tissue is at risk for damage. The prin-
ciple is to stimulate the identified nerve segments and
monitor the neural pathways innervating the target or-
gans or muscles. This presupposes great demands in
terms of technique, e.g., probe design, electrodes, and
methodological setup. cIONM overcomes the limita-
tions of intermittent neuromonitoring, as it observes the
same neural pathways and closes the gap between sur-
gical preparation with and without monitoring. Surgery
only needs to be interrupted for initial application or
replacement of suitable stimulation probes in case of
further areas of interest. However, there is an ongoing
debate regarding the definition of cIONM concerning
several aspects, e.g., continuous stimulation, repetitive
stimulations in a predefined sequence of the same neural
pathways, continuous recording, target organ or mus-
cle fatigue, permanent application, and location of the
stimulation probe.

55.2 Neuromonitoring Signals

55.2.1 Signal Recording and Processing

For IONM, the used electrodes or pressure senors are
placed in the corresponding optimal areas (e.g., target
muscles or organs) to record their signal response. Neu-
rostimulation is carried out with a stimulation probe
(e.g., a handheld stimulator for iIONM). If probe fix-
ation is needed for cIONM, a suitable probe holder
should meet the following requirements:

1. Prevent probe movement
2. Avoid trauma to nervous and other tissues
3. Permit access to critical regions of the operative

field.

The electrodes and the probe are connected to
a multichannel box which is part of the neuromon-
itoring device. Stimulation parameters, e.g., currents,
pulse trains, pulse duration, and event thresholds, are set
(Table 55.3).

Correct electrode placement is ensured by visual
checking, confirmed by impedance measurement. For
the interpretation of IONM signals, recordings of sig-
nal baselines are necessary. The time from the patient’s
arrival in theater until exposure of the at-risk ner-
vous tissue allows the assembly of the neuromonitoring
setup, initial evaluation of signals, and multiple sys-
tem checks to ensure accuracy. If signals are of poor

quality, there should be further optimization of the neu-
romonitoring setup. There are different troubleshooting
protocols in use to cover anatomical (e.g., external
branching of the nerve) and technical aspects [e.g.,
proper position of electrodes (main cause of equipment
failure), the impedance measurement, signal baselines].
Furthermore, communication regarding anesthetic regi-
men (e.g., total intravenous anesthesia, anesthesia with
inhalational agents) or bolus administration (e.g., mus-
cle relaxant) is important, as certain anesthetics could
affect the recorded IONM signals.

Monitoring is performed with comparisons of
IONM signals made against the baseline data. When
these signals are recorded on the hard drive of the de-
vice, it is necessary to print out a record, which has to
be filed for future reference.

IONM signals suffer from a poor signal-to-noise ra-
tio. Advanced signal processing is required to separate
noise from signal for correct intraoperative assessment.
The processing enables automatic analysis and extrac-
tion of the relevant signal from the raw signal. Thus,
the recorded IONM signals could be visually observed
during the operation on the monitor of the device, facil-
itating online verification of functional nerve integrity.
The use of specific amplifiers and additional filter set-
tings (e.g., frequency filters) enhances the quality of
signals, for instance, in pelvic surgery for improvement
of the reliability of IONM signals (Fig. 55.3).
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Table 55.3 Scopes of application and stimulation parameters (examples)

Scopes Method Stimulation site Recording site Parameters
(frequency, pulse duration, intensity)

Thyroid
surgery

iIONM:
triggered EMG

Vagal nerve,
recurrent laryngeal nerve

Vocal muscle 4 Hz, 100 μs, 1–2 mA (vagal nerve)/
0.8–1 mA (recurrent laryngeal nerve)

cIONM:
triggered EMG

Vagal nerve Vocal muscle 3–4 Hz, 100–200 μs, 0.1–5 mA

Pelvic
surgery

Triggered EMG Inferior hypogastric plexus,
pelvic splanchnic nerves

Internal anal sphincter 30 Hz, 200 μs, up to 150 mA

Intravesical
pressure

Inferior hypogastric plexus,
pelvic splanchnic nerves

Urinary bladder 30 Hz, 200 μs, up to 15 mA

Spine
surgery

SSEP Lower limb: tibial posterior
nerve, sciatic nerve, peroneal
nerve
Upper limb: median nerve,
ulnar nerve

Somatosensory cortex (C1,
C2, CZ, C3, C4), midline
scalp (Cz’-Fz), contralateral
scalp (C3’-Fz, C4’-Fz)

2.35–5.1 Hz, 200–300 μs, 15–40 mA

Dermatomal SSEP Dermatomal field stimula-
tion

Scalp electrodes

MEP Motor cortex (C3/C4), alter-
native C1/C2 (lower limb)

Lower limb: tibialis ante-
rior, medial gastrocnemius,
and extensor hallucis longus
muscles, abductor hallucis
Upper limb: abductor digiti
minimi and abductor pollicis
brevis, thenar

Interstimulus interval
1–5 ms/50–200 Hz, pulse
duration 50 μs to 2–5 s, stimulation
intensity 75–500 V/25–30 mA

DNEP

PERC Consecutive cervical lamina Sciatic nerve (popliteal fossa) 4.7–5.1 Hz, 500–700 μs, 100–400 V

EPI-DNEP Spinal catheter, epidural Sciatic nerve (popliteal fossa) 4.7–5.1 Hz, 500–700 μs, 2–40 mA

SP-DNEP Spinous process (of consec-
utive spinal levels within
the proximal portion of the
surgical incision)

Sciatic nerve (popliteal fossa) 4.7–5.1 Hz, 500–700 μs, 100–400 V

EMG

Spontaneous
EMG

Muscles innervated by
corresponding nerve roots

Triggered
EMG

Top of the pedicle screw Appropriate muscle groups ≤ 20 mA

Skull base
surgery

Triggered EMG Nerve trunks Corresponding muscles and
muscle groups

4–4.7 Hz, 50–100 μs, up to 1 mA

55.2.2 Signal Analysis

The interpretation of IONM signals and any recom-
mendations regarding the consequences or intervention
are the responsibility of a qualified physician (e.g., sur-
geon) or a clinical neurophysiologist. Intraoperatively,
the observer has to differentiate true neuromonitor-
ing signal events from artifacts, for instance, such as
electric stimulation, interfering electrosurgical units or
contact between surgical instruments in the operative
field. The recorded IONM signals are interpreted with
regard to their baseline data and must be seen in re-
lation to the specific pre- and postoperative diagnostic
nerve tests. Numerous factors influence the quality of

the recorded signals, such as use of stimulation probes
and electrodes, localization, impedance of tissue, con-
tact surface of the stimulation probe to the nerve, and
stimulation parameters. In addition, mechanical and
thermal phenomena, anesthetic agents, and other sys-
tematic variables may affect the IONM signal quality
throughout the operation or even result in signal loss.
Occurrence of any false neuromonitoring signals should
be excluded, as this could be misleading and may give
the surgeon a false sense of security during the pro-
cedure with a probably higher risk for nerve damage
than without IONM. The absence of neuromonitoring
signals during electric stimulation does not exclude the
possibility that stimulation of tissue other than nervous
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Fig. 55.3a–c Signal processing of
internal anal sphincter activity for
monitoring of pelvic autonomic
nerves: (a) time-based electromyo-
graphic signal of the internal anal
sphincter before and during bipo-
lar electric stimulation as originally
recorded, (b) original signal after
high-pass filtering (cutoff frequency
5 Hz), and (c) signal after additional
low-pass filtering (cutoff frequency
20 Hz); blue curve represents the
mean absolute value of the ampli-
tudes computed over windows with
5024 sample points

tissue was performed. The surgeon has to distinguish
between signal loss by nerve damage and signal loss
due to incorrect placement of the stimulation probe or
newly occurred probe or electrode dislocation.

Standardization of IONM procedures is useful as it
may help to eliminate these pitfalls, elucidate the mech-
anisms of neurological injuries, and reduce the rates of
postoperative nerve-related dysfunctions.

55.3 Scope of Application

55.3.1 Thyroid Surgery

Recurrent laryngeal nerve (RLN) palsy is the most
common and serious complication in thyroid and
parathyroid surgery (Table 55.4). Since routine identi-
fication of RLN is an established technique, permanent
palsy rates are reduced to less than 2% for first-time

operations. In reoperative settings (Table 55.5) or in op-
erations for malignant disease palsy rates are higher,
ranging from 2% to 20%. Bilateral RLN palsy after
total thyroidectomy is a life-threatening event. It has
to be taken into account that injury of the RLN is
the most common reason for legal complaints in this
field.
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Table 55.4 Nerve-related postoperative dysfunctions

Scope of application Nerves/structures Postoperative dysfunctions

Thyroid surgery Branches of vagal nerve
Recurrent laryngeal nerve Dysphonia

Dyspnea
Dysphagia

Laryngeal superior nerve Voice alterations

Skull base, posterior fossa,
and brainstem surgery

Spinal cord Hypesthesia
Hemiparesis
Paraplegia
Quadriplegia
Coma

Skull base, posterior fossa
and brainstem, and head and
neck surgery

Cranial nerves CN I-XII
Olfactory nerve CN I
Optic nerve CN II

Reduced or absent smell sensation
Visual loss

Eye movement nerves CN III, IV,VI Syndrome of superior orbital fissure
Eyelid ptosis
Eyeball fixation
Exophthalmus
Pupil dilation
Low vision limitation
Diplopia

Trigeminal nerve CN V Trigeminal neuralgia
Sensory disturbances in the face
Jaw muscle paresis
Activation of trigeminocardiac reflex

→ (transient) asystole
Facial nerve CN VII Paralysis of the mimetic musculature
Acoustic nerve CN VIII Hearing reduction or loss
Glossopharyngeal nerve CN IX Sensory disturbances of the palate

Taste quality bitter will not be perceived
Loss of gag reflex

Vagal nerve CN X Uvular deviation
Aphonia
Dysphagia

Spinal accessory nerve CN XI Shoulder drop
Hypoglossal nerve CN XII Tongue atrophy

Spine surgery Brachial plexus Paralysis of shoulder and arm muscles
Pain
Atrophia

Lumbosacral plexus Paralysis of lower limb muscles
Inguinal pain
Lower limb sensory disturbances

Spinal cord Hypesthesia
Hemiparesis
Paraplegia
Quadriplegia
Coma

Conus medullaris Conus syndrome
Cauda equina Cauda syndrome

Pelvic surgery Pelvic autonomic nerves (superior hypogastric
plexus, hypogastric nerve, inferior hypogastric
plexus, splanchnic nerves, neurovascular bundles)

Sexual dysfunction
Bladder dysfunction
Anorectal dysfunction

Mechanisms of RLN injury are compression, stret-
ching, constriction, ligature, clipping or transection.
Nerve paralysis also occurs after thermal alteration.

For more than 10 years several studies have demon-
strated the benefits of IONM in thyroid surgery. IONM
has been used to localize and identify the RLN, but also
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Table 55.5 Rates of temporary and permanent recurrent
laryngeal nerve palsy after surgery and redo surgery for
benign multinodular goiter

Moalem 2008 Thomusch 2003

Temporary palsy 1–10% TT 1.7% sT+sT

0.9–6% sT 2.0% sT+HT

0–22% RDS 4.5% TT

Permanent palsy 0–1.4% sT 0.8% sT+sT

0–1.4% TT 1.4% sT+HT

0–13% RDS 2.3% TT

sT+sT: bilateral subtotal resection, sT+HT: subtotal resec-
tion with contralateral lobectomy, TT: total thyroidectomy,
RDS: redo surgery

to predict cord function and analyze the mechanism of
RLN injury.

For intermittent IONM a handheld stimulation
probe (generally bipolar) is used for localization and
functional testing of the RLN and vagal nerve (Figs.
55.4 and 55.5). To sense posterior cricoarytenoid
muscle contraction in response to ipsilateral nerve stim-
ulation, an EMG is recorded from endotracheal surface
electrodes (tubus electrodes) or from transligamentarily
inserted needle electrodes.

A high negative predictive value of more than 97%
means that patients with an intact IONM signal af-
ter thyroid resection generally have normal vocal cord
function. Therefore, this method is superior to macro-
scopic assessment of RLN alone for prediction of
postoperative vocal cord function.

Conversely, studies found a lower and highly vari-
able positive predictive value of 10–90% for IONM
signals. This might result in misleading information
limiting the value of IONM technology.

Pitfalls associated with IONM during thyroid sur-
gery have been reported: equipment malfunction, im-
proper setup, misuse of anesthetic drugs, and anatomic
variations of RLN. This highlights the importance of
a standardized approach.

It has to be taken into account that a significant re-
duction of postoperative RLN palsy due to IONM is
described only for redo operations.

The IONM technique needs a learning curve. How-
ever, experts in this field have hypothesized that surgical
trainees and less experienced surgeons benefit from
IONM as a helpful teaching aid, whereas the experi-
enced surgeon may benefit in difficult cases.

In all operations with IONM a pre- and postopera-
tive laryngeal examination (flexible laryngofibroscopy
to document vocal cord mobility) is mandatory. Trou-

bleshooting requires systematic checking of IONM
equipment and neuroanatomy (Sect. 55.2.1).

During the operation a systematic stepwise IONM
procedure is necessary to evaluate signals from the va-
gal nerve and RLN and to eliminate false IONM results.
Important steps are:

1. Vagal nerve stimulation before thyroid dissection
2. RLN stimulation at initial identification
3. RLN stimulation at the end of thyroid dissection,

and
4. Vagal nerve stimulation after complete thyroidec-

tomy and hemostasis.

Loss of IONM signal is an important intraoperative
decision criterion for the surgeon, especially when bi-
lateral lobectomy should be performed. An amplitude
response of less than 100 μV or total loss of the primary
normal biphasic stimulation waveform obtained during
or after resection of the first thyroid lobe supports the
indication of a two-stage operation to prevent bilateral
RLN palsy (Fig. 55.6a,b).

Currently, surgeons are applying continuous IONM
devices to overcome the limitations of unrecognized
RLN palsy with intermittent IONM. Several vagal nerve
electrodes (anchor, cuff, and adhesive tube electrodes)
are being tested for real-time monitoring of RLN. Re-
cent pilot studies have demonstrated the feasibility of
cIONM for observation of RLN.

55.3.2 Neurosurgery

The potential postoperative dysfunctions after neu-
rosurgical interventions are listed in Table 55.4. In
the following, three major areas of neurosurgery are
described.

Monitoring methods for removal of spinal cord and
intradural tumors are comparable to those in spine de-
formity surgery such as SSEPs, MEPs, and EMG (see
also Sect. 55.3.3).

In cranial surgery, neuromonitoring is used for
translabyrinthine and middle fossa acoustic neurectomy
and various procedures of the skull base and neck, e.g.,
resection of tumors of the lower cranial base, repair of
aneurysms of the posterior circulation, and removal of
brainstem tumors. Intraoperative mapping is performed
to detect and preserve cranial nerves. The monitor-
ing includes electric stimulation of nerve trunks and
recording of different kinds of evoked potentials such
as AEPs and visually evoked potentials for sensory cra-
nial nerve monitoring and EMG methods for cIONM of
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Superior laryngeal nerve

Superior vena cava
Vagal nerve
Recurrent laryngeal nerve

Internal jugular vein

Larynx

Superior laryngeal nerve

Superior vena cava
Vagal nerve
Recurrent laryngeal nerve

Internal jugular vein

Larynx

Thyroid gland

Lymph nodes

Fig. 55.4 Neuroanatomy and topog-
raphy of larynx and thyroid gland

Stimulation probe

Thyroid gland

RLN

Fig. 55.5 Intraoperative neuromon-
itoring for identification of left
recurrent laryngeal nerve (RLN)
during thyroidectomy

motor cranial nerves (V, VII, IX, X, XI, XII). For sig-
nal recording, electrodes are placed in different muscles
or muscle groups corresponding to the innervation pat-
tern of the relevant cranial nerve. The orbicularis oculi
and orbicularis oris muscles are suitable for facial nerve
monitoring and can be observed by mechanomyogram
and/or electromyogram.

Some studies have indicated increasing sensitivity
and specificity with the use of transdermal intramuscu-

lar electrodes. The cochlearis nerve could be monitored
by AEP, electrocochleography, and electrically evoked
compound action potential. Another aspect of mon-
itoring in skull base and brain surgery is cortical
mapping. Central sulcus can be monitored by SSEP
phase reversal and precentral gyrus by motor cortical
stimulation.

During interventions in speech-related areas, corti-
cal stimulation is used for speech testing throughout

Part
E

5
5
.3



1052 Part E Monitoring

b)a) EMG; M. vocalis right; before resection of the right lobe

M. vocalis 151 Hz 70 dB

14:51:47–

3.7 ms 2.18 mV

14:54:22–

3.2 ms 2.06 mV

14:54:23–

3.3 ms 2.44 mV

14:54:23–

15:30:57–

15:31:03–

15:31:10–

15:31:10–

3.2 ms 2.17 mV

M. vocalis

EMG; M. vocalis right; after resection of the right lobe

Fig. 55.6 (a) Intended thyroidectomy for benign multinodular goiter. Negative IONM result after resection of the right
thyroid lobe. The surgeon decided on a two-stage operation in order not to risk bilateral vocal cord paralysis. (b) Post-
operative laryngofibroscopy demonstrates incomplete closure of glottis. Temporary right vocal cord paralysis vanished
after logopedics

the operation. If these areas are intact, the stimulation
slows down speech function until speech arrest in awake
patients. Visual evoked potentials are also more mean-
ingful if raised in awake patients.

In peripheral nerve surgery, extracranial parts of
motor cranial nerves could be observed, similar to in-
tracranial parts. Important nerves are the facial nerve
and vagal branches in parotis and thyroid surgery (see
also Sects. 55.3.1 and 55.3.4). The monitoring is per-
formed under electroneurography, electromyography,
SSEPs, and MEPs and should ensure the control of pe-
ripheral nerve, nerve root, and plexus function. IONM
aims at:

1. Identifying peripheral nerves
2. Localizing preexisting disease processes along the

course of a nerve
3. Determining functional continuity across a preexist-

ing lesion, prior to detection by other electrophysi-
ological means

4. Determining nerve root avulsion
5. Identifying targets for nerve biopsy, and
6. Monitoring and thereby preventing damage to intact

nerves during surgery.

55.3.3 Orthopedic Surgery

Perioperative neurological injury, in particular spinal
cord injury, is one of the most feared complications
in spinal surgery. IONM in this operative field is fre-
quently selected for scoliosis, deformity correction,
degenerative cases, instrumentation in the cervical and
thoracic spine, spinal stenosis, and discectomy. There
are several structures placed at risk for potential injury,
including the spinal cord, nerve roots, lumbar plexus,
and all relevant vascular supply to these elements. Dam-
age to these structures could result in motor and sensory
dysfunctions (Table 55.4).

Several electrophysiological modalities are cur-
rently available for monitoring various aspects of the
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Cervical/thoracic spine
(spinal cord)

Nervous tissue at risk

Lumbar/sacral spine
(nerve roots)

Roots
sEMG
tEMG

Roots
+/- sEMG

tEMG

Sensory
SSEPs

Motor
+/- MEPs

Sensory
SSEPs

Motor
MEPs

Fig. 55.7 Intraoperative neuromonitoring methods for spine surgery

central and peripheral nervous system, each offering
a unique set of benefits, limitations, and sensitivity/spe-
cificity as diagnostic techniques. The monitoring
methods in spine surgery are somatosensory evoked
potentials (SSEPs), motor evoked potentials (MEPs),
descending neurogenic evoked potentials (DNEPs),
spontaneous and triggered electromyography (sEMG
and tEMG) (Fig. 55.7). Multimodal IONM provides
higher specificity and sensitivity for detecting nerve
damage than any modality used in isolation.

SSEPs provide cIONM of the large fiber sensory
tracts (dorsal column), which mediates tactile discrimi-
nation, vibration sensation, form recognition, and joint/
muscle sensation. It does not involve the spinothalamic
(pain and temperature) pathway. Upper limb SSEPs are
obtained by stimulation of the median and ulnar nerve.
Lower limb SSEPs are elicited by posterior tibial, per-
oneal, and sciatic nerve stimulation. The electrodes for
signal recording are placed on the somatosensory cor-
tex. Dermatomal SSEPs are used to verify nerve root
function. Data are obtained by dermatomal field stimu-
lation and recorded from the electrodes for standard
SSEPs.

The MEPs monitor function of the motor tracts
(corticospinal tract) which are not covered by the
SSEP. They can be obtained by transcranial stimulation
(electrically or magnetically) or via direct cortical stim-
ulation. Signal recording is performed at the level of
the spinal cord, nerves (e.g., spinal nerve) or muscles
(e.g., tibialis anterior muscle), if stimulated transcra-
nially or only at the level of the nerves or muscles, if
cortical stimulation is carried out. MEPs have become
the gold standard for IONM of the motor tracts. Recent
studies have demonstrated that MEP monitoring can be
performed intermittently and continuously.

DNEPs are used in all surgeries involving the tho-
racic spine. Different stimulation methods have been
described:

1. Percutaneous stimulation via needle electrodes
placed onto consecutive cervical lamina

2. Epidural stimulation with a flexible spinal catheter
3. Spinous process stimulation via needle electrodes

placed in the spinous process of consecutive spinal
levels within the proximal portion of the surgical
incision. Data were recorded bilaterally from the
sciatic nerve at the level of the popliteal fossa. Full
muscle relaxant is required to prevent stimulation-
induced movement and to reduce muscle artifacts.

Spontaneous EMG is primarily used to monitor
nerve root function. However, it can also demonstrate
subtle signs of spinal cord damage. Evoked EMG is
most often used to determine if breach of the spinal
pedicle wall has occurred by stimulating the pedicle
screw directly or by stimulating the canal made for the
screw.

Recently, it has been described that IONM could be
used for identification and verification of axillary nerve
function during arthroscopic shoulder stabilization.

IONM has become an important component of
many types of surgery. However, a valid criticism is
that scientific justification for its use does not include
any blinded, placebo-controlled studies. Unfortunately,
such studies can no longer be ethically performed.

55.3.4 Otolaryngology and Head
and Neck Surgery

A major focus of IONM in otolaryngeal and head and
neck surgery is monitoring of the facial nerve during
operation for acoustic neuroma and parotidectomy. Fa-
cial nerve damage can cause cosmetic and functional
morbidity diminishing patients’ quality of life and re-
sulting in medical malpractice litigation. Up to 20–70%
of patients suffer from more or less pronounced postop-
erative facial nerve functional deficits.
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Rectum

Ductus deferens

Fig. 55.8 Overview of neuroanatomy
and topography of the inferior
hypogastric plexus illustrated by
drawing (left) and cadaver dissection
(right)

In general, the IONM is performed intermittent-
ly. Nevertheless, recent studies have demonstrated
the feasibility of continuous monitoring of the facial
nerve.

There are several methods for monitoring. One pos-
sibility is to visually observe facial movements during
the surgical procedure. The assistant gives feedback to
the surgeon if facial movements are evoked, for in-
stance, electrically by neurostimulation or mechanically
during dissection. Another approach is EMG of facial
muscle activity. Electrodes are placed on optimal posi-
tions for recording, typically in the frontal, zygomatic,
buccal, and marginal mandibular areas. Neurostimu-
lation is carried out with a conventional stimulation
probe. Both a graphic signal observed on an oscillo-
scope screen and an acoustic signal are generated. In
general, electrophysiologic monitoring is preferred, as
it is more sensitive and specific than visual observa-
tion. It enables quantification of the recorded EMG
activity.

Studies have demonstrated that functional outcome
could be improved by use of IONM, although the dif-
ference was not always significant. Most patients with
postoperative facial palsy demonstrate good functional
recovery within 1 year. However, certain patients do not
show this recovery and require nerve reconstruction.
Early reconstruction demonstrates better functional re-
sults than if surgery is delayed. Neuromonitoring pro-
vides intraoperative assessment of functional nerve in-
tegrity with the possibility of reconstruction in the same
operation.

55.3.5 Pelvic Surgery

Autonomic nerve injury during rectal resection or other
types of pelvic surgery may significantly deteriorate
functional outcome and patients’ quality of life. Aside
from sexual and bladder disturbances, nerve damage
may also affect anal sphincter function.

The efferences of the inferior hypogastric plexus
contain three up to five secondary plexus innervating the
pelvic organs (Fig. 55.8). Therefore, mainly damage to
the different plexus segments is responsible for the dif-
ferent combinations of function disturbances. Despite
potentially nerve-sparing operations, varying degrees of
urogenital dysfunction are found in up to 32–70%, and
anorectal dysfunction occurs in up to 47% of rectal can-
cer patients. The costs of diagnostics and treatment for
short- and long-term postoperative urogenital dysfunc-
tion and incontinence are immense.

IONM of pelvic autonomic nerves could quan-
tify and reduce the risk of such detrimental injuries.
Intermittent bipolar electric stimulation of the pelvic
autonomic nerves with observation of bladder motor re-
sponse or penile tumescence are thus by far the most
frequently used techniques for nerve identification and
functional testing (Table 55.1).

IONM with assessment of penile tumescence pre-
dicts postoperative erectile dysfunction with high speci-
ficity. The low sensitivity rate of approximately 50%
may be explained by preoperative impotence, influence
of anesthetic procedure, and non-stimulation-related
tumescence response. In particular, combined with in-
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Fig. 55.9 Neuromonitoring setup for pelvic surgery

PSN

a) b) c)

Fig. 55.10a–c Tripolar surface electrodes (polyimide and gold layers) on both ends of a V-shaped electrode holder (a).
Magnified image of the electrode with silicone knobs and rigid wires (b). IONM in a male patient during mesorectal
excision for rectal cancer [electric stimulation of pelvic splanchnic nerves (PSN)] (c)

tracavernous and intraurethral pressure observation, the
method is nevertheless recommended for assessment of
cavernous nerve preservation after prostatectomy and
rectal resection in male patients.

In rectal cancer surgery, it has been demonstrated
that the confirmation of incomplete pelvic autonomic
nerve preservation is more accurate using IONM com-
pared with macroscopic assessment by the surgeon
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(sensitivity 82% versus 46%). This finding is cor-
roborated by gynecologists, who applied IONM with
observation of intravesical pressure after radical hys-
terectomy and obtained similar diagnostic accuracy
(88%).

Recently, it has been shown in experimental studies
that intraoperative verification of internal anal sphincter
function by stimulation of pelvic autonomic nerves is
feasible.

Moreover, it has been demonstrated in a clinical
setting that the internal anal sphincter EMG response
in combination with bladder manometry can be used
for intraoperative mapping and monitoring of pelvic
autonomic nerves (Figs. 55.9–55.11). This offers the
possibility for more selective and continuous IONM
with the potential for improvement of surgical tech-
nique and functional results.

Fig. 55.11 Documentation of intraoperative neuromonitor-
ing results

55.4 Quality Management

Nerve-sparing surgery for prevention of postoperative
dysfunction caused by injury to nervous tissue in the
operative field is a major goal and widely established as
standard.

However, classification or categorization of the
quality of nerve sparing on the basis of intraopera-
tive macroscopic assessment, functional outcome, and
postoperative diagnostic testing is problematic. For this
reason, nerve sparing is not generally established as
a benchmark criterion.

Based on strong evidence that IONM is sensitive
and specific for detecting neurologic injury during sur-
gical procedures, it is recommended that use of such
a method should be considered in operations with high
risk of injury to the nervous system, especially if there
are effective intervention options. In cases of detected
nerve damage, there will be an undoubted benefit from
IONM.

The results of intermittent IONM at the end of a sur-
gical procedure (based upon changes from patients’

own earlier baseline IONM signals) could be used as
a reference for evaluating surgical quality. Benchmarks
for controlled nerve sparing may be drawn from the
departments’ own experience, from the experience of
others working in the same clinical subspecialty or from
professional societies and certification organizations.

The objectives of IONM are:

1. To determine what and where improvements of
nerve sparing are required

2. How other surgeons/departments achieve their high
rates of nerve-sparing surgical procedures, and

3. Receiving reliable information to improve the de-
partment’s operative standard.

To use IONM results as a surrogate parameter for
quality assessment of the surgical procedure, evidence-
based protocols are needed. More prospective studies
dealing with changes, cutoff values (thresholds, alarm
criteria), and reference intervals of IONM signals
should be performed to validate the IONM methods.

55.5 Guidelines and Legal Aspects

Professional and technical levels should be defined and
could be administered by certification.

On the basis of current clinical literature and scien-
tific evidence, IONM should be examined and evaluated

by consensus conferences and position statements pro-
moted by scientific surgical associations.

However, at this point there are only a small num-
ber of recognized professional organizations providing
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guidelines or certification specifically for the unique
skills involved in IONM. Thus, guideline commit-
tees are encouraged to develop practice guidelines for
IONM in the various surgical settings. The primary
goals are to

1. delineate the objectives of IONM,
2. characterize the responsibilities and behaviors of the

surgical team during IONM, and
3. describe methodological and ethical issues uniquely

relevant to IONM.

Performance of IONM presupposes that patients
have to be informed of the intent to use a neuromon-
itoring system with its potential to aid in localization
and identification of nervous tissue and assessment of
nerve function during the operation.

Interestingly, surgeons who employ IONM in their
practice have been found to be less likely to have
a history of a surgery-associated lawsuit. For expert
assessment purposes, documentation of standardized
IONM application is of utmost importance (for in-
stance, EMG printouts of pre- and postprocedural
IONM results).
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Neural disorders or malfunction can result to

medical conditions such as epilepsy, Alzheimer’s,

chronic pain, spinal cord injury and many oth-

ers, affecting the quality of life for millions of

patients worldwide. Neural damage is often ir-

reparable and when such conditions occur it is

often very difficult to assess exactly the way in

which neural operation is affected. Such disor-

ders are characterised by interrelated chemical

and electrical changes in the brain. At present, it

is possible to monitor neural activity through the

detection of electrical activity. The instrumenta-

tion required for this detection ranges from large

clinical recording equipment to implantable de-

vices. Nerve electrodes can be penetrating (needle)

or non-penetrating (cuff) and depending on their

shape and position they often act as spatial fil-

ters to the electrical signals they pick up due to

the ionic currents involved in neural conduction.

Electrical neural recordings are often severely dis-

torted by interference from other bio-signals and

vital information is lost. Moreover, trade-offs be-

tween noise and electrode dimensions impact

on multi-electrode schemes. Neural amplifiers

require large input dynamic range to accommo-

date for interference, whilst maintaining linearity,

high gain and low power consumption. Although

these neural recording platforms have contributed

valuable insights into neuro-genic disorders and

neuro-pathological studies, they mostly remain

within the boundaries of research environments.

Even in such environments, neural monitoring

technology, as of yet, has not addressed the ionic
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aspect of the neural signal, thus missing out on

vital neurological information. This is almost en-

tirely due to the conventional apparatus for ion

sensing in chemical laboratories being cumber-

some and inappropriate for bio-signal recording.

This chapter covers some of the main nerve elec-

trode configurations used for neural monitoring,

followed by an assessment of the possible merits

of monitoring the ionic aspect of neural activity.

Some of the latest techniques for developing and

testing ionic sensors for such an application are

overviewed.

Devices for monitoring neural activity have a range
of applications including diagnostics, neurophysiology
and neuropathology studies, drug monitoring, and re-
habilitation – through the use of the obtained signal as
feedback to neurostimulation. Today, there is a mas-

sive surge in neural interfacing research, mainly due
to recent advances in microelectronic and electrode
technology. Various platforms are being developed for
neural recording, both for the central and the peripheral
nervous systems (CNS and PNS, respectively). Re-
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search in the area requires a combination of expertise on
microelectronics, microfabrication, biology, medicine,
and often chemistry, forming a trend for interdisci-
plinary research. This chapter offers a brief overview
of the merits of some of the most widely used neural
monitoring technologies in the brain and at the periph-

ery, identifying the need for alternative approaches and
it examines the merits of ionic sensing as a possible
method for obtaining alternative manifestations of neu-
ronal activity. Existing chemical sensing technologies
are then assessed in light of the requirements of such an
application.

56.1 Central and Peripheral Nervous System Monitoring

56.1.1 Monitoring the Brain Function

Single neurons or groups of neurons firing together
in the brain generate chemical and electrical signals,
of which the latter have been studied extensively
through electrical measurements. Although it is pos-
sible to monitor single neuron signals by penetrating
the cell membrane (intracellular monitoring through
patch-clamping) [56.3], such techniques damage the
cell and are only applied in basic neuroscience re-
search that focuses on the underlying mechanisms of
ion channels (Fig. 56.1a). Methods for monitoring nat-
urally occurring or stimulation induced neural activity
for clinical applications usually include measurements
in the extra-neural medium, through electrodes that do
not penetrate the neural membrane. Because neural con-
duction involves the extracellular medium, it is possible
to make such measurements to detect both localized and
more global variations in neuronal activity [56.4, 5].
Such methods are extensively used in medical diag-

a) b)

Left brain

Right brain

Seizure

An electroencephalogram (EEG)

Fig. 56.1 (a) Simultaneous patch clamping of multiple pyramidal neurons in a cortical brain slice (after [56.1]). (b) Typ-
ical EEG setup and seizure-related recordings (after [56.2])

nostics especially for the detection of epileptic activity
prior to and during seizures. Neural recordings can
be conducted in vivo on living tissue and in vitro on
excised, appropriately prepared and maintained brain
tissue [56.3]. In vivo extracellular potential record-
ing involves monitoring potentials that relate to trains
of pulses of collective activity of groups of neurons.
Such techniques date back to the beginning of the 20th
century. To assess large scale potential fluctuations,
electro-encephalography (EEG) is used in clinical diag-
nostics, to record brain activity using electrodes placed
across the scalp [56.6] (Fig. 56.1b). The technique has
relatively low spatial sensitivity due to the tissue and
bone layers located between the electrodes and the
brain. In order to overcome this limitation, electrodes
can be placed intracranially to gain a higher quality sig-
nal and a better definition of the location of its source.
The so called electrocorticogram (ECoG) is equivalent
to the EEG but with direct electrode contact on the brain
surface [56.7].
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Microelectrodes for Cortical Interfacing

Conventional cortical monitoring is carried out with
the use of electrode arrays placed on the brain surface
(epicortical electrodes, Fig. 56.2a). Recent advances
in microfabrication technology have allowed the de-
velopment of implantable biomedical microsystems
that include thin and flexible substrates with mono-
lithically integrated electrode arrays and circuitry,
forming hybrid electronic assemblies. Bare integrated
circuits (ICs) can be placed on flexible structures,
which present a significant advantage in terms of bio-
compatibility compared to rigid structures, as they
reduce scar tissue development [56.8]. To protect im-
plantable electrodes from the influence of the biological
environment, and to generate an appropriate tissue
response at the implantation site, encapsulation pro-
cesses can be used with materials such as parylene and
silicone.

To extract more localized neural activity than that
monitored through epicortical interfaces, needle mi-
croelectrodes (Fig. 56.2b) can be used to penetrate
layers of the brain (but without penetrating actual
neural cells) [56.2]. These provide high resolution in-
tracortical field potential and access to deeper brain
structures such as the hippocampus. Contrary to the
flexible substrates used for epicortical interfaces, in-
tracortical (or intracerebral) electrodes are penetrating
probes usually consisting of post-processed silicon
wafers with platinum-coated metal pads in vector array
arrangements. Different electrode geometries built to
detect bioelectric signals include three dimensional ar-
rays [56.9], two dimensional laminar electrodes [56.10],
and subcortical silicon probes [56.2]. The probes
must be robust enough to penetrate both the dura
and the pia mater and at the same time they must
be as small as possible to minimize brain tissue
damage.

In both epicortical and intracortical methods, pairs
of electrodes pick up potential differences across the
extracellular fluid due to the nerve-generated ionic
currents flowing through it, much like measuring the
potential at various points along the length of an electri-
cal resistor while current flows through it. The materials
and physical dimensions of the electrodes are extremely
important for the quality of the signal because of the
capacitance formed at the electrode–tissue interface.
The differential signals between electrode pairs, or be-
tween each electrode and a common one acting as
the physiological ground, are amplified by specifically
designed neural amplifiers, described later in this sec-
tion [56.11, 12].

a) b)

Fig. 56.2 (a) Polyimide microelectrodes by the IBMT group at
Fraunhofer Institute used for epicortical interfacing in mice (af-
ter [56.6]). (b) Intracortical probes by NeuroNexus (after [56.2])

The Need

for Different Brain Monitoring Modalities

Despite the immense technological progress in the field
of brain function monitoring, the EEG/ECoG methods
have limitations in the insight they can offer [56.13,14].
The main limitations of the cortical interfaces are:

• A lack of adequate localization in the presence of
activity from distant brain structures when epicorti-
cal interfaces are used• Tissue damage and high risk when intracortical
electrodes are used• Dislocation of electrodes during brain inflammation• Severe issues with wire fragility when electronics
are not embedded on the actual electrode.

In epilepsy, the so-called seizure precursor detection
problem currently remains unsolved [56.13, 14]. The
development of alternative monitoring methods, such
as functional magnetic resonance imaging (fMRI), as
well as their widespread appeal in medical diagnos-
tics [56.15], makes a very strong case for the necessity
of research into other modalities of brain activity. This
will be revisited later in this chapter.

56.1.2 Peripheral Nerve Monitoring
Methods

Although action potentials across the neural membrane
are of mV order, the potentials monitored outside the
nerve are a result of the ionic currents propagating
along the nerves (Fig. 56.3a) scaled by the impedance of
extracellular fluid. In the PNS nerve fibers located prox-
imally to the brain or the spinal cord are bundled into
groups called fascicles, that later branch out to individ-
ual organs or muscle groups. Fascicles are also grouped
together initially, forming nerves. Nerves can be pen-
etrated by needle electrodes for assessing the activity
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Fig. 56.3a,b Neuron conduction. (a) Top: unmyelinated fiber; bottom: myelinated fiber. (b) A tripolar cuff electrode
placed around a nerve (after [56.12])

of individual fascicles without the need to access these
groups of fibers close to the particular organ they inner-
vate. In that way surgery is minimized to a single access
location that has the possibility to provide informa-
tion for sensory or motor activity relating to peripheral
structures located distally. However, using such needles
(or intrafascicular) electrodes damages neural tissue
and is inappropriate for chronic implantation. Implanted
cuff electrodes (Fig. 56.3b) are appropriate for chronic
recording of naturally occurring neural activity (elec-
troneurogram or ENG) because they are non-invasive
to the nerve and assist in reducing interference from
sources outside the cuff, such as the electromyogram
(EMG) generated from muscles nearby. The ampli-
tude of the signals recorded by such electrodes placed
externally to the nerves is in the order of a few micro-
volts [56.12, 16–19].

Characteristics and Issues of Cuff Electrodes

The conventional cuff is an insulating flexible tube
typically made of silicone rubber or polyimide, with
metallic (usually platinum) ring electrodes attached to
its inside walls, encircling the peripheral nerve of in-
terest [56.12, 20]. Cuffs have been extensively used
in neural signal monitoring research, due to their me-
chanical stability and non-invasiveness to the nerve
tissue [56.21]. They have demonstrated the vast poten-
tial of well performing systems for diagnostics and even
more for rehabilitation, in cases of e.g. epilepsy and

spinal cord injury [56.22, 23]. Ideally, the ability of the
cuff electrode (or cuff ) to linearize the internal potential
field generated by external sources allows interference
to be eliminated. This is more effective when tripolar
cuffs are used (i. e., cuffs with three equally spaced ring
electrodes), in combination with appropriate amplifier
configurations.

In the PNS, after decades of research, cuffs – and
even more so all other electrodes – have not yet be-
come part of mainstream healthcare practice due to their
inherent limitations. The main limitations of the con-
ventional cuffs are:

• Low ENG signal amplitude (microvolts), in the
presence of up to three orders-of-magnitude greater
interference from myoelectric activity of nearby
muscles• Electrical noise, which introduces constraints in
both electrode and amplifier designs• Constraints on cuff and electrode dimensions• Poor selectivity, in terms of which fascicle is active
inside a nerve bundle and what the direction of the
signal is (sensory or motor).

Myoelectric interference rejection has been mainly ad-
dressed by the use of three-electrode cuffs in combina-
tion with appropriate amplifier schemes such as quasi-
tripole (QT) and true-tripole (TT) (Fig. 56.4) [56.12].
However, their EMG cancelation effectiveness is highly
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Fig. 56.4 (a) The adaptive tripole (AT) neural amplifier concept (after [56.12]). (b) AT chip microphotograph with main
subcircuits numbered: (1) preamplifiers (2) band pass filters (3, 4) variable gain operational transconductance ampli-
fiers (OTAs), (5) biasing circuitry, (6) full-wave rectifiers, (7) AT output stage, (8) feedback OTA, (9) comparator,
(10) integrated integrator (after [56.12])

degraded by cuff systematic errors. These errors were
given the term cuff imbalance by Triantis et al. [56.12],
who developed the auto-adjustable adaptive tripole
(AT) IC amplifier that minimized the effect of im-
balance, significantly improving the quality of ENG
recordings [56.12]. In the context of the same work, it
was shown that there is still a need for greater immunity
to myoelectric interference, as cuff imbalance also de-
pends on the distance and orientation of the cuff relative
to active muscles [56.17]. Thus, when different muscle
groups become active, or in the presence of nearby stim-
ulation causing an interfering stimulus artifact, the AT
has to continuously adjust its EMG cancelation scheme.

The Need

for Different Peripheral Monitoring Modalities

Even if EMG interference and noise factors are over-
come, the quality of recordings strongly depends on
the cuff having specific dimensions, sometimes mak-
ing it too long for certain important implantation
locations, for example, inside the dura close to the
spine. Moreover, cuff electrodes are usually implanted
in close proximity to the central nervous system,
around large nerves. Therefore, employing ring elec-
trodes does not offer any possibility of identifying
which of these organs are active each time a signal is
recorded. Various solutions have addressed this issue
of fascicle selectivity by replacing ring electrodes with
segmented multi-electrode rings. Although these ap-
proaches have indicated some degree of selectivity, they
suffer from the aforementioned limitations: the small
area of the electrode segments translates into higher

electrode noise relative to full ring electrodes; and am-
plifier configurations used in such schemes exhibit poor
electromyogram (EMG) cancelation. Finally, the un-
avoidable increase in cuff lengths and in the number
of wires connecting the cuff with the implant greatly
reduces the robustness of the systems and limits the
possible implantation sites.

56.1.3 Neural Amplifier Specifications

The signals provided by the electrode contacts are am-
plified by custom designed neural amplifiers [56.16,24,
25] featuring high gain to raise the signal to the appro-
priate range for A-D conversion. Generally, the term
neural amplifier is used to describe devices designed
to amplify neural signals, irrespective of whether these
are applied to the PNS or the CNS. However, the neu-
ral signal amplitude and frequency ranges are not the
same in both cases, with stimulation-induced signals
also exhibiting different characteristics. Thus, a device
designed for a specific type of neural signals cannot
be used at a different neuroprosthetic platform, even
though many of the neural amplifier characteristics are
similar. Neural amplifiers mainly have to deal with three
typical types of neural signals:

1. Brain cortical EEG, requiring an amplifier gain
range from 50 to 100 and bandwidth from 300 to
500 Hz

2. Peripheral neural signals during stimulation which
require a gain range of 500 to 1000 and bandwidth
of around 3 kHz
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3. Natural peripheral neural activity (ENG) requiring
gains in the order of and bandwidth from 800 to
10 kHz.

The front-end noise of the amplifiers must be very low
and care must be taken to choose the optimal tech-
nology [56.26]. Amplification is typically implemented
in two stages, the first one providing low-noise pre-
amplification to remove the necessity for low-noise
design for the subsequent stage [56.24]. Low power

integrated circuit design is desirable for a recording sys-
tem that is to be integrated into an implant [56.11, 12,
27]. As implanted devices cannot be grounded the am-
plifiers have to be connected to a reference electrode
somewhere inside the body, usually in the vicinity of
the monitoring interface. Design constraints include the
need for large input dynamic range to accommodate for
microvolt to millivolt signals, whilst maintaining linear-
ity, high gain, high common-mode rejection, and low
power consumption [56.12].

56.2 Chemistry of Neural Activity

Although immense progress has been achieved in tech-
nology for interfacing with and for monitoring neural
signals, present day nerve recording interfaces suffer
from several limitations, as mentioned previously. This
calls for a more careful inspection of the fundamentals
of neural conduction so as to consider alternative mani-
festations of neural activity. Consequently, technologies
that can be utilized to obtain access to this additional
information can be assessed and developed. Indeed, as
nerve conduction in both the brain and the periphery is
based on ionic currents, rather than on electrons, chem-
ical sensing may be promising for an in-depth approach
to neural monitoring.

56.2.1 Ionic Aspect of Brain Activity

In the CNS there are two main observable chemical
variations that relate to neural operation: Variations of
neurotransmitters and ions (Fig. 56.5a). Neurons receive
input from other neurons through neurotransmitters –
comprising of amino acids, peptides, and monoamines –
and when a threshold is exceeded, they generate an ionic
output, whose electrical expression is the action poten-
tial [56.3]. At the neuronal membrane level, the input
and the output are realized by ionic currents of potas-
sium (K+), sodium (Na+) (Fig. 56.5b), and chloride
(Cl−) at the axons with an additional ionic current of
calcium (Ca2+) at the somas. Neurotransmitters do not
exclusively determine the inhibitory or excitatory activ-
ity, but actually it is the ionic milieu that regulates neural
response and signalling. For example, K+, Cl− ionic
homeostasis was shown in [56.28] to affect neurotrans-
mitter signalling defects in epileptic patients. Generally,
variations in ionic concentrations in the brain have been
observed in pathological states such as epilepsy, pain
syndromes, movement disorders, and in certain psychi-
atric diseases [56.10].
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Fig. 56.5 (a) Depiction of a neuron’s synapse exchanging
neurotransmitters with another (after [56.2]). (b) The main
ionic components of the action potential: K+ and Na+
conductances (after [56.3])
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Thus ionic variation is of fundamental importance
to neural operation. Ionic currents change the poten-
tial of both the intra- and extracellular space. This can
be measured by appropriate electrical sensing meth-
ods, however without any information on its underlying
ionic composition. The flow of these ionic currents –
and thus the excitability of the cells – is determined
by the relatively steady ionic concentrations of the
intra- and extracellular space, regulated by slower trans-
membrane ion pumps [56.3].

56.2.2 Ionic Aspect
of Peripheral Nerve Signals

Similarly to brain neurons, the fundamental mechanism
of peripheral neural activity is related to the inflow
and outflow of sodium (Na+) and potassium (K+) ions
across a cell membrane (Fig. 56.5b). When an action po-
tential is generated, sodium (Na+) and potassium (K+)
ions are allowed to enter or to exit the cell by their re-
spective ion channels (gates). Under resting conditions,
typical mammalian extraneural concentrations of Na+

and K+ are approximately 150 and 5.5 mmol, respec-
tively, while the respective intra-neural concentrations
are approximately 15 and 150 mmol [56.3].

When a cell membrane is depolarized (becomes
less negative) past a certain threshold, voltage-gated
sodium channels open, resulting in a great and rapid in-
flux of Na+ ions. The influx of Na+ ions temporarily
drives the electric potential across the cell membrane
away from its resting value (approximately −75 mV
in a mammalian cell) towards a more positive value.
This is followed by an efflux of K+ ions through K+
channels resulting in a rebalancing of the membrane
potential. The influx of Na+ depolarizes the adjoining
part of the membrane causing it to follow the same pro-
cedure and, therefore, the action potential propagates
as a wave along the axon. During an action poten-
tial, the K+ concentration in the immediate vicinity
of the active region of the nerve increases by more
than 4 mmol [56.29], i. e. it approximately doubles. The
duration of each of these ionic pulses, which depend
on the fiber type, are of the order of a few millisec-
onds [56.3].

56.3 Chemical Neural Sensing Technology and Challenges

56.3.1 Requirements for a Novel Method

Based on the previous sections, the need for a monitor-
ing method that will discriminate between the funda-
mental components of neural signals makes it desirable
to incorporate chemical sensors on neural interfacing
platforms to allow ionic neural recording. A chem-
ical neural monitoring platform based primarily on the
measurement of K+ and Na+ sensing should feature mi-
crosensors capable of mmol sensitivity, embedded on
flexible substrates. The sensors should ideally feature
millisecond-order time response and sensing should be
carried out without affecting neural operation. Beyond
the proof of principle stage, such an ionic neural sens-
ing interface should also feature acceptable longevity,
depending on the application (e.g. implantability would
require a life span of the order of several years) as well
as biocompatibility and robustness.

56.3.2 State of the Art in Chemical Neural
Recording Platforms

Before proceeding to examine the technologies avail-
able for achieving the requirements listed above for
ionic sensing of neural activity, an overview of some-

what relevant concepts that have been reported in the
literature is offered below, providing a very useful per-
spective.

In [56.30] Strong et al. presented a miniaturized
platform including platinum electrodes on a silicon sub-
strate with integrated front-end circuitry for sensing
electrical signals as well as neurotransmitters. Even
though the approach was not presented experimentally
at that stage it seems very promising in terms of minia-
turization and integration. However, the sensing setup
proposed used a voltammetric approach (this particular
sensing approach is examined along with others in the
next section) resulting in a DC biasing of up to 1.6 V
across the sensing electrodes. This presents a possible
disadvantage affecting the neural operations that need
to be monitored. The method was proposed for sensing
the neurotransmitter dopamine.

Medtronic touches upon ionic sensing for biomea-
surements as it reports K+ and Na+ ion-selective
electrodes (ISEs) in a patent [56.31], where an attempt
is presented to overcome the unsuitability of reference
electrodes used with such sensors. These sensors are
typically used for analytical chemistry applications and
the reference electrodes are bulky and made of silver or
silver-chloride, which is not preferred for biocompati-
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ble interfacing, as it is polarizable. The patent focuses
on ion measurements in blood demonstrating a technol-
ogy that could be used for biointerfacing, although it is
not directly suitable for miniaturization and, therefore,
does not meet the abovementioned criteria for neural
monitoring.

In [56.32] Sudakov-Boreysha et al. presented the use
of ion-sensitive field effect transistors (ISFETs – de-
scribed in detail later) on brain catheter probes for the
diagnosis of ischemia. The probes penetrated the skull
to monitor blood pH levels. The authors focused mainly
on encapsulation issues while bioelectric recordings
were not mentioned. Even though the method does not
focus on neural activity per se, the setup was interesting
as it interfaced with the brain using a kind of sensor that
can potentially have a robust miniaturized front end.

The European project, NeuroProbes [56.33], aims
at recording either electrical information in the brain
(mainly) or chemical information in the form of
neurotransmitters. Similarly, the Golden Brain EU
project [56.34] senses neurotransmitters using micro-
probes. The respective sensing methods used require
DC signals between electrodes, with possible effects
on neuronal operation, and the response time is in the
order of tens of seconds. These projects highlight the
importance of researching alternative neural monitoring
forms and they proposed miniaturized interfaces. More-
over, although they do not include ionic measurements,
they underscore the importance of microfabrication and
portability in the relevant technologies.

56.3.3 Ionic Sensing – State of the Art
and Challenges

Ion Sensors

There are three main electro-analytical methods for bi-
asing chemical sensors. The first two, coulometry and
voltammetry, involve current measurements and they
require DC signals (voltage or current) between – or
across – a pair of electrodes. The potentiometric con-
figuration is the only passive method where there is
practically no DC current flowing between the elec-
trodes [56.35, 36], making it more appropriate for
biointerfacing and in vivo sensing.

Conventional apparatus used for ion sensing in
analytical chemistry experiments cannot be used for
a miniaturized neural sensing application as it is too
cumbersome and inappropriate for biosignal record-
ing [56.37]. However, chemical sensors based on
ion-sensitive field effect transistors (ISFETs) are much
more able to meet the above requirements. ISFETs

are miniaturized, solid-state potentiometric transducers
used predominantly for pH measurements [56.37].

Since their introduction in 1970 by Bergveld [56.37],
ion-sensitive field effect transistors (ISFET) are today
used in a wide range of sensing applications in the fields
of clinical medicine, biotechnology, and the environ-
ment [56.38]. Their attractive features, such as small
size, fast response time, the prospect of monolithic in-
tegration [56.39], low cost, as well as the possibility to
combine them with various kinds of biologically active
materials (e.g., enzymes, antibodies, DNA, and cells)
make them well suited for micro total analytical systems
(μTAS) or Lab-on-Chip devices [56.40, 41]. Overall
they offer cheap and portable devices for real time
monitoring that could be potentially used for various
biomedical and point of care diagnostic applications.

ISFETs features meet most of the requirements listed
in the previous section. Even though they are mostly
used for pH measurements, they can be made sensitive
to specific ions. This is accomplished by deposition of
appropriate ionophores [56.42], effectively replacing the
transistor gate contact with a chemical membrane per-
meable to specific ions only [56.37,43–46]. In that case,
they are called chemFETs [56.37]. The response of the
modified ISFET (chemFET) stems from the voltage that
develops across the interface formed between the mem-
brane and the aqueous solution, to the reversible binding
of the analyte with the ion carrier. An intermediate layer
is often applied to establish a reversible electron trans-
fer pair at the ion-selective membrane–ISFET interface.
Even though other types of ion sensors exist, chemFET
sensors are the most suitable choice for neural monitor-
ing because a) most of the other ion sensor types are
unsuitable for this application due to their size and to
their inability to be incorporated on flexible substrates,
and b) ISFETs are robust [56.39], and several sensing
units can be stacked on a single chip (Fig. 56.6a) [56.47].

Although ISFETs feature fast temporal re-
sponse [56.37] depositing a chemical membrane on
their gate to turn them into chemFETs makes them
much slower because ions have now to permeate the
membrane before reaching the ISFET gate. This draw-
back may be minimized by reducing the membrane
thickness; however, this impacts on sensor robustness
and lifetime. The titration diagram in Fig. 56.6b indi-
cates how a fast and a slow ISFET-based sensor respond
to step concentration changes. For reasons of cost it
is desirable to fabricate ISFETs using the well estab-
lished CMOS process, with silicon nitride as the sensing
layer. Their power consumption can be very low when
they are designed and biased in weak inversion oper-
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Fig. 56.6 (a) CMOS ISFET pixels incorporated in an ar-
ray and monolithically integrated to processing circuitry
(after [56.55]). (b) Diagram of ISFET output voltage
(Vresponse) corresponding to ion concentration (log) step
changes vs. response time for a fast and a slow sensor

ation [56.47–53]. Several studies have described their
use for detecting substances like pH, urea, alcohol, and
glucose [56.54].

ISFET Fabrication in CMOS Technology

ISFETs are very closely related to the transistors found
in CMOS-based processes and industrial production
of stand-alone ion-sensitive probes is realized through
the modification of such processes [56.2]. However, it
makes perfect sense to try and accommodate the real-
ization of ISFETs in unmodified conventional CMOS
foundry processes. On the one hand, this would intro-
duce certain drawbacks, given, for example, that an op-
timized dielectric layer would not be possible to achieve
as all devices have to rely on the gate-oxide layer pro-
vided by the technology. Furthermore, this dielectric
layer would not be able to serve as the sensing layer
itself, as an inherent feature of standard CMOS tech-
nologies is that the gate-oxide is automatically covered
by the polysilicon gate. On the other hand, if accommo-
dation of ISFETs in a CMOS process could somehow
be achieved, the benefits would outweigh any disadvan-
tages. That would not only provide access to a relatively
cheap and widely available method of mass manufactur-
ing but, equally importantly, it would provide access to
the monolithic implementation of all those capabilities

Vref Passivation (sensing surface)

Top metal layer

P-type substrate

G

ISFETS DB

Si3N4

SiO2

Al
SiO2

Ag/AgCl

Electrolyte solution

Fig. 56.7 Layers of an ISFET fabricated in CMOS process (af-
ter [56.55])

that come with silicon chips, including memory, logic
and analog and digital signal processing, and condi-
tioning. Indeed, Bausells [56.56] first demonstrated the
feasibility of this idea by getting the chip’s passivation
layer, covering an otherwise floating CMOS-MOSFET
gate, to act as the ion-sensing membrane (Fig. 56.7).
Since then, this concept has found commercial applica-
tions and today a number of companies are understood
to make use of this technology [56.2].

Sensor Technology Challenges

Although ISFET-based chemical detection of neural
activity is a promising prospective technology, there
are still several non-trivial challenges that need to be
addressed, including drift and response time. ISFETs
suffer from temperature dependence and long term tem-
poral drift [56.57]. The temperature dependence is not
expected to be an important issue inside the body,
where temperature variation is minimal. Moreover, any
temperature dependence can be eliminated using stan-
dard electronic circuit techniques, i. e. PTAT or bandgap
reference [56.58]. Temporal drift is related to the capac-
itance at the front end of the ISFET sensing terminal, as
the device is in effect a floating gate MOS transistor,
with variations on the gate charge sensed with respect
to an independent reference electrode. Similar issues af-
fect all sensors that have an insulator-solution interface
due to hydration effects of the insulating layer causing
capacitance variations.

Post-processing steps to minimize drift involve
briefly applying hydrofluoric acid on the sensing area
before use or replacing the insulating layer of the sen-
sor with one that has better properties, although this is
not a choice if a standard CMOS fabrication process
is used. The use of appropriate dedicated circuitry can
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also improve performance of CMOS ISFETs as they can
be monolithically integrated on the devices to perform
drift cancelation processing. Devices that are indiffer-
ent to the target ions are often used as reference FETs
(REFETs) to eliminate drift through differential con-
nectivity [56.59]. In general, any platform for chemical
detection needs to be robust and stable over time, even
though this is much more important in analytical chem-
istry applications where absolute concentration values
are needed. In bio-signal monitoring the main focus is
variation monitoring, therefore, if the drift rate is much
slower than the expected changes it can be filtered out
by the use of AC coupling front-end circuitry involving
filtering or chopping.

Irrespective to the choice of sensing technique, one
of the most dominant factors in a chemical biosignal
monitoring setup will be diffusion. The detection of
a particular ion will greatly depend on the distance be-
tween the sensor and the source, which in this case
would be the membrane of the firing neurons. Although
this raises the demands for sensor sensitivity and calls
for platforms that will allow very high proximity to
the source, the authors expect that diffusion will also
prove to be one of the beneficial factors related to elec-
trical interfacing. Since the dominant extraneural ions
are sodium and chloride, potassium or calcium spe-
cific sensors placed adequately closely to the targeted
neurons will possibly benefit from diffusion, as distant
sources that usually interfere with the desired measure-
ments will mostly cause shifting of the dominant ions,
while their native potassium and calcium will not reach
the sensing site. Electrically, any ionic current will be
picked up by the electrodes, while ion-specific measure-
ments will only be affected by the chosen species.

Perhaps the greatest issue in ionic neural sensing
will be the improvement of the sensor’s response time.
Bare ISFETs for pH sensing have been reported to ex-
hibit millisecond-order response [56.37], however, with
the application of ionophores on the sensing area to turn
them into ion-specific chemFETs, this increases up to
several minutes. Thus, reducing response time presents
a major challenge. Chemistry and micro-fabrication ex-
perts that are members of the authoring group have
managed to drop chemFET response times from sev-
eral minutes down to several hundreds of milliseconds.
Depending on the application, this could prove to be sat-
isfactory for the envelope detection of trains of pulses
or for the detection of slow global variations of e.g.
potassium in the brain, which has been reported to re-
late to pre-epileptic states and exhibits a variation rate
of hundreds of milliseconds [56.60]. Further challenges

are life span and biocompatibility. The life span is of-
ten related to encapsulation issues and degradation of
ion-sensitive membranes. Commercially available de-
vices have been reported to last several months [56.59].
Again, this may prove to be limiting for a chronic, im-
plantable platform, however, the technology may still
prove to be invaluable for intra-operative applications
or for monitoring hospitalized patients. The information
obtained may also be useful for an initial post-operative
period for fine-tuning and calibration of electrical mon-
itoring interfaces, assisting with adjustments that have
to do with filtering, imbalance, and interference in the
few weeks during which scarring tissue stabilizes. Fi-
nally, biocompatibility in terms of ill-effects to tissue
due to the materials used at the front end of the sensors
has been extensively researched by some of the authors
of this chapter in the context of sensors of stem cell
cultures, with very promising results [56.61].

Sensor Assessment

While determining the sensitivity of the sensors is quite
straightforward, their response time is not so easy to as-
sess. Shifting a sensor from a beaker to another with
a different concentration can hardly assist in determin-
ing response time down to millisecond accuracy, while
using a pipette to change the concentration of the solu-
tion in which the sensor is immersed involves too many
parameters that mainly relate to diffusion (volume of so-
lution, distance between pipette and sensor, stirring, or
static solution – to name a few) rather than the inherent
speed of the sensing membrane. As diffusion is so dom-
inant the setup used for testing the sensing speed has
to be somewhat more sophisticated, including software
for modeling and, ultimately, the use of microfluidic
platforms.

Due to mass limiting phenomena and ion perfusion,
all sensors coated with membranes experience a lag in
response time. Out of a number of approaches used to
assess the influence of the membrane on the response
time, incorporating a sensor into a microfluidic plat-
form seems to be the most robust and accurate technique
as it allows sensor response measurements in a highly
controlled environment.

The first attempt towards integrating microfluidics
and field effect transistors was reported in 1999, re-
ferred to as flowFETs. These devices were used as
controlling and switching elements in microfluidic net-
works [56.62]. Sharma et al. have reported a silicon on
insulator-based microfluidic device with monolithically
integrated FETs for microTAS applications [56.63]. An
extended gate field effect transistor (EGFET)-based bio-
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Fig. 56.8 (a) Microfluidic platform developed by some
of the authors, to assess single chemFET response time.
(b) The flow variations inside the microfluidic channel
were simulated to assess its performance (after [56.69]) �

sensor integrated with a silicon microfluidic channel for
the electronic detection of streptavidin-biotin protein
complexes has been reported by Kim et al. In that in-
stance, gold was used as the extended gate coated with
self-assembled monolayers of thiols, onto which the
biotin avidin complex was immobilized [56.64]. Tru-
man et al. reported the use of silicon-based ISFETs for
monitoring transport and chemical properties of liquids
in microfluidic systems [56.65]. Reliable time-resolved
ion and molecular transport sensing in chemorecep-
tive neurons in microfluidic channels using transistors
has been demonstrated by Jacquot et al. [56.66]. Tetra-
phenylborate derivatives have been used to modify
ISFETs on polymeric microfluidic devices for sensing
cationic surfactants in dental rinses [56.67]. In another
instance, a microfluidic chip was used for cell culture
and a large transistor-based sensor array chip for di-
rect extracellular imaging [56.68]. A literature survey
does not reveal any solid state sensors integrated mi-
crofluidic device that could be used for simultaneous
determination of cations. Members of the group of au-
thors of this chapter have, therefore, proceeded to the
fabrication and testing of a microfluidic platform for
assessing chemFETs for biosignal sensing; the initial
results of this work are very encouraging (Fig. 56.8a).
The work was complemented by finite element method
simulations to establish the validity of the microfluidic
platform (Fig. 56.8b).
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56.4 Conclusion

This chapter has presented an overview of neural sens-
ing methods examining the prospects of an alternative
method: ion sensing. The concept of ionic instead of
electrical neural monitoring is theoretically very attrac-
tive, as it may serve to offer a greater insight into the
underlying processes of neural activity. It may also
offer increased selectivity and interference immunity
due to better localization. Furthermore, the Nerstian
nature of the chemical interface will offer a natu-
ral logarithmic signal companding to the monitored
variations. In effect this will reduce the required in-
put dynamic range of the front-end amplifiers and it
will greatly minimize the effects of interference. For

example, the three orders of magnitude between the
microvolt neural signal and the millivolt muscle inter-
ference in ENG recording platforms will translate into
a factor of three between the two signals, if these were
generated by the same ionic species at the same dis-
tance from the sensing surface. The benefits of such
a technology are therefore evident, as the issues of sig-
nal localization and interference reduction are two of
the most dominant bottlenecks in conventional neural
monitoring arrangements. It is, however, equally evi-
dent that such a technology would require the sensors
to be taken out of the context of analytical chemistry,
which demands accurate and stable measurements of
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a) b) c)

Fig. 56.9 (a) Concept of arrays of ISFETs attached to a cuff for PNS sensing, as detailed in 56.5; (b,c) similar concepts
for cortical interfaces

absolute concentration values, to a new focus where re-
sponse time and miniaturization are key factors. With
regards to the targeted biology itself, the brain seems
to be a more realistic focus, even though peripheral
nerve preparations are generally easier to use for test-
ing and developing new interfacing technologies. This
is mainly due to the ion flow reducing effects of the
layers surrounding fibers inside the nerves, namely the
epineurium and the perineurium [56.70]. Nerves can
be treated in vitro to reduce the effects of these lay-
ers, however, this ultimately makes a non-penetrating

ion-sensing technology inappropriate for PNS inter-
facing, especially in vivo. Ultimately, the process of
developing neural sensing modified ISFETs has huge
potential in offering the enabling technology for all
sorts of vital signal monitoring, mainly intraopera-
tively. The authors are developing relevant platforms
(the concepts are shown in Fig. 56.9); they have formed
an interdisciplinary group in the process of pursu-
ing this target and are hopeful that they will create
a trend of alternative monitoring concepts in the field
of neuroprostheses.
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Integrating medical engineering and IT in a conse-

quently and especially standardized way enables

hospitals to significantly increase their efficiencies.

This evolves process optimizations for medical doc-

umentation and organizational advantages within

the administration of the interface used.
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The combination of information technology (IT) and
medical engineering (ME) is gaining more and more
importance today. Years ago, only personal comput-
ers (PCs) were connected with medical devices, but
nowadays systems, which consist of medical device
and PC, medical devices with a complex IT infrastruc-
ture and/or medical devices with an integrated network
interface, are directly integrated into IT networks.
Besides creating medical findings, many systems sup-
port the medical and nursing staff in the process of
medical documentation as well as in the treatment,
therapy, and nursing planning. For these special fields
of application, the data recorded are available for all
sorts of specialized evaluations as well as scientific
issues.

The integration of medical engineering into infor-
mation technology of hospitals is consistent with the
task of German hospitals of providing a growing qual-
ity of the treatment itself and the documentation of the

treatment process along with steadily increasing cost
pressure at the same time. This is guaranteed by com-
bining medical and administrative matters.

In times of lack of budget and staff, existing re-
sources have to be used in the most efficient way. By
integrating IT and medical engineering not only work-
flows are designed to be used more efficiently, but also
saving potential in terms of time and money can be
realized.

A complete integration is based on the semantic in-
teroperability of the different systems; for this purpose
various standards are used.

The standards for a complete integration are divided
into two parts:

1. Communication between two systems (interface
standards) and

2. Standards for the structure of the data that have to
be transferred (data structure).
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57.1 Standards of Interfaces

According to the definition, an interface is described
with the help of a set of rules: standardized inter-
faces are mutually compatible, i. e. components or
modules that support the same interface can exchange
standardized data among each other. Below you will
find the most important standards used in health
care.

57.1.1 Health Level 7

Health Level 7 (HL7) is an international health care
standard for the exchange of data. HL7 was developed
by the eponymous organization; currently versions 2.x
and version 3 are supported. The number 7 of the name
HL7 refers to the layer 7 of the ISO/OSI reference
model for communication (ISO 7498-1) and expresses
that the communication is described on an application
level.

In the HL7 version 2.x the following message types
are supported, which are divided into segments and
fields:

• ADT (admission, discharge, and transfer): patient’s
master data and data of their stay in hospital• ORM (order message): request of an examination• ORU (observation results unsolicited): transfer of
findings• DFT (detail financial transactions): transfer of per-
formance data for accounting• BAR (billing and accounting request): transfer
of performance data according to the interna-
tional classification of procedures and operations in
medicine (OPS Standard)• MDM (manage document message): document
management messages

57.1.2 Digital Imaging
and Communications in Medicine

Digital imaging and communications in medicine
(DICOM) is an open standard for the exchange of digi-
tal images and their additional information.

The DICOM standard guarantees to standardize
the format for data storage as well as the commu-
nication protocol for the exchange of data. Several
working groups of the DICOM Standard Commit-

tee continue to permanently develop the DICOM
standard.

Increasing numbers of manufacturers of imaging
systems such as digital x-ray, magnetic resonance imag-
ing, computed tomography, endoscopy or sonography,
implement the DICOM standard in their products. This
results in a high interoperability between the imaging
systems and the systems for image processing and the
digital image archiving as well as picture archiving and
communication system (PACS).

Important DICOM services are:

• Verify – the verification, if a network node supports
DICOM• Storage – the storage of data objects• Query/retrieve – the search of a DICOM device for
objects (query) and the transmission of another DI-
COM device (retrieve)• Procedure step – information about the status of ex-
amination• Storage commitment – query, if the data transmitted
have been stored• Worklist management – data transfer between the
planning system and the DICOM device, where the
examination have to be performed• Presentation state storage – transfer of information
on how the image material is displayed or should be
displayed• Structured reporting storage – coded transmission of
medical findings• Hanging protocols storage – storing the presentation
of image series and studies.

57.1.3 GDT

The GDT (interface for the exchange of device data)
has been worked out by the Qualitätsring Medizinische
Software (QMS) and is implemented as a standard-
ized interface between IT systems and medical devices.
The GDT interface is part of the standard delivery
package. The data that have to be exchanged are
filed in a predefined list. The file name serves to
clearly identify the communication partners and reads
as follows:

〈recipient-token〉〈sender-token〉.〈consecutive number〉.
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The consecutive number will be incremented for every
new message. Thus, it is prevented that older news will
be overwritten by the reading device (client) before pro-
cessing. After orderly processing the message by the
client, the file in the client’s exchange list is deleted by
the client.

57.1.4 xDT

The xDT interface was created by order of the Ger-
man Association of Statutory Health Insurance Physi-
cians (kassenärztliche Bundesvereinigung) and contains
a group of data exchange formats, which are predom-
inantly used in private practices. The formats have
a common, text-oriented syntax, where every field is

written as a line in the file and a common field directory
based on XML (extensible markup language).

57.1.5 XML

XML was published by the World Wide Web Consor-
tium (W3C) and the current version is the fifth edition.
With the help of XML, a meta-language is defined. This
language is the basis for creating custom-designed lan-
guages by means of structured and content restrictions,
such as xDT.

A XML document consists of text characters, in the
simplest case ASCII, and is therefore readable by hu-
mans. The definition does not contain any binary data
that include unreadable texts.

57.2 Data Structure

The second important aspect in terms of integrating
medical engineering and IT forms the issue about the
content structure of medical document.

57.2.1 HL7 CDA

The HL7 clinical document architecture (CDA), based
on XML, was worked out by the Health Level 7
group for the exchange and storage of clinical contents.
A CDA document complies with a clinical document
(e.g. a physician’s letter, a findings report). CDA doc-
uments guarantee the data transfer between different
systems.

57.2.2 SNOMED

The Systematized Nomenclature of Medicine (SNOMED)
aims to index medical statements in a way that all
content-related elements of the statement are recorded
completely.

SNOMED CT contains 18 axes with 800 000 terms,
which describe approximately 300 000 concepts (sev-
eral terms per concept).

The German translation of SNOMED CT dates back
to 2003 and has no longer been maintained.

57.2.3 LOINC

LOINC (logical observation identifiers names and
codes) is an internationally acknowledged system for
clearly en- and decoding examinations. The Regen-

strief Institute (Indianapolis, USA) is responsible for
maintaining and documenting the LOINC database.
In Germany, the DIMDI (German Institute of Medi-
cal Documentation and Information) actively promotes
the implementation of LOINC and assumes the re-
sponsibility of the central data management and the
information exchange with national and international
institutes, project groups and industry.

LOINC is a composition of general names and iden-
tifiers for the description of examination and test results
from laboratories and clinics. LOINC is not only recom-
mended by HL7 but also by DICOM for the structured
exchange of medical findings and findings data.

57.2.4 Alpha ID

The identification number for diagnoses is a continu-
ous number identifying entries of the alphabetical list
of the ICD 10-GM (International Classification of Dis-
eases, 10th revision). With the help of the Alpha ID
medical terms can be further processed electronically;
the fact that the code cannot be changed due to being
maintained by the DIMDI guarantees its interoperabil-
ity. Due to extending the Alpha ID by terms beyond the
scope of diagnoses in the future, this terminology can
be used not only for encoding diagnoses.

57.2.5 Object Identifiers

For standardized exchange of medical information,
an efficient software communication in health telem-
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atics requires data objects, i. e. objects and mes-
sages have to be described clearly. Object identifiers
(OID) are chains of number for identifying these
objects and messages. In this case, objects are in-
formation units like institutions, classifications, in-
formation, documents or tables. If OID is used for
standardized data exchange between software systems,
the integration of the data between the systems is
ensured.

57.2.6 Unified Code for Units of Measure

With the encoding system Unified Code for Units
of Measure (UCUM), measuring units are shown in
standardized form. If the applications for medical
documentation show the SI standard unit system (in-
ternational system of units), the transfer of e.g. the
medication of a treatment is possible with clear mea-
surements.

57.3 Integrating the Healthcare Enterprise

Last but not least, the Integrating the Healthcare En-
terprise (IHE) serves as kind of a bridge between
different standards and creates the technical framework
for the implementation and verification of the standards’
feasibility.

IHE reformulates requirements from experience
into so-called Use Cases, identifies relevant stan-

dards, and develops technical guidelines in the so-
called technical framework that enables a manufac-
turer to create their interfaces compliant to IHE.
On the international Connectathon the manufactur-
ers mutually test the interoperability of their sys-
tems and use the gained experiences to put it into
practice.

57.4 Integration of Medical Devices

What does the integration of medical devices nowadays
look like?

PACS Archive
EPRHIS

HL7/DICOM/GDT/XML/Data access

Digital archiving of medical findings
Reading out data from archive

Patient and physician data
Performance data and diagnosis

Digital  image archiving
Reading out images from archive

? ?

?

?

? ?
?

Fig. 57.1 Integration of medical devices – as of today

In many hospitals, medical devices of laboratories
and radiology as well as single ultrasonic or endo-

Part
F

5
7
.4



Fusing Medical Engineering and Information Technology 57.4 Integration of Medical Devices 1079

PACS Archive
EPRHIS

HL7 server
Patient and physician data
Performance data and diagnosis

DICOM server HL7 server
Digital archiving of images
Read images from archive

Digital archiving of findings
Read data from archive

Images, videos, examination data

HL7 black box

Fig. 57.2 In-
tegration of
medical devices
into interface
server

scopic devices are connected to the hospital information
system (HIS). They are often equipped with a device
interface and an interface for the data-receiving infor-
mation system, which means a separate interface for
every single supplier of medical devices is installed.
Mostly, this is due to the fact that the devices used only
have a GDT interface. The diagram in Fig. 57.1 clar-
ifies the predominant interface structures in hospitals
nowadays.

57.4.1 Interfaces

When technically implementing an interface of the
medical device and IT network, both, IT and medical
engineering are involved; however, from the organiza-
tional point of view the content-related result influences
the hospital’s treatment process and it is in the context of
the organizational function that the content result along
with the treatment process and affects the entire hospital
structure.

Excursion to HL7 Communication Server

The communication of subsystems in a hospital can
be optimized by the HL7 communication server. These

components assure that not every single subsystem re-
quires an individual interface. Using a communication
server benefits in reducing the number of interfaces,
as not every single system has to be connected via an
individual interface. This in turn, results in a more stan-
dardized and simpler communication flow as well as
cost-saving, because every separate interface demands
a monetary equivalent.

The data format or the HL7 version, which the indi-
vidual systems use to send their messages, is absolutely
random. With the help of mapping tables, the HL7
server automatically converts these formats into the for-
mat which is required by the receiving system requires.
The tables will be created once when the communica-
tion server is installed. Afterwards, the interfaces are
maintained directly on the communication server. If you
project the HL7 communication server technique onto
the integration of medical devices, Fig. 57.2 shows the
resulting system environment.

57.4.2 Connecting a Medical Device

In contrast to integrating two software systems based on
a HL7 communication, the connection of medical de-
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Arthroscopy,
Minimally 
invasive,
Images,
Videos

Arthroscopy,
Endoscopy

ECG,
Blood 
pressure,
Endoscopy,
Sonography,
Echocardiography

Sonography,
CTG

EEG,
EMG,
Doppler,
Duplex,
Sleeping 
place

Sonography,
Endoscopy

Sonography,
Echo,
Endoscopy

Sonography,
Endoscopy,
ECG,
Ergospirometry,
Body plethysmo-
graphy,
Sleeping place

Surgery CardiologyOrthopedics Gynecology NeurologyUrology Pediatrics

Medical engineering

Internal

Fig. 57.3 Medical departments together with their possible medical devices and physical interfaces

vices additionally requires that each medical device and
examination result will be connected and documented.
For systems that only store their data locally on the
device, a physical interface has to be established for
each device and workstation. If the device’s supplier
additionally provides different applications, the com-
plexity of the interface is further increased. Normally,
the recorded data are data and applications of special-
ist departments for the purpose of medical diagnoses.
Figure 57.3 points out the scope of physical interfaces
required within in the context of individual integrations.

The connection of a device can be realized by
means of proprietary interfaces or the standards (e.g.
HL7/DICOM) as described in Sect. 57.2.

Attention should be paid to the facts that:

• There is no dependency created by the use of pro-
prietary interfaces.• IT and medical engineering have to mutually com-
bine operating and change processes.• The integration of medical products is effected ac-
cording to the guidelines and• Criteria of the MPG (MedizinProdukteGesetz –
Medical Devices Law) and• Standard interfaces for integration into existing sys-
tems are agreed upon.

Apart from that, it is important that it is not com-
pulsory to use medical devices of in-house production
and that you pay attention to the implementation of
the IT safety concept when integrating medical devices;
whereas the completing process of approval resulting in
a risk analysis has also to be taken into consideration.

Secondly, the data sent from the medical devices
will be forwarded to the different information systems

in accordance with the purpose agreed in advance.
These data can be measured values, textual findings,
structured medical documents, images, PDFs etc. They
can also be transferred to the information system via
proprietary interfaces or standard interfaces as de-
scribed in Sect. 57.2.

A joint task for all responsible persons from
medicine, medical engineering, IT, and administration
is defining the data that has to be transferred. Often, this
results in further tasks for different specialized depart-
ments managed by the respective responsible person.
The following list is an example for the IT department:

1. Adaptations to the network topology (IT/ME)
2. Need for adaption to the individual IT/ME infras-

tructure
3. Hard-/software requirements (operating systems

etc.) that have to be considered
4. Adaptation of the storage concept/long-term archiv-

ing
5. Extending the system monitoring
6. Presentation of data consistency and workflow pro-

cesses (IHE).

57.4.3 Organizational Requirements
for the Connection

If we consider the integration of medical devices, it is
obvious that, in terms of organizational aspects, several
professional groups of the hospital with overlapping re-
sponsibilities have to be involved in this process.

While the health service’s has to focus on possi-
bilities of establishing medical diagnoses, the medical
engineering will pay special attention to guarantee that
the device functions without interference. The clinical
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IT department is focused on the possibilities to integrate
the examination results into the hospital information
system, and the clinical administrative department is in-
terested in evaluating the overall process regarding to
the acquisition and consequential costs as well as the en-
tire treatment documentation. But also the importance
of the documentation possibilities will rise in the fu-
ture to evaluate and justify treatment processes to cost
units.

As this overall view points out, it is very impor-
tant that the professional groups mentioned above work
closely together. Before purchasing a device, the fol-
lowing sample questions have to be considered in order
to satisfy the radiologic principle of the unity of image
and findings:

• Who is responsible for process of integration with
regards to the content?• Who is responsible for technical process of integra-
tion?• Which data should be transmitted from the medical
point of view?• Which data should be transmitted from the admin-
istrative point of view?• Who is in charge of coordinating the specialized
departments?

PACS Archive
EPR

Medical
documentation

HIS

Staff medical engineering

Staff medical service

Staff IT

Superordinated hospital infrastructure (hardware)

Fig. 57.4 Ad-
ministrative
areas of re-
sponsibility in
hospitals

• Which interfaces for integration are provided by the
device?• Which interfaces support the administrative infor-
mation systems?• Do the systems that will be connected support the
standards?

In addition to that, the responsible parties of a hos-
pital have to deal with the workflow of the medical
department. The convergence resulting from the inte-
gration of medical devices induces also during the use
of the medical device an interference of the following
aspects:

• Responsibility• Engineering• Organization• Workflow/operation• Security

57.4.4 Responsibilities

When integrating medical devices, individual respon-
sibilities overlap during the entire cycle of operation.
Especially during the operation of the medical de-
vice, it depends on the cooperation between physicians,
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medical engineering and IT, whether the integra-
tion is successful or not (Fig. 57.4). The manage-
ment is responsible for a secure operation by giving

clear instructions and differentiating the areas of au-
thority each person involved has to be informed
about.

57.5 Sample Integration – From Findings to Medical Documentation

The information and document structures, which have
hitherto been proprietarily defined between the sys-
tems with random names for measured data, document
structures, features, and/or values, are normally not
interpreted by all systems to be integrated. For exchang-
ing data the classifications and terminologies mentioned
in Sect. 57.3 should be applied. Using these standards
guarantees that the content transmitted is readable for
all systems.

Moving from the structured medical documen-
tation to a European- and world-wide standardized
medical documentation requires this compliance and
will be necessary in the near future, e.g. with re-
gard to telemedicine. These requirements will result
in a gradual removal of free-textual documentation in
favor of structured documentation in hospitals. Ten-
dencies for achieving this are the nomenclatures for
structured medical documentation announced by the
medical associations. To avoid that a data set is trans-
ferred randomly for technical implementation of the
structured documentation, another standardized format,
called HL7 CDA (Clinical Document Architecture), is
already available and used successfully in numerous
projects for exchanging structured documents between
different institutions at home and abroad.

This success is essentially based on the following
aspects:

• For mechanical processing the structured content
of documents are represented in the common XML
format. With the help of style sheets formats read-
able for humans are created.• The XML format, i. e. that the above-mentioned
structure of the features used with their rela-
tions and data types are derived from a stan-
dardized information model, the HL7 RIM (ref-
erence information model). This ensures that
the content is integratively represented and pro-
cessed.• Classifications and terminologies both, internal and
external of HL7, will consistently be used for all
types of content such as document sections, features
and ranges.

Contacting the HL7 user group you can read the
implementation guideline for electronic physician let-
ters in HL7 CDA format. With this format systems with
proprietary data formats can exchange structured data
processible for computers by displaying their content in
HL7 CDA standard.

57.6 Résumé
To sum up it can be stated that the requirements
for integrating medical engineering into the hospital’s
information technology do not just concern the technol-
ogy and organization of the hospital. If the integration
is tackled correctly, this is future-oriented and the
medium-term step for a comprehensive integration of
IT and medical engineering in order to use the exist-
ing resources in the most efficient way and to remain
competitive. Data that so far has not or just to a limited
degree been exchangeable between the systems, will no
longer be available in a proprietary but standardized for-
mat. Organizational and technical issues will result in
adapting safety concepts and failure scenarios to new

conditions for identifying and minimizing the risk of
security gaps.

Connecting medical devices causes a displacement
of resources and a cost reduction. Reasons for this are,
for example, more efficient processes by avoiding media
discontinuity, the reduction of the process period due to
faster data transmission, the synergetic use of medical
engineering and extended fields of application on the
basis of existing medical products (Fig. 57.5). There-
fore, an improvement in the treatment quality by e.g.
faster diagnostics, shorter processing times, and a per-
manent availability of the treatment documentation is
achieved. Physicians and patients highly satisfied with
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Fig. 57.5 Process advantages

the treatment, improved patient safety by e.g. clearly as-
signing patient and patient-related data, avoiding errors
when transferring data and improved information of the
patient and environment are further aspects.

After the fusion of medical engineering and IT,
a cost-benefit analysis pointed out that there are savings
of 14 000 € p.a. for an endoscopy with three worksta-
tions.

This analysis evaluates the introductory status, the
increase in efficiency achieved by the users along the
treatment process and the improvement potential of
the entire endoscopy process. The following diagram
(Fig. 57.5) describes how the process is optimized, the
capacities are displaced and saved by the integration
of medical engineering, the software for structured

medical documentation and the hospital information
system.

The optimal integration of medical engineering and
IT enables to create overall concepts instead of numer-
ous single solutions. These concepts efficiently as well
as effectively support the daily work in clinics and turn
future visions of data availability into reality.

Further Reading• C.J. Evans, R.L. Wilson, F.G. Deporter: Integrated
Community Healthcare: Next Generation Strategies
for Developing Provider Networks (McGraw-Hill
Professional, Dubuque 1997)• T.R. Kucklick (Ed.): The Medical Device R&D
Handbook (CRC, Boca Raton 2006)
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Communicati58. Communicating Medical Systems and Networks

Armin Gärtner

In the last 10 years, medical devices and infor-

mation technology (IT) have become inextricably

connected technologically and functionally. Med-

ical devices are no longer just connected to

a personal computer (PC) in order to evaluate

data but have an integrated network interface

card, meaning that they can be connected directly

to an IT network in order to be able to send data

via the network to a server for archiving and/or

further processing. The user can access this med-

ical data for a patient at any time, in any place,

and in any form. This means that the IT network

in the hospital is becoming increasingly important

for patient treatment and that the requirements

with regard to availability, safety, and efficiency

of the network are thus constantly increasing.

58.1 Medical Networks ................................. 1085

58.2 Requirements for Medical Networks ....... 1086
58.2.1 Image Data in Radiology ............. 1086
58.2.2 Intensive Care Network ............... 1086
58.2.3 Transmission of Alert Data ........... 1087

58.3 Interconnected Medical Networks .......... 1087

58.4 Risk Management, DIN EN ISO 14971 ........ 1088

58.5 Shared Networks .................................. 1089

58.6 Security Aspects of Medical Networks
from a Regulatory Viewpoint ................. 1092

58.7 Future Standard IEC 80001-1 .................. 1093

References .................................................. 1093

58.1 Medical Networks

Integration of a medical product into an IT network
(Fig. 58.1) does not convert the IT network into a medi-
cal product.

IEC 80001-1 defines the term medical networks to
include both active medical devices (modalities, pro-

PEMS modality ultrasound unit Server database

IT network

Fig. 58.1 Medical devices with a network connection

grammable electrical medical systems (PEMS) and also
network components and PCs. A medical network inte-
grates medical devices.

The combination or integration of medical de-
vices in IT networks as per Fig. 58.1 in the hospital
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1086 Part F Medical Information Processing and Communication

(and also other areas of the healthcare system) leads
to IT networks becoming a more integral and thus
more important, and also always a more highly criti-
cal, element of medical diagnostics and therapy. They
therefore represent an integral part of modern patient
care.

A medical network undertakes the task of relaying:

• Records of services provided, and in the private
health sector, billing information,• Image data and clinical findings, and• Vital signs and alert data from medical devices.

For data transmission, medical devices place various de-
mands on a network, which can be divided into three
classes:

1. Transmission of a large volume of data [e.g.,
computed tomography (CT) series, video loops], re-
quiring transmission rate (bandwidth).

2. Transmission of time-critical vital signs and alert
data (intensive care medicine), requiring reliability.

3. Transmission of sensitive patient data, requiring
safety and security.

Medical data are subject to particular requirements of

• Integrity (authenticity)• Protection (data protection)• Security (data transfer)• Completeness.

A medical network must therefore ensure that these re-
quirements are satisfied.

58.2 Requirements for Medical Networks

Medical diagnostics and therapy are today reliant on
the prompt availability at any time of images, clinical
findings, and other data.

Considerable problems and risks for the diagnosis
and treatment of patients can therefore arise if:

• Data are not available or are incomplete.• Data are not available promptly.• Data such as images during an operation are sud-
denly no longer available.• The transfer of vital parameters and/or alerts is not
possible or is interrupted, etc.

Availability is a vital aspect of medical networks for
users/operators. According to [58.1], availability is un-
derstood as meaning the fraction of time during which
the application being considered or the data are avail-
able. When the availability of a service or of data is
known, this value therefore gives the probability of an
application and/or data being available at a particular
point in time within a period of time. In hospitals, ever
more applications are critical for patients and for man-
agement. A critical application or critical data transfer is
defined as being an application whose failure can be as-
sociated with far-reaching consequences for the patient
and the hospital.

58.2.1 Image Data in Radiology

Failure to transmit image data from a modality to an im-
age documentation system such as a picture archiving
and communication system (PACS) for storage normally

does not have any critical consequences for patient care
because the modalities, such as CT equipment and ul-
trasound equipment, etc., can buffer the images. If, for
example, the switch on a radiological IT subnetwork
[local area network (LAN)] fails, then the images can
usually be buffered on the modality and re-sent to the
PACS once the network connection has been restored.
If, however, the internal web image processing is also
affected by failure or disruption of the hospital-wide net-
work, in emergency cases such as treatment of trauma
patients a alternative plan should come into effect, so that
any x-ray images can be printed out using a film printer
and made available to the orthopedic surgeon.

58.2.2 Intensive Care Network

Intensive care networks are traditionally set up as pro-
prietary networks with a defined junction with the
general IT network. DIN EN 60601-1 3rd defines in
annex H.7.3 three safety classes for IT networks in hos-
pitals.

Failure of an intensive care network or network
components is limited in its extent to one ward and must
therefore be compensated for by the staff by display-
ing the vital signs on the system control center monitor
until network functionality is restored. Patient moni-
tors should include the principle of first-fault safety;
this means that they automatically change to an en-
tirely acoustic and visual alert in the event of failure
of the network connection to the central monitoring
station.
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58.2.3 Transmission of Alert Data

For various reasons, technologically orientated solu-
tions are meanwhile being offered, which can be used
to perform patient monitoring via the IT network in
a hospital by connecting monitoring equipment via the
network to so-called alert servers or special alert soft-
ware on servers. These servers or alert software enable

alert functions and parameters to be configured, with
which vital signs and/or alerts (bradycardia, etc.) can
be passed on to remote display monitors or to mobile
communications equipment.

The (partial) failure or disruption of an intercon-
nected medical system of this type can have critical
consequences for a patient (e.g., in the case of a brady-
cardia alert).

58.3 Interconnected Medical Networks

IT networks are increasingly used in hospitals to trans-
mit also time-critical vital signs and alerts from patient
monitors and other equipment. An IT network then
becomes a central component of an interconnected med-
ical system. Systems of this kind consist of a number
of heterogeneous, autonomous single devices (medical
and nonmedical devices) which are only capable of per-
forming their task as a medical system as a result of
networking. Within a medical network, it is possible to
identify interconnected medical systems which are to be
regarded as subsets of a medical network.

Central computer

Control center

Laser printer

Fig. 58.2 Interconnected medical system for supplementary monitoring in the field of cardiology

The functionality of such interconnected medical
systems along the same lines as the medical electri-
cal systems, in accordance with DIN EN 60601-1 3rd
chapter 16, can be described and defined in the medical
network as a subset.

The operator must define, evaluate, and ensure cer-
tain requirements for the reliability and the security
of the system against disruptions and other influences.
Software solutions which are marketed as medical prod-
ucts and implemented as server solutions in hospitals
are a central component of such systems.
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1088 Part F Medical Information Processing and Communication

The servers or alert software generally enable alert
functions and parameters to be configured, with which
vital signs and/or alerts (bradycardia, etc.) can be passed
on to remote display monitors or else mobile communi-
cations equipment.

If electrocardiogram (ECG) alerts such as a brady-
cardia alert are passed on via an interconnected
medical system such as this, disruption/failure can
have substantial consequences for the patient if dis-
ruption/failure cannot be detected and responded to
sufficiently early.

Figure 58.2 shows an example of an interconnected
medical system in the field of cardiology to supplement
monitoring of ambulant patients following surgery. Fol-
lowing surgery, the patients should be monitored using
patient monitors which send vital sign alerts to a central
alert server via a wireless LAN (WLAN) connection.
This server or special software forwards the config-
urable alert messages to a telephone system, which in
the event of an alert sends a message to the pager,
mobile phone or digital enhanced cordless telecom-
munications (DECT) phone of the doctors or nursing
staff.

The patient monitor and the software are marketed
as individual medical devices in accordance with the
medical devices directive (MDD), and the other com-
ponents such as the WLAN, the hardware of the alert
server, the communications system, and the mobile
terminals are marketed as nonmedical devices in accor-
dance with other directives [the low-voltage directive
and the electromagnetic compatibility (EMC) and radio
and telecommunications terminal equipment (R&TTE)
directives].

The combination of the various components – the
patient monitor as a medical device, the WLAN as
transmission channel, and the PC as a nonmedical
device with the alert software as a medical product
and the communications system – constitutes an inter-
connected medical electrical system. The combination
corresponds with the legal definition of a medical device
system in accordance with §3 of the German Medical
Devices Act [Medizinproduktegesetz (MPG)], because
it transmits diagnostic alert data. None of the sup-
pliers assumes responsibility for the assembly of the
system and none declares conformity with the MDD
93/42/EWG.

58.4 Risk Management, DIN EN ISO 14971

Since the operator assembles this combination of a med-
ical device system, he must carry out the process of
in-house production as per §12 MPG. Every time an
operator:

• Creates equipment and systems himself, without
placing them on the market,• Modifies equipment and systems in a manner not
intended by the manufacturer,• Operates equipment and systems for purposes other
than the assigned purpose defined by the manufac-
turer, or• Combines medical devices and nonmedical devices,
without the manufacturer or manufacturers having
intended this combination in the assigned purpose
of the device or devices,

he produces equipment or a system in-house.
The operator must define the assembly and compo-

nents of the system and evaluate them in the form of
a risk analysis in accordance with DIN EN 14971. The
suppliers of the individual components do not have to
do this, because they only market their subcomponents
as a medical device (patient monitor, alert software) or
as a technical product and are neither able nor will-

ing to assume any responsibility for the signal chain
created.

What the operator must do is:

• Establish the assigned purpose• Satisfy the applicable fundamental requirements of
the directive MDD 93/42/EWG• Develop a risk management file in accordance with
DIN EN ISO 14971 and if necessary even take
IEC 80001-1 into consideration• Perform a risk analysis (establish assessment cri-
teria, analyze risks, reduce and reassess risks, e.g.,
availability of the server, availability and stability of
the WLAN standard, etc.)• Assess residual risks• Incorporate experiences and observations from us-
ing the system into the risk management file.

The interconnected medical system shown by way of
example in Fig. 58.2 can be used both in a complemen-
tary fashion, in parallel with monitoring of the patient
by a member of staff, but also to save on on-site mon-
itoring staff. Whatever the intention of the operator, he
must in all events ensure, according to the objective of
the directive MDD 93/42/EWG, that no patient comes

Part
F

5
8
.4



Communicating Medical Systems and Networks 58.5 Shared Networks 1089

to any harm as a result of failure, disruption or other
events during signal transmission. The risk analysis is
used for this purpose and can be used to determine
whether or not the risk associated with monitoring using
an interconnected medical system such as this is ac-
ceptable. The risk analysis according to DIN EN 14971
therefore helps to detect dangers and risks which are not
immediately recognizable and as far as possible to pre-
vent or at least reduce these dangers and risks before
they arise.

The operator must document the in-house produc-
tion for every interconnected medical system, since
from a legal point of view he creates a new system. This
does not merely involve the legal aspects but also in-
volves an understanding of a complex interconnected
medical system by all those involved, such as the users
(doctor, midwife), medical technicians, and IT staff.
Risks and potential risks can be recognized and reduced
prior to use by using the risk management approach
according to DIN EN ISO 14971.

The operator (management) must ensure that this
process is established and continued jointly by medi-
cal staff, medical technicians, and IT staff. In the event
of a claim, in which a patient comes to harm as a re-
sult of a bradycardia alert not being transmitted or not
being received, the operator must always demonstrate
what action he took to protect the patient from risks. If
he is able to account for this in the form of documen-
tation of the in-house production, then he will at least
be able to exonerate himself from the charge of gross
negligence.

The operator must also decide with the users which
risks exist or should be accepted with an interconnected
medical system such as this. An interruption in the sig-
nal transmission or the inability to access or nonreceipt
of an alert via the mobile device of the user can signify,
for example, that there is no response to a bradycardia
alert or that a response is not possible. The conse-
quence of this can be the death of a patient if the user
is not on site and is not notified for the reasons stated.
The question is, for example, whether operators/users
can and wish to accept a residual risk of one death
a year and how the risk of such an event can be sig-
nificantly/drastically reduced as a result of risk analysis
and measures.

It is crucial that the medical staff involved help to
shape this process and accept the remaining residual
risk. This can, of course, also signify that a hospital
arrives at the conclusion not to perform an exemplary
installation such as that of an interconnected medical
system, because the residual risk is considered from
the point of view of those involved to be too high or
unacceptable.

When carrying out the risk analysis, the individuals
involved must ask themselves which risks and potential
risks exist and how these can be assessed:

• Can the signal transmission be interrupted, and
where and how?• How and when is an interruption in the signal chain
detected? What do the necessary responses look
like?• Will it come down to propagation delay in the sig-
nal transmission? If so, at what level and are these
acceptable or not?• Is unidirectionality sufficient?• Is it guaranteed that an alert verifiably reaches the
receiver?• Does the IT department have command of the cor-
rect installation and administration of the WLAN?• How is it ensured that alert data is transmitted via
the network with priority (quality of service)?• Can excessive data traffic in peak periods impair the
transmission of alert data? How is this checked and
verifiably prevented?• Can malware impair the functionality of the alert
server?• What happens during patching of the alert server at
the operating system level or in cases where there is
antivirus protection?• How can the system be regularly and verifiably
tested for functionality and following changes?• Have the employees who must respond to the trans-
mission of the alert signal been, or will they be,
thoroughly and comprehensively instructed about
the transmission and the complexity of the system?
What happens when cover is required (holiday, ill-
ness)?• Are the batteries in the mobile terminals always
charged? Is this guaranteed and how?

58.5 Shared Networks

Traditional intensive care patient monitoring with
a network and control center/central server has until

now been installed as a closed, proprietary network
(Fig. 58.3). Manufacturers increasingly offer solutions
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Alert server

WLAN

Fig. 58.3 Proprietary network in intensive care medicine

for using the existing IT network (wired or wireless)
in the hospital for patient monitoring and for transfer-
ring data to the central monitoring station, under certain
preconditions. Solutions of this type are described and
implemented as virtualized systems or as a shared net-
work form of operation. An intensive care monitoring
unit can therefore use the operator-specific IT network,
in other words it can share the IT network with other
applications, under certain preconditions. In this con-
text we refer to a customer support clinical network
(CSCN), which is provided by the operator for the ap-
plication.

Figure 58.3 shows a closed intensive care net-
work with wired networking of the bedside monitors
and the control center in the form of a so-called pro-
prietary system, because it is frequently installed by
manufacturers as a stand-alone system with its own net-
working.

This common solution complies with the closed net-
work/data sharing of class C of DIN EN 60601-1 3rd
(annex H7) for vital, time-critical patient data. The stan-
dard recommends using this network for all time-critical
applications and processes. A network such as this is not

connected to any other network because, from the view-
point of the standard, connection to another network
could bring about uncontrollable risks. Furthermore, the
standard requires that the availability must be 100% and
that interruptions must be avoided and must only last for
a few minutes per year.

The standard in particular defines that the re-
sponsibility must be assigned to just one individ-
ual manufacturer/system contractor, which means that
a manufacturer declares conformity of the intensive care
system, bears the technical responsibility for installa-
tion, and, where there is a maintenance contract, also
undertakes the maintenance work.

A distinction can be made between three forms of
shared network operation, using the example of inten-
sive care networks:

• Open system with wired networking of the bedside
monitors and the control center via an operator-
specific network• Open system with WLAN networking of the bed-
side monitors and the control center via an operator-
specific WLAN
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Open intensive care network

Hospital IT network

Responsibility of operator

Central server and operating center

Medical product system including operating center

Fig. 58.4 Intensive care network in the shared network form of operation

• Open system with wired and WLAN networking of
the bedside monitors and the control center via an
operator-specific network (shared network).

Figure 58.4 shows the form in which shared network
operation can be realized, using the example of an in-
tensive care monitoring unit.

Figure 58.4 shows in principal how patient moni-
toring can be integrated into an existing IT network in
a hospital. This means that the operator installs the net-
work, the cabling, and the infrastructure components
such as switches, or has the network, cabling, and com-
ponents installed, in accordance with the specifications
of the manufacturer of the patient monitoring system.
For this purpose, the monitors and the control center are
operated in a virtual local area network (VLAN). The
intensive care network shares (shared network) the gen-
eral network with other applications in order to send its
patient data to the control center or to a server.

A shared network means that all users/subscribers
share an installed IT infrastructure with an available,
normally fixed, bandwidth (data transfer rate) in a wired
or wireless network. This is usually the operator net-
work.

This form of operation therefore results in the oper-
ator of the IT network, according to Fig. 58.4, assuming
responsibility for the reliability and transmission secu-
rity of the medical data and thus also for time-critical
vital signs and alert data.

Manufacturers of intensive care patient monitor-
ing do not include the operator’s IT networks in their
conformity assessment procedures; they only specify
requirements for the network. Conformity for integrated
monitoring (shared network) is only declared by a man-
ufacturer if:

1. The manufacturer has checked the existing IT net-
work and has validated it for its requirements for
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1092 Part F Medical Information Processing and Communication

the transfer of data between patient monitors and the
control center,

2. Any changes to the validated network have been
discussed and agreed in advance with the manu-

facturer, so that he can again perform a check and
validation to determine that the changes do not have
any effect on the secure and real-time transfer of
data.

58.6 Security Aspects of Medical Networks from a Regulatory Viewpoint

Neither the medical devices directive (MDD) 93/
42/EWG nor the German Medical Devices Act (MPG)
contains requirements for the properties of medical net-
works in hospitals.

The directive does, however, require that medical
devices and medical device systems must provide a high
degree of protection for patients, users, and third parties
and accomplish the services specified by the manufac-
turer.

Paragraph 2 of the Medical Devices Operator Or-
dinance obliges the operator to ensure the security of
interconnected medical systems and thus of medical
networks.

Medical networks are now a reality in the healthcare
system. The vast majority of IT networks in hospitals
are implemented as wired infrastructures due to histor-
ical factors. Parts of networks or entire networks are
increasingly being implemented as radio networks in
the form of a WLAN based on standard 811.3. Op-
erators of a network must define the requirements for
their IT network or their medical network for the use
of interconnected medical systems and assess them for
risks.

The following questions from the perspective of
medical technology should help with the planning and
extension of medical networks.

1. How should a medical network ideally be set up and
why?

2. Which medical applications run over a network?
How can these applications be divided according to
priority criteria?
– Unsecured use and transmission, no authentica-

tion.
– Secured use and transmission, not time critical.
– Time-critical use and transmission of vital signs

and alerts, etc.
3. How does the topology behave in the event of ex-

tension or upgrading of a network?
4. How is the load (average load – peak load) or the

data transfer of a network calculated? Can a propa-

gation delay of time-critical data occur during peak
load?

5. Which applications are subject to high requirements
in terms of the availability of data exchange? What
technology (redundancy, safeguarding of network
components with battery back-up, uninterruptible
power supply (USP), etc.) can be used to increase
the availability of a network or a subnetwork?

To increase the availability of a medical network with
data exchange, reliability as a result of redundant
hardware and software components and greater consid-
eration for the reliability requirements from the point of
view of the user can be taken into account when set-
ting up a medical network, for example. Redundancy is
generally considered to be an essential measure in order
to increase the availability of networks. In the medical
sector, the term maximum reliability is therefore also
used. The operator should therefore define, for example,
which services, applications, and network components
are considered critical in terms of availability in order to
be able to use them redundantly in the event of a failure
or malfunction.

6. What security requirements are there in terms of
protection from malware?

Since medical devices and medical device systems are
also infected with malware in the network, the opera-
tor, represented by the medical technicians and IT staff,
must operate medical devices using antimalware soft-
ware (also known as antivirus protection) and must
install patch management in order to permanently up-
date both the antimalware software and the operating
system.

Manufacturers of medical devices which are inte-
grated in a medical network must at the same time
provide assistance by evaluating the protection of their
devices against malware within the scope of their con-
formity assessment procedures and by providing the
operator with details about antimalware software and
regular upgrades to be used.
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58.7 Future Standard IEC 80001-1

IEC 80001-1 concerns the entire medical network
and the medical devices integrated therein. The future
standard describes a form of risk management using
technology from DIN EN ISO 14971 in order to an-
alyze, evaluate, and if necessary reduce the risks and
potential risks of integrating medical devices into an
IT network and of exchanging medical data over this
network.

The future standard has the objectives:

• Security in the network• An effective network• Data and system security• Confidentiality• Data integrity• Availability of the data• Secure interconnection of medical devices and non-
medical equipment within the same network.

Irrespective of the date on which this future standard
will come into force, the operator is today already
obliged and well advised to analyze interconnected
medical systems and the medical network for risks and
potential risks (e.g., malware in the network) and to take
preventive measures to increase protection against mal-
ware and reduce the dangers which arise as a result.
Malware in the form of computer viruses and worms

such as the Conficker worm do not spare hospital net-
works and the PCs and medical devices within the
network which have a network connection.

Further Reading• A. Gärtner: Medizinische Netzwerke und vernetz-
te medizinische Systeme, Medizintechn. 2009(6),
213–218 (2009)• DIN EN 60601-1 (VDE 0750-1:2007-07) Medi-
zinische elektrische Geräte – Teil 1: Allgemeine
Festlegungen für die Sicherheit einschließlich der
wesentlichen Leistungsmerkmale (2007)• IEC 60601-1-SER ed1.0 Medical electrical equip-
ment – 2010-04-29 (IEC, Geneva 2010)• DIN EN ISO 14971:2009:10 Medical devices. Ap-
plication of risk management to medical devices
(Medizinprodukte – Anwendung des Risikoman-
agements auf Medizinprodukte) (2009)• E DIN EN 80001-1(VDE 0756-1):2009-10 Appli-
cation of risk management for IT-networks incor-
porating medical devices – Part 1: Roles, respon-
sibilities and activities (IEC 62A/668/CDV:2009);
(German version FprEN 80001-1:2009, Anwen-
dung des Risikomanagements für IT-Netzwerke
mit Medizinprodukten – Teil 1: Aufgaben, Ver-
antwortlichkeiten und Aktivitäten) (Beuth, Berlin
2009)
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Hospital Info59. Hospital Information Systems

Peter Haas, Klaus A. Kuhn

In this chapter, we present an overview of health

information systems with a specific focus on

hospitals. We start by illustrating the different di-

mensions of IT support from basic documentation

tasks to organizational support and medical de-

cisions. Architectural models are described, and

pros and cons of existing options are discussed.

Integration challenges and the role of standards

are presented. Finally, the process of selecting and

implementing a hospital information system is

described in detail.
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59.1 Background

Health care systems in many developed countries are
facing significant challenges. A rise in the average age,
together with an increase in chronic illnesses and thus
increasing costs, losses in insurance premiums, finan-
cial problems caused by the labor market, and the
universal demand for high-quality modern medical care
for all citizens – irrespective of their financial situation –
are resulting in fundamental questions being asked:

• How can a balance be found between the limited
funds available and the demand for health care?• How can medical progress and the latest diagnos-
tic tests and treatments be implemented quickly and
efficiently across the board?

• How can the organization of care services be made
more effective and better coordinated?• Which instruments of health reporting are needed
by government in order to be able to act quickly and
appropriately?

Approaches to these problems include, for example,
case and disease management, managed care, and, as-
sociated with this, improved dovetailing of the different
care sectors such as in-patient and out-patient rehabil-
itative care. Hospitals are especially affected by these
approaches and will need to be involved to a major de-
gree in their implementation, as they are responsible for
a significant proportion of complex treatments and thus
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also contribute essential information to the life-long
treatment process of a patient and his/her continuing
care.

Politicians, health insurers, medical experts, and
also the general public are increasingly aware that these
challenges can only be overcome with the help of health
information technology. The goal is to strengthen in-
tra and interinstitutional cooperation and to integrate
the care sectors. Better access to data and knowledge
is necessary to improve processes and to make deci-
sions. Health information technology will also support
the practice of evidence based medicine, characterized
by Sackett et al. [59.1] as the conscientious, explicit,
and judicious use of current best evidence in making
decisions about the care of individual patients.

Boundaries between hospitals and regional and na-
tional health information networks are beginning to
fade, and hospital information systems (HIS) are be-
coming part of health information networks, leading to
the replacement of the term hospital information sys-
tems by health information systems [59.2]. Likewise,
institutional medical records are being integrated into
interinstitutional electronic health records.

A functioning and effective network only makes
sense, however, if the nodes in this network (i. e. the par-
ticipating operational information systems in the health
care institutions) are available and are suitable for actu-
ally setting up this network and bringing it to life. This
makes it clear that a critical success factor for the fur-
ther development of the health care system is to provide
health care institutions with appropriate institution-

based information systems (operational information
systems such as hospital information systems, medical
surgery systems, emergency services information sys-
tems, etc.) and with staff with the necessary expertise.

The majority of medical information about an in-
dividual is gathered and documented in hospitals. This
applies in particular to those groups mentioned initially,
the chronically ill and those in old age. Essential med-
ical procedures both of a diagnostic and therapeutic
nature – which are significant also in later life and thus
for further care – are performed in hospitals. The in-
formation that finds today its way into the out-patient
sector is generally a brief case summary, often pro-
duced too late, which certainly helps to provide a quick
overview but which is unable to answer detailed ques-
tions transparently.

It is evident that health information networks
are inconceivable without well-designed and well-
functioning hospital information systems, and it can
even be argued that hospital information systems are the
backbone of health information networks. This is also
true since many problems and solutions from the micro-
cosm of the hospital are of relevance in the macrocosm
of the health IT networks. Moreover, with their EDP
departments hospitals can take on the running of active
network nodes for entire subregions.

In conclusion, it can thus far be determined that
hospital information systems are not only a critical suc-
cess factor for the respective hospital management but
also collectively play a significant role in national health
systems.

59.2 Necessity, Objectives, and Benefits of Comprehensive HIS

59.2.1 Necessity

The need to use comprehensive hospital informa-
tion systems (HIS) is the result of four fundamental
aspects:

1. The hospitals are placed under a high level of pres-
sure with regard to their effectiveness and efficiency.
This situation is manifested, among other things, in
the obligations to provide proof and to communicate
data, but also in complex compensation systems,
for example by means of the widely used diagno-
sis related groups. (DRGs). Effective operational
management is still only possible on the basis of
a direct costing with an orientation towards medi-
cal economics and with all the necessary upstream

and downstream components. Detailed information
about individual treatments are necessary for this,
which can only be gathered and used via a HIS that
is used across the board.

2. The translation of medical knowledge – which is
made available faster than previously known by
means of electronic media and the Internet – into
everyday clinical work can barely be achieved with-
out appropriate support in terms of information
technology. Context-sensitive tools are required,
which – ideally used during individual treatment –
provide the physician, in a direct and uncomplicated
form, with relevant accessible information that is
present in the HIS or in corresponding medical
databases or knowledge bases for the particular cur-
rent patient-based problem.
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3. The implementation of guidelines and the organi-
zational coordination and streamlining by means
of clinical pathways cannot be achieved effectively
without corresponding supporting IT functions.

4. It is clear from the statements made at the outset
that hospital information systems play an essential
role in the development of a health information net-
work and in the care of patients as a whole. No
efficient and networked health care system is feasi-
ble without high-performance hospital information
systems.

Against this background, the question of high strate-
gic importance is how hospitals – which ultimately
produce intangible commodities such as health, recov-
ery and relief – handle the most important production
resource for the production of these commodities, in-
formation. A critical success factor for efficient medical
practice – and therefore for quality, efficiency and cost
effectiveness – is the fast and comprehensive avail-
ability of up-to-date information about examinations
and tests. In this respect, the availability of a high-
performance hospital information system for every
hospital is a fundamentally crucial factor for quality,
business success, and competitiveness.

59.2.2 Objectives of Using Information
Technology in Hospitals

The objectives of using IT in hospitals must – as in all
fields of application – always be subordinate to and de-
rived from the business objectives. In this respect, every
hospital must establish these objectives in detail. For an
overview of information management and information
systems architecture, we refer to [59.3–5] and for health
information systems we refer to [59.6, 7].

It is generally accepted that the following strategic
objectives can be specified:

The use of IT in hospitals must:

• Provide extensive support for the work of the man-
agement• Enable optimization of the revenue situation• Create cost and performance transparency• Enable administrative procedures to be rationalized• Contribute towards making medical organization
and decision-making processes effective• Reduce patient throughput times (examinations, op-
erations, in-patient hospital stays, etc.)• Make medical organizational and decision-making
processes transparent

• Ensure continuous quality monitoring and improve-
ment• Enable information to be provided to patients, staff,
and the general public• Improve coordination/cooperation with internal and
external partners• Provide an electronic medical record.

Fundamental operational objectives – which follow
these strategic objectives – are:

• Safeguarding of the current modes of payment and
obligations to provide proof, improve liquidity →
revenue transparency• Introduction of (extended) basic documentation,
uniform coding software: → transparency of pa-
tient case mix• Operational systems in materials management, per-
sonnel management, technology, catering, etc. →
cost transparency• Comprehensive optimum activity recording → per-
formance transparency, operational transparency• Enable direct costing/activity-based costing →
transparency in the use of resources (personnel,
equipment, etc. for case groups)• Medical organizational and documentation systems
for specialist departments → organizational trans-
parency, transparency of documentation• Documentation of treatment processes, their out-
comes, and their adherence to guidelines → trans-
parency of health care processes needed for the
improvement of quality• The Intranet/Internet as an information medium for
the different target groups → transparency of the
hospital (e.g. for employees, patients, and the gen-
eral public).

59.2.3 Potential Benefits

The potential benefits of data processing in hospitals are
wide-ranging. If we draw the analogy that a hospital
information system represents the brain (in this sense
the memory) and nervous system (information trans-
mission, control, monitoring, status information) of the
hospital, then the enormous significance and the poten-
tial benefit of a HIS become clear.

A hospital information system:

• Enables an overall view of patient treatment• Contributes towards integrating the different profes-
sional groups
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• Relieves the medical personnel from having to du-
plicate work and from administrative overhead• Enables quick access to documentation of earlier
treatment• Enables quick access to current medical knowledge• Enables better coordination and reconciliation, e.g.
using a scheduling module, and thus prompt control
and regulation of the operational processes• Enables continuous quality monitoring• Contributes towards an increase in the quality of
treatment• Helps to avoid unnecessary examinations and tests• Provides information about the costs accrued and
their origin• Creates operational transparency• Helps to save costs• Contributes towards patient satisfaction• Increases the attractiveness of the hospital to refer-
ring doctors, patients and the general public

• Gives a competitive advantage as a result of having
a suitable range of services and a faster response to
market changes• Creates a database for research in the field of clinical
epidemiology, but also for health economics.

It has been shown that information technology can
reduce the rate of errors by preventing errors and ad-
verse events, by facilitating a more rapid response after
an adverse event has occurred, and by tracking and pro-
viding feedback about adverse events [59.8].

However, information processing – with its nature
of being an interdisciplinary technology – only provides
these benefits if implemented in a balanced and coordi-
nated manner in all operational areas, and this, therefore,
requires a complete operational IT strategy. In situations
where there are limited finances, strategically controlled
and coordinated gradual expansion of the HIS in a hos-
pital, therefore, becomes particularly important.

59.3 Dimensions of IT Support

The aforementioned objectives and potential benefits
can by and large only be achieved if – irrespective of
the degree of distribution and the integrated component
systems – all aspects of IT support in the hospital are
taken into consideration within the hospital information
system. Major dimensions of the support provided by
IT systems in hospitals are as follows.

59.3.1 Data Processing Support

Support of the processing of data, in the sense of
performing complex calculations, transformations, and
data conversions. For example, ascertaining the bil-
lable DRG (diagnosis related group) from available
documented clinical case details. A more clinically
orientated example is the calculation of dosages, for
example of infusion rates. Monitoring systems also ul-
timately fall into this category.

59.3.2 Documentation Support

Support of documentation by providing the relevant
electronic forms and text systems in order to create
documents and archiving them in electronic folders. In
the area of documentation relevant for billing relating
to diagnoses and procedures, more complex IT mod-
ules with thesaurus functions and checks are also used.
If terminologies enabling detailed descriptions – such

as SNOMED – are not used, documentation support is
limited. This limitation also affects decision support,
e.g. when reminders can or cannot be generated from
collected data. Semantic interoperability between infor-
mation systems is likewise made more difficult.

59.3.3 Organizational Support

This includes support of organizational tasks and re-
source allocation planning (appointment schedules in
diagnostic departments, bed management in wards),
with process handling using a workflow manage-
ment system, and support of treatment using clinical
pathways.

59.3.4 Communication Support

This includes support of the internal communication
in the form of communication of results, and also
support of handover/shift changes, increasingly also
communication with external partners. Communication
support is closely linked to efficient documentation sup-
port and also to improved access to information. The
integration of results and diagnoses in doctors’ let-
ters can, therefore, speed up the process of generating
medical reports and improve the important communi-
cation between the in-patient and out-patient sectors.
The communication of referrals is increasingly gaining
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Table 59.1 Dimensions of IT support and examples of HIS functions

Dimension Example

Data processing support – Determining the billable DRG
– Determining case-based process costs
– Calculating profit margins
– Calculating diagnosis-group related cost distributions
– (Continually) calculating essential basic statistical measures, such as average length of stay, capacity

utilization, etc.
– Generating statistics and evidence (required by law)

Documentation support – Billing-orientated documentation of diagnoses and procedures
– Clinical diagnosis documentation
– Documentation of procedures performed along with the corresponding results, e.g., the documen-

tation relating to surgery, anaesthesia, test results and much more
– Documentation of symptoms
– Documentation of important incidents and events
– Documentation of medication
– Doctors’ reports, documentation of case summaries integrated in an electronic medical record

Organizational support – Appointment schedules/resource allocation planning in out-patient clinics and hospital departments
– Bed management on wards
– Workflow management to support the execution of examinations and generation of documents/

results
– Use of clinical pathways and standards of care for treatment
– Monitoring of the completeness and promptness of billing documentation

Communication support – Associated operational communication in the form of a service request or results confirmation
(service communication, order entry/result reporting)

– Transmission of case data to health insurers
– Forwarding of discharge letters to the referring doctors
– Internal operational email communication

Decision support – Context-sensitive access to fact and knowledge bases
– Clinical reminders and warnings, e.g., during order entry
– Context-sensitive monitoring of test results

in importance in hospitals. When issuing referrals, re-
minders and warnings can be generated by checking the
data.

59.3.5 Decision Support

This includes support of decision-making processes
by means of operational knowledge management for

context-sensitive provision of current knowledge (e.g.
access to guidelines) based on given facts (e.g. alerts in
case of drug interactions, etc.). Reminders and warnings
are highly relevant tools for decision support [59.8, 9].

The most important functions of HIS with respect
to these dimensions of support in hospitals are shown
in Table 59.1. Examples of successful HIS implementa-
tions can be found in [59.10–12].

59.4 Case Study

The intention here is to illustrate, with reference to an
example of a short, fictional course of treatment in the
first two days of a patient’s hospital stay – and thus of
an in-patient case – the fundamental aspects of support
provided by HIS in terms of hospital management.

Mrs Maier – an elderly lady – is to receive an ar-
tificial hip. A date has been agreed with Mrs Maier
and her GP for her to be admitted to hospital on 21
February 2011. The IT support for the organization of
this starts even before the effective hospital stay, due

to anticipatory bed management and resource allocation
planning – in the case study, a bed has therefore already
been booked for Mrs Maier for the expected length of
stay of 9 days.

If Mrs Maier then appears at the admission desk on
the planned admission date, after briefly supplementing
the information already present through central admis-
sions – where the additional details necessary for billing
can be found – she can then go directly to the ward,
where a bed will already have been allocated to her, both
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drag-and-drop

Fig. 59.1 Ward overview, including
bed occupancy

in reality and also within the hospital information sys-
tem (Fig. 59.1) via drag and drop. The corresponding
functions with a graphical overview of bed occupancy
are today realized in practically all HISs. Furthermore,
double-clicking on the bed, demographic data, the pa-
tient’s next of kin, the key caregivers, and staff also
currently dealing with the patient, as well as already
known critical information, are now added on the ward
(Fig. 59.2).

In order to further support the treatment process,
many hospitals are working on the introduction of clini-
cal pathways, which determine – on a diagnosis-specific
and treatment-specific basis – which procedures should
be carried out in the time scale. In our case study, the
corresponding pathway for a total hip replacement is
as accessed for process initialization and uploaded into
the patient’s patient record. In this electronic patient
record, after the allocation of the bed all the necessary
procedures that are to be performed are therefore al-
ready entered automatically over time (Fig. 59.3). The
fact that these are still undone – i. e., yet to be com-
pleted – can be seen by the status abbreviation (“r” for
requested, “pl” for planned, “a” for appointment). For
all special procedures in the HIS parameterization it is
defined as to which types of documents/information ob-
jects (form, image, video, audio note, or report) should
be recorded over all, when this procedure is finally
performed. So the view of treatment process not only
shows the past and future procedures over time, but also
the information objects and their state (white = object
still not recorded; red = object recorded, but not ac-
cessible for others than the author; green = object is
entered and can be viewed by authorized users), so ev-

ery user gets an overview about state of procedures and
state of information objects that have to be recorded.
With a double-click on a green = existing information
object, authorized users can take a look inside the ob-
ject in a simple way. Admission to the ward is likewise
already documented, and direct access to the admission
data and the referral form for authorized users is possi-
ble via the “green form” icon in first row of the line with
the procedure patient admission.

In the next step, the physician on duty now performs
the medical history check and the clinical examina-
tion and documents the results electronically. During
or after the completion of this procedure, he com-
pletes the diagnosis documentation (Fig. 59.4), which
is also important for the later DRG billing and elec-
tronic transfer of billing data to the health insurance
fund. Because Mrs Maier is also complaining of dif-
ficulty breathing, the doctor uses the electronic order
function (Fig. 59.5) to order an additional chest x-ray,
additionally to the clinical pathway. On the same after-
noon, in addition to the other planned procedures in the
laboratory and in the x-ray department, a corresponding
chest x-ray will, therefore, also be performed. The pro-
cessing in the x-ray department is done using electronic
job lists, which show the planned examinations for each
x-ray workstation and which are then used for activity
recording. Performance data, x-ray images are, there-
fore, available on the ward straight after the examination
has taken place and, shortly afterwards, the electronic
results i. e., the radiologist’s report, are also available.

The next morning, the electronic medical record
appears as shown in Fig. 59.6. All of the planned proce-
dures of the previous day have been carried out (status
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Fig. 59.2 Demographic data, the pa-
tient’s next of kin, the key caregivers
and staff currently dealing with the
patient, as well as already known
critical information added on the ward

Fig. 59.3 Electronic patient record.
After the allocation of the bed all
necessary procedures to be performed
are entered automatically over time

Fig. 59.4 Electronic patient record.
Diagnosis documentation
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Fig. 59.5 Using the electronic or-
der function to order an additional
chest x-ray, additionally to the clinical
pathway

“ar” = activity recorded or “rw” = report written),
and the reports and forms can now be viewed directly
via a double-click on the green icons (in the figures
shown in gray). As also becomes clear from the process-
orientated electronic patient record, on the previous
day the OT administrator scheduled the operation for
11 o’clock (“a” = appointment given). It is also evident
that, in addition to the pathway procedures included,
a chest x-ray was carried out at 12:38 on the previous
day.

A further account of the course of treatment and the
activity-based control thereof and detailed documenta-
tion by means of the HIS should be dispensed with at
this point. Overall, it has become clear that process doc-
umentation is generated within a short space of time to
accompany the treatment using a modern HIS, and this
process documentation creates a high level of organi-
zational transparency and transparency of documenta-
tion – everybody involved in the treatment process has
access to the important information necessary for com-
pleting his or her task and is informed in real time of
the status of the course of treatment. It is also impor-
tant that, at the end of the in-patient treatment, all of the
information is included in the case summary – the sum-
marizing assessment – and that the details for this can be
(semi)automatically taken from the electronic medical
record. This is used both to promptly send the discharge

letter – potentially also in electronic form to the refer-
ring doctor – and to electronically transfer the billing
information to the health insurance fund within a short
space of time. For internal purposes, activity-based
costing can also be carried out on the basis of the course
of treatment stored in the HIS, and this activity-based
costing can be used to determine the cost amounts for
individual patients and diagnosis related patient groups.

On the whole, the example shows how an HIS
makes the processes in hospitals more effective by
supporting data processing, documentation, organiza-
tion, and communication and significantly increases the
clinical and administrative transparency for all those in-
volved. Time-consuming telephone calls such as “Has
Mrs Maier already been x-rayed? Where is the OT re-
port, has it been written yet? Which services can be
billed for?” are, therefore, just as much a thing of the
past as the lack of economic transparency in hospital
activities. HIS, therefore, supports all of the operational
matters on a functional level and also supports the eco-
nomic processes and the decisions on a management
level. An important extension would be the transfer of
de-identified data into a data warehouse.

We want to note that structured documentation of
medication is needed if warnings or reminders are to
be generated in the case of drug–drug interactions or
contraindications. There are European countries, how-
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Fig. 59.6 Completed medical record
1st day of stay. All of the planned
procedures have been carried out (sta-
tus “ar” = activity recorded or “rw”
= report written), and the reports and
forms can now be viewed directly via
double-click on the marked icons

ever, where such a structured documentation is not
in widespread use. Likewise, the implementation of

decision support tools varies significantly between Eu-
ropean countries.

59.5 Architecture and Components of HIS

59.5.1 Logical Architecture Model

Architecture models act as a reference system and thus
provide a general basis for discussion and understand-
ing for all those involved in a design and discussion
process. Essentially, a distinction must be made be-
tween models from the view of the user (owner’s
representation) and from the view of the computer sci-
entist (designer’s representation). Figure 59.7 shows
a logical architecture model of a hospital information
system – i. e. not orientated towards technical networks,
protocols and computer levels, but orientated instead
towards organizational units and specific application so-
lutions and thus towards the view of the user (owner’s
representation).

The following component information systems can
be identified.

The Administrative Information System

All the applications for administration and logistics
are subsumed under this subsystem. If this also pre-
viously always included the patient data management
system, then it becomes increasingly clear against
the background of the new billing legislation that
this should be regarded as an independent compo-
nent, since it includes functions that are vital for
all other information systems – even the medical
ones.

The Patient Data Management System

This includes all of the functions for the management
of patient data that are necessary for accounting and
for meeting the legal obligations to provide proof. This
includes the relevant and basic functions for the ad-
mission, discharge, and transfer of patients (ADT).
Due to the current development in the legal context
and the associated obligations to provide proof, the
volume of previously simple administrative data has
been expanded significantly with medical information
(diagnoses, explanations, categories of care, diagnos-
tic/therapeutic procedures). In this hybrid function – i. e.
containing administrative data but also important med-
ical data – the patient data management system is
of particular importance. A bed management planning
module can also be subsumed under this subsystem.

The Medical Information System

The medical information system includes all of the
applications/information systems to support the docu-
mentation and organization of medical organizational
units. On account of the various different orientations
and the necessary specific functions of the individual
modules for each application area, the medical infor-
mation system itself can be subdivided into:

• Specialist department systems – e.g., surgical infor-
mation systems, anaesthesia information systems,
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Electronic
central archive

Medical services
communication system

Outpatient clinic
information system

Nursing
information system

Medical information system

Administrative information system

Patient data
management system

Medical department systems
•  Surgery
•  Internal medicine
•  Gynecology/obstetrics
•  Ophthalmology
•  Anesthesiology
•  ENT
   .......

Administration
•  Accounting
•  Cost accounting
•  Human resources
•  Controlling
   .......

Logistics
•  Materials management
•  Technical equipment and
 installation/maintenance
•  Pharmacy
•  Kitchen
   .......

•  Admission
•  Transfer
•  Discharge
•  Billing

Ancillary systems
•  Laboratories
•  Surgery/operating theater
•  Radiology
•  Nuclear medicine
•  Pathology
•  ECG, EEG, sonography
•  Physical therapy
   .......

Communication
system

Fig. 59.7 Logical architecture model of a HIS

gynaecological information systems, etc., support
the documentation of specialist medical informa-
tion and also the other more subordinate purposes
of documentation, such as quality management,
obligations to provide evidence, billing, etc., in
a specialized way within the specialist depart-
ment. In addition to supporting documentation,
these information systems support the medical
decision-making process not only by quickly mak-
ing available the most recent results by means of the
service communication system, but by also allowing
access to knowledge bases and electronic textbooks
linked to the HIS. By means of a treatment planning
module, they allow problem-based or diagnosis-
based standards of care for treatment to be stored
on a department-specific basis and used as a basis
for planning in the case of specific treatments.• Systems for the support of out-patient clinics –
Tasks requiring specific support in out-patient clin-
ics can be considered in particular to be the effective
support of scheduling and appointment manage-

ment, the effective support of out-patient treatment
processes in terms of an interdisciplinary workflow,
and also the documentation of specific services and
out-patient billing, which is particularly sophisti-
cated and complex in Germany.• Diagnostic department information systems, sys-
tems in ancillary departments such as laboratory
information systems, radiology information sys-
tems, pathology systems, operative documentation
systems, etc., provide integrated specialist support
for organization, documentation, and communica-
tion for specific diagnostic departments (function-
testing departments). In addition to the very specific
documentation and special workflows, whose effec-
tive execution increases throughput, special medical
technology components are also incorporated here
such as the online connection of laboratory analy-
sis equipment to the laboratory information system
or of the imaging modalities to the radiology in-
formation system, etc. As in out-patient clinics,
diagnostic departments in which patients are ex-
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amined directly also require effective appointment
management.• The clinical information system to access and man-
age clinical data and to communicate with other
systems. This central module manages documents
such as discharge letters and coded diagnoses and
procedures. It collects reports and results from
ancillary systems, communicates with the ADT sys-
tem, and requests services from other systems. It
is often based on a central repository. It provides
the typical order entry/result reporting functionality.
An order entry module replaces the traditional re-
quest form with online requests on the monitor and
enables orders to be booked in directly on systems
of ancillary departments. The individual placing the
request has the option of accessing the status of
his order at any time and receives the test result
quickly in electronic form at the earliest possible
moment.• Nursing information system to support the planning
of nursing care, nursing records including making
graphs, and nursing quality management.

Ideally, a complete electronic patient record – that is
to say a paperless digital collection of all treatment doc-
uments – will be possible as a result of the interaction
between these various medical information systems and
their components. Often, however, electronic data and
paper documents coexist. Digital archives with scanned
paper documents are about to change this situation.

The Communications System

From the point of view of the user, this is understood
as being the service communication system described
above. On a technical level and on the basis of the topol-
ogy model in Fig. 59.7, however, the communications
system is to be understood as an information processor
to link, by means of software technology, a wide range
of different application systems in order to enable data
communication between these application systems (e.g.
between specialist department systems and laboratory
and radiology systems, etc.). Technically, this compo-
nent is mostly based on asynchronous messaging with
an interface engine or integration engine. Service ar-
chitectures are beginning to be used more often (e.g.
enterprise service bus).

Interdisciplinary Applications

This includes applications that are of interest for many
departments/users, such as report writing and admin-
istration, diagnosis coding, knowledge servers with

various databases such as the Red List, Medline, etc.,
office communication, spreadsheets, etc.; in the broad-
est sense, a nursing records system and a scheduling
module are also interdisciplinary in character.

59.5.2 Implementation Alternative:
Holistic Versus Heterogeneous

Besides the logical architecture, another important
feature of hospital-wide information systems is the
implementation in terms of software and hardware
technology and the potential – which may also be deter-
mined along with the implementation – to distribute the
solution between different components of the hardware
infrastructure [59.2, 6, 7].

Holistic Information System

The software for all the system components to be found
in the logical architecture model comes from one man-
ufacturer and is based on a data model with an overall
concept, meaning that the entire HIS is conceptually
holistic, while the software can also be segmented in
a modularized manner into components that can be op-
erated individually in order to enable it to be better
maintained and distributed (Fig. 59.8).

Heterogeneous or Best-of-Breed

Information System

The software for the components listed in the logical
architecture model comes from various different man-
ufacturers who all work with their own data models
and data storage. Communication and data synchro-
nization between these systems is carried out using

Central database,
one conceptual

model

Archive
management

Laboratory
system

Kitchen
system

OT documentation
systemPatient data

management system

RIS/PACS

Cardiology
system

Fig. 59.8 Example of a holistic HIS
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Local
database

Local
database

Local
database

Local
database

Local
database

Clinical
repository

Local
database

Local
database

Archive
management

Laboratory
system

RIS/PACS

Kitchen
system

OT documentation
system

Exchange of messages

Cardiology
system

Patient data
management system

Integration
engine

Fig. 59.9 Example of a heteroge-
neous HIS

Table 59.2 Advantages and disadvantages of the two approaches of a holistic and heterogeneous information system

Holistic = all applications from a single manufacturer Best-of-breed = applications from different manufacturers

+ If necessary, one conceptual model − Various conceptual models

+ One vendor, one contracting party − Interface problems

+ Less maintenance required − Various user interfaces

+ Consistent user interface − Various data storage systems

+ No duplicated data storage − High level of maintenance required

− Few single medical functions
− Dependent on one manufacturer

+ High level of adaptation of the individual systems to the
terminology, semantics, and workflow of the field of use

appropriate linking software, e.g., an interface engine or
integration engine (Fig. 59.9). This approach is known
as best-of-breed. Data from different systems are usu-
ally replicated in a common physical repository. The use
of virtual repositories, i. e., of federated approaches is
a less common alternative. Service oriented architecture
(SOA) will play an important role in the future.

Selection of the technical specifications of the HIS
determines in particular the necessary effort in terms of
maintenance; the more inhomogeneous a system is, the
more maintenance work is required.

Both the holistic and the best-of-breed approaches
to the problem have advantages and disadvantages,
which are the reverse of one another. Table 59.2 shows
a comparison.

In accordance with the complex and diverse nature
of hospital information systems, various different types
of suppliers have developed, who for the most part can
be divided into the following three categories:

1. Holistic vendors, who provide a full spectrum of
solutions (e.g. a clinical information system, RIS,
PACS, nursing information system, etc.) in a single,
integrated system. In principle, it is not necessary to
integrate further systems from other manufacturers.
These solutions are generally very broad in scope
but sometimes go into little depth in the specific
functions. Attempts are increasingly being made to
implement individualization using form generators
for medical data entry and management. The basic
marketing point here is the integrated solution – re-
ferred to as holistic HIS in Fig. 59.8.
Behind the scenes it may become clear that many
overall solutions do not consist of holistic software
with a uniform underlying company data model,
but are assembled from systems bought from differ-
ent makers who communicate with one another via
coupling mechanisms. Thus, the similarity to a het-
erogeneous approach may be higher than expected.
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2. Holistic vendors who often offer a comprehensive
administrative system (ERP), sometimes connected
to a central clinical repository. Contrary to 1, they
do not cover the full functional spectrum, and,
therefore, connect any desired medical subsystems
thereto in a more or less complex manner (leading
to a heterogeneous HIS (Fig. 59.9).
The shared contents such as patient data, test re-
sults, etc., must be held in multiple locations and
synchronized by exchanging data records (known
as communication records) between the systems in-
volved, which is often done using a communications
server.

3. Specialist suppliers, who may be called niche
vendors, who – usually – provide highly com-
petent and self-contained solutions for subareas
(laboratory, radiology, hygiene, etc.) and can be in-
tegrated into heterogeneous HISs by means of data
communication.

Practice has shown that the larger a hospital, the
less the use of a holistic information system is able
to meet the demands. This can be illustrated using an
example. Whereas in a 200-bed hospital the radiology
department has 2 x-ray machines and this diagnostic
department can be supported using the interdisciplinary
service communication module of the holistic HIS, a ra-
diology department in a 1200-bed hospital has 16 x-ray
machines and further test machines, and has a complex
organization. In this case, the IT support is expediently
provided using a special radiology information system
with a connected picture archiving system (PACS) and
an online link to the individual imaging modalities.

59.5.3 Integration Aspects
of Heterogeneous HIS

With a heterogeneous approach, communication be-
tween the systems is often carried out by exchanging
messages. The individual systems integrated into the
HIS must, therefore, have the following functionalities:

• An import module for receiving data records• An export module for transmitting data records• Suitable internal database structures for storing the
received data (often one central repository is used)• Dedicated functions (programs) for displaying/pro-
cessing the data received from other systems.

The resulting situation is complex, as many systems
have to communicate with many other systems. There-
fore, an interface engine or integration engine is often

used, which assumes the coordination and processing of
communication between the various systems and also
has the function of converting messages from a trans-
mitting system into a format that can be processed by
the receiving system.

On account of the complexity of the process of
coupling heterogeneous systems in medicine and on ac-
count of the need for a solution of this kind in virtually
all health care systems, development of the communi-
cation standard HL7 (health level seven) began in the
1980s. This communication standard includes a stan-
dardization of message types, i. e., a definition of syntax
and semantics for the data records to be transmitted. If
medical systems support this standard (both for import
and export), they can then be coupled with one another
with reduced effort and reduced costs. Figure 59.10
shows an example of the composition of a message type.

The current HL7 version is 3 [59.13]. It uses
XML and has introduced the reference information
model (RIM) and the clinical document architecture
(CDA) [59.14]. The CDA Release 2.0 provides an ex-
change model for clinical documents (such as discharge
summaries).

Because of these efforts it is conceivable that,
against the background of international standards, the

ADT ADT message Chapter

MSH
EVN
PID
 [PD1]
[{NK1}]
PV1
[PV2]
[{DB1}]
[{OBX}]
[{AL1}]
[{DG1}]
[DRG]
      [{PR1
          [{ROL}]
      }]
[{GT1}]
[
  {IN1
  [IN2]
  [IN3]
  }
]
[ACC]
[UB1]
[UB2]

Message header
Event type
Patient identification
Additional demographics
Next of kin/associated parties
Patient visit
Patient visit – additional info.
Disability information
Observation/result
Allergy information
Diagnosis information
Diagnosis related group
Procedures
Role

Guarantor

Insurance
Insurance additional info.
Insurance add'l info – cert.

Accident information
Universal bill information
Universal bill 92 information

2
3
3
3
3
3
3
3
7
3
6
6
6
12

6

6
6
6

6
6

Fig. 59.10 Example of the HL7 message type, ADT message
(admission-discharge-transfer)
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integration of medical application systems from differ-
ent manufacturers will become increasingly easy, even
if this cannot compensate for the fact that a central entity

within the HIS is necessary for the management, and
above all for the long-term archiving, of the electronic
medical records.

59.6 Current Trends and Prospects

As the preceding illustrations have shown, hospital in-
formation systems are now comprehensive operational
information systems for hospitals that support all as-
pects of the operational, tactical, and strategic dealings
in hospital management. It is particularly important that
the functionalities are adapted to a given degree and fur-
ther developed in accordance with the changing general
set-up of hospitals. This is accompanied by changes in
the technical basis. We already have seen a development
from 2-tier to 3-tier and n-tier client server implemen-
tations, and we see a development of the middleware
layer with increasing use of SOA.

From the application perspective, we foresee chan-
ges in:

• Medical documentation• Integration of medical technology• Networking with external institutions• Support for patient safety• Decision support for doctors• Integration of genetic data.

59.6.1 Medical Documentation

Medical documentation has become more fine-grained
and process oriented, and it will become more and more
paperless.

Order entry and result communication have been
implemented in many hospitals, and this functionality
will be developed further. The documentation of spe-
cialist departments has taken center stage as part of
the drive towards a paperless hospital. This documenta-
tion for the specialist departments differs considerably
between the different departments and must, there-
fore, be edited on the basis of the existing forms and
converted into an electronic format. Interdisciplinary
collaboration will be a focus, such as the interdisci-
plinary documentation of tumors. The implementation
of fine-grained follow-up documentation is generally
carried out by means of a tool – usually a forms
generator – supplied by the manufacturer of the hos-
pital information system, which enables the hospitals
to implement specific documentation functions be-

yond the standard range of functions of the system
supplied.

Standard terminologies are still a central challenge,
and it is difficult to predict if more countries will intro-
duce standards like SNOMED.

A relevant development towards paperless hospi-
tals is electronic archiving. Paper-based archives will be
replaced by electronic systems, comprising documents
generated by computers or scanned paper records.

59.6.2 Integration of Medical Technology

The development of comprehensive paperless docu-
mentation encourages the demand for integration of in-
formation that is actually acquired by means of medical
technology systems. Whereas, in the field of radiol-
ogy for example, this development is largely complete
as a result of the integration of modalities with PACS
and radiology information systems, there are a large
number of medical technology devices – such as ECG
machines, EEG machines, pulmonary function testing
devices, cardiac catheter measuring stations, and many
more – which for the most part these days likewise
record, process, and store information in digital form,
but which are simply still not equipped to be interoper-
able such that they can communicate with other systems
without any problems via standard interfaces. Consider-
able individual developments are still in part necessary
here, but a convergence between medical technology
and information technology has begun. With this inte-
gration, it is conceivable that the discontinuity between
media that exists today and the distributed storage of
patient medical information will increasingly be a thing
of the past and that a paperless, integrated, electronic
patient record, including data and documents from med-
ical technology devices, will become available centrally
in the hospital information system.

59.6.3 Health Information Networks

Hospital information systems have in the past largely
been focused on assisting all aspects of the dimensions
of support within a hospital which were mentioned at
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the beginning of this chapter. However, the ever more
intensive integration of the care sectors and the accom-
panying need for effective cooperation and coordination
between hospitals, referring doctors, medical care cen-
ters, nursing facilities, and out-patient care services also
results in a considerable requirement for electronic net-
working between the individual information systems of
these different care providers.

In many countries, regional and national health in-
formation networks have been built or are about to be
built. International standards on the terminology level
(SNOMED, ICD) and on the level of structure and com-
munication (HL7, DICOM, IHE) are of relevance in
these efforts [59.6, 15].

Many hospitals have, together with their HIS-
vendors, tried and pursued methods of setting up
information technology networks with other institu-
tions. So-called hospital portals are used to give
referring physicians the option to access, via a secure
Internet connection, selected, specially provided medi-
cal information concerning the patients referred by them
and to not only view this information – usually informa-
tion in the form of documents, such as reports, results
and discharge summaries – but also to download this
information onto their local information system at the
doctor’s practice and to manually integrate it into their
electronic index. This is done on the basis of a so-
phisticated access rights system, so that every referring
physician only has access to the information relating
to his patients and also only with the consent of every
patient.

These portals have the disadvantage, however, that
doctors in private practice who cooperate with mul-
tiple hospitals may have to use portals that operate
differently. As a result of this development, it there-
fore seems advisable that automated communication
of such information be implemented on the basis of
transparent interoperability between hospital informa-
tion systems and systems in doctors’ practices. First
specifications for electronic doctors’ letters and projects
for the exchange of such electronic doctors’ letters have
since been initiated. As part of two relatively large co-
operative German project initiatives (eFA, electronic
case record and EPA 2015, electronic patient record),
current standards for technical and semantic interoper-
ability between hospital information systems and other
information systems of care providers are being de-
veloped with a physically or purely logically central
patient record infrastructure. The aim is for all care
providers to be able to upload any important docu-
ments generated as part of a patient’s care and also

detailed information, such as diagnoses, symptoms, and
procedures, into a cross-institution electronic patient
record such as this without any great difficulty, and thus
to generate cross-institution transparency in the treat-
ment process and the patients’ specific situation, which
will provide every member of staff involved in the
patient’s medical care with the important information
in an effective and complete way. The informational
self-determination of the patient and also the best con-
ceivable security mechanisms must also be taken into
consideration here.

For collaboration with the external systems, the hos-
pital information systems require, on the one hand, an
interoperability module that undertakes the technical
communication with the external systems and health in-
formation network components and, on the other hand,
require an extension of the internal function of inte-
grated electronic mail inboxes and outboxes, by means
of which users can access received documents and in-
formation and manually or automatically file them in
the corresponding internal electronic patient records.
Furthermore, it needs to be clear in the patient doc-
umentation which documents and information are of
external origin or have been sent externally.

59.6.4 Decision Support
for Health Care Professionals

Since the hospital information systems contain an in-
creasing amount of clinical data, this clinical data
provides the informational basis for decision support
that has to be combined with knowledge, which may
be represented in guidelines and pathways. A highly
relevant example is the safety of drug therapy. If pre-
scriptions and medication are documented in the HIS,
then stored information can be used as the basis for
checking interactions, and in the case of prescriptions
contraindications can be checked and referred to on the
basis of the documented diagnoses and other medical
data. If the documentation is based on vocabularies and
ontologies, advanced support can also be provided. It
is then possible, for example, to specify possible treat-
ment methods for certain diagnoses or to point towards
the existence of clinical pathways or guidelines.

It has been shown that health information tech-
nology can reduce medical errors [59.8]. A review of
medication-related clinical decision support in order en-
try systems has been provided in [59.16]. An example
of a pragmatic approach to implementing best prac-
tices for clinical decision support systems can be found
in [59.17].
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Health information systems need, however, to be
designed or implemented properly, as they may also in-
duce medical errors [59.18]. We expect a growing focus
on system design aspects [59.19].

59.6.5 Support for Patient Safety

Development in the health care system and in particular
in hospitals has allowed productivity to increase more
and more for doctors, too. There is often only a little
time for communication about the patients when there
is a change of shift, etc. More than ever, doctors are
reliant on receiving optimum support in their patient-
related collaboration through the hospital information
system. On the whole, it is about maintaining and in-
creasing patient safety within the framework of hospital
treatments.

Patient safety means that a patient does not come to
any harm during treatment and is not exposed to any po-
tential health risks. Patient safety is taken very seriously
worldwide. Reports on medical errors have occurred
since 1991, leading to a better understanding of causes
and the role of information technology in error reduc-
tion [59.8, 9, 20–22]. It can be assumed that, with the
increasing penetration of IT into the medical areas of
hospitals, the demand for patient safety to be supported
by (pro)active, intelligent mechanisms in the HIS will
also become ever more intense.

Risk management, together with incident reporting,
will be of growing importance [59.23]. Various different
facets and aspects can be presented here, such as:

• Structured risk assessment and presentation, and
also constant and context-sensitive reference to
existing risks for prescriptions and planning of pro-
cedures

• Documentation overview to give a brief patient-
based overview of all the important and new
information• Support when performing procedures or when re-
sponding to unplanned incidents by displaying
check lists• Integrated messaging system, including active mes-
saging using the HIS to send messages to the doctor
on duty or the assigned doctor when new results ar-
rive, if desired, depending on the type of results and
with the ability to set different parameters depend-
ing on the patient• Support with medication, right up to intelligent
functions such as alternative medical treatment sites
(AMTS), etc.• Computer integrated radiology system (CIRS)• Generation of clear transition reports.

59.6.6 Genomic Data

Health information technology plays an increasing role
in translational medicine, which aims at transferring
knowledge and techniques from basic research (from
bench) to the development of new treatments (to bed-
side) [59.24]. One of the most significant developments
will be the use of genetic and genomic data in clinical
practice. This means that substantial security measures
must be implemented and ethical considerations must
be made in relation to the use of supporting information
systems, because genetic data and dispositions concern
not only the patient but also his/her relatives. The in-
creasing use of genetic testing and the identification and
use of biomarkers will open a completely new dimen-
sion for medical documentation, which requires special
privacy protection and thus special protective mecha-
nisms within hospital information systems.

59.7 Selection and Implementation of HIS

59.7.1 Preliminary Remarks

The implementation of information systems in the
clinical areas of a hospital results in highly complex
and sensitive operational sociotechnical systems, whose
functionality only achieves the desired operational and
strategic results if, once the system is implemented, all
those involved find themselves in a working situation
that is at the least consistent but preferably improved.
It is, therefore, very important that, when preparing, se-

lecting and implementing clinical information systems,
the various design dimensions of operational informa-
tion systems – such as the organizational structure,
process organization, documentation, technical infra-
structure, and user acceptance, etc. – are taken into
consideration at an early stage.

The greater the extent to which an information sys-
tem is implemented in human spheres of activity, the
more all of these dimensions of design need to be taken
into consideration. No procurement processes should,
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therefore, be entered into and no implementation of in-
formation systems should be carried out without precise
knowledge of the given macroscopic and microscopic
organization, without reflecting the aims of an informa-
tion system in the aims and tasks of an organization and
without any knowledge and consideration of users and
the people affected.

The selection of a hospital information system must
be conceived as a distinct project. Only in this way is
it guaranteed that a reliable and safe decision will be
reached. For this purpose, up to 10% of the total in-
vestment volume must be used to finance the selection
process.

In order to be able to methodically come to a re-
liable purchase or development decision based on the
particular requirements and the current state-of-the-
art technology, the following phases must be gone
through:

• Preparation phase (general and project-specific pre-
liminary work)• Project planning• System analysis• Drawing up an invitation to tender• Selection• Drafting a contract• Acceptance and implementation• Early operating phase.

These phases are necessary both for relatively
large projects for the implementation of entire hospi-
tal information systems and also for smaller projects,
e.g., the implementation of department information
systems such as radiology or laboratory information
systems.

Important milestones in the narrower sense are the
completion of the system analysis, sending out the invi-
tation to tender, conclusion of the contract, and putting
the system into operation.

Those activities and circumstances whose imple-
mentation are seen as critical success factors in the
overall process – and omission of which jeopardizes the
success of DP projects or results in less than perfect
solutions – are listed below in the form of check lists.

59.7.2 Project Phases and Critical Factors

Preparation Phase

A DP project generally begins with initiation of this
project: recognized weak points should be remedied,
statutory changes necessitate the use of data process-
ing, resources for increasing effectiveness should be

used, an outdated system can no longer continue to be
operated, etc.

The aims drawn up here are often too short-term
if the selection and use of a system is only orientated
towards this initial motive, and the chance to remodel
the operational organization with appropriate informa-
tion technology is squandered! In contrast, the use of
information technology should be geared towards the
operational aims – on both an organization-wide and
departmental level.

It is generally assumed that guidelines for the use
and procurement of DP processes already exist within
the hospital. If this is not the case, these guidelines
should be defined immediately. In addition to technical
standards and stipulations, they can also include speci-
fications with respect to operating and ergonomics.

Important activities in this phase are, therefore:

• If necessary, define/amend business objectives• Fix the objectives for the use of IT (derived from the
business objectives)• If necessary, define/amend DP guidelines• If necessary, use the DP guidelines as a basis for
general standards and stipulations• Broadly define the project idea and project objec-
tive.

Whilst, with the exception of the last activity, these
involve general guidelines and standards that ideally are
already defined, the last stage that is necessary is to at
least describe the specifically planned project and the
initial reasons behind it.

Project Planning

Project planning involves laying all the necessary foun-
dations in order to take on the operational project work.
Orientated towards the basic set-up established by the
general preliminary work, at the end of this phase
clear decision-making, reporting, and documentation
structures must be defined, as well as the project respon-
sibilities and authorities.

Irrespective of the size of the project, there should
be a separation between the strategic/tactical plan-
ning/monitoring (by a project steering committee) and
the operational implementation (by a project working
group). As a result, an appropriate compromise can
be reached between decision-makers, representatives of
the various different people affected, and the individual
user groups. The project working group should consist
of selected representatives of the individual occupa-
tional groups, and the amount of time that they spend
working in this group pro-rata should be clarified.
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The following activities should be considered dur-
ing project planning:

• Forming and implementing the project steering
committee with:
– Inclusion of the management
– Inclusion of management functions from the or-

ganizational units involved
– Involvement of the staff committee.• Forming and implementing the project working
group with:
– Involvement of selected representatives from the

project steering committee
– Involvement of representatives of all subsequent

user groups
– Involvement of the data processing and organi-

zation department
– Involvement of the data protection representa-

tive.• Definition of the project objectives:
– Strategic objectives by the project steering com-

mittee
– Operational objectives by the project working

group.

Once these two essential groups have been installed
and the objectives of the project are also set, the project-
based authorities and responsibilities must be defined
and all those involved and affected must be informed. It
is, therefore, necessary to take into account the:

• Definition of the project-based authorities and re-
sponsibilities• Clarification of the basic setup (staff, rooms, equip-
ment, etc.)• Clarification of the financing framework• Clarification of internal resources• Clarification of external resources/inviting offers• Initialization and setting up of project documenta-
tion• Rough project scheduling• Provision to those affected with initial information
and information of the project-based authorities and
responsibilities• Drawing up/update of the operational DP frame-
work.

Once this phase has been completed, all of the de-
cisions necessary to implement the project should then
be made. It is particularly important here to provide all
those involved with initial information and to keep them

constantly informed. If possible, the new media should
itself be used for this purpose (email with distribution
lists, Intranet with corresponding project pages, etc.).

System Analysis

The selection and implementation of information sys-
tems require a high degree of operational transparency.
Ultimately, for all projects for the implementation of
clinical DP systems, this involves intensive migration
projects that are focused on complex and sophisticated
medical documentation. One of the most fundamen-
tal critical success factors for DP projects, particularly
in medicine, is, therefore, the performance of a sys-
tem analysis that is sufficiently detailed in terms of the
knowledge and objectives of interest. It is only the re-
sults of this that generally form the basis for a definition
of requirements and corresponding organizational con-
siderations. In the past, however, it has become apparent
that many hospitals at most economize on this phase –
essentially on the ground work of a project – and often
even entirely omit a system analysis and a definition of
requirements based on the particular needs!

When carrying out the system analysis, various ap-
proaches can be used, depending on the knowledge of
interest and the project objectives:

• Horizontal procedure –
all of the affected operational units are examined
with respect to a certain aspect (e.g. forms)• Vertical procedure –
some of the operational units of interest/all of the
operational units affected are examined in detail as
a whole• Process-orientated procedure –
all aspects are surveyed along defined operational
(main) processes – also across organizational units.

The following activities should be performed:

• Factorial analysis• Equipment analysis (staff, DP systems and data stor-
age systems used, hardware and operating systems,
other equipment)• Structural analysis (rooms, network infrastructure,
etc.)• Quantity structures (numbers of cases, performance
figures, etc.)• Communication analysis• Documentation analysis• Organizational analysis• Accounting analysis• Weak-point analysis.
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On account of the sophisticated and complex medi-
cal documentation and the organization, which is based
heavily on the division of labor, the focus and the main
costs are for the most part on:

• Documentation analysis:
– Medical/accounting- and financial-controlling-

based/legal• Organizational analysis, including analysis of main
processes:
– Admission, discharge, transfer, emergency ad-

mission
– Communication of orders (organizational

means?, coordination?)
– Communication of results
– Report writing, including results
– Internal interdisciplinary procedures (medical –

administrative).

With the exception of interdepartmental process
analyses, the analyses listed are generally to be per-
formed with reference to specialist departments or
based on diagnostic departments to be considered in
isolation.

A weak-point analysis is often omitted for reasons
of time or finance, or for political reasons. It is pre-
cisely this weak-point analysis that can be used with
particular advantage to identify the possible potentials
for improvement and increased effectiveness by means
of a DP solution, and also to identify the requirements
for a system that is to be procured. However, weak-point
analysis means openly and honestly compiling, identi-
fying, and communicating these weak points – which
essentially means creating an organization quality circle
and is, therefore, often bypassed.

At the end of the system analysis there is a corre-
spondingly structured analysis documentation, which is
used as the basis for all subsequent phases.

Drawing up the Functional Specifications

This phase can be split into the subphases:

• Creating the target concept• Drawing up the functional definition of require-
ments• Compiling the functional specifications.

The target concept (Fig. 59.11) serves the purpose
of developing and defining the organizational, techni-
cal, and DP-procedural target on the basis of the results
of the system analysis. This should as far as possible be
done taking into consideration the design dimensions
of operational information systems. This must in par-

Weak points
Legal

requirements
Enterprise
objectives

Microeconomic
requirements

Departement
objectives

User demandsProject objectives

Actual state

Definition
of objectives and 

target concept

Fig. 59.11 Influencing factors on and sources of the EDP target
concept

ticular involve developing a clear projection of the final
state of the project (that is to say which operational ac-
tions and process chains should be supported and which
information objects are to be managed, etc.), orientated
towards the operational objectives and the weak points
found.

Furthermore, at this point in time it is possible,
taking account of the various information sources avail-
able, both to check the strategic objectives and also to
carry out a sophisticated derivation of the operation ob-
jectives of using the DP system.

The development of a target concept taking account
of the factors cited above can ideally be done by mod-
erated workshops. These workshops can be conducted
both at a management level and at an operational level,
and the moderator has the results of the system analysis
as a background and can thus control the interactive de-
velopment. The result is a target concept that has been
jointly developed and accepted by all those involved,
which contributes considerably towards the acceptance
of the further project progression.

This target concept is then expanded further to
give a definition of requirements, which contains all
of the functional, operational, and organizational re-
quirements for the system and is a central part of the
functional specifications. The formalization and opera-
tionalization of the requirements and the expansion to
include general principles for information systems are
the focus of this. All of the requirements that are im-
portant for the decision and the sales agreement should
be included in a structured and unambiguously worded
form. The necessary additional information for sending
replies must accordingly be enclosed.

The general section of the invitation to tender (intro-
duction, terms, framework conditions) should include:

• Clear guidelines for filling out and responding to
requirements
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1114 Part F Medical Information Processing and Communication

• Unambiguous eligibility requirements (e.g. mini-
mum requirements)• A stipulated closing date• Names of contact people for queries• The offer of a time-limited discussion (or alterna-
tively a consultation)• Envisaged time scale for the entire process• A presentation of important parameters:
– Qualitative: e.g. DP environment, interfaces,

physical structure, existing cabling, etc.
– Quantitative: quantity structures for numbers of

cases, frequencies of examinations, number of
users, etc.

Important individual activities in this phase are:

• Expand the definition of the objectives, including
the business objectives and DP guidelines• Draw up a target concept, e.g. based on questions
such as:
– Which recognized weak points should be re-

solved?
– Where are the potentials to increase effective-

ness?
– Where and how can the quality of the medical

work be improved by providing support?• Define a step-by-step plan for achieving the
objectives• Set down decisive framework/boundary conditions• Conduct a feasibility and financial viability analysis• Form a representative definition and selection group• Conduct market research• Draw up a functional definition of requirements:
– With broad inclusion of the users
– Taking account of standards regarding structure,

DP standards, etc.
– Taking account of what is feasible and finan-

cially viable
– Taking account of the necessary variability of

the solution as a result of the target concept and
definition of requirements

– Taking account of the definition of the possible
stages and timetables.• Update the definition of the requirements for the

functional specifications• Draw up the invitation to tender on the basis of the
functional specification• Conduct the formal invitation to tender.

It is important here to ensure that the functional
specifications are not too approximate but on the other

hand that they are also not set out in too much de-
tail. The requirement, for example, for specific field
lengths appears to be of little help, if not in fact counter-
productive.

The catalog of requirements section is further sub-
divided according to various functional, technical, and
strategical viewpoints. Figure 59.12 shows an example
of a categorization system to which further details can
be added.

The biggest weak point is often a catalog of require-
ments with questions/requirements that have not been
formulated precisely enough or that in contrast presents
too many opportunities for responses.

The following possible responses are in essence
conceivable:

• Free text – Questions can be answered with com-
prehensive explanations (example: describe the
procedure for admitting patients.). Questions of this
type are strictly advised against! A comparison of
the tenders and the responses is possible only with
a great deal of effort, if at all, and is always depen-
dent on interpretation.• Although categories and explanations force a defini-
tive answer (e.g. Is health insurance billing pro-
vided? Yes – No – Explanation: . . . ), the categorized
answer can often be qualified, hidden in the ex-
planation. These types of questions become critical
points in disputes within the scope of performance
of a contract, if not before.• Categories – A response is only possible on the ba-
sis of defined categories (provided – provided in
part – not provided or yes/no, etc.). As a result, the
assessment of the tenders and their comparison with
the formal document can always be followed (no
gray areas of interpretation). Moreover, it is some-
times useful and also acceptable to allow a measured
value as an answer (e.g. maximum number of ma-
chines that can be connected, minimum storage
space, frequency of mask changes for certain work,
etc.).

Selection

Once the tenders have been received, they must be
evaluated. The evaluation of tenders concerns both the
formal part of the tender and also the parameters stated
beyond the formal part of the tender. The formal part of
the requirement should be weighted before the tenders
are received. For each level in the requirements hier-
archy, 100 points are given, for example (Table 59.1).
Based on the responses by the tenderers, a total number
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User functional
requirements (40)

Master data/ (20)
parameterization

Documentation (30)

Organization (10)

Communication (10)

Complementary tools (5)

Evaluations (5)

Billing (10)

Interfaces (10)

General structure of a catalog of
requirements

System topology
and performance (15)

Hardware

Basic software

Constructive
features

Limitations

Performance

Services (10)

Consulting
and support

Training

Programming

Hot line and
support

Maintenance

Providers (20)

Profile

Industry
relevance

Conditions

References

Advanced functional
requirements (15)

User interface

Data protection,
privacy

Data security

Incorporation of
external system such
as text processing,
literature systems, etc.

Application system
administration

Database and system
administration

Fig. 59.12 Example of a categorization system for the catalogue of requirements with some example weightings

of points can then be calculated for the whole require-
ment part, which is a measure of the fulfilment of
requirements. Reference should be made to the common
process of cost–benefit analysis.

An important step is, after receipt of the tenders, first
of all to filter these tenders so that the incomplete ten-
ders or those that do not meet the exclusion criteria are
not included in the further – more labor-intensive – se-
lection process.

It is also necessary to go through the main stages:

• Evaluation according to the specified weightings• Establishment of the total costs (one-off costs/run-
ning costs)• Establishment of the costs for each point• Establishment of the ranking (according to the ab-
solute number of points/according to the costs per
point).

The two rankings can be truly illuminating.
Whereas the first ranking indicates who is offering the
most in terms of function, the second indicates who
will provide the most cost-effective product – irrespec-
tive of the degree to which it achieves the objectives.
Depending on whether the two results correspond or
differ to a vast degree, a strategic evaluation must be
made with regard to available functionality and avail-
able means.

At the end of the selection process, there should
be two to a maximum of three tenderers remaining,
whose solutions then undergo on-site reviews (i. e. use
in live operation) or who beforehand give in-house
presentations, with all members of the project group
participating. It is also helpful, for presentations at the
tenderer’s premises (i. e. not for on-site reviews), to
specify particular case studies or cases and to allow
these to be used as part of the presentation.

Important individual activities in this phase are:

• Continuation and intensification of the informal
market research• Definition of typical operational business transac-
tions, in other words chains of medical treatment as
case studies for appraisal of the solutions• Evaluation of tenders, if necessary involving:
– Querying, defining more precisely
– Formal assessment and prioritization
– Appraisal of the solutions
– Visiting reference customers• Informal research/validation• Decision-making process and decision• Putting down in writing the necessary product-
related additions/amendments:
– Clarifying ambiguities with existing modules
– Defining the customizations/additions necessary

according to the functional specifications.
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Drafting a Contract

The contract should be drawn up based on the invi-
tation to tender with the help of a professional. Faith
in assurances – which in the past has all too often
been tested – should be contractually translated into
services owed. Consulting legal experts in the field of
software law can clarify this early on and prevent dis-
appointments. Drafting of a contract involves not only
the acquisition of usage rights but also the agreement of
necessary services in order to install and implement the
information system. A clear definition of the division of
tasks and the responsibilities is, therefore, particularly
important.

Important individual activities in this phase are:

• Specification/fixing of amendments/additions• Definition of the external range of services offered• Definition of the contractual services: usage rights
and maintenance and services• Definition of the project of implementation• Definition of the segregation of duties between the
supplier/customer• Definition of the responsibilities.

Acceptance and Implementation

The acceptance phase involves handover of the entire
product to the customer, who then checks the prod-
uct to determine whether it performs the contractually
guaranteed services by means of suitable functional
and quantity-orientated acceptance tests. A whole se-
ries of preliminary work is necessary in the hospital,
which amounts to preparing the system for productive
operation. In this respect, the work necessary for im-
plementation of the system is necessary even before
the acceptance phase, and acceptance can often only
take place following a test phase in live operation be-
cause of the impracticality of testing the real operating
situation.

The implementation itself can be divided into ar-
rangement, system preparation, system adaptation and
implementation, training, preparation for start-up, and
start-up.

Important individual activities are as follows:

• Setting the stage technically in good time:
– Locations and space requirements for terminals

clarified?
– Cabling sorted out from a technical and time-

planning perspective?
– Installation site for the server settled?

• Procurement of hardware, if this is not an integral
part of the service owed• Installation of a project-planning (testing) and train-
ing environment• Definition of a training and support plan (e.g. mul-
tiplier principle)• Gathering master data, collecting necessary docu-
ments• Training for system operation and the project-plan-
ning group for:
– The operating system
– The database system
– Application functions• Acquiring master data (range of services, organiza-
tion, employees, etc.)• If applicable, data transfer from the existing system
into a test environment, cleansing, and restructur-
ing
– Parametrization of functional aspects (work-

flow, dynamic masks, etc.)
– Interface implementation/testing
– Training plan for up-to-date training of all em-

ployees
– Informing all the employees affected
– Organization of system operation
– Organization of first-/second-level support,

fault-clearing service, call-out service
– Installation of the entire application system (live

system)
– Quantity and load tests
– Interface implementation/integration test
– Setting up the production environment
– Transfer of historic data into the production en-

vironment• Checking all the prerequisites:
– Have all of the necessary interfaces been imple-

mented?
– Are all of the interfaces functioning?
– Has all of the master data been gathered/historic

data been imported, etc.?• Distribute user documentation.

Early Operating Phase

In the early operating phase, it is particularly important
not to leave the user alone and leave the operation to
run. The intended effects must now be checked with an
orientation towards the target concept and, if necessary,
further operational or technical system optimizations
must be performed. Furthermore, user acceptance must
be continuously checked in the first few weeks in order
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to draw conclusions from this concerning any nec-
essary organizational changes or the need for further
training:

• Check/optimize organization• Performance evaluation and technical system opti-
mization• Check correct usage• Evaluation of user acceptance• If necessary, conduct further training• Checking the system functionality (functional spec-
ifications versus current status), if necessary further
specification and further requirements for subse-
quent improvements.

Further Influencing Factors

that Are not Phase-Based• Continually informing and identifying the
management• Continually involving and informing the employees• Solutions provider/manufacturer• Application system:
– User interface/suitability of the tasks
– Level of maintenance required
– Flexibility/adaptability
– User documentation
– System documentation
– Design of the hardware• Plans by the manufacturer.

59.8 Conclusion

Hospital information systems are a crucial success fac-
tor for the successful management of hospitals. The
potential benefits are great, but these benefits only be-
come accessible when the information system is used
across the board. With respect to the technical archi-
tecture, the choice is between using a holistic overall
system or a heterogeneous overall system that is com-
posed of several systems.

The implementation of information systems in hos-
pitals requires a much more cautious approach than is
the case in many other sectors. This is firstly because
the core tasks – namely the direct treatment and super-
vision of sick people, the care given to them, catering to
their needs correctly, the personal contact and connec-
tion – must not be disrupted by the use of a DP system.
The system as a tool must remain in the background.
This is also to remove the fears of staff and patients
in this sensitive environment and to prevent these fears
arising. This is a serious difference from the use of data
processing in most other sectors, where core tasks (e.g.
dealing with accounting records, management of mater-
ials, issuing materials, etc.) are modified and changed
directly by using DP systems. However, adequate in-
volvement of the users affected in the entire process of
system selection is, therefore, of particular importance.

Critical success factors for the implementation of
hospital information systems are varied, and all of the ac-
tivities of the project phases described above can in this
respect certainly be regarded as critical success factors.

Essentially, however, the following questions must
be regarded as particularly critical:

• Is the project objective sufficiently clearly defined
(not DP for the sake of DP)?• Have the framework conditions (financial/organiza-
tional/internal political) been settled on?• Has a clear project organization been determined?• Have all of the responsibilities and consequences
been sufficiently defined, so that the objective can
also be achieved?• Is the management behind the project?• Is the project adequately staffed?• Is there a clear time schedule for the project?• Have the employees been provided with sufficient
information at an early stage?• Does a system analysis form the basis for a target
concept, which itself in turn serves as the basis for
the definition of requirements?• Is sufficient employee involvement guaranteed in the
definition of requirements and the selection process?• Are the functional specifications laid out in a suffi-
ciently refined and realistic manner?• Is the selection process transparent?• Has the agreement been sufficiently worked out, and
are there provisions in the event of (partial) non-
performance of guaranteed services?• Is there a clear and realistic implementation plan?• Has sufficient training been provided?• Has the implementation of the system in everyday
operation been thought through sufficiently?• Have all the interfaces necessary for operation been
sufficiently tested?• Is there a suitable strategy and tools for user support?
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1118 Part F Medical Information Processing and Communication

• Will checks be continuously performed to ensure
correct use following implementation?• Does the solution comply with the standards with
regard to the criteria of ergonomics?

If these aspects have been given sufficient consid-
eration, a hospital information system, which has thus
been successfully implemented, can make a substantial
contribution to the business success of a hospital.
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Telemedicine60. Telemedicine in Germany

Rüdiger Klar, Ernst Pelikan

In Germany there are now many successful spe-

cial applications of telemedicine. However, these

projects are mostly not extendable to the whole

nation because of the highly complex German

healthcare system, limited funding, heteroge-

neous information technology (IT) standards in

ambulatory and hospital care, the insufficient

official electronic health card, different data pro-

tection and privacy regulations of federal and

state governments, doubts of physicians and pa-

tients, as well as unequal costs and benefits for

the different actors in telemedicine. The solutions

of these problems are: better legal regulations

for seamless interaction of ambulatory and hos-

pital care, improved IT standards and support

of the interoperability of telemedical and other

healthcare IT, adaption of healthcare organization,

workflow, and reimbursement for telemedicine

services, and better information and education

of all actors about the necessity and limits of

telemedicine. There are no doubts about the bene-

fits of telemedicine, but to achieve these advanta-
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ges for the whole healthcare system in Germany

will require much work, time, and good will.

Telemedicine is understood as meaning the use of
telecommunications and informatics for medical ap-
plications. It is intended to improve the quality,
economic efficiency, and transparency of medical care.
Telemedicine uses the instruments of telematics to sup-
port communication and interaction between doctor and
patient and between doctors within the framework of
medical care over physical distances. Countless individ-
ual telemedical projects with often impressive solutions
are increasingly being described around the world, for
example ten times a year in the e-journal Telemedicine
and e-Health [60.1] or for Germany in the annual an-
thology Telemedizinführer Deutschland (Telemedicine
Guide, Germany) [60.2]. Important telemedical con-
cepts and solutions are being developed by various
scientific or practice-orientated professional societies
and institutions or by industry, such as by the Deutsche

Gesellschaft für Medizinische Informatik, Biometrie
und Epidemiologie (the German Society for Medi-
cal Informatics, Biometry, and Epidemiology) [60.3],
the Deutsche Gesellschaft für Gesundheitstelematik
(the German Society for Health Telematics) [60.4] or
the Deutsche Gesellschaft für Telemedizin (the Ger-
man Society for Telemedicine) [60.5], as well as
by many IT firms collectively in the Bundesverband
Gesundheits-IT (the Association of IT Manufacturers
in Health Care) [60.6] and by various institutions such
as the Zentrum für Telematik im Gesundheitswesen
(the Center for Telematics in Healthcare) [60.7], the
Gesellschaft für Telematikanwendungen der Gesund-
heitskarte (gematik – the Society for Telematics Appli-
cations of Health Cards) [60.8], and the Deutsche In-
stitut für Medizinische Dokumentation und Information
(DIMDI – the German Society for Medical Documenta-
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1120 Part F Medical Information Processing and Communication

tion and Information) [60.9] (particular mention should
be made here of its endeavors to achieve semantic in-
teroperability). European institutions are also involved,
such as the European Medicine Agency (EMEA) with
its functions for the regulatory communication of data
for pharmaceuticals [60.10]. Attempts are also being
made to evaluate the benefits of telemedicine for pa-
tients and citizens, for the doctors involved, and for
other staff in the healthcare system.

Even though the qualitative benefits are sometimes
difficult to measure, they are still the focus of the
objectives of telemedicine. In the case of common
disorders such as diabetes mellitus (German Electrome-
chanical Society (VDE): “Telemedicine saves millions
in the treatment of diabetes”) [60.11] or cardiac in-
sufficiency [60.12, 13], particularly high goals are set
but are still barely reached. However, the benefits of
telemedicine are already clearly discernible for a great
number of other, less prevalent diseases.

The quantitative benefits of telemedicine are like-
wise often cited and are said, for example, for the health
system in the USA in the case of electronic prescrip-
tions, to be worth an incredible US $27 billion per year
and to avoid an additional 130 000 serious medication
errors annually [60.14]. It is typical of such estimations
of success, however, that the outlay for the electronic
prescription system in the USA and the problems in
terms of its acceptance are not mentioned. However,
in Germany, at least, there are also thoroughly critical
portrayals of the electronic prescription system which
discuss these problems [60.15].

In the case of the many individual telemedical
projects, it is striking that they are generally – at
least in Germany – isolated from one another, and re-

main projects rather than products. Large-scale projects
for the healthcare system are necessary to facilitate
interaction between a telemedicine project and the
conventional information systems as well as between
different telemedicine projects. Discrepancies and sys-
tem differences between a wide range of different forms
of documentation must be avoided, harmonized interop-
erability (technical, content-related, organizational, and
process-orientated cooperation) between various com-
munication and storage technologies is necessary, the
operational procedures in medical and administrative
healthcare processes must be taken into consideration,
and, above all, the boundaries in particular between am-
bulant and stationary care and the other sectors of the
healthcare system must be overcome.

The introduction of the electronic health card (e-
HC) began in 2006, and the associated legislation on
health telematics may make an essential contribution to
solving these problems for telemedicine. However, the
advances made in this regard are considerably behind
the original planning, and for outsiders, decisions which
are barely comprehensible make this project more
difficult. As a result, increasing fatigue is generally be-
ing observed, even among the leading protagonists of
telemedicine [60.16].

The aim of this chapter is therefore to provide
a critical account of the advantages of telemedicine
for Germany and of its current status, but also of its
limitations. Experiences with telemedicine projects at
the University Medical Center in Freiburg will also
be briefly discussed to illustrate our assessments by
means of examples. Greater detail on the incorporation
of telemedicine into health telematics in Germany as
a whole can be found elsewhere [60.17].

60.1 The Peculiar Features of German Telemedicine

German telemedicine differs considerably in some as-
pects from telemedicine in other countries and has
different – unfortunately mostly less sufficient – char-
acteristics, at least where cross-sector projects are
concerned, such as the transfer of diagnosis codes, for
example, from the hospital to the Kassenärztliche Ver-
einigung (KV; the local state association of statutory
health insurance physicians)/health insurance company,
sometimes with and sometimes without additional iden-
tifiers and naturally in a different syntax. The intention
here is therefore to present the most important peculiar-

ities of German telemedicine and its parameters so that
the reasons for these differences also become clear.

60.1.1 Supporting Individual Projects

The introduction of new technologies into the health-
care system begins, as is completely sensible and prac-
tical, with small straightforward pilot projects. Even in
the preliminary stages of a German telemedicine project
back in the 1980s, for example, a radiological picture
archiving and communication system (PACS) [60.18]
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Telemedicine in Germany 60.1 The Peculiar Features of German Telemedicine 1121

within a hospital information system (HIS) [60.19] was
successfully tested. A lot of experience could there-
fore be gained with the technology and IT organization,
standards of image compression and networking, and
transmission of images and text, etc., and this experi-
ence is also extremely useful for expansion to a proper
telemedicine system, in this case teleradiology, which
extends beyond the individual care unit. Projects such
as this have been and still continue to be relatively gen-
erously supported, and the specialist literature [60.2]
every year describes dozens of such usually impressive
projects. These projects regularly suffer from two basic
problems, however.

1. They are usually only suitable for small and
straightforward special applications, since for mass
application in routine care they lack easy-to-handle
interfaces to existing IT systems for data acquisition
and data transfer. It is only in the case of special
medical tasks that the additional work of redundant
data processing and data control and the additional
procedures are tolerated. In countries with a largely
uniform IT structure for the healthcare system (as
in the UK), this problem can be solved more easily,
as the range of different interfaces is considerably
smaller.

2. The individual projects in telemedicine rarely out-
grow the care unit. Unlike the more state-controlled
or centrally organized forms of healthcare provision
in countries such as The Netherlands, Denmark,
Sweden or Norway, the German healthcare sys-
tem is fragmented, highly complex, and constructed
with various heterogeneous areas of responsibil-
ity. For Germany’s telemedicine system, this means
that the great successes of such individual projects
cannot easily be extended to the entire healthcare
system. A quite considerable level of additional
support is necessary, especially to expand beyond
boundaries between different sectors and to inte-
grate individual projects.

60.1.2 Legal Measures to Overcome
the Disadvantages
of the Fragmented Healthcare
System

Even if such generous support for the integration of in-
dividual and isolated projects in telemedicine were to
be awarded, this alone cannot overcome the barriers be-
tween the different sectors of the healthcare system in
Germany. In order to do this, statutory and other le-

gal activities are necessary to facilitate and improve
telematic communication in the healthcare system, and
in the interests of the patient, good will is required
from all participants to contribute with commitment and
patience to the common goal of improved and more
efficient care via telemedicine.

The first important steps have indeed already
been made and must be continued: In order to over-
come the biggest barriers in the healthcare system,
namely those between the ambulant and stationary
care sectors, in recent years medical care centers and
integrated care have been made possible with the GKV-
Modernisierungsgesetz (GKV-GMG; statutory health
insurance modernization act), the GKV-Wettbewerbs-
stärkungsgesetz (GKV-WSG; statutory health insurance
competition strengthening act), and the Vertragsarzt-
rechtsänderungsgesetz (VÄndG; amendment to the law
governing the activities of physicians in free prac-
tice) [60.20]. The medical services of doctors, nursing
staff, and rehabilitation centers can now be provided
and invoiced across the different sectors, centralized
at specialist facilities. This makes it easier to use
telemedical services across the different sectors. Ini-
tial successes show that, despite some problems and
technical deficiencies, this process has been begun
correctly.

Another peculiar feature in Germany is the
complex and unclear cooperation between the self-
administration system in the healthcare system and the
governments at national level and federal state level.
The intention is often for the self-administration system
initially to develop collaborative plans with its – admit-
tedly very heterogeneous – associations of the medical
profession, health insurance funds, hospitals, pharma-
cies, rehabilitation centers, etc., in compliance with the
law, but if this is not achieved within the prescribed time
limit, the governmental departments must in the short
term step in by means of substitute action. As a result,
a great deal of time is lost, jobs are rushed leading to
errors, and harmonious cooperation suffers.

60.1.3 Electronic Health Cards,
Health Professional Cards,
and Official Health Telematics

Applications of telemedicine focus on medical care,
that is to say on the support of diagnosis and treatment
over physical distances. In this respect, telemedicine
should be seen as a subarea of health telematics. The
planned telematics infrastructure will provide basic ser-
vices which promote the interoperability of telemedical
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processes. From this point of view it represents a harmo-
nizing infrastructure which could blossom to become
an integrating platform for further e-health applica-
tions. The official electronic health card (e-HC), the
electronic health professional card, and the associated
regulations for health telematics therefore play a crucial
role in the peculiarities of the German healthcare sys-
tem with respect to the legal framework conditions for
telemedicine [60.8]. This involves one of the largest IT
projects in the world, and cost estimate are in the re-
gion of several billions of Euros (by comparison, for
the USA the costs of introducing an e-HC are estimated
at US $150 billion); 120 000 doctors in private practices,
65 000 dentists, 21 000 pharmacists, 2200 hospitals, and
many other employees in the healthcare system are in-
volved, as are naturally all of the roughly 81 million
citizens with statutory health insurance and private in-
surance. The laws relating to this, which were passed
in 2003, provided for the introduction of the e-HC as
a chip card throughout Germany by 2006, which was
of course impossible to achieve. As one of the first
applications of telemedicine, the e-HC is intended to
implement the electronic transmission of medical refer-
rals and, in particular, prescriptions. These electronic
prescriptions are intended to improve drug safety for
patients (monitoring of indications and contraindica-
tions, drug interactions, questions concerning dosage,
compliance, etc.), and the administration of medication
should be more efficient for all those involved (doctors,
doctors’ assistants, pharmacists, accounting staff, etc.).
Further telemedical uses of the e-HC are in electronic
patient records. Significant problems and long delays in
virtually all aspects of health telematics and the e-HC
have by now unfortunately arisen in Germany, and it
appears that an intolerable story of the health card in
Germany [60.15] is developing. Modest approaches –
such as that of Austria, for example – appear to be more
successful [60.21]. Unfortunately, the basic concept for
the German e-HC has also not been synchronized in ad-
vance with neighboring EU countries or brought into
agreement with EU standards [60.21, 22] and also the
experiences of other countries, for example, in relation
to error-prone storage of the electronic prescriptions on
the e-HC (one of the blind alleys of patients according to
Waegemann) [60.23] instead of on servers in the health
telematics network.

It must, however, be recognized that the e-HC
for the first time meets a criterion that is crucial for
telemedicine, namely that of unambiguous patient iden-
tification across institutions, including the possibility
for authentication and signature. This makes it possible

to combine on a patient-orientated basis all of a patient’s
medically relevant data which accumulates at different
times and in different places as part of the process of
providing care and to make this data accessible to au-
thorized individuals very quickly and in an adequately
edited form. Incidentally, in the USA the absence of
a universal patient identifier is regarded by an inter-
nationally renowned clinical journal as one of the five
most important hurdles to introducing an electronic pa-
tient record and thus to telemedicine [60.24]. Without
the e-HC, even if it has to be altered and expanded in
some technical and functional aspects, it is not possible
to successfully develop a comprehensive telemedicine
system in Germany.

60.1.4 Medical Confidentiality,
Data Protection, and Personal Rights

The observance of legal regulations and ethical prin-
ciples relating to confidentiality in medicine, to the
prevention of misuse of personal data, and in general to
safeguarding of informational self-determination are es-
sential concerns of telemedicine which necessarily are
subject to an increased potential risk, as patient data
from the traditional doctor–patient relationship also be-
come potentially available elsewhere [60.25, 26].

This topic of data protection has become highly
explosive in Germany. In 2007 the Ärztetag, the gen-
eral meeting of the German Medical Association,
rejected the e-HC with a significant majority as a so-
ciopolitical atom bomb [60.27], mainly because of
reservations regarding data protection, although the op-
erating company responsible for introducing the e-HC,
gematik [60.8], has developed a highly sophisticated
technical plan for it. However, perhaps the complex-
ity of this plan and even the easily comprehensible
white paper constructed from it are a major reason for
its rejection [60.28]. Educational work and risk anal-
yses must therefore be performed in pilot projects,
particularly from the point of view of the enormously
important target group of the medical profession.

However, for patients too, dealing with the security
technology which already has to be used to safeguard
data protection sometimes seems to be difficult, in-
convenient, and not very convincing. In addition, the
majority of patients have not grown up with computers
and many are very old, have dementia or are so seri-
ously ill that they are hardly able to operate an e-HC
with a PIN, an operating PIN or PUK, for example, or
that it is barely possible to add prescription-free medi-
cation to the e-HC. Here, too, the process for access to
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the telemedicine system must be designed to be user-
friendly, training must be carried out, a campaign must
be launched to convince users about it, and a great deal
of patience is required.

Some statutory provisions and their interpretation
must naturally also be considered. For example, accord-
ing to the state official for data protection in North
Rhine-Westphalia, emergency data on the e-HC must
not be used when admitting patients to hospital. It must
be reserved solely for treatment in acute emergencies.
The storage of emergency data, which was planned as
the heart of the e-HC, to a large extent thus loses its
relevance [60.29].

60.1.5 Technical Standards

One prerequisite for successful use of telemedicine
is the interoperability of the underlying components
based on data and communications standards. Medical
documents and structured medical data must be rep-
resented in a standardized way. In conjunction with
terminology standards, semantic indexing also becomes
possible. The extensible markup language (XML) rep-
resents a general technical basis for the exchange of
data between computer systems, which is also suitable
for standardized description of medical documents. Var-
ious specifications of standards in the healthcare system
already rely on it. This includes the HL7-based clini-
cal document architecture (CDA) [60.30], which is used
as the basis for creating standards for the representa-
tion of patient-related documents in many international
projects. In Germany, the AG Sciphox/HL7 has de-
veloped definitions for the doctor’s letter, the letter
of referral, and the hospital admission form. The pre-
liminary work on the specification of the electronic
prescription was also done on this basis. Earlier, sector-
specific exchange formats for medical communication
were developed in Germany. In the area of health-
care provided by statutory health insurance physicians,
the xDT data storage exchange formats have become
a de facto standard. Over the course of time, a full
range of standards have developed which had been ini-
tiated by different organizational units. Interoperability
across the boundaries between different sectors is only
possible through harmonization of the previous stan-
dardization initiatives, however. Current development
in Germany is also running in this direction. The local
state associations of statutory health insurance physi-
cians (KVs) in Baden-Württemberg, Bavaria, and North
Rhine-Westphalia provide their doctor-to-doctor (D2D)
users with the assistance of communication of doctors’

letters based on HL7 CDA release 2. The technical
basis for this goes back to the VHitG initiative on in-
tersectoral communication, in which companies from
the software industry in the healthcare system described
a guideline for implementation. The initiative is a fur-
ther development of the existing specification according
to HL7 CDA release 1, which is already supported in
D2D.

Medical documentation as part of treatment pro-
cesses is today increasingly carried out electronically
in the form of electronic patient records (ePR) or elec-
tronic case records (eCR). To support communication
between sectors in telemedical scenarios, a standard-
ized architecture plays a key role for interinstitution
electronic patient records. In addition to HL7 CDA as
an electronic document standard, there are also a num-
ber of standards initiatives such as, for example, CEN/
ISO 13606 Electronic Health Record Communica-
tion [60.31], the Standard Specification for Continuity
of Care Record (CCR) from the American Society
for Testing and Materials (ASTM), and the integration
profile cross-enterprise document sharing (XDS) from
the Integrating the Healthcare Enterprise (IHE) initia-
tive [60.32]. An overview of these and other approaches
to electronic health record (EHR) architectures can be
found in Blobel [60.33]. It is necessary here to decide
which framework architecture should be used as a basis,
and in making this decision the prospect of interop-
erability with neighboring European countries must at
least be taken into consideration in addition to national
concerns. With its project to introduce the electronic
health record, Austria has opted for the XDS profile and
HL7 CDA as an electronic document standard for the
transmission of medical results [60.21].

Because efforts towards standardization for specific
implementations are at different stages of development,
pragmatic initiatives are also very helpful in the in-
terim. To accomplish harmonization for cross-project
interoperable implementations, for example, for telera-
diology applications, the Arbeitsgemeinschaft Informa-
tionstechnik (AGIT; German Information Technology
Association) within the German x-ray society has de-
veloped a specification (http://www.tele-x-standard.de)
for secure DICOM (digital imaging and communication
in medicine) email communication, with which some
manufacturers have affiliated themselves.

Project solutions existing today for telemedicine
applications are barely integrated into the existing in-
frastructure of the primary systems of the relevant
healthcare providers, but predominantly run alongside
them. This has disadvantageous consequences for in-
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tegration into the standard organizational processes. It
is thus very desirable if a software architecture is cho-
sen, abstracting from the specifics of primary systems
via the provision of standardized services. For this pur-
pose, an intermediate layer (middleware) must be used
which provides web services for the typical require-
ments of telemedicine in terms of a service-orientated
architecture (SOA). In this way, a standardized kit for
telemedicine application can develop, which can be
used to achieve service-orientated interoperability and
which enables integration into the primary systems,
without their specific implementations having to be
known. This concept is exactly supported in the techno-
logical approach to telematics infrastructure. It would
be desirable in this regard if appropriate services were
provided in a defined and coordinated manner.

60.1.6 Acceptance and Benefits
for Various Players in Telemedicine

As is always the case in highly complex, large-scale IT
projects with extremely heterogeneous user groups and
other involved players, the advantages of an IT system
can hardly ever be felt equally by all those involved. For
example, in the case of electronic prescriptions within
the scope of the telematics project involving the e-HC
and health professional card (HPC), significantly more
additional effort is required by doctors than when writ-
ing conventional prescriptions (according to Schweim it
takes 24 s instead of 2 s) [60.15]. Barely any immediate
economical benefits or advantages of any other kind for
the doctor can be recognized, but important advantages
– in particular concerning drug safety – are expected for
patients. Further improvements will certainly be found
as a result of the test phases for introduction of the e-HC
in different regions.

In telepathology, too, for example, 22 min are re-
quired to obtain a second opinion by means of a digital
imaging and telepathology request, as opposed to
10 min for a conventional consultation request [60.34].
However, the German professional association of
pathologists in 2007 described the issue of accounting
as one of the barriers to telemedicine becoming estab-
lished [60.35].

Radiologists have progressed slightly further in this
regard, and teleradiological services can in principle
be performed for emergency care without falling un-
der the ban on remote medical treatment, but they have
still not been included in the statutory health insurance
catalog of standard benefits [60.36]. Our own experi-
ences with a teleradiology project [60.37] demonstrate

that organizational integration, technical stability, and
simple handling are important criteria for acceptance.
However, sustainable use requires further agreements
which regulate the framework conditions for the provi-
sion of services and payment for them. It would also
be desirable, however, if it were no longer necessary
for upgrades in the security architecture – right up to
the introduction of electronic signatures for questions
and treatment recommendations as part of a teleconsul-
tation – to be implemented on a project-specific basis
and therefore in an expensive way, but rather if these
upgrades could be accessed as basic services of the
telematics infrastructure. The health professional card,
which has still not been implemented, or certain forms
of electronic signature make practical use more diffi-
cult [60.38].

In this context, the fundamental problem must
also be addressed, namely that telemedicine potentially
compromises the doctor–patient relationship. There is
the risk that, in this very personal and generally strongly
desirable relationship, the computer has a distancing ef-
fect and that the face-to-face interaction, the reassuring
handshake, and in general the psychosocial component
of medical care suffer as a result. Haas [60.38] sees
this as being one of the two major reasons why in some
cases the desire to use modern IT has given way to frus-
tration. Technically good solutions and very large future
markets for IT are not enough to introduce telemedicine
with lasting success and with beneficial results. From
the point of view of the doctor, too, the doctor–patient
relationship can be destroyed, as the patient may con-
ceal medical data stored on the e-HC, for example. Will
the patient tell the doctor about this? The doctor will
therefore have to continue to keep a parallel medical his-
tory, involving extra effort and additional cost, in order
to fulfill his duty of documentation (model code of med-
ical ethics). However, he is significantly better able to
research and use the information kept in the electronic
medical history and, for example, to provide the patient
with copies, too.

It is clear from all of the individual telemedicine
projects in Germany that appreciable advantages are
already being achieved, particularly for the patient.
This applies in particular to teleconsultation, including
obtaining a second opinion, care cooperation includ-
ing transfers and referrals, telemonitoring by means of
biosignal processing, treatment management for com-
plex widespread diseases, and information for care
provision for rare and high-risk diseases and emer-
gencies. Interviews with experts and a survey within
the scope of evaluation of the teleradiology projects in
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Baden-Württemberg [60.39] confirm this assessment.
These projects predominantly involve teleconsultations
as part of stroke care and care for accident victims with
head injuries [60.40]. The majority of surveyed partic-
ipants affirm that teleradiology consultations increase
the quality of the decision made by the attending doctor.
The benefit for patients is mainly seen as being faster
and more adequate care. The main aspect of this ben-

efit is the avoidance of unnecessary transportation and
the fast provision of care during the night shift. The sur-
vey confirms that less time is required for diagnosis and
treatment processes.

Not all of those involved are able to profit from
telemedicine to the same extent. It is therefore imper-
ative to create a win–win situation for as many of those
involved in telemedicine as possible.

60.2 Consequences of the Peculiarities of the German System
for Telemedicine

In an earlier account [60.17] we have already indicated
some conditions for a successful telemedicine system.
Taking into consideration the peculiar features of the
German healthcare system mentioned above, but also
on the basis of experience with individual telemedical
projects and with the health telematics system which is
currently being developed and the e-HC, we are now
able to draw the following conclusions for telemedicine.

1. In the first instance, the current legal framework
conditions must be improved on the basis of the
varied and long-standing experience with individual
telemedical projects, but also with the large-scale
health telematics projects which are beginning. This
involves in particular
– extensive removal of boundaries between sec-

tors in the healthcare system,
– the option for healthcare providers to bill for

telemedical services,
– reliable financing of telemedicine as a standard

benefit,
– clarification of various concerns, particularly

those of the medical profession regarding data
protection,

– harmonization with EU provisions and other in-
ternational standardization authorities.

2. The technical integration of the e-HC and health
telematics must be developed for telemedicine on
the basis of an adequate and reliable technology.
Basic telemedical care in Germany is not useful
without the e-HC and health telematics system, but
it still requires a telematics platform which is well
designed and sufficiently well equipped.

3. This telematics infrastructure must be accessible to
the tried and tested IT structure, some of which has
already been in existence for decades, particularly
to the IT structure of hospitals and doctors in pri-
vate practice. Technical integration and migration
aids must therefore be used for this purpose, such
as middleware, SOA, EHR, and CDA.

4. Organizational changes, e.g., batch processing for
electronic prescriptions, are already planned. More
orientation towards processes rather than institu-
tion-orientated thinking, training courses about how
to use telemedicine, educational work for all those
involved concerning the benefits and the risks of
telemedicine, and scientific monitoring to evaluate
the telemedicine system – in particular in basic care
– are necessary.

5. Clarification of the benefits of telemedicine must
be conveyed convincingly, and the risks for pa-
tient and doctor, particularly in the psychosocial
area, must be systematically reduced. Telemedicine
must not have a negative impact on the personal
patient–doctor relationship but must contribute to-
wards reducing the distance between doctor and
patient.

Taken as a whole, the benefits of telemedicine can
no longer be disputed, even if its introduction into ba-
sic care in Germany still requires considerable expense,
time, and patience. However, since – under the condi-
tions listed here – at least five more years are still nec-
essary to create the most important telemedical applica-
tions and introduce them across the board, work must
now be continued with particular commitment, too.
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Telemedicine61. Telemedicine Using Active Implants

Klaus P. Koch, Oliver Scholz

Telemedicine is the area of telematics that al-

lows transfer of information, i.e., diagnostic or

therapeutic data, between two locations (spa-

tial distance) or times (temporal distance). This

includes the bidirectional transmission network

between patient and doctor as well as the trans-

mission network between two doctors. Moreover,

information can be transferred without material

transport. In technical realizations, wired as well

as wireless communication channels are used. The

possibility to transmit medically relevant data has

opened additional fields of application. Examples

include consulting external experts during sur-

gical interventions, transmission of physiological

data/signals obtained by the patient at home, as

well as distribution of data within a hospital. In the

opposite direction, data should also be able to be

transmitted to therapeutic devices to adapt treat-

ment or to monitor device function. The fields of

application extend, in this regard, from transfer of

x-rays to forwarding of temperature values. Mod-

ern active implants normally come with a wireless

communication facility to the outside world. In

particular, in the latter area, energy supply to

61.1 Telemedicine in the Operating Theater ... 1129

61.2 Telemedicine in Domestic Care ............... 1130

61.3 Implant Telemetry ................................ 1131
61.3.1 Implant Telemetry

by Means of Inductive Coupling ..... 1131
61.3.2 Implant Telemetry Employing Radio

Communication ........................... 1133
61.3.3 Optical Transcutaneous

Transmission ............................... 1134
61.3.4 Energy Supply to Medical Implants . 1134
61.3.5 Line Codes ................................... 1135

61.4 Inclusion of Active Medical Implants
in Telemedicine Systems ....................... 1136

References .................................................. 1136

each component also plays an important role

and can be partially combined with the desired

data transfer. In this chapter, the possibilities of

telemedicine for the control of active implants

are highlighted through a short overview of the

application of telemedicine during operations and

in domestic care.

Consultation of other experts during an operation is often
possible only in large medical centers. With high levels

of specialization, this becomes increasingly difficult, be-
cause experts are mostly active in different centers.

61.1 Telemedicine in the Operating Theater

The application of remote data transmission offers
a good, multimodal possibility to consult other experts
in the short term (Fig. 61.1). Such systems also make
sense for teaching and scientific exchange, for exam-
ple, with live connection to an auditorium or conference
hall. In modern operating theater systems, various imag-
ing instruments such as endoscopes and ultrasound
are used [61.1]. In addition to such direct diagnos-

tic devices, use of cameras to record the operative
field and the operation room for meaningful repre-
sentation of the operative sequence is advantageous.
For control of imaging systems as well as communi-
cation and video conferencing equipment, appropriate
devices must be available to the treating physician in
the sterile area. This concerns in particular camera
control to adjust the angle of view of the camera to
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Patient
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instruments
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Operation theatre Specialized hospital

Attending
doctor

Consulted
doctor

User interface for
system control

Camera

Fig. 61.1 System overview of
a telemedicine-enabled operating
theater

the actual operative situation. In addition, change of
cameras and the link connection should be possible dur-
ing surgeries from within the operating theater. Using

this technology, other experts can be consulted dur-
ing complicated operations without having to move the
patient.

61.2 Telemedicine in Domestic Care

For recording of medically relevant data in the home en-
vironment, a wide spectrum of devices are now available
on the market, extending from devices for body tem-
perature and weight measurement to devices to record
electrocardiogram (ECG) or blood pressure. Many of
these devices also have interfaces for reading out the
data. When coupled to a so-called house base station,
such data can be transmitted to a medical service when
required. Direct point-to-point connection between doc-
tor and patient is also a possibility, although not currently
implemented. Server-based systems offer the advantage
of greater availability [61.2]. Also, initial reception of
the data can be done by medically trained nonmedical

Patient Measurement
system House base Server Doctor or patient

assistance

Bluetooth
RS-232

USB

Analog
TSDN
TCP/IP
GSM

Fig. 61.2 Communication
structure of domestic care
systems

staff (Fig. 61.2). In this way, the doctor can be relieved
and thus the costs be reduced. To interface between
the measuring instruments and the house base station,
wired interfaces such as RS232 or universal serial bus
(USB) as well as wireless interfaces such as Bluetooth
are used. The house base station itself can use, in princi-
ple, a mobile phone or personal digital assistant (PDA) as
a platform. Nevertheless, for many patient groups, sim-
ple operation is recommended, which is achieved rather
by the development of a device [61.3], which may be as
simple as an operating element that initiates only the data
transfer. In addition, for wired connection of measuring
instruments with mobile phones or PDAs, only an adap-
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tor is possible. For the interface between the house base
station and the server or medical staff, the possibilities
differ mainly in terms of the interfaces available in the re-
spective home environments, extending from telephone
lines, integrated services digital network (ISDN) lines,
asymmetric digital subscriber line (ADSL) connections,
up to wireless global system for mobile communications

(GSM) connections. Beside the technical problems of
the supply of a huge number of interfaces and the use
of communication protocols with sufficient data security,
legal constraints also have to be considered with regard
to data protection. Beside the aspect of cost reduction, in
many cases accommodation in the home environment is
often more pleasant for the patient.

61.3 Implant Telemetry

In this section the application of different telemetric ap-
proaches is described using the example of implantable
systems, extending from the problems of energy supply
for each component to the different possibilities for data
transfer. Strictly speaking, one understands by teleme-
try the obtaining of measured values from distant or
inaccessible measuring points, requiring the transfer of
values over a distance. In medical technology usage, the
term “telemetry” is often used for transmission of meas-
ured data as well as control data. This can be done by
wire, but also wirelessly. A simple form of contact con-
sists in connecting implanted systems by wire through
the skin (percutaneously). Nevertheless, for chronic ap-
plications, a higher risk of complications arises because
of the corresponding high risk of infection or injury.
Also from a cosmetic point of view, cables that enter the
skin are unsightly. This explains why most active im-
plants are wireless, i. e., passing through the skin (tran-
scutaneous) to link with the outside world. For special
applications, the percutaneous approach remains advan-
tageous, because there are practically no restrictions on
the signal and energy transfer. Therefore, technical ad-
vancements can be applied without exposing the patient
to renewed surgical intervention. This is an advantage in
particular during the development of new implants [61.5,
6]. For stimulation of the visual cortex, for example, 68
electrodes for use with a camera and an electronic sys-
tem for stimulation of simple visual perception [61.4]
(Fig. 61.3) have been implanted. Also, temporarily im-
planted systems can be operated effectively using such
connections. Mostly the patient is under clinical care
during the application time of such systems, so expert
care of the percutaneous cable feed can be guaranteed.

61.3.1 Implant Telemetry
by Means of Inductive Coupling

To provide energy supply to the implant, as well as
to create a bidirectional interface for data transfer, in-

ductive interfaces are used. Here, the field created by
an external transmitter coil passes through the receiv-
ing coil of the implant, transmitting energy to it based
on the transformer principle. To send, in addition, data
to the implant, the carrier wave of the transmitter can
be modulated. For communication from the implant to
the outside, usually the resistive load of the implant
coil is modulated, causing a change in the transformer
impedance and thereby the current in the external coil.
The same principle can be observed in a classical
transformer, in which the current in the primary cir-
cuit also depends on the load in the secondary circuit.
This technique is used in cochlear implants because,
in addition to the high data rate of several 100 kbit/s,
the implant must be supplied with about 30 mW of
power [61.7–9]. Currently, this approach is also used
in the Freehand system, for stimulation of the arm mus-
culature at carrier frequency of 10 MHz, for which as
much as 90 mW is transferred [61.10]. In optimized
cochlea implant systems (Medical Electronics), over-
all efficiency of up to 67% with transferred power of
250 mW has been achieved [61.11]. For implants with
even higher power requirements, for example, ventric-
ular assist devices, Dualis developed special inductive
interfaces through which up to 50 W of power can be

NRZ Code
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Data 0011100110101 0
Signal

t

UH

UL

0 V

Fig. 61.3 Percutaneous cable feedthrough for stimulation of the vi-
sual cortex [61.4]
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Fig. 61.4 Model of an inductive interface

transferred [61.12]. Especially in cases where a high
level of miniaturization is needed and only very short
distances must be bridged, systems with thin-film coils
applied on their own substrates can be used [61.13].
Alternatively, attempts have been made to integrate
the implant coil directly onto the communication chip,
e.g. for systems for measuring intracranial pressure.
However, because of the small dimensions of the re-
ceiver coil, only ranges of a few millimeters can be
achieved [61.14].

As an example for combined data and energy trans-
fer through an inductive interface, a system operating
at carrier frequency of 4 MHz is described in the fol-
lowing [61.15]. Communication from the external unit
to the implant is realized through modulation of the
carrier signal amplitude. For data transmission from
the implant to the extracorporeal control unit, the load
of the implant is modulated. Here, the transmitter os-
cillating circuit is modeled as a parallel connection
(C1, L1), and the receiver oscillating circuit as a serial
connection (L2, C2). The simplified description of the
inductive transmission is based on a simple model of
a transformer in which the coupling between the coils is
determined by the real coupling coefficient k (Fig. 61.4).

The transmitter can be modeled as a linear volt-
age source with open-circuit voltage U0 and internal
resistance R1. The load on the receiver circuit due to
the implant electronics is simulated by an ohmic resis-
tance R2. According to the load modulation, different
values are assigned to this resistance. An important in-
dex for transfer to the implant is the voltage gain A f
from the external voltage source to the load resistor in
the implant [61.16, 17]. This describes the supply volt-
age expected at the implant U2 as well as the transferred
modulation amplitude of the carrier signal to the im-
plant. In the applied linear model, this depends on the
angular frequency ω of the carrier as follows:

A f = U2

U0

= iωk
√

L1 L2
R2

1+iωC2 R2(
R1+iωL1+ 1

iωC1

)(
iωL2+ R2

1+iωC2 R2

)
−(ωk)2 L1 L2

.

(61.1)

Because the external unit should be transportable, it
is battery operated, and accordingly has only a limited
energy reserve. That is why the efficiency η also has to
be considered during system design. The efficiency η

is defined as the ratio of the active power taken up by
the second side, P2, to the active power delivered by
the voltage source, Ptot. In the considered case, the ca-
pacitance of the transmitter circuit has no effect on the
efficiency, therefore

η = P2

Ptot
= k2 L1

L2
R2

k2 L1
L2

R2 + R1

(
1+ R2

2

(
1

ωL2
−ωC2

)2
) .

(61.2)

The final parameter to consider is the change of the
primary current ΔI on modulation of the load. This
primary current depends on the ratio of the open-loop
voltage to U0 and the value of the total impedance Z tot
through

ΔI = U0

|Z tot(with load)| − U0

|Z tot(without load)|
with Z tot = R1 + iωL1 + 1

iωC1

+ (kω)2L1L2

iωL2 + R2
iωC2 R2+1

. (61.3)

To ensure safe operation of the transmission of
energy as well as bidirectional data, optimization is nec-
essary. This task should not be underestimated, due to
the various system properties and their local extreme
values and the different weighting of the properties. An-
other difficulty in this optimization lies in the range
of variation of the parameters of the components of
the transmission system. Thus, the coupling between
the coils varies as a function of their relative position.
Such problems can be alleviated by the use of intelligent
positioning systems which indicate the effectiveness
of the transfer to the patient. Further simplification of
the positioning can be achieved by the use of perma-
nent magnets integrated into the primary and secondary
coils, which enables automatic positioning based on the
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magnetic forces and independent fixation of the exter-
nal coil. With all such systems, there always remains
the possibility of greater variation due to movement
artifacts or changing tissue layers (fat accumulation).
In addition, the components themselves are subject to
manufacturing tolerances and aging. In particular, aging
and changes in parasitic effects are especially critical
when considering systems of implanted components in
contact with body liquids.

Although inductive linkage is very well suited to
combined transfer of data and energy, it is sometimes
used exclusively for data transfer, in particular for im-
plants with complete titanium housing that only allows
low-frequency fields to pass. This is especially useful if,
as with some simple pacemakers, only a low data rate is
required.

61.3.2 Implant Telemetry Employing Radio
Communication

It is remarkable how implant telemetry has changed
in recent years, in particular in pacemakers. Since
in the beginning only a few parameters could be
read or programmed, a slow inductive link was suf-
ficient, for which a reader coil had to be placed
immediately above the implantation site. To aid the
search for the implanted device, implant manufac-
turers provided a means of communication. Today,
such devices incorporate many more features, allow-
ing more than battery status and heart beat to be
retrieved, for example. Modern pacemakers and im-
plantable cardioverter–defibrillators (ICDs) even record
whole intracardial electrogram (IEGM) traces and store
them internally. To provide a convenient means to
read the large amounts of data in an acceptable time
even over longer distances (2–3 m), these devices are
equipped with radio interfaces. Since the titanium cas-
ing would excessively damp electromagnetic waves, an
antenna is placed outside the case. In pacemakers, the
antenna is usually integrated into the polymer terminal
block of the electrode wires.

The problem with radiofrequency (RF) transmis-
sion from implants is the fact that body tissues impair
propagation of electromagnetic waves due to their ionic
conductivity. This absorption depends not only on the
type of tissue through which the transmission must
pass but also on the frequency used. To a good ap-
proximation, the absorption increases with increasing
frequency. However, some particular frequencies are
more strongly affected, in particular those at which wa-

ter molecules exhibit resonance, for instance, 2.4 GHz.
Consequently, this frequency band is less suitable for
implant telemetry.

Since radio waves generally propagate nearly unre-
sisted, compared with light, strict regulations on radio
traffic and channels used are necessary to avoid mu-
tual interference or even jamming. Unfortunately, reg-
ulations differ among countries, so that it can happen
that an implant of a patient cannot be read out abroad.
This may occur, for instance, with implants that use the
868 MHz industrial, scientific, and medical (ISM) band,
which is popular in Europe but is prohibited in the USA,
where use of the 915 MHz band is instead widespread.
As other devices apart from medical implants may use
these unlicensed frequency bands too, definition of a RF
band dedicated particularly to active medical implants
and available worldwide is desirable. With the imple-
mentation of the medical implant communication ser-
vice (MICS) band for wireless control and telemetry for
medical implants by the International Telecommunica-
tion Union (ITU) this has been mostly achieved. Though
the frequency spectrum that has been provided has to
be shared with meteorological services as prime users,
major problems are not expected [61.18]. In particular
the overcrowded situations as experienced in the popular
2.4 GHz or 433 MHz bands (WLAN, wireless headsets,
earphones, etc.) can be obviated.

The MICS frequency band lies between 402 and
405 MHz. The maximum permitted bandwidth of
a MICS communication link is 300 kHz. This is suf-
ficient to provide net transmission speeds of up to
528 kbit/s (four frequency shift keying, FSK) with
Zarlink’s ZL70110 transceiver chips, according to the
manufacturer. An implant may initiate a communica-
tion link in emergencies only, in which case it is not
required to ensure that the channel is free (listen be-
fore talk). In standard situations, only the base station
may establish a connection, provided the channel is not
already occupied by another link.

Presently, a number of commercially available de-
vices already use the MICS band, e.g., implants from
Medtronic and their corresponding CareLink program-
mer, or implants of Biotronik, St. Jude, and others.
Besides pacemakers or implantable cardiac defibrilla-
tors, there exist other types of implants which make use
of the MICS standard, such as implantable deep brain
stimulators or blood glucose monitors. Even though not
an implant in the strict sense, the camera pill from Given
Imaging [61.19] transmits images taken of the gastroin-
testinal tract using a MICS channel.
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61.3.3 Optical Transcutaneous Transmission

In cases where the transmission bandwidth of inductive
links would be too low, or if one fears interference from
other radio communication systems, optical transcuta-
neous transmission may be a viable option, provided
that the skin and tissue layer to be crossed is not
too thick. Examples in which this technique could be
of note are, e.g., brain–computer interfaces, in which
a disproportionately large amount of data [real-time
multichannel electroencephalogram (EEG) recordings]
has to be transmitted [61.20, 21]. Optical data transmis-
sion has also been used in fully implantable ventricular
assist devices, because of the use of low-frequency
magnetic fields for wireless energy transmission due
to the large amount of electrical power demanded
by the implant. Moreover, heavy disturbance of RF
transmission channels by the operation of pumps was
feared [61.22–24]. As early as the 1980s, several
studies were carried out to analyze how well optical
transmission suits implant telemetry [61.25]. However,
transfer rates were at first rather low. Strong absorption
and especially the strong dispersion due to body tis-
sue constrained the possibilities. Nevertheless, optical
transmission of data through the skin has been shown
to be feasible up to 40 Mbit/s, albeit with high power
demands (120 mW) and a comparatively thin skin layer
(5 mm) [61.21].

One advantage of optical transcutaneous telemetry
that should not be left unmentioned is the fact that
the necessary components can be made very small. In-
deed, manufacturers of RF transceiver chips promote
their products by stating that one could implement
single-chip radio solutions with them. In practice, this
advantage proves to be illusionary, since additional
components such as crystals, filters, and antennas are
required. For optical transmission, there is no need
for these devices. In place of an antenna, considerably
smaller light-emitting diodes (LEDs) and photodetec-
tors are employed. This was the main reason why, in
an electrical stimulator for stimulation of the salivary
glands in patients suffering from hyposalivation that had
been embedded in an artificial tooth, optical transmis-
sion was used for device control [61.26]. The patient
still had to open his/her mouth for successful transmis-
sion. In a more recent drug delivery system that was also
embedded in a dental appliance, this was no longer nec-
essary; here, telemetry was performed transcutaneously
through the cheek [61.27]. For this, the patient was
asked just to place the reader unit at the cheek, similarly
to a mobile phone.

61.3.4 Energy Supply to Medical Implants

The main criteria for the choice of an implant’s energy
supply are the energy demands of the implant, the avail-
able space, and the possibilities to exchange the energy
source. In pacemakers, primary, nonrechargeable bat-
teries are the conventional solution. In particular, since
the introduction of lithium–iodine batteries, lifespan of
up to 10 years has been achieved at acceptable vol-
ume. As the active part that incorporates the battery
is implanted in a subcutaneous pocket and as the dis-
tally ingrown electrode wires are attached to the active
part by detachable screw locks, exchange of the active
implant portion is possible with relatively low burden
to the patient. The prime qualification is the very low
energy consumption of pacemakers due to the low stim-
ulation rate, the small number of electrodes, and the
good coupling to the tissues. Another relevant issue
is the autonomous operation of pacemakers (and deep
brain stimulators, which are also powered by batteries).
Both systems fulfill their role without the presence of
an external control unit. Only for (de)activation or oc-
casional adjustment of therapeutic parameters is data
exchange necessary. However, battery power supply is
not possible in systems with high electrode count and
high stimulation rate. Examples are implants for stim-
ulation of the upper extremities and for grasping in
tetraplegics.

In implants that do not have life-sustaining func-
tions, secondary, rechargeable batteries are already
being employed; for example, Medtronic offers a neural
stimulator that exhibits twice the lifespan of its primary
cell-powered cousin. Recharge cycles span around 4–6
weeks. An alternative means of energy storage is uti-
lized in implantable drug pumps. Here, energy is stored
mechanically in elastic mechanical components (Medi-
zintechnik Promedt GmbH).

To provide energy without artificial supply, there
exist research activities to make use of energy preva-
lent in the natural environment, aiming to realize purely
self-sustaining systems. These concepts can be differ-
entiated with respect to their primary source of energy
and their principle of energy conversion. Piezoelectric,
capacitive, as well as electromagnetic generators belong
to the class of energy converters which make use of
the mechanical energy of the body. Because of the vari-
ety of locations, different possibilities of coupling exist;
for example, at sinews or muscles, longitudinal forces
prevail. Across joints, bending deformations can be ex-
ploited, and in body regions where pressure forces are
experienced, e.g., under the sole of the foot or beneath

Part
F

6
1
.3



Telemedicine Using Active Implants 61.3 Implant Telemetry 1135

muscles, dynamic compression conditions may be used.
The major challenge for mechanical energy converters
is the encapsulation of the electric components such
as the piezoceramics, which needs to be deformable.
Additionally, tissue reactions induced by the mechan-
ical loading need to be carefully analyzed. Good results
are expected from thermoelectric generators due to the
body’s continuous production of thermal energy. How-
ever, when considering the temperature gradient that
prevails at possible implantation sites and the influence
of environmental temperature and clothing on this gra-
dient, little energy conversion is achievable. Research
approaches of Biophan tried to optimize thermoelec-
tric converters for temperature differentials of 1–5 ◦C
in order to generate electric power of up to 100 μW at
4 VDC. A converter area of 2.5 cm2 is planned. How-
ever, to date, these systems have not met with success.
In principle, photovoltaic cells could be a viable op-
tion if there existed enough places on the body that
are not, even intermittently, covered by clothes. Fur-
thermore, placement of such cells close beneath the
skin is problematic in humans from a cosmetic point of
view.

The use of fuel cells to convert metabolic products
into electrical energy is another option for harvest-
ing body energy for energy supply to active implants.
The challenges here are to protect the fuel cell from
catalyst poisons, to sustain a continuous fuel supply,
and to remove reaction products. Partially, this may
be solved through the development of suitable mem-
branes. Although this may solve the aforementioned
problems, with time, connective tissue will still cover
the membrane and thus decelerate the transport of re-
quired substances. This, in turn, limits the achievable
electrical power.

Due to the limited performance of implantable en-
ergy harvesters, an energy storage component, e.g.,
a capacitor, will be necessary in any case. This ensures
that short peaks in power demand can be handled and
may also serve as a backup when, at least for short
periods, the harvested power is too low to sustain the
implant’s operation. Besides, a special energy manage-
ment circuit is required to adapt the voltage levels of the
generator and the electronics.

In the 1980s, even isotope batteries employing
radioactive 238Pu were used to power implantable pace-
makers. In the meantime these have been taken off the
market because of the toxicity of the material. Accord-
ing to the German Radiation Protection Office, 284
patients were supplied with these kind of implants, of
whom 2 were still alive in 2010.

Manchester code

Clock

Data 0011100110101 0
Signal

t

US

–US

0 V

Fig. 61.5 Example of the no return to zero (NRZ) code

61.3.5 Line Codes

To transmit a serial stream of data down a transmis-
sion line or a radio link, various coding methods are
employed. These differ in their transmission properties,
such as the lack of a direct current (DC) component or
the incorporation of a clock signal. The lack of a DC
component is required if, e.g., the data stream is sent
across an inductively coupled interface, to ensure gal-
vanic insulation. Extraction of the clock signal may be-
come necessary for successful data transmission when
transmitter and receiver are excessively desynchronized.

In the following, a few codes are presented as exam-
ples.

In the no return to zero (NRZ) code the logical sym-
bols 1 and 0 are represented by two different voltage
levels (Fig. 61.5). In case of successive 0s (or 1s), a DC
component appears. Moreover, it is no longer possible
to extract the clock signal.

The alternate mark inversion (AMI) code is char-
acterized by three different voltage levels (Fig. 61.6).

Fig. 61.6 Example of the alternate mark inversion (AMI)
code
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U0 U2
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Fig. 61.7 Example of the Manchester code

The logical 0 is assigned a signal level of 0 V, and
a logical 1 is marked by an applied voltage level.

However, the polarity of the voltage change from one
logical 1 to the next. This code allows extraction of the
clock signal only during a succession of logical 1s, not
from 0s.

In the Manchester code, the two logical states 1 and
0 are characterized by a polarity shift after half the sym-
bol period (Fig. 61.7). A falling edge represents a 1, and
a rising edge represents a logical 0. This ensures that the
clock can always be extracted, independent of the con-
tent of the data stream. The downside of this code is that
it requires a larger bandwidth, since the clock frequency
is twice the bit rate.

61.4 Inclusion of Active Medical Implants in Telemedicine Systems

All major manufacturers of active implants for treat-
ment of heart diseases now offer telemedicine ser-
vices for their products, whether Merlin.net from St.
Jude, Biotronik Home Monitoring, CareLink from
Medtronic, etc. The Latitude system from Boston Sci-
entific monitors not only the functions of its pacemakers
but also other devices, such as a weighing scale or
a blood pressure measuring device, using Bluetooth

technology. The manufacturer expects that, in this way,
the comprehensive health status of the patient will be
available to the treating physicians, without the need
for the patient to present to the practice or clinic.
A study sponsored by the industry [61.28] under-
pins the theory that a regular flow of comprehensive
pacemaker data to hospitals reduces the risk of compli-
cations.
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Thomas M. Deserno

After some remarks to the background and termi-

nology used, Sect. 62.3 deals with low-level image

processing as far as necessary to understand the

following chapters. Subsequently, the core steps of

image analysis: feature extraction, segmentation,

classification, quantitative measurements, and in-

terpretation are presented in separate sections.

Here, the focus is on segmentation of medical

images, because this is of high relevance and,

therefore, special methods and techniques have

been developed in the medical application do-

main. In Sect. 62.9, certain aspects of medical data

visualization are outlined. Many methods have

been developed in this field specifically for clin-

ical applications. Section 62.10 provides a brief

summary of image communication. The electronic

transmission and exchange of medical images

will become more important in future for mul-

timedia applications such as electronic patient

records. Section 62.11 completes this chapter with

an overview of past, present, and future challenges

to medical image processing.
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By the increasing use of direct digital imaging sys-
tems for medical diagnostics, digital image processing
is becoming more and more important in health care.
In addition to originally digital methods, such as
computed tomography (CT) or magnetic resonance

imaging (MRI), initially analog imaging modalities
such as endoscopy or radiography, have been equipped
with digital sensors. Hence, medical image pro-
cessing is becomming an inherent part of medical
technology.

62.1 Background

Digital images are composed of individual pixels (this
acronym is formed from the words picture and element),
where discrete brightness or color values are assigned.
They can be efficiently processed, objectively evalu-

ated, and made available at many places at the same
time by means of appropriate communication networks
and protocols, such as picture archiving and commu-
nication systems (PACS) and the digital imaging and
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Optimization Filtering

RegistrationCalibration
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Surface reconstr.
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Retrieval

Digitization

Acquisition

Enhancement

Visualization Management

Formation

Transformation

MeasurementInterpretation

Segmentation

Classification

Feature extraction

Analysis

Fig. 62.1 Modules of medical image processing (after [62.1]). Medical image processing covers four main areas: image
formation, analysis, visualization, and management. The algorithms of image enhancement can be assigned as pre and
post in all areas

communications in medicine (DICOM) protocol, re-
spectively. Based on digital imaging techniques, the
entire spectrum of digital image processing is now ap-
plicable in medicine.

The commonly used term medical image process-
ing means the provision of digital image processing for
medicine. Medical image processing covers four major
areas (Fig. 62.1):

1. Image formation includes all the steps from captur-
ing the image to forming a digital image matrix.

2. Image visualization refers to all types of manipula-
tion of this matrix, resulting in an optimized output
of the image.

3. Image analysis includes all the steps of processing,
which are used for quantitative measurements as

well as abstract interpretations of medical images.
These steps require a-priori knowledge on the con-
text and content of the images, which must be inte-
grated into the algorithms on a high level of abstrac-
tion. Thus, the process of image analysis is very spe-
cific, and developed algorithms can be transferred
rarely directly into other domains of applications.

4. Image management sums all techniques that provide
the efficient storage, communication, transmission,
archiving, and access (retrieval) of image, since an
uncompressed radiograph may require several me-
gabytes of storage capacity. The methods of teleme-
dicine are also a part of the image management.

In contrast to image analysis, which is often also re-
ferred to as high-level image processing, low-level pro-
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Fundamentals of Medical Image Processing 62.2 Remarks on the Terminology 1141

cessing denotes manual or automatic techniques, which
can be implemented without a-priori knowledge on the
specific content of images. This type of algorithm has
similar effects regardless the content of the images. For
example, histogram stretching of a radiograph improves

the contrast as it does on any holiday photograph. There-
fore, low-level processing methods are usually available
with programs for image enhancement. On this back-
ground, this chapter gives an introduction to the methods
of medical image processing.

62.2 Remarks on the Terminology

The complexity of an algorithm, the difficulty of its im-
plementation, or the computing time required for image
processing plays a secondary role for the distinction
between low-level and high-level processing meth-
ods. Rather, the degree of abstraction of the a-priori
knowledge is important for this meaning. Although the
following definitions are not standardized in the litera-
ture, they are used consistently within this chapter:

• The raw data level records an image as a whole.
Therefore, the totality of all pixels is regarded on
this level.• The pixel level refers to discrete individual pixels.• The edge level represents the one-dimensional (1-D)
structures, which are composed of at least two
neighbored pixels.• The texture level refers to two-dimensional (2-D)
structures. On this level, however, the delineation of
the area’s contour may be unknown.• The region level describes 2-D structures with
a well-defined boundary.• The object level associates textures or regions with
a certain meaning or name, i. e. semantics is given
on this level.• The scene level considers the ensemble of image
objects in spatial and/or temporal terms.

From an iconic (concrete) to a symbolic (abstract) de-
scription of images, information is gradually reduced.
Methods of low-level image processing operate on the
raw data as well as pixel, edge, or texture levels, and
thus at a minimal level of abstraction. Methods of
high-level image processing include the texture, region,
object, and scene levels. The required abstraction can be
achieved by an increased modeling of a-priori knowl-
edge. With these definitions, a particular problem in
high-level processing of medical images is immediately
apparent: resulting from its complex nature, it is diffi-
cult to formulate medical a-priori knowledge such that
it can be integrated directly and easily into automatic
algorithms of image processing. In the literature, this
is referred to as the semantic gap, which means the
discrepancy between the cognitive interpretation of a di-

agnostic image by the physician (high level) and the
simple structure of discrete pixels, which is used in
computer programs to represent an image (low level).
In the medical domain, there are three main aspects of
hindering bridging this gap:

1. Heterogeneity of images: Medical images display
organs or body parts. Even if captured with the
same modality and following a standardized acqui-
sition protocol, shape, size, and internal structures
of these objects may vary remarkably not only
from patient to patient (inter-subject variation) but
also among different views of a patient and sim-
ilar views of the same patient at different times
(intra-subject variation). In other words, biological
structures are subject to both, inter- and intra-
individual alterability. Thus, universal formulation
of a-priori knowledge is impossible.

2. Unknown delineation of objects: Frequently, biolo-
gical structures cannot be separated from the back-
ground because the diagnostically or therapeutically
relevant object is represented by the entire image.

Scene

Object

Region

Texture

Edge

Pixel

Raw data

Iconic description

Symbolic description

Dental status

Teeth, implants

Hard and soft tissue

Spongiosa

Local contrast

Local intensity

Panoramic x-ray

Fig. 62.2 Levels of abstraction for image processing (af-
ter [62.2]). On the pyramid’s left-hand side, the degrees
of abstraction for image processing are specified. On the
right-hand side, the general terms are exemplified for
a panoramic radiograph. At the top, the dental status corre-
sponds to an abstract scene analysis, which only contains
standardized information (existence and condition) on the
tooth positions
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Even if definable objects are observed in medical
images, their segmentation is problematic because
the shape or borderline itself is represented fuzzily
or only partly. Hence, medically related items often
can be abstracted at most on the texture level.

3. Robustness of algorithms: In addition to these in-
herent properties of medical images, which com-
plicate their high-level processing, special require-
ments of reliability and robustness of medical pro-
cedures and, when applied in routine, image pro-

cessing algorithms are also demanded in the medi-
cal area. As a rule, automatic analysis of images in
medicine should not provide wrong measurements.
This means that images that cannot be processed cor-
rectly must be automatically classified as such and
rejected. Consequently, all images that are not re-
jected must be evaluated correctly. Furthermore, the
number of rejected images must be quite small, since
most medical imaging procedures are harmful and
cannot be repeated just because of processing errors.

62.3 Image Enhancement

Low-level methods of imaging processing, i. e., proce-
dures and algorithms that are performed without a-priori
knowledge about the specific content of an image, are
mostly applied for pre-processing of medical images.
Therefore, the basic methods of histogram transforms,
convolution, and (morphological) filtering are disre-
garded unless required for further understanding of this
text. As a special preprocessing of medical images,
techniques for calibration and registration are briefly
introduced.

62.3.1 Histogram Transforms

Point operations (pixel transforms) are based on the his-
togram of the image. Modifying the pixel values, all
pixels are transformed independently from their posi-
tions in the image and their immediate neighborhood.

0 50 100 150 200 255

h (g)

a) b) c)

Fig. 62.3a–c Histogram stretching. A region of interest (ROI) is taken in the area of the temporomandibular joint from an
intra-oral x-ray image (a). Resulting from underexposure, the spongy bone structure is displayed poorly. The associated
histogram (b) is only narrow occupied (red). By stretching the histogram, the bins in the histogram are linearly pulled
apart (blue) and the contrast of resulting transformed radiograph is increased (c)

Therefore, these types of transforms are also referred to
as point operations. The histogram shows the frequency
distribution of pixel values (e.g., the gray scales) dis-
regarding certain positions where the gray scales occur
in the image. Simple pixel transforms can be defined
using a histogram. For example, through the stretch-
ing of gray scales, the contrast of an image is improved
(Fig. 62.3). After determining the histogram, upper and
lower bounds are located, and a linear transform is ap-
plied that maps the lower bound to zero and the upper
bound to the maximal gray scale (i. e., 255 for 8 bit im-
ages). If the histogram of the initial image does not
contain all possible gray scales, the gray scale differ-
ences between neighbored pixels is enlarged, which
results in an enhanced contrast.

Technically, those histogram transforms are com-
puted by look-up tables. For all pixel values, the look-up
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Table 62.1 Look-up-table for pseudo coloring [62.3]. For each value in the range of the input image, the look-up table
holds a value from the range of the output image. The color palette shown here is used for pseudo coloring keeping the
original brightness progression of the input image. Pseudo coloring allows presentation of data, whose range of values
exceeds the length of the RGB cube’s edges without reducing the information as results from windowing

Old New pixel value Old New pixel value
gray red gray red gray red green blue

0 0 0 0 . . . . . . . . . . . .

1 1 0 2 246 254 244 239

2 2 0 3 247 255 245 243

3 3 0 5 248 255 245 244

4 4 1 7 249 255 246 246

5 5 1 9 250 255 247 248

6 5 2 12 251 255 249 250

7 5 2 14 252 255 251 252

8 5 3 16 253 255 251 253

9 5 4 18 254 255 253 254

. . . . . . . . . . . . 255 255 255 255
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e)d)c)b)a) f)

Fig. 62.4a–f Simple templates for discrete convolution. The sliding average (a) and the binomial low-pass filter (b) cause
a smoothing of the image. The binomial high-pass filter (c), however, increases contrast and edges, but also the noise in
the image. The templates (a) to (c) must be normalized to make sure that range domain of values is not exceeded. The
contrast filter (d) is based on integer pixel values. The convolution with (d) is, therefore, very easy to calculate. The
anisotropic templates (e) and (f) belong to the family of Sobel operators. Eight Sobel masks can be generated by rotation
and mirroring for direction-selective edge filtering (Fig. 62.8)

table contains a new value, which can also originate
from another range of values. The example in Ta-
ble 62.1 assigns each gray scale with a triple for red,
green, and blue (RGB). This transform is called pseudo-
coloring and is frequently used in the medical domain
to enhance local contrast. Computer graphic boards
may limit the number of gray scales to 256 (8 bit),
but offers 2563 = 16 777 216 colors. Special algorithms
are recommended for pseudo-coloring in the medical
context.

62.3.2 Convolution

In contrast to point operations (histogram transforms),
the considered pixel are combined with the values of
their neighborhood when discrete filtering is applied.
The underlying mathematical operation, i. e., convolu-

tion, can be characterized with the help of so called
templates (Fig. 62.4). A template is a mostly small,
squared mask with odd lateral length. This template
is mirrored along two axes (hence the name convolu-
tion is commonly used) and positioned in one corner of
the input image. The image pixels under the mask are
named kernel. Each pair of corresponding pixel values
of template and kernel are multiplied and then added
together. The result is registered at the position of the
mask’s center pixel in the output image. Then, the tem-
plate is shifted row by row and column by column to
the next positions on the input image, until all the po-
sitions have been visited, and the output image is thus
completely calculated. The pixel values of the template
determine the effect of the filter. If only positive values
are used in the template, basically a (weighted) aver-
aging is calculated in the local neighborhood of each
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b)a)

Fig. 62.5a,b Geometric distortion and brightness variations in video endoscopy (after [62.1]). With endoscopic exami-
nations, barrel distortions are often generated, which must be corrected before the image can be analyzed quantitatively.
In addition, the boundary areas in the video appear darker and blurred. Image (a) is generated with a rigid laryngoscope,
which is used for the examination of the larynx. Image (b) is taken with a flexible endoscope for nasal laryngoscopy.
Both endoscopes are used in clinical routine. Microscopy and other optical methods produce similar artifacts

pixel (Fig. 62.4a,b). The resulting image is smoothed
and appears with reduced noise.

However, the sharpness of edges is also reduced. If
the template is composed of positive and negative coef-
ficients, the contrast in the image is intensified, and the
edges are highlighted. Anisotropic (i. e., not rotationally
symmetric) templates also have a preferred direction
(Fig. 62.4e,f). Hereby, the contrasts can be direction-
selectively strengthened.

Another approach to filtering is adapted from math-
ematical morphology. Although morphologic operators
can also be defined to gray scale image, morphologic fil-
tering is principally performed on binary input images,
i. e., each pixel is assigned either true or false. Accord-
ing to a general convention, the white pixels in the binary
image indicate relevant segments and the black pixels
indicate the background. For printing, however, this as-
signment may be inverted. The binary template, which
is also referred to as structural element, is associated to
the binary image using logical operations, in particular:

• Erosion (based on logical AND template and binary
image)• Dilatation or dilation (based on logical OR template
and binary image)• Opening (erosion followed by dilatation using the
same structuring element)• Closing (dilatation followed by erosion using the
same structuring element)• Skeleton (e.g. by erosion with various structuring
elements).

The erosion reduces the size of a segment, and the di-
lation leads to its enlargement. The opening removes
small details on the outline of segments or the back-
ground, without affecting the total size of relevant
segments. The closing is able to remove holes in the in-
terior of a segment and smooth its contour. Here, the
size of the segment is also roughly maintained. The
skeleton is a path with the thickness of one pixel, which
is located in the middle of the segment.

62.3.3 Calibration

If the physician intends to take quantitative measure-
ments from an image, a careful calibration of the
imaging modality is required. Both geometry (spatial
domain) and brightness or color intensity (value do-
main) must be adapted to the modality. Calibration
is device-specific but disregards the biological content
captured, and thus, it is part of low-level process-
ing methods. While reading a radiograph, calibration
is made unconsciously by the radiologist. However, it
must be explicitly implemented for computerized im-
age analysis. Geometric aberration (distortions) have
the consequence that relevant structures of the same
size are displayed depending on the position within the
image. In medicine, the positioning of the imaging de-
vice may not affect any measurements. For example,
in endoscopy, resulting from the optical devices in use,
so called barrel distortions originate (Fig. 62.5). Even
in simple planar radiography, objects that are far away
from the image plane appear larger than those located
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Registration Contrast adjustment

Subtraction SegmentationFollow-up

Reference

Fig. 62.6 Unimodal registration. In dental implantology, the reference image and recall recording are taken at various
times. The geometric registration with subsequent contrast adjustment enables pixel-by-pixel subtraction. In the sub-
traction image, bone destruction is clearly emphasized and can be segmented easily on the pixel level of features (red)

close to the imaging device. This must be kept in mind
whenever geometric measurements in digital x-rays are
made and displayed to the physicians: point distances
in digital images can be converted into length measure-
ments only under the assumption of a fixed scale, which
is often not fulfilled.

In the same way, is the absolute assignment of
pixel values to physical measurements is usually prob-
lematic. For example, in x-ray imaging, the linear
correspondence of brightness values to the accumulated
absorption coefficient of the imaged structure is possi-
ble only if an aluminum (step) wedge with known x-ray
absorption properties is placed beside the object. With
digital video recording, a prior white balance must be
performed, so that the color values correspond to real-
ity. However, different illumination of the same scene
may still alter the colors captured.

62.3.4 Registration

Often, an absolute calibration of examination proce-
dures is not possible or only limitedly feasible. Then,
registration can be used to achieve an approximation
of two or more images such that at least a change in
measured dimensions can be quantified. For example,
an acute inflammation turns tissue into a reddish color.
Under treatment, the absolute redness of the tissue is
less interesting than its relative change from the findings
of previous recordings. Single-modal registration refers

to relative calibration of images that have been acquired
with the same modality. For instance, images that have
been taken from the same patient but at different points
of time are adjusted in order to quantify the course
of the disease. As in the field of calibration, we dif-
fer between geometric registration and color or contrast
adjustment, if the registration is performed in the spa-
tial domain or the value range, respectively. Figure 62.6
illustrates the diagnostic potential of registration in den-
tal implantology. After registration, the appraisal of the
status of peri-implant bone is significantly simplified by
the subtraction of recall and follow-up recordings.

Multimodal registration is applied when the images
to be compared are captured from different modalities.
For example, a three-dimensional (3-D) rigid registra-
tion is illustrated as the movement of the hat on the
head. These methods have a crucial meaning especially
in neurology. Since tumor resection in the brain must
be executed very carefully, in order to avoid damage
of neighboring brain areas, functional and morpholog-
ical brain images are registered to plan the procedure.
While the morphological information in CT or MRI
data can be adequately represented, function of areas in
the brain is frequently localized using positron emission
tomography (PET) or single photon emission computed
tomography (SPECT). Thus, multimodal registration of
functional and morphological datasets provides valu-
able additional information for diagnosis and therapy
(Fig. 62.7).
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Fig. 62.7
Multimodal
registration
and fusion (af-
ter [62.4]).
1. Row. T1-
weighted MRI
of a 66 year old
subject with right
parietal glioblas-
toma. 2. Row.
Corresponding
PET layers after
multimodal reg-
istration. 3. Row.
Fusion of regis-
tered layers to
support the treat-
ment planning.
4. Row. The
fusion of MRI
with PET of the
sensorimotor-
activated cortex
area proves that
the relevant area
is out of focus
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62.4 Feature Extraction

In Fig. 62.1, feature extraction is defined as the first
stage of intelligent (high level) image analysis. It is
followed by segmentation and classification, which of-
ten do not affect in the image itself, i. e. the data or
pixel level, but are performed on higher abstract lev-
els (Fig. 62.2). Therefore, the task of feature extraction
is to emphasize image information on the particular
level where the following algorithms operate. Conse-
quently, information provided on other levels must be
suppressed. Thus, data reduction is executed to obtain
the characteristic properties.

The schema in Fig. 62.1 is greatly simplified be-
cause many connections between the modules were left
out on behalf of readability. So, for example, cascades
of feature extraction and segmentation at various levels
of abstraction can be realized gradually, before clas-
sification is eventually performed at a high level of
abstraction. Just before classification, a step of feature
extraction that is based on the region level is often per-
formed as well. Data-based features depend on the joint
information of all pixels. Therefore, all transforms ma-
nipulating the whole matrix of an image at once can be
regarded for data feature extraction.
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Fig. 62.8 Edge extraction with Sobel operator. The x-ray image was convolved with the eight direction-selective Sobel templates.
The strong contrasts on the edges of metallic implants are further strengthened by binarization of the edge images. An isotropic
edge image is obtained if, e.g., the maximum at each pixel position is chosen from the eight direction-selective subimages

The most famous example of a data feature trans-
form is the Fourier transform, which describes a 2-D
image in terms of frequencies, according to their am-
plitude and phase. Furthermore, the Hough, wavelet,
or Karhunen–Loève transforms provide possibilities of
data feature extraction (see Further Reading on image
processing for more details). These methods are not in
the focus of research in medical image processing. In
fact, these procedures are rather adapted from technical
areas to medical applications.

Since pixel-based features depend on the values of
individual pixels, all point operations that have been de-
fined in Sect. 62.3 can be regarded as feature extraction
on the pixel level. Another example was already pre-
sented in Fig. 62.6, namely, the arithmetic combination
of two images. The subtraction of reference and recall
images after appropriate registration in both spatial and
value ranges enforces local changes in the images as
characteristic pixels.

Edge-based features are defined as local contrast,
i. e., a strong difference of (gray scale or color) val-
ues of adjacent pixels. Thus, the discrete convolution
introduced in Sect. 62.3 can be used with appropriate
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templates for edge extraction. All masks for high-pass
filtering amplify edges in an image. The templates of
the so called Sobel operator (Fig. 62.4e,f) are particu-
larly suited for edge extraction. Figure 62.8 exemplarily
presents the result of the orientation-selective Sobel
masks when applied to a dental radiograph. The edges
of the metallic implants are clearly highlighted. More-
over, an isotropic Sobel-based edge image is achieved,
e.g., by a linear or maximum combination of the eight
subimages.

Textural features have been used in medicine for
a long time. In textbooks on pathology one can read
many metaphors to describe texture, such as a cob-
blestone-like mucosal relief, onion-like stratification of
subintima, or honeycomb-like lung. As intuitive these
metaphors are for people, as difficult is computational
texture processing, and a variety of procedures and
approaches have been developed. Texture analysis at-
tempts to quantify objectively the homogeneity in a het-
erogeneous but at least subjectively periodic structure

(see the spongious bone structure in Fig. 62.3c as an
example). In general, we can distinguish (i) structural
approaches, which are based on texture primitives (so
called texel or textone) and their rules of combinations,
and (ii) statistical approaches, which describe texture
by a set of empirical parameters. Regional features are
used primarily for object classification and identifica-
tion. They are normally calculated for each segment after
the segmentation process. The most important parame-
ters to be mentioned here are (i) localization-descriptive
measurement such as size, position, and orientation of
the major axes, and (ii) delineation-descriptive mea-
sures such as shape, convexity, and length of the border.
Since the degree of abstraction on the regional level is
rather high as compared to the previous levels, a-priori
knowledge has already been largely integrated. There-
fore, universal examples cannot be specified. In fact,
the definition of regional feature extraction is strongly
dependent on the respective application (Sects. 62.5.3,
62.6).

62.5 Segmentation

Segmentation generally means dividing an image into
connected regions. With this definition, the production
of regions is emphasized as the pre-stage of classi-
fication. Other definitions emphasize the various di-
agnostically or therapeutically relevant image areas
and, thus, focus on the most common application
of medical imaging, namely, the discrimination be-
tween healthy anatomical structures in pathological
tissue. Per definition, the result of segmentation is al-

Air Fat Water Bone

Fig. 62.9 Thresholding of a CT slice. The CT slice in the area
of the spine can be statically segmented because the standardized
Hounsfield units (HU) allow the definition of windows for differ-
ent tissue such as bone [200 . . . 3000], water [−200 . . . 200], fat
[−500 . . .−200], and air [−1000 . . .−500]

ways on the regional level of abstraction (Fig. 62.2).
Depending on the level of feature extraction as an in-
put to the segmentation, we can methodically classify
pixel, edge, and texture or region-oriented procedures.
In addition, there are hybrid segmentation proce-
dures, which result from the combination of single
approaches.

62.5.1 Pixel-Based Segmentation

Pixel-based procedures for segmentation only consider
the gray scale or color value of current pixels, disre-
garding its surroundings. It should be pointed out that
pixel-based procedures are not segmentation procedures
in the strict sense of our definition. Since each pixel
is considered only isolated from its neighborhood, it
cannot be ensured that actually only connected compo-
nents are obtained. For this reason, a post-processing is
required, e.g., by morphologic filtering (Sect. 62.3).

Most pixel-based procedures use thresholds in the
histogram of an image and employ more or less com-
plex methods to determine this threshold, or statistical
methods for pixel clustering are used.

Static thresholds can be applied if the assignment of
pixel intensities is well known and constant for a certain
type of tissue. A static threshold is independent of each
image. For example, bone or soft tissue windows in the
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d)c)b)a) e)

Fig. 62.10a–e Dynamic thresholding in microscopy (after [62.5]). The microscopy of a cell culture (a) was segmented
using a global threshold (b), locally adaptive (c) and pixel-adaptive (d). According to morphological post-processing for
noise reduction and a connected components analysis, the final segmentation is shown in (e)

CT with static thresholds on the Hounsfield units can be
realized (Fig. 62.9).

Globally adaptive thresholds result from an anal-
ysis of each image. They are exclusively used in this
image. The well known method of Otsu is based on
a simple object/background model. The threshold in
the histogram is determined such that the two resulting
classes minimize the intra-class variance of gray scale
values, while the inter-class variance is maximized. For
example in skeletal radiography, bone, soft tissue, and
background can be seen, but the actual mean gray scale
of these tissue classes may vary with respect to il-
lumination and exposure parameters. By adopting the
threshold to the image, the Otsu segmentation is able to
balance this variation in imaging.

Using locally adaptive thresholds, the threshold is
computed not only for each image individually, but also
for each region within an image. In the extreme case,
an individual threshold is determined for every pixel
position. This is particularly necessary if the simple ob-
ject to background assumption is globally invalid, for
instance, because of continuous brightness gradients.
For example, due to the irregularity of optical illumi-
nation, the background in microscopy imaging of cell
cultures (Fig. 62.10a) runs from light shades of gray (top
right) to dark shades of gray (bottom left), where also
the gray scale values of the cells are located. A global
threshold determined with the dynamic procedure of
Otsu (Fig. 62.10b) does not separate the cells from back-
grounds, although the global threshold has been deter-
mined image-individually. The locally adaptive segmen-
tation (Fig. 62.10c) leads to a significantly improved
result, but isolated block artifacts appear. These arti-
facts can be avoided only by pixel-adaptive thresholding
(Fig. 62.10d).

Pixel clustering is another way of pixel-based
segmentation. This statistical method is particularly

suitable if more than one value is assigned to each pixel
and regarded in the segmentation process (e.g., color
images). Figure 62.11 illustrates the isodata clustering
algorithm (also referred to as k-means clustering) in
a simple 2-D case. All pixel values are registered as data
point in the 2-D feature space. Initialized by the number
of segments to be obtained, the initial cluster centers are
arbitrarily placed by the algorithm. Then, the follow-
ing two steps are repeated iteratively until the process
converges:

1. Each data point is aligned to the closest cluster cen-
ter

2. Based on the current assignment, the cluster centers
are re-calculated.

It can be proven mathematically that the result-
ing cluster centers are independent of initial positions,
which may only impact the number of iterations and
hence, the calculation time. However, either a fixed
distance metrics (e.g., Euclidean (geometric) distance)
or a data adaptive metrics (e.g. Mahalanobis distance)
must be selected, which certainly impacts the clustering
result. Also, the pre-defined number of cluster centers
is an important parameter. If the application domain
does not allow determination of the number of segments
a-priori, pixel clustering can be performed for a dif-
ferent number of centers and the residual error of the
computed model can be analyzed to determine the ap-
propriate number of centers. Segments obtained from
pixel-based analysis are usually incoherent and highly
noisy (Fig. 62.9).

Therefore, post-processing is required. Noisy struc-
tures can be effectively reduced with methods of
mathematical morphology. While a morphologic open-
ing removes spread parts from the segments, holes
are closed by morphologic closing (Sect. 62.3). The
connected components algorithm provides each sepa-

Part
F

6
2
.5



1150 Part F Medical Information Processing and Communication

Assignment of data points

Three cluster centers, initialized randomly

ConvergenceCentering

Assignment of data points Centering

Fig. 62.11 Isodata pixel clustering. The iterative isodata algorithm for pixel clustering is exemplified in a 2-D feature
space. The number of clusters is given a-priori. After arbitrary initialization, the data points are assigned to the nearest
cluster center. Then, the positions of the centers are re-calculated and the assignment is updated until the process finally
converges. The final location of cluster centers is not affected by their initial position. This may only have impact on the
number of iterations

rated segment with a unique reference number. In the
segmentation of the cell image (Fig. 62.10); clustering
provides a rough cluster of cells, which is separated
from the background, although many individual cells
are shown separately in the image (Fig. 62.10d). After
morphological post-processing and connected compo-
nents analysis, cells are separated and colored (labeled)
differently according to their segment number. Now,
they can be further processed as independent objects
(Fig. 62.10e).

62.5.2 Edge-Based Segmentation

This type of segmentation is based on the abstract level
of edges and tries to capture the objects due to their
closed outline in the image. Hence, edge-based seg-
mentation procedures are only used for such problems
where objects are represented as clearly defined bound-
aries. As described in Sect. 62.2, this occurs rather sel-
dom when biologic tissue is imaged. One of these spe-
cial cases is a metallic implant shown in a radiograph.
In general, the image processing chain for edge-based
segmentation is composed of edge extraction, edge
completion, and object recognition. Edge extraction is
usually obtained by edge-based feature extraction, as

described in Sect. 62.4, such as generated with the Sobel
filter (Fig. 62.8). The next steps of processing are bina-
rization, to obtain only edge pixels and nonedge pixels,
morphological filtering to reduce noise and artifacts,
and, finally, a skeleton of the edge is computed. Tracing
and closing of binary contours are the main tasks of the
edge-based segmentation. Almost exclusively heuristi-
cal methods are used here. For example, one can search
along some rays for connecting pieces of a contour of
an object to skip the local gaps of the edge.

In practice, edge-based segmentation is often re-
alized semi-automatically. With interactive live-wire
segmentation, the user clicks on or near the edge of the
object of interest, and the computer determines the exact
edge location based on local gradients. Then, the com-
puter calculates a cost function, which is again based
on local gradients; for all paths (wire) to the current
position of the cursor, the path with the least cost is
displayed in real time (live) as the curser is moved man-
ually. Therefore, the metaphor live-wire is commonly
used to refer to this interactive method of segmentation.
If the cursor moves far from the object, the contour is
lost, but if the curser is placed near the contour again,
the cost function ensures that the wire snaps back to the
desired object.
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a)

g)f)e) h)

c)b) d)

Fig. 62.12a–h Edge-based interactive live-wire segmentation in MRI (after [62.6]). The user marks a starting point with
the cursor (yellow) on the border between white and gray matter (a). The connection to the current cursor position is
denoted with red, cf. (b) to (e). Depending on the cursor position, the contour can also jump between very different
courses (d),(e). So, the user can interactively place an appropriate fix point. The fixed curve segment is shown in blue,
cf. (e) to (g). In this example, only five points are manually marked to achieve a complete segmentation (h)

Finally, the user must provide only a few support
points by hand and can directly verify the correct-
ness of segmentation (Fig. 62.12). Application of such
procedures can be found at computer-assisted (semi-
automatic) segmentations in layers of CT data, e.g., to
produce a model for surgical treatment planning.

62.5.3 Region-Based Segmentation

As an advantage of region-based segmentation, only
connected segments are produced, and morphological
post-processing is avoided. There are agglomerative
(bottom-up), divisive (top-down), and hierarchical ap-
proaches. All approaches are based on a certain distance
or similarity measure to guide the assignment of neigh-
bored pixels or regions. Here, a variety of methods is
used. The easiest is to compare the mean gray value
but complex texture measures (Sect. 62.4) are also often
used.

Region growing (in 3-D also referred to as volume
growing) is a well known example of an agglomera-
tive procedures. Starting from seed points, which may
be placed either automatically or manually, neighboring
pixels are iteratively associated to the growing areas if
the distance is below a certain threshold. This process is

iterated until no more merges can be carried out. From
this qualitative description, the variety and sensitivity
of the parameters of such procedures are already clear.
The following have a special influence on the result of
agglomerative segmentation:

• The number and position of seed points• The order in which the pixels or voxels (in anal-
ogy to the term pixel, this acronym is formed from
the words volume and element) are iteratively pro-
cessed• The distance or similarity measure applied• The threshold used to guide merging.

Therefore, agglomerative algorithms for segmentation
often are affected by small shifts or rotations of the in-
put image, in particular if x and y-axes of the image
matrix are transposed, which is unwanted in medi-
cal image processing. The divisive approach somehow
inverts the agglomerative strategy. The regions are iter-
atively subdivided by splitting until they are sufficiently
homogeneous in terms of the chosen similarity measure.
As an advantage, seed points are not required, because
the first split is performed throughout the whole image.
As a drawback, the dividing lines are usually drawn hor-
izontally or vertically, and this arbitrary separation may
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separate individual image objects. Therefore, a split is
not usually performed as a self-standing segmentation
procedure, but rather combined with a subsequent merg-
ing step (so called split & merge). Another drawback
of divisive segmentation procedures is the resulting
wedge-formed boundary of objects, which may require
post-processing such as smoothing. A fundamental
problem of pixel-based and region-based segmentation
is the dualism between over and under-segmentation.
For a definition of these terms, we rely on the gen-
eral model of the image processing chain (Fig. 62.1).
Here, segmentation is regarded as a pre-stage for clas-
sification, in which the extracted image segments are
assigned to their semantic meaning. This can take the
form of automatically assigning concrete terms for the
segments (for example, the organ heart or the object
TPS implant or, more abstract, a defect or an artifact).
In any case, the segment should be related directly to
an object, if automatic classification is to be possible. In
this context, under-segmentation occurs if the resulting
segments are composed from parts of several objects.
Analogously, over-segmentation is obtained if a partic-
ular object is disintegrated into several segments. The
big problem with the segmentation of medical images is
that over and under-segmentation usually occur simul-
taneously.

Hierarchical procedures are one of the concepts to
deal with the dualism between over and under seg-
mentation. Starting on a lower resolution of the image,
where it is represented with a small number of pixels
only, the chance of splitting objects into more than one
segment is decreased. Then, the exact outline of each
segment is reconstructed on higher resolutions, where
more details are contained.

62.5.4 Hybrid Segmentation Procedures

In the practice of medical image processing, hy-
brid approaches of segmentation have come to be
of greatest importance. Here, one is trying to com-
bine the advantages of individual (usually edge-based
and region-based) algorithms without maintaining their
disadvantages. Two widely used approaches, the wa-
tersheds transform and the active contour models, are
exemplarily discussed in the following sections.

The watershed transform extends an agglomerative,
regional segmentation procedure with edge-based as-
pects of segmentation. The numerical gray scales of
a pixel are interpreted as the elevation level in a row
of mountains, and crest lines are formed in the re-
lief. If it is raining, the water drops fall onto the

mountains, flowing downhill into the valleys, and form
small lakes in the local minima. During the successive
flooding of the landscape, neighboring pools may be
merged. The merging of pools, however, is prevented
by artificial watersheds. Frequently, the watershed seg-
mentation is applied to a gradient image rather than the
original, since the water reservoirs then directly corre-
spond with visual image regions. For segmentation of
medical images, the watershed transform especially has
the following advantages:

• From the region-based idea of the flooding process,
continuous segments are determined inherently.• From the edge-based approach of the watersheds,
the objects are exactly delineated.• The problem of under-segmentation is avoided,
since the merging of smaller pools is prevented by
the watersheds.

However, the watershed transform results in a strong
over-segmentation (for example Fig. 62.13b), which
must be handled appropriately before any object recog-
nition in the image is successful. This can be done with
those methods of region merging that already have been
discussed. Nevertheless, over-segmentation depicts in
principle the difficulty of the watershed transform.

Active contour models are based on an edge-based
segmentation in consideration of region-based aspects
and an object-based model of a-priori knowledge. In the
medical application domain, so called snake and bal-
loon approaches are applied for segmentation of 2-D
and 3-D image data and the tracing of contours in 2-D
image and 3-D image sequences, i. e. 3-D and four-
dimensional (4-D) data, respectively. The contour of
the objects, which is usually closely modeled, is pre-
sented by individual nodes, which are – in the simplest
case – piecewise connected with straight lines forming
a closed polygon. For the nodes, a scalar quality mea-
sure (e.g., energy) is calculated and optimized in the
local environment of the nodes. Alternatively, adjusted
forces are determined that directly move the nodes.
The iterative segmentation process completes at mini-
mal energy or if an optimum balance of forces has been
found. Thus, the potential of this approach is kept in
the choice of capable quality criterions (e.g., energy) or
forces. The classical snake approach models an inter-
nal and an external quality criterion, both as undirected
energy. The internal energy results from a predefined
elasticity and stiffness of the contour, which is high in
places of strong bends or buckling. The external energy
is calculated from an edge-filtered image. The external
energy is small if the contour runs along edges. The
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a) g)

e) f)

c)b)

d)

Fig. 62.13a–g Hierarchical region merging. The skeletal radiograph of the hand (a) has been segmented at various levels
of resolution, cf. (b) to (d). The initial step is obtained with the watershed transform (Sect. 62.5.4). Depending on the size
of the objects, they can be localized in the appropriate level (e), approximated by ellipses (f), or visualized as nodes in
a graph (g)

Fig. 62.14 Ballon segmentation of motoneuron cell membrane (after [62.7]). The frames show the balloon at different
iterations. By touching the cell membrane, the strong image forces prevent further movement of the active contour. In
this application, the internal forces correspond physically to a membrane. This is clearly recognizable at the adhesion
border of the balloons reaching the dendrites (bottom left)
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Prolapse

a) b)

Fig. 62.15a,b Segmentation with a 3-D balloon model (af-
ter [62.8]). The CT of a spine (a) was segmented with
a 3-D balloon. In the surface-based rendering after auto-
matic segmentation, the prolapse is clearly visible (b). The
visualization is based on Phong shading (Sect. 62.9)

idea behind this approach is an edge-based segmenta-
tion combined with the a-priori knowledge that medical
or biological objects rarely have sharp bending bound-
aries. With an optimal weighting of energy terms, the
contour course is primarily determined by the infor-
mation of edges in the image. However, if the object’s
contour is partially covered or incompletely captured,
the internal energy ensures an appropriate interpolation
of the region’s shape.

As simply as this approach has been formulated
verbally, as difficult is its implementation. During the
iteration, the number of nodes must be constantly ad-
justed to the current size of the contour. Furthermore,
crossovers and entanglements of the moving contour
must be avoided. The classical snake approach also re-
quires an already precisely positioned starting contour,
which often must be defined interactively. Then, the two
steps of segmentation, i. e. localization and delineation
are performed by man and machine, respectively. This
concept was also applied in the first publications of this
segmentation method. For contour tracking of moving

objects in image sequences, the segmentation of image
at time t serves as an initial contour of iteration in image
t +1. After a single initialization for the image t = 0, the
procedure runs automatically. Hence, fluoroscopy and
endoscopy are suitable modalities for the application of
the snake approach to track moving objects.

Balloons are based on forces rather than energies.
Besides the internal and external force, an inner pres-
sure or suction is modeled, which lets the contour
continuously expand or shrink. Figure 62.14 shows the
inflation movement of a balloon to segment the cell
membrane, which is visualized by the synaptic boutons
of contacting dendrites in a microscopy of a motoneu-
ron. Although segmentation is done without an accurate
initial contour, the balloon nestles in the course of it-
eration better and better to the real contour of cell
membrane. Another advantage of the balloon model is
that this concept is directly transferable to higher di-
mensions (Fig. 62.15).

In recent developments of active contour models,
it has been attempted to incorporate further a-priori
knowledge, e.g., in the form of anatomical models. Pro-
totypes of the expected object shapes are integrated into
the algorithm. In each iteration, the distance of the cur-
rent object shape to a suitable selected prototype is
modeled as an additional force on the node.

With those extensions, a break out of the active
contour model is prevented also for long passages
of the local object boundary without sufficient edge
information. The complex and time-consuming param-
eterization of an active contour model for a specific
application can be based on manual and also automatic
reference segmentations. For the latter approach, differ-
ent combinations of parameters are determined and the
segmentation is performed for all cases. All resulting
segmented contours are compared with the appropriate
reference contour, a-priori defined as the ground truth
of the training data. Then that set of parameters with the
best approximation of the reference contour is selected.

62.6 Classification

According to the general processing chain (Fig. 62.1),
the task of the classification step is to assign all connec-
ted regions obtained from the segmentation to particu-
larly specified classes of objects. Usually, region-based
features that capture the characteristics of the objects
sufficiently abstractedly are used to guide the classifi-
cation process. In this case, another feature extraction
step is performed between segmentation and classi-

fication, which is not visualized in Fig. 62.1. These
features must be sufficiently discriminative and suitably
adopted to the application, since they fundamentally im-
pact the resulting quality of the classifier. For all types
of classifiers, we can differ supervised (trained), un-
supervised (untrained) and learning classification. For
example, pixel clustering, which was already introduced
for pixel-based segmentation, is an unsupervised clas-
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sification process. As a goal, individual objects are
divided into similar groups (Fig. 62.11).

If the classification is used for identification of ob-
jects, the general principles or an exemplary reference
must be available, from which the ground truth of clas-
sification can be created. The features of these samples
are then used for parameterization and optimization of
the classifier. Through this training, the performance of
the classifier can be drastically improved. However, su-
pervised object classification is always problematic if
the patterns that are classified differ remarkably from
the trained patterns. In such cases, the training set
does not sufficiently reflect the real world. A learn-
ing classifier has advantages here, because it changes
its parameterization with each performed classification,
even after the training phase. In the following, however,
we assume a suitable set of features and a sufficiently
characteristic and large set of samples.

The classification itself reverts mostly to known nu-
merical (statistical) and nonnumerical (syntactic) proce-
dures, as well as the newer approaches of computational
intelligence, such as neural networks, evolutionary al-
gorithms, and fuzzy logic. In general, the individual
features, which can be determined by different pro-
cedures, are summarized either to numerical feature
vectors (also referred to as signature) or abstract strings
of symbols. For example, a closed contour object can be
described by its Fourier-descriptors as a feature vector,
or by means of basic line items such as straight, convex,
and concave forming a symbol chain.

62.6.1 Statistic Classifiers

Statistical classification regards object identification
as a problem of the statistical decision theory. Para-
metric procedures for classification are based on the
assumption of distribution functions for the feature
specifications of the objects, and the parameters of the
distribution functions are determined from the sample.
Nonparametric methods, however, waive such model
assumptions, which are not always possible in med-
ical image processing. A classical example of such
a nonparametric statistical object classifier is the nearest
neighbor (NN) classifier. All features span the feature
space, and each sample is represented by a point in
this feature space. Based on the signature of a seg-
ment that has not been included in the training, which
is assigned to its nearest neighbor in feature space, the
segment is classified to the associated class of the as-
signed feature vector. The k nearest neighbor (KNN)
classifier assigns the majority class from the k nearest

neighbors in feature space (usually, k = 3 or 5). Of-
ten, the Euclidean distance is computed in the feature
space. An example of the KNN classifier is given in
Fig. 62.16.

62.6.2 Syntactic Classifiers

In symbol chains, it is neither useful nor possible to de-
fine distance measurements or metrics and to evaluate
the similarity between two symbol chains, such as used
for feature vectors. An exception to this statement is
given with the Levenshtein distance, which is defined as
the smallest number of modifications such as exchange,
erase, or insert, required to transform a symbol chain
into another.

The syntactic classification is, therefore, based
on grammar, which can possibly generate an infinite
amount of symbol chains with finite symbol formalism.
A syntactic classifier can be understood as a knowledge-
based classification system (expert system), because the
classification is based on a formal heuristic symbolic
representation of expert knowledge, which is trans-
ferred into image processing systems by means of facts
and rules. If the expert system is able to create new
rules, a learning classifier is also realizable as a know-
ledge-based system.

It should be noted that the terms expert system
or expert knowledge, however, are not standardized in
the literature. Therefore, primitive image processing
systems, which use simple heuristics as implemented
distinction of cases to classification or object identifi-
cation, are also referred to as knowledge-based.

62.6.3 Computational Intelligence-Based
Classifiers

As part of the artificial intelligence, the methods of
computational intelligence include neural networks,
evolutionary algorithms and fuzzy logic. These methods
have their examples in biological information process-
ing, which is particularly much more powerful for
tasks of object recognition than today’s computers.
Therefore, they are frequently used in medical image
processing for classification and object identification.
Thereby all the procedures have a mathematically-
based, complex background.

Artificial neural networks simulate the information
processing in the human brain. They consist of many
simply constructed basic elements (neurons), which
are arranged and linked in several layers. Each neu-
ron calculates the weighted sum of its input excitations,
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Branemark

Frialit

TPS

Feature space Branemark

d)c)b)a) e)

i)h)g)f) j)

Fig. 62.16a–j Identification of dental fixtures (IDEFIX) (after [62.9]). An implant is shown in the intra-oral radiograph
of the lower jaw (a). For the feature extraction, the image is binarized with local-adaptive thresholding (b). The morpho-
logical filtering (erosion) separates individual areas (c) and eliminates interference. In this example, three regions were
segmented (d). Further processing is shown for the blue segment. After its fade-out, the morphological erosion is com-
pensated by a subsequent dilation (e), and subtracted from the intermediate image (b). Any coordinate of blue segment
from (d) identifies the corresponding region, which can now be extracted (g) and aligned into a normal position using
the Karhunen–Loève transform. Geometric dimensions are determined as region-based features and stored in a feature
vector (signature). As part of the training, the reference measures of different implant types have been recorded in the
feature space. The classification in the feature space is done with the statistical KNN classifier (i), which identifies the
blue segment reliably as Branemark implant screw (j)

which is mapped over a nonlinear function (character-
istic curve) to the output. The number of layers, the
number of neurons per layer, the network’s topology,
and the characteristic curve of the neurons are prede-
fined within the network dimensioning step. On the one
hand, heuristics are usually applied rather than method-
ological derivations. On the other hand, the individual
weights of the excitements are identified numerically
during the training of the network. Then, the network
remains unchanged and can be used as a classifier.
Evolutionary algorithms are based on the constant rep-
etition of a cycle of mutation and selection following
the Darwinian paradigm of the survival of the fittest.

Genetic algorithms work on a number of individuals
(the population). The crossing of two randomly se-
lected individuals and afterwards the mutation changes
the population. A fitness function evaluates the popu-
lation in terms of their goodness to problem solution.
Although the selections are equipped with a random
component, fit individuals are frequently selected for re-
production. Evolutionary algorithms can solve complex
optimization problems amazingly well, but for object
classification, they are less successfully used than other
methods.

The idea of fuzzy logic is to extend the binary
(true or false) computer model with some uncertainty
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or blur, which also exists in the real world. Many of
our sensory impressions are qualitative and imprecise
and, therefore, unsuitable for accurate measurements.
For example, a pixel is perceived as dark, bright, or
even very bright, but not as a pixel with gray scale
value 231. Fuzzy quantities are mathematically based
on the fuzzy set theory, in which the belonging of an

element to a set of elements is not restricted to the abso-
lute states true (1) or false (0), but continuously defined
within the entire interval [0..1]. Besides classification,
applications of fuzzy logic in medical image processing
can be found also for preprocessing (contrast enhance-
ment), feature extraction (edge extraction and skeleton),
and segmentation.

62.7 Quantitative Measurements

While the visual appraisal by experts is qualitative and
sometimes subject to strong inter-individual as well
as intra-individual fluctuations, in principle, a suitable
computer-aided analysis of medical images can deliver
objective and reproducible results. First of all, this re-
quires a precise calibration of the imaging modality.
Furthermore, partial (volume) effects of the imaging
system and particularities of the discrete pixel topology
must be taken into account and handled accordingly to
ensure reliable and reproducible measurements.

The digitalization of the local area or volume of
a pixel or voxel, respectively, always yields an averag-
ing of the measured value in the appropriate field. For
example in CT, a voxel containing different tissue is as-
signed a certain Hounsfield value that results from the
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Fig. 62.17a–c Quantification of synaptic boutons on a cell membrane (after [62.10]). The cell membrane was segmented
with a balloon (Fig. 62.12). Analyzing the impact of internal versus external forces at a certain vertex, local confidences
can be determined to fuzzily classify the affiliation of the contour section to the actual cell membrane (a). The cell contour
is extracted, linearized, normalized, and binarized before the occupation of the cell membrane with synaptic boutons
of different sizes are analyzed by morphological filtering (b). The confidence values are considered for averaging the
occupation measure along the cell membrane (c)

proportional mean of the individual Hounsfield values
of the covered tissue classes. Thus, a voxel contain-
ing only bone and air preserves the Hounsfield value of
soft tissue and, thus, may distort quantitative measure-
ments. In general, this partial (volume) effect occurs in
all modalities and must be accounted for appropriately
in any automatic measurement.

The common paradigms of Euclidean geometry do
not apply in the discrete pixel domain. For example, the
discrete representations of two straight lines may not
join in a common pixel although the lines cross. Fur-
thermore, different neighborhood concepts of discrete
pixels topology have remarkable impact on the result of
automatic image measurements. For example, the areas
identified in region growing may be significantly larger
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if the 8-neighborhood is applied, i. e., if eight adjacent
pixels are analyzed instead of the four direct neighbors.
We will now discuss some examples for image measure-
ments. For instance, in Fig. 62.16, geometrical features
were used for the automatic classification of implant
systems. The feature measures were extracted on the ab-
stract level of the region. Frequently, further measures
were extracted after object identification, which use the
information of the certain object detected, i. e., they op-
erate on the level of objects. For instance, in Fig. 62.16i,
we can use the knowledge that the blue segment
corresponds to a Branemark implant to parameterize
a special morphological filter that is adapted to the ge-
ometry of Branemark implants and measure the number

of windings of the screw. Another example of object-
based image measurements is given in Fig. 62.17. The
result of balloon segmentation of a cell membrane
(Fig. 62.14) was labeled automatically with local confi-
dence values based on model assumptions (Fig. 62.17a).

These values indicate the contour segment belong-
ing to a cell membrane and thus a classification via
fuzzy logic. To increase the robustness and reliability
of measurements, the confidence values are accounted
along the contour, which is extracted, linearized, nor-
malized, and morphologically analyzed (Fig. 62.17b),
such that, finally, a reliable distribution statistics of
connecting boutons according to their size is obtained
(Fig. 62.17c).

62.8 Interpretation

Image interpretation may be understood in the sense
of analyzing an abstract scene that corresponds to the
ambitious goal of developing a visual sense for ma-
chines, which is similarly universal and powerful to that
of humans. The previously discussed processing mod-
ules focused on automatic detection of objects as well
as their properties. Now, we proceed to analyze the or-
der of individual objects in space and/or time. Thus,
the fundamental step of image interpretation is to gen-
erate a spatial-temporal scene description on the most
abstract level (symbolic image description, Fig. 62.2).
A suitable form of representation is the attributed re-
lational graph (semantic web), which can be analyzed
at different hierarchy levels. Therefore, the so far con-
sidered grid matrix of pixels (iconic image description,
Fig. 62.2) is inappropriate for image interpretation. The
primitives of the graph (node) and their relationships
(edges) must be abstracted from the segmented and
identified objects or object parts in the image. So far,
only a few algorithms can execute this level of abstrac-
tion.

Examples for the abstraction of primitives are given
by the numerous approaches to shape reconstruction:
shape-from-shading, -texture, -contour, stereo, etc. Ex-
amples of the abstraction of relationships can be found

at the depth reconstruction by trigonometric analysis
of the projective perspective. Recently, considerable
progress has been achieved in symbolic image analysis
in the fields of industrial image processing and robotics.
Because of the special peculiarities of medical imagery,
which were discussed before, the transfer of these ap-
proaches into health care applications and medical im-
age processing has only met with limited success so far.

Figure 62.18 displays the automatic extraction of
a dental chart based on image processing of a panoramic
radiograph. It clearly shows the immense difficulties
that have to be overcame by the automatic interpretation
of medical images. Initially, the segmentation and iden-
tification of all relevant image objects and object parts
must succeed so that the semantic network can be built.
This includes the instances (tooth 1, tooth 2, etc.) of the
previously identified objects (e.g., tooth, crown, filling).
The interpretation of the scene based on the network
must be carried out in a further, not less difficult step
of processing. Thus, all teeth must be named accord-
ing to their position and shape. Then, crowns, bridges,
fillings, and carious processes can be registered in the
dental chart. However, the automation of this process,
which can be accomplished by dentist in a few minutes,
is not yet possible with sufficient robustness.

62.9 Image Data Visualization

Under the concept of image visualization, we summa-
rized all the transforms that serve the optimized output
of the image. In medicine, this particularly includes the
realistic visualization of three-dimensional data. Such

techniques have found broad applications in medical re-
search, diagnostics, treatment planning, and therapy. In
contrast to problems from the general area of computer
graphics, in medical applications the displayed objects
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Fig. 62.18 Scheme of automatic image interpretation. The panoramic radiograph contains all relevant information of the
dental chart. The symbolic description of the scene is obtained with a semantic network. Despite its already considerable
complexity, the shown part of the network represents only the marked ROI. In the dental chart, information is coded
differently. The teeth are named in accordance with the key of the Fédération Dentaire Internationale (FDI): the leading
digit denotes the quadrant clockwise, the second digit denotes refer to the number of the tooth, counting from inside to
outside. Existing teeth are represented by templates, in which dental fillings, crowns, and bridges are recorded. The black
circle at tooth 37 (say: three, seven) indicates a carious process

are not given implicitly by formal, mathematical expres-
sions, but as an explicit set of voxels. Consequently,
specific methods have been established for medical vi-
sualization. These methods are based either on a surface
reconstruction or on a direct volume visualization, and
lighting and shading are also considered (Table 62.2).

62.9.1 The Marching Cubes Algorithm

The marching cubes algorithm was specifically devel-
oped for surface reconstruction from medical volumes.

Here, the voxel is no longer interpreted as a cube of
finite edge length but as a point. It is equivalent to
a point grid for visualizing volumes. In this, a cube is
considered with four corners in each of the two adja-
cent layers. Utilizing symmetry, the complex problem
of surface production is reduced to only 15 different
topologies, which can be calculated most efficiently
since the polygon descriptions that belong to the ba-
sic topologies can be stored in a look-up table. Similar
to the process of spatial convolution, the cube is po-
sitioned successively at all points in a volume dataset
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Table 62.2 Taxonomy of 3-D visualization methods (after [62.11]). Triangulation for surface-based rendering is de-
scribed in textbooks on computer graphics. The marching cubes approach is described in the text. As a simple example
of a surface-based direct volume rendering methods, depth shading visualizes the length of rays passing through the vol-
ume until they hit the surface. Integral shading codes the sum of voxel values along the ray as gray scale. It is, therefore,
frequently used to obtain radiograph-like images based on CT data

Taxonomy of 3-D visualization methods
Surface reconstruction and rendering Direct volume rendering

Surface-oriented
methods

Volume-oriented
methods

Surface-oriented
methods

Volume-oriented
methods

Examples:
Triangulation

Examples:
Cuberille approach
Marching cubes

Examples:
Depth shading
Depth gradient shading
Gray gradient shading

Examples:
Integral shading
Transparent shading
Maximum projection

Liver

a) b)
Fig. 62.19a,b 3-D visualization with
Voxel-Man (after [62.12]). This 3-D
model of the internal organs is based
on the visible human data. The
Voxel-Man 3-D Navigator provides
unprecedented details and numerous
interactive possibilities (a). Direct
volume rendering and surface-based
visualization of segmented objects are
combined with integral shading (b)

(marching). After completion of the marching cubes
algorithm, a segmented volume is transformed into a tri-
angulated surface. However, the surface is build from
a very large number of triangles, which may be re-
duced significantly by heuristic procedures without any
discernible loses of quality. Reducing the number of el-
ements to visualize supports real-time visualization of
the volume.

62.9.2 Surface Rendering

To generate photorealistic presentations of the volume
surface, the lighting is simulated analogously to natural
scenes. According to the lighting model by Phong, am-
bient light is created through overlapping of multiple
reflections, diffuse scattering on nonshiny surfaces, and
direct mirroring on shiny surfaces. While the intensity
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of the ambient light remains constant in the scene for
all surface segments, the intensities of diffuse and shiny
reflections depend on the orientation and characteris-
tics of surfaces as well as their distances and directions
to the light source and the observation point of view-
ing. Without shading, one can recognize the initial
triangles. This is a nasty artifact in computer graphics.
Therefore, various strategies for shading have been de-
veloped to improve the visual impression significantly.
For instance, Gouraud shading results in smooth blunt
surfaces and Phong shading also provides realistic re-
flections. In newer applications, transparencies are also
modeled to glance at encapsulated objects. Moreover,
textures or other bitmaps on the surfaces can be pro-
jected to reach a more realistic impression of the scene.

62.9.3 Volume Rendering

Direct volume visualization is obtained from prelimi-
nary calculation of the object surface. The visualization
is based directly on the voxel data and, therefore, pos-
sible without any segmentation. This strategy allows
visualization of medical 3-D and 4-D data by radiolo-

gists for interactive localization of pathological areas.
The volume is processed either along the data layers
(back-to-front or front-to-back) or along an imaginary
light ray. Based on the observer position, rays will
be pursued through the volume (ray-tracing). Hereby,
the recursive followup of secondarily reflected rays is
also possible (ray-casting). Although quite realistic vi-
sualizations can be provided to the observer, problems
arising from the discrete nature of pixel topology (see
above) have led to a multitude of algorithmic variants,
which cannot be addressed here.

In general, parameters are extracted from voxel in-
tensity along the rays and applied as gray or color
value at the corresponding position in the viewing plane.
This procedure is also referred to as shading. With the
method of surface-based shading, light source and im-
age plane are placed on the same side of the object,
while volume-oriented procedures radiograph the en-
tire object according to x-ray imaging, i. e., the object is
located between light sources and the observation (Ta-
ble 62.2). Combining direct volume with surface-based
approaches, amazingly realistic scenes can be created
(Fig. 62.19).

62.10 Image Management

Introductorily, we have summarized all image manipu-
lation techniques that serve the effective archiving (short
and long-term), transmission (communication), and the
access (retrieval) of data (Fig. 62.1). For all three points,
the specifics in medical applications and the health care
environment have led to specific solutions, which are
briefly introduced in the following section.

Already in the 1970s, the invention of computed
tomography and its integration with clinical routine
involved the installation of the first picture archiving
and communication system (PACS), whose main task
was the archiving of image data. The core problem of
archiving medical images is the immensely large data
volume. A simple x-ray image with 40 × 40 cm (e.g.
a chest radiograph) with a resolution of five line pairs
per millimeter and 10 bit = 1024 gray levels per pixel
already requires a storage capacity of more than 10 MB.
In a university hospital x-ray imaging, CT, and MRI
accumulate to about 2 TB of image data each year (Ta-
ble 62.3). This estimate can easily increase tenfold with
the resolution-increased novel modalities such as spi-
ral CT and whole-body MRI. For instance, in Germany,
according to relevant legislations, data must be kept for
at least 30 years. Therefore, efficient storage, retrieval,

and communication of medical images have required
effective compression and high speed networks. Due
to noise in medical images, lossless compression usu-
ally has a limited effect of compression rates of two
or three. It is only in recent years that feasible hybrid
storage concepts have become available. So, the rele-
vance of storage and fetching of medical image data is
decreasingly important.

With increasing digitization of diagnostic imaging,
the motto for medical information systems, i. e., to pro-
vide the right information at the right time and the right
place, is projected to the field of medical image pro-
cessing. Hence, communication is the core of today’s
PACS. Image data is not only transferred electronically
within a department of radiology or the hospital, but
also between widely separated institutions. For this task,
simple bitmap formats such as the tagged image file for-
mat (TIFF) or the graphics interchange format (GIF)
are inadequate, because beside the images, which might
have been captured with different dimensions, medi-
cal meta information on patients (e.g., identifier (ID),
name, date of birth, . . . ), the modality (e.g., device,
parameters, . . . ) and organization (e.g., investigation,
study, . . . ) must also be transferred in a standardized
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Table 62.3 Data volume in 1999 at Aachen University Hospital (about 1500 beds) [62.1]. The data are taken from the
Annual Report 1999 of the University Hospital of RWTH Aachen University, Aachen, Germany. The data is based
on the Departments of (i) Diagnostic Radiology, (ii) Neuroradiology, (iii) Nuclear Medicine, and (iv) Dentistry, Oral,
and Maxillofacial Surgery for a total of 47 199 inpatient and 116 181 outpatient images. Services (such as ultrasound,
endoscopic, or photographic) from other departments have been excluded. For modalities of nuclear medicine, 20 slices
per study are assumed. For comparison, the total number of analysis performed in the central laboratory of the Institute
for Clinical Chemistry and Pathobiochemistry was estimated with an average of 10 measured values per analysis with a
highest precision of 64 bit. However, the annual image data volume is about 10 000 times larger

Modality Resolution
(spatial domain)

Resolution
(value range)

MB
per image

Units
in 1999

GB
per year

Chest radiographs 4000 × 4000 10 10.73 74 056 775.91

Skeleton radiographs 2000 × 2000 10 4.77 82 911 386.09

CT 512 × 512 12 0.38 816 706 299.09

MRI 512 × 512 12 0.38 540 066 197.78

Other radiographs 1000 × 1000 10 1.19 69 011 80.34

Panoramics and skull 2000 × 1000 10 2.38 7599 17.69

Ultrasound 256 × 256 6 0.05 229 528 10.11

Dental radiographs 600 × 400 8 0.23 7542 1.69

PET 128 × 128 12 0.02 65 640 1.50

SPECT 128 × 128 12 0.02 34 720 0.79

For comparison

Laboratory tests 10 64 0.00 4 898 387 0.36

way. Since 1995, the communication has been based on
the digital imaging and communications in a medicine
(DICOM) standard. In its current version, DICOM
includes:

• Structural information about the contents of the data
(object classes)• Commands on what should happen to the data (ser-
vice classes)• Protocols for data transmission.

DICOM is based on the client/server paradigm and
allows the coupling of PACS in radiology (RIS) or hos-
pital information systems (HIS). DICOM incorporates
existing standards for communication: the open sys-
tem interconnection (ISO/OSI) model, the transmission
control protocol/Internet protocol (TCP/IP), and health
level seven (HL7) standard. Full DICOM compliance
for imaging devices and image processing applications
is achieved with only a few supported object or service
classes, since other DICOM objects, which are not rel-
evant for the current device, are simply handed over to
the next system in the DICOM network. The synchro-
nization between the client and server is regularized by
conformance claims, which are also specified as part
of the DICOM standard. However, the details of im-
plementation of individual services are not specified
in the standard, and so in practice, vendor-specific DI-

COM dialects have been developed, which can lead to
incompatibilities when building PACS. In recent years,
the integrating healthcare enterprises (IHE) initiative
has become important. IHE aims at guiding the use of
DICOM and other standards such that complete inter-
operability is achieved.

In today’s DICOM archives, images can be re-
trieved systematically, only if the patient name with
date of birth or the internal system identification num-
ber (ID) is known. Still, the retrieval is based on
alphanumerical attributes, which are stored along the
image data. It is obvious that diagnostic performance
of PACS would be magnified significantly if images
were to be directly available from the similar content of
a given example image. To provide the query by exam-
ple (QBE) paradigm is a major task of future systems
for content-based image retrieval (CBIR). Again, this
field of medical research requires conceptually differ-
ent strategies to those demanded in commercial CBIR
systems for other application areas, because of the di-
verse and complex structure of diagnostic information
that is captured in medical images.

Figure 62.20 shows the system architecture of the
image retrieval in medical applications (IRMA) frame-
work (http://irma-project.org). This architecture reflects
the chain of processing that we have discussed in this
chapter, i. e., registration, feature extraction, segmen-
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Raw data layer

Registered data layer

Feature layer

Scheme layer

Object layer

Knowledge layer

Retrieval

Images

Feature extraction

Query results

Query

Indexing

Feature vectors

Blob trees

Registration

RST parameters

Feature selection

Identification

Categories

Categorization

Fig. 62.20 System architecture of the IRMA framework (after [62.13]). The processing steps in IRMA are shown in
the middle column. Categorization is based on global features and classifies images in terms of imaging modality, view
direction, anatomic region, and body system. According to its category, the image geometry and contrast are registered to
a reference according to rotation, scale, and translation (RST). The abstraction relies on local features, which are selected
specifically to context and query. The retrieval itself is performed efficiently on abstracted and thus information-reduced
levels. This architecture follows the paradigm of image analysis (Fig. 62.1). The in-between-representations on the left
side describe the image increasingly abstract. The levels of abstraction (Fig. 62.2) are named on the right side

tation, classification of image objects towards the tip
of the pyramid in Fig. 62.2, which is the symbolic in-
terpretation and scene analysis. In IRMA, the image
information that is relevant for retrieval is gradually
condensed and abstracted. The image bitmap is symbol-
ically represented by a semantic network (hierarchical

tree structure). The nodes contain characteristic in-
formation for the represented areas (segments) of the
image. Its topology describes the spatial and/or tem-
poral condition of each object. With this technology,
radiologists and doctors can be similarly supported in
patient care, research, and teaching.

62.11 Conclusion and Outlook

The past, present, and future paradigms in the medi-
cal image processing are shown in Fig. 62.21. Initially

(until approximately 1985), the pragmatic issues of im-
age generation, processing, presentation, and archiving
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Fig. 62.21 Changing paradigms
in medical image processing (af-
ter [62.14]). Until now, formation,
enhancement, visualization, and man-
agement of medical images have
been in the focus of research. In
future, integration, standardization,
and validation will be seen as major
challenges for routine applications in
computer-aided diagnosis (CAD), in-
tervention planning, and therapy, such
as computer-aided surgery (CAS)

stood in the focus of research in medical image pro-
cessing, because available computers at that time had
by far not the necessary capacity to hold and modify
large image data in memory. The speed with which
the image processing was possible only allowed off-
line calculations. Today, the automatic interpretation of
medical images is a major goal. Segmentation, classi-
fication, and measurements of medical images is being
continuously improved and validated more accurately,
since validation is based on larger studies with high
volumes of data. Hence, we focused this chapter on im-
age analysis and the processing steps associated with
it. The future development is seen in the increasing in-
tegration of algorithms and applications in the medical
routine. Procedures in support of diagnosis, treatment
planning, and therapy must be easily useable for physi-
cians and, therefore, further standardized in order to
ensure the necessary interoperability for clinical prac-
tice is necessary.
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Virtual Realit63. Virtual Reality in Medicine

Wolfgang Müller-Wittig

Medicine over the past decades has undergone

significant changes. In particular, surgery has be-

come increasingly more technology based due

to advances and rapid developments in device

technology and computer graphics. Minimally in-

vasive surgery (MIS) has revolutionized surgery

introducing optical systems and small surgical

instruments. In computer graphics Virtual Real-

ity (VR) allows a more intuitive interaction with

three-dimensional (3-D) computer generated en-

vironments. Furthermore, Augmented Reality (AR)

provides a real-time overlay of reality with dig-

ital information. This transformation opens up

new opportunities for diagnostics, medical edu-

cation, preoperative planning and intraoperative

support. The traditional see one, do one, teach

one educational environment has now changed

to simulation-based training where sophisticated

surgical procedures can be planned and rehearsed

in a safe virtual environment before the patient

enters the operating room (OR). In the operating

theatre the surgeon’s abilities can be enhanced by

superimposing computer generated information

on the real patient resulting in better navigation

and higher precision of the surgical intervention.

With the increasing role of quality management

and certification in the health care system, medical

simulation can lead to improved quality of
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care and patient outcomes becoming an integral

element finally.

Rapid developments over the last 20 years have signifi-
cantly influenced surgery. More changes will inevitably
emerge in the coming years. Surgery will become
increasingly technology based. Two essential devel-
opments which have occurred in different domains,
namely computer graphics and surgery, form the basis
for the topic of this chapter.

In computer graphics, virtual reality (VR) tech-
niques introduced a new dimension in the man–machine
interface. VR allows more intuitive interaction with the

computer and an immersive and realistic presentation of
three-dimensional (3-D) computer-generated worlds us-
ing novel input and output devices. This paradigm shift
has the potential to simulate processes in such a way
that the user has the feeling that he is interacting with
the real world.

In surgery, the paradigm shift happened through the
transition from open surgery to minimally invasive sur-
gery (MIS), which has revolutionized surgery. MIS has
developed into an indispensable diagnostic and thera-
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1168 Part F Medical Information Processing and Communication

peutic tool. The goal is to achieve the desired operative
result with minimal trauma. The use of MIS covers all
surgical fields.

Minimally invasive surgery includes surgical tech-
niques that use optical systems to inspect cavities of
the human body and small instruments to perform
surgical procedures. An endoscope, with optics and

light source, and other miniaturized instruments are
inserted into the operative field through small inci-
sions. With the surgeon holding the optical system
with the video camera in one hand and watching
the operative field on the monitor, the other hand
is free to guide either a probe or a small surgical
instrument.

63.1 Virtual Reality

Whereas traditional surgery allows guidance of in-
struments through direct visual control (one axis, eye
to hand, and instrument to patient), endoscopic tech-
niques require the coordination of two axes (eye to
monitor and hand, instrument to patient). This co-
ordination technique is called triangulation. Besides
this triangulation, endoscopy requires further skills;
most surgical procedures can be performed with one

dominant hand performing the critical parts of the
procedure, but endoscopy requires true ambidextrous
activity. A further feature of minimally invasive surgi-
cal procedures is the loss of direct contact between the
surgeon’s hand and the actual operative field. The sur-
geon does not directly touch the anatomical structures.
Rather, he/she manipulates these via various surgical
instruments.

63.2 Medical Applications

The use of computer graphics has opened up new pos-
sibilities in medicine. At the beginning of the 1990s,
Satava envisioned a paradigm shift in surgical training

Computer graphics

2-D interaction

Open surgery

3-D interaction

Minimally invasive
surgery

Surgery

VR technology

Miniaturized instruments

Fig. 63.1 Paradigm shift

due to emerging virtual-reality-based medical simula-
tors [63.1–3] (Fig. 63.1). Surgical education is not about
training surgeons over a specific time span. Surgical
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Reality

Intraoperative support

Medical simulation

Mixed reality

Virtual reality Augmented virtuality Augmented reality

Anatomical education
Functional diagnostics
Virtual endoscopy
Surgical training
Preoperative planning

Fig. 63.2 Medical simulation. Application domains along the reality–virtuality continuum between the two poles of the
real and virtual environment

training has to be qualitatively measured based on well-
defined metrics. The goal was to put more stress on
quality assurance in medicine. This topic gained much
more attention when the Institute of Medicine (IOM)
of the National Academies of the USA declared that
as many as around 100 000 people die needlessly each
year because of preventable medical harm [63.4]. The
IOM recommended greater focus on patient safety and
professional standards in healthcare, calling for periodic
examinations of doctors and nurses. However, there is
no evidence that there have been systematic changes
to reduce preventable medical harm. Avoidable medical
costs in the USA are estimated at US $500 billion each
year [63.5].

Using the reality–virtuality continuum, introduced
by Paul Milgram and Fumio Kishino, various techno-
logies and their applicationq domains in medicine are
described as follows (Fig. 63.2) [63.6]. Along this con-
tinuum, reality is a gradated spectrum ranging from real
to virtual spaces. In virtual reality (VR), the user in-
teracts with 3-D digital objects in real time. The term
augmented reality (AR) describes the real-time over-
lay of reality with digital information [63.7]. A typical
augmented reality system includes the following com-
ponents:

• A tracking system, which captures the user’s real
environment
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• A display (e.g., a semitransparent head-mounted
display) for visualizing the digital information su-
perimposed onto reality• A mobile computing unit, which is responsible for
3-D registration and image generation.

63.2.1 Anatomy Education

At the beginning of the 1990s, the Visible Human
Project, initiated by the National Library of Medicine
in the USA, provided complex and multimodal image
data of human anatomy for the first time. These detailed
digital 3-D representations paved the way for the use of
virtual reality to present and teach knowledge in 3-D
for anatomy education [63.8]. Traditionally, medical
students gain their knowledge in anatomy from prepa-
ration of cadavers or from color atlases and anatomy
textbooks.

Interaction with computer-based models of the real
world through new human–computer interfaces offers
advantages in exploring the anatomy. Medical stu-
dents understand important physiological principles or
the interrelationship between anatomical structures in
a way that cannot be achieved by any other means,
including use of textbooks and real cadavers. Nowa-
days, numerous 3-D anatomical atlases are available
as efficient tools for medical education. Meanwhile,
Voxel-Man [63.9] and BodyViz from Visual Medical
Solutions, which offer such high-quality anatomical
views, are examples of cost-effective solutions using
commodity laptops (Fig. 63.3).

63.2.2 Functional Diagnostics

Functional diagnostics describes simulation environ-
ments which allow analysis of the patient-specific status
quo. Furthermore, the goal is to predict the surgical out-
come and to validate the change in functionality that
can be expected after a surgical intervention. Thus, it is
necessary to simulate the planned patient-specific target
state.

For instance, the project VR Whiplash has the
goal of providing better diagnostics of functional dis-
orders causing chronic pain after whiplash injuries
by integrating VR and measurements of muscular
activities. The problems are caused by diagnostic un-
certainty and, as a result, the lack of therapy strategies.
Imaging diagnostics can only display structural dam-
age, which is, however, rare, representing only 3–5%
of cases. The VR-based approach addresses the re-
maining large fraction of patients with functional

Fig. 63.3 Virtual ear (Phonak Acoustic Implants, Fraun-
hofer IGD)

disorders, enabling planning of patient-specific ther-
apy, e.g., individually tailored build-up of cervical
muscles [63.10].

This application domain impressively shows how
computationally intense simulation processes can be
coupled with interactive 3-D real-time environments.
Rapid developments in computer architectures and
in particular programmable graphics processing units
(GPUs) has allowed gradual convergence of these two
areas [63.11, 12]. For example, nVidia’s computing and
graphics architecture Fermi provides better graphics as
well as higher precision and acceleration of calculations
for medical simulation [63.13].

63.2.3 Virtual Endoscopy

Virtual endoscopy is a diagnostic technique providing
computer-generated inner body views similar to actual
endoscopic procedures [63.14, 15]. The goal of nonin-
vasive 3-D simulation of endoscopic procedures using
reconstructed imaging data [e.g., computer tomography
(CT) and magnetic resonance imaging (MRI)] is to al-
low the endoscopist to simultaneously visualize virtual
anatomical structures and interaction in real time (e.g.,
through manipulation of the viewing orientation). The
potential is that many body regions which are not ac-
cessible to real endoscopy can be explored with virtual
endoscopy (Fig. 63.4).

Wireless capsule endoscopy is a recently developed
noninvasive imaging technique offering an alternative
in diagnostics. Patients swallow a disposable capsule
consisting of a pair of cameras and a wireless transmit-
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a)

b)

c)

Fig. 63.4a–c Bronchoscopy simulator (a) based on patient-specific CT data (b,c)

Fig. 63.5 VR arthroscopy training
simulator

ter. Finally, a diagnostic video is produced based on the
50 000 images which are shot by such a PillCam dur-
ing its passage through the colon. Use of this diagnostic

tool is still controversial, but recent studies show that
technical progress has increased the accuracy of these
systems [63.16].

Part
F

6
3
.2



1172 Part F Medical Information Processing and Communication

a)

b)

Fig. 63.6 (a) VR hysteroscopy train-
ing simulator. (b) Simulator for
transurethral resection of the prostate,
virtual simulation (left) and real
operating-room (OR) movie (right)
(VirtaMed, Zurich)

63.2.4 Surgical Training

Surgical training is one of the most promising appli-
cation domains in medicine using 3-D graphics and
VR technologies. Motivated by flight simulators for pi-
lot training, a VR-based simulation system for knee
arthroscopy was introduced for the first time in 1993
(Fig. 63.5) [63.17]. Since that time, various research
groups have focused on the development of laparoscopy
training simulators [63.18–20].

The concept of the VR-based knee arthroscopy
and laparoscopy training simulators is transferable to
other surgical areas (Fig. 63.5). Other minimally in-
vasive procedures such as rhinoscopy or hysteroscopy
– without direct contact with the patient – can be
trained using a virtual situs (Fig. 63.6) [63.21, VirtaMed
AG]. Nowadays, various medical training simulators are

available commercially and successful on the market.
Meanwhile, numerous medical training centers have
established these VR simulators as part of their curricu-
lum [63.22–24].

63.2.5 Preoperative Planning

Virtual reality can also support the surgeon in planning
a procedure before surgery (Fig. 63.7). Before perform-
ing a surgical intervention on a real patient, the surgeon
is able to practice on a virtual patient to simulate the
intervention. In this manner, the safest and most effec-
tive surgical approach may be selected, requiring less
time in the operating room. Here, various variants of
the planned surgical procedure are simulated to iden-
tify the best path, e.g., to an injured vessel, minimizing
damage to healthy structures. Furthermore, a decrease
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Fig. 63.7 Preoperative planning sys-
tem for total knee replacement
(after [63.26])

a) b)
Fig. 63.8a,b
Medical
Augmented
Reality for
Patients
(MEDARPA):
augmented
reality (a) in
the operating
theater (b)

in the rate of complications is conceivable. Postoper-
ative treatment can be reduced, and subsequently the
costs associated with this; for instance, the risk for re-
vision is higher in case of suboptimally aligned knee
implants [63.25].

63.2.6 Intraoperative Support

During surgery, the surgeon’s abilities can be enhanced
by fusing computer-generated data with real objects.
The precision of the surgical intervention may be aug-
mented by superimposing synthetic data on the real

patient, giving the surgeon the feeling of having x-ray
vision. Deeply embedded anatomic structures are visi-
ble; e.g., a tumor can be approached and extracted in
the safest possible manner. In this augmented or en-
hanced reality (ER), surgery can be performed with
greater skill. The position of surgical instruments can be
monitored and displayed to the surgeon intraoperatively
via monitors in the operating room.

In principle, neurosurgery has made use of aug-
mented reality (AR) technology for many years. The
miscroscope image is overlaid by a path selected using
patient-specific CT data during the planning phase. This
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technology has also entered other surgical domains.
Integration of medical simulation into the operating
theater is becoming increasingly common [63.27–29]
(Fig. 63.8).

It is obvious that, in comparison with surgical
training, these AR-based intraoperative navigation sys-

tems have to fulfill very high requirements regarding
accuracy. Meanwhile, more and more studies have
been performed to evaluate the robustness and ac-
curacy of AR-guided interventions under laboratory
and clinical conditions in the operating theater [63.29,
30].

63.3 VR-Based Medical Simulation

In the following, challenges inherent to implementa-
tion of real-time simulations in medicine are addressed.
Similar to VR applications in general, quality in medi-
cal simulation means convincing the various senses of
the user in order to achieve lifelike impressions. In this
context, the visual and haptic senses play essential roles.
The environment and its impact on the user have to be
modeled accordingly. The user should be able to inter-
act with this environment, and beyond that should be
able to modify it.

Various research in the field of medical simulation
has already shown that integration of haptic displays
provides realistic haptic feedback [63.31,32]. In this re-
gard, it should be considered that tactile perception is
restricted due to the surgical instruments in minimally
invasive surgery. In fact, the emerging development

Model

Simulation

Visual Haptic

Interaction

Fig. 63.9 VR-based medical
simulation

stage in haptic display device technology can already
fulfill these requirements to a certain extent.

The quality of visual feedback and the simulation
of object behavior while manipulating virtual structures
are the challenges of computer-based simulators. In this
context, one of the great challenges is simulation and
presentation of different tissue types and their elastody-
namic characteristics during surgical interventions. In
particular, the strong interlink between visual and haptic
feedback has to be realized.

A simulation system aims at realistic modeling
of a total process in its environment. Consideration
of the focus on minimally invasive surgery leads to
further analysis of the real environment of a sur-
geon. The surgeon does not directly touch anatomical
structures during minimally invasive surgical proce-
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dures. Rather, he manipulates these with instruments
whereas he watches the operative field on a moni-
tor – away from the patient. The surgeon guides his
instruments through indirect visual control. Such an op-
erative situation comprises a model (virtual anatomy),
surgical interventions (interactions), and surgical instru-

ments (interaction devices) as key elements. Figure 63.9
shows schematically a model of a VR-based medical
simulation.

Using this model of VR-based medical simulation,
the individual components are described in further de-
tail in the following.

63.4 Model Generation – Virtual Anatomy

The generation of the anatomical region of interest is the
first focus in the context of VR-based medical simula-
tion systems. In principle, two approaches can be distin-
guished for the realization of 3-D models (Fig. 63.10).

On one hand, virtual anatomical structures can be
generated using commercially available modeling sys-
tems which are also in use in other domains such as
architecture. Anatomical models are described via sur-
face models which consist of numerous triangles and
which achieve greater realism by projecting realistic
textures onto them (Fig. 63.11).

This modeling method will not be further explained
in this chapter. Rather, the generation of an integrated
patient-specific 3-D model based on medical image data
is described in more detail. Such 3-D reconstruction
opens up the opportunity to manage individual medical
problems with the support of a simulation system.

Here, the anatomical model should not only contain
features relevant to visual appearance but should also

Point clouds

Modeling

3-D reconstruction

Virtual anatomy

Virtual anatomy

Atlas

Image data

Fig. 63.10 Generation of virtual
anatomy

consider the tissue-specific characteristics required for
simulation of haptic feedback. Furthermore, the concept
of 3-D reconstruction should not be limited to a specific
anatomical region. It should rather allow generation of
3-D representations of diverse anatomies. Finally, the
generation of such a synthetic anatomical region should
go beyond visualization of a static model to allow life-
like simulation of a dynamic model meeting real-time
conditions.

The essential steps in the 3-D reconstruction process
of anatomical structures based on medical image data
can be addressed as follows (Fig. 63.12).

63.4.1 Data Acquisition

Imaging modalities support both medical diagnosis
and therapy planning. Multimodality medical images
which have been acquired in daily clinical rou-
tine can be used for model generation. Sequences
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a) b) c)

y
xz

Fig. 63.11a–c Modeling of a virtual uterus. (a) Surface model consisting of numerous triangles. (b) Modeling with surface
texture. (c) Modeling with greater realism by projecting realistic textures

Preprocessing

Data acquisition

Segmentation

Mesh generation

Decimation

Preprocessed image data

Contours

Polygonal representations

2-D image data

Fig. 63.12
Three-
dimensional
reconstruction
pipeline

of image data typically from CT or MRI scanners
are the basis for the reconstruction of anatomical
structures.

63.4.2 Preprocessing

In this first step of the reconstruction pipeline, methods
of image processing are applied to the original image
data, accentuating the contrast between anatomically
relevant structures and the surrounding tissue. Further-
more, signals which are redundant or noisy are removed
or reduced (e.g., metallic artifacts). The goal is to im-
prove the quality of the subsequent processing steps.

63.4.3 Segmentation

In general, segmentation describes the process of
recognizing objects within an image. The result of seg-
mentation is the classification of an image into various
regions which distinguish themselves by specific fea-
tures. The segmentation of medical image data aims at
contour extraction of anatomical structures. Individual
anatomical structures can then be identified, selected,
and managed separately.

In principle, the segmentation process is challeng-
ing, since contours of an object are often presented
incompletely and insufficiently. However, segmentation
algorithms have been further improved so that cor-
rect detection of anatomical structures can be achieved
semi-automatically. Only minimal manual intervention
is now required in this regard [63.33, 34] (Fig. 63.13).

63.4.4 Mesh Generation

In this step, contours of adjacent slices are connected to
generate a three-dimensional structure. Here, appropri-
ate connections between two contours have to be found.
The method has to address the fact that anatomical mod-
els might consist of highly complex structures and that
significant changes between two successive slices might
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Fig. 63.13
Model-based
semi-automatic
segmentation of
organs

occur. In case of two neighboring slices with arbitrary
numbers of contours within them, it has to be guaranteed
that the correct contours are connected (the correspon-
dence problem). In case of multiple contours on a slice,
the method eventually has to recognize and consider
branching of an object from one slice to the next.

An algorithm which constructs meshes based on
a 3-D Delaunay triangulation is able to successfully
manage these problems. Further details can be found in
the work of Boissonnat [63.35].

The result of mesh generation is shown in
Fig. 63.14. Various complexities can be clearly seen,
caused by the different distances between slices in the
image dataset. Using this mesh, the anatomical region
of interest relevant for the VR-based medical simula-
tion (e.g., interior structures of the knee joint) can be
reconstructed at higher resolution.

63.4.5 Decimation

The high resolution necessary for medical data leads to
a large number of polygons. As the main objective of
simulation is interactive viewing and manipulation of

these 3-D objects in real time, the complex geometry of
the reconstructed anatomical models may be reduced.
This means that polygons with similar spatial orienta-
tion are combined during an additional decimation step.
Finally, similar to the modeling process, textures are
superimposed on the virtual anatomical structures, pro-
viding greater realism. These textures can be derived
from an anatomical atlas or real endoscopic procedures.

Meanwhile, virtual anatomical structures can also
be generated using a 3-D laser scanner based on a spe-
cialized method of stripe projection. High-resolution
3-D scans with submillimeter precision allow highly de-
tailed 3-D digitization of real objects. A mesh generator
transforms these 3-D point clouds into 3-D models. In
addition, the system provides texturing of the geometric
model with images of the object, resulting in a photo-
realistic digital model (Fig. 63.15). If needed, models at
various levels of detail and complexity can be generated.

A 3-D scanner is also used in radiotherapy to
guarantee beam treatment with high precision. The ge-
ometric data of the patient’s surface can be used to
determine the pose of the patient and to detect patient
motion.
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Fig. 63.14 Mesh
generation of
femur and tibia

Fig. 63.15 Three-dimensional reconstruction of a head us-
ing a scanner (Polygon Technology, Darmstadt)

63.5 Manipulations – Surgical Interventions

Besides 3-D modeling, simulation of surgical instru-
ments is a further focus in the design of VR-based
medical simulators. The shape, appearance, and func-
tion of instruments must be preserved. The simulation
model must allow simulation of both rigid instru-
ments (e.g., endoscope, exploratory probe) and those
with moving parts (e.g., grasping forceps, scissors).
As the surgeon would do in clinical practice, the goal
is to provide an environment in which he is able to
maneuver instruments in the virtual anatomy derived
from real patient-specific image data, as introduced
earlier.

Realization of real-time 3-D interaction is one of
the most important requirements. The integration and
use of original surgical instruments as input devices is
intended. VR technology has long allowed the specifi-

cation of new interaction tools beyond the well-known
data glove or data helmet.

63.5.1 Modeling of Surgical Instruments

Sometimes 3-D digital models of the surgical in-
struments cannot be provided by medical equipment
manufacturers. However, virtual instruments have to be
provided and integrated into the medical simulation sys-
tem, where they have to be processed further in real
time. Thus, the 3-D geometry of surgical instruments is
generated by means of modeling systems based on tech-
nical descriptions and/or real instruments. These virtual
instruments have to have the same functionality as the
real ones. Furthermore, a realistic appearance of the in-
struments has to be produced. Here, modeling methods
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such as texturing can be applied to increase the realism
of surgical instruments.

63.5.2 Registration of Instruments

Having introduced digital 3-D representations of instru-
ments, these interaction devices have to be applicable
in the medical simulation system. This means that they,
as virtual replicas of real surgical instruments, also have
to function in the same way. Movements of the instru-
ments in the real environment have to be registered and
finally transferred without delay to the virtual models
which are visualized on the monitor. In this way, the
surgeon gets visual feedback.

The tracking technique which is typically used for
registration of movements in VR applications is also
used here to realize the 3-D interaction using surgical
instruments. There are various methods to determine
position and registration. With reference to the physical
principle used, several categories can be distinguished
such as mechanical, optical, and electromagnetic track-
ing systems. In the following, the electromagnetic
approach is briefly introduced.

A sender called a transmitter creates an elec-
tromagnetic field. Sensors (receivers) react to this
electromagnetic field, delivering position and orienta-
tion information. These sensors are attached to surgical
instruments, allowing registration of the instrument’s
movements. Meanwhile, miniature sensors are avail-
able which can even be incorporated into medical
instruments with very small diameter for dynamic track-
ing. Cables might be inappropriate, since they limit
flexibility and mobility. However, nowadays, wireless
electromagnetic tracking systems are available on the
market. However, a disadvantage of such tracking
methods is that ferromagnetic and metallic materials
interfere with the electromagnetic field, leading to dis-
tortions in the working volume.

Finally, these electromagnetic tracking systems do
not provide such high accuracy with respect to position
and orientation as the optical tracking systems which
are primarily used in the operating theater. However,
they represent a cost-effective, lightweight, and com-
pact solution for dynamic tracking that is widely used
in medical simulation systems which do not have high
accuracy requirements (e.g., training simulators). Here,
registration of objects can typically be achieved with ac-
curacy of 0.8 mm in position and 0.15◦ in orientation.
Thus, small movements of instruments can be tracked
dynamically in real time. Based on the delivered sensor
data, an updated view of the operating field is calculated

and visualized on the monitor of the graphics personal
computer (PC).

Since an endoscope has some specific optics, sim-
ulation of this should be discussed in further detail.
Endoscopes can be of forward-viewing (0◦) or forward-
oblique direction of view (e.g., 30◦, 45◦, 70◦). These
angle optics increase the field of view by just rotating
the endoscope around its axis, thus minimizing instru-
ment motion. Further to this, some endoscopes produce
viewing fields of up to 110◦ through the use of wide-
angle optics.

As described above, the position and orientation of
an instrument, here an endoscope, can be determined
using sensors. Now the optics must be simulated by cal-
culating the camera point of the instrument based on the
delivered sensor data. Depending on the optics selected,
the actual field of view of the endoscope is updated and
visualized on the monitor. In this context, the graph-
ical user interface contains a display window for the
endoscopic view.

VR-based medical simulation systems have the ad-
vantage that endoscopes with any angle optics can be
seamlessly integrated. Here, the arrow helps the sur-
geon determine the orientation by showing the viewing
direction (Fig. 63.16).

A second window provides an overview of the oper-
ative field, which is very helpful for the determination of
orientation, especially for beginners. This display win-
dow shows distinctly and visibly how the light source at
the tip of the endoscope (simulated by a point source)
illuminates the respective part of the virtual anatomy
(Fig. 63.16, top right). In addition, other optics such as
a wide-angle lens with its typical convex distortion of
the endoscopic image can be simulated.

Furthermore, the simulation environment can be
specified using a graphical user interface. Here, a se-
lection of various anatomical regions and numerous
surgical instruments are available. In addition, statis-
tics are generated during simulation, allowing objective
assessment of trainees’ performance. A portfolio of
standard training situations and tools for objective
assessment are definitely the major advantages of med-
ical training simulators in comparison with traditional
training methods for learning endoscopic skills (e.g.,
learning by doing on patients).

Thus, VR technology allows the introduction of
novel interaction devices. Three-dimensional real-time
interaction and intuitive handling of various surgical in-
struments is provided in a VR-based medical simulation
system. A complete set of virtual instruments such as
endoscopes with various optics, exploratory probes, as
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Fig. 63.16 Graphical user
interface

well as grasping forceps or dissecting scissors can be
simulated realistically while preserving both form and
function.

Besides registration of instrument movements, fast
collision detection between the various instruments and
virtual anatomical structures is required. This forms the
basis for simulation of tissue manipulation (e.g., defor-
mation or cutting).

Here, deformation is exemplarily introduced as
a type of interactive manipulation of anatomy to
show the principles of soft tissue simulation. Two ap-
proaches for simulation of deformation are described:
geometry-based and physically based methods. Defor-
mation behavior of anatomical structures as a result of
interventions with surgical instruments can be realized
using bump weighting functions and mass–spring mod-
els or by finite-element methods (FEM), and thereby
integrated into the medical simulation system.

The former method allows fast calculation of local
deformations, allowing real-time simulation even on to-
day’s low-cost computers. A bump-weighting function
can be specified to describe the deformation in the area
close to the surgical instrument, depending on the pene-
tration depth into the respective tissue. In this way, an
individual local deformation behavior can be applied
to each tissue type. This geometric approach can be
realized with simple and fast transformations.

The latter approach uses methods for a physically
based simulation, also addressing global deformations.
Here mass–spring models allow the calculation of
object deformations in real time using appropriate nu-
merical integration with varying step size. The difficulty
is to achieve a robust and stable simulation.

Finally, more and more solutions using finite-
element methods are entering the medical simulation
arena. Tissue-specific material properties are inte-
grated in the FEM framework. This method achieves
a high-quality simulation but unfortunately has high
computational costs. Rapidly developing and recently
introduced hardware architectures such as GPUs open
up new opportunities to manage and speed up these
complex and computationally intensive calculations.
More details about this research direction can be found
in Taylor et al. [63.12] and Peterlik et al. [63.36].

63.5.3 Integration of Visual
and Haptic Feedback

The quality of a simulator session will be enhanced if
the trainee manipulates and experiences the virtual situs
through multiple sensory channels. It has been shown
that visual and haptic perception play a significant role
in interactive environments. Considering the specifics of
these two sensory channels, the respective components
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Fig. 63.17 Haptic simulation (af-
ter [63.32])

of the simulation system have to be realized with differ-
ent update rates. While 20–40 Hz is sufficient for visual
output to provide real-time visualization, high frequen-
cies of up to 1000 Hz have to be generated to satisfy the
human haptic sense. Finally, the visual and haptic feed-
back have to be seamlessly integrated and synchronized.

Two main factors have an impact on research work
in the field of haptics for VR-based medical simula-
tion systems. One cornerstone is hardware in terms of
haptic device technology; the other is the software com-
ponent controlling haptic displays to generate artificial
resistance.

In minimally invasive surgery, the number of de-
grees of freedom is reduced due to fixation of the
instruments at the minimal access ports. Further to this,
it can be stated that neither a large working space nor
high force levels are needed for the haptic interface.
Certainly, in case surgical instruments come into contact
with rigid objects such as bony structures, a maximal
force has to be generated and the haptic display must
deliver the corresponding stiffness.

As of today, six-DoF (degree of freedom) tracking
systems are available and very common. Recent years
have also seen an increasing number of options in the
field of haptic devices. More and more six-DoF, cost-
effective haptic displays have entered the market. In
addition, there are haptic interfaces designed specif-

ically for surgical interventions. This opens up new
opportunities for the medical simulation domain.

The software realizes the haptic rendering by con-
verting an internal representation of a virtual object into
a representation suitable for display on a haptic device
(analogously to graphics rendering) (Fig. 63.17).

Haptic simulation of minimal invasive procedures
must also include the tissue-specific characteristics of
anatomical structures (e.g., hard bone tissue; firm, re-
silient meniscus). The most relevant tissue types are
classified with respect to their haptic attributes (e.g.,
mass, friction, elasticity) and then integrated into the
VR-based simulation system. Finally, integration of dif-
ferent simulation models including consideration of the
penetration depth of the instrument generates the corre-
sponding object-specific haptic stimuli.

As mentioned above, haptic displays need extremely
high update rates of up to 1000 Hz to avoid lag in the
simulation loop which might otherwise lead to distorted
haptic perception. In this context, fast collision detection
is key for a believable haptic interaction. One approach
is to split the virtual world into a global and a local part.
The global part describes the complete virtual scene,
where collision detection might be performed at less
than 1000 Hz. The local part represents the region where
the actual interactions between the instrument and sur-
rounding anatomical structures take place. This region
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is relevant for the haptic simulation. This local region
of the virtual scene is selected based on the collision
detection results and then further processed by the sim-
ulation engine. Then calculations which are required for
the haptic feedback are done, enabling the high update
rates needed to control the haptic display.

The simulation of haptic feedback is an important
research topic worldwide. A comprehensive overview
and discussion of the various methods cannot be pro-
vided in this chapter. Coles et al. [63.37] provide an
excellent overview of current developments in haptic
simulation in the area of medical VR trainers.

63.6 Outlook

Rapid developments in the two areas of computer
graphics and surgery will have further impacts on med-
ical simulation in the future.

In computer graphics, the availability of increas-
ingly powerful processor architectures opens up new
possibilities for real-time simulation. In particular,
GPUs, beating Moore’s law by a factor of three, will al-
low, as well as higher visual quality and greater realism,
the solution of computational power and non-graphics-
related problems. Therefore, physically based methods
will be integrated with greater accuracy, continuing the
trend towards greater interactivity and realism.

The continuing developments will also include hap-
tic displays, although advancements will happen at
a different speed here.

The anatomical model will become more sophisti-
cated; microstructures will be increasingly considered.
In vivo measurements have been increasingly con-
ducted, which can be the basis for mathematical mod-
eling of the elastodynamic characteristics of organic
structures. The derivation of relevant tissue-specific val-
ues is expected to lead to quality improvement in the
simulation of the elastodynamic behavior of anatomical
structures. A large amount of research work is focused
on the collection of such empirical data for soft tis-
sue and abdominal organs for subsequent transfer to the
simulation model [63.36, 38–40].

Beyond this, simulation will include further aspects
of minimally invasive interventions such as coagula-
tion, i.e., the stopping of bleeding by the use of heat.
Closely linked to such simulations, physiological func-
tions should also be mentioned, where – besides blood
flow – respiration and the heart beat can be seen as
the next challenges [63.41]. Realistic real-time simula-
tion of these complex processes is one of the research
challenges worldwide [63.42].

There will also be further developments in the field
of minimally invasive procedures. The rapid advances
in endoscopic operative techniques will continue, and
entire traditional surgical domains will disappear. This

will be accompanied by the increasing sophistication
of instruments. Furthermore, there is a trend in surgery
towards the performance of interventions via natural
orifices of the body, enabling further minimization of
patient trauma.

Other research work focuses on giving back the lost
feeling to surgeons by integrating sensors to detect sub-
tle lesions with instruments [63.43]. This includes the
realistic integration of specific surgical instruments into
haptic simulation. In this regard, fundamental knowl-
edge of haptic perception is the basis for successful
coupling of haptic feedback with simulators or robotic
systems. One of the research challenges here is to
present the forces that are applied to the patient in a re-
alistic manner. Haptic displays do not yet accomplish
this [63.44].

The introduction of new minimally invasive tech-
niques into clinical practice has to be done via phased
and structured development and validation with ade-
quate postoperative monitoring rather than following
a trial-and-error approach. In this context, virtual
simulation of new operative procedures can make
a valuable contribution to the ongoing development of
minimally invasive surgery to maintain or increase its
significance.

Flight simulators have been an indispensable ingre-
dient in the training of pilots for many years. Medical
simulators using VR technology and computer graph-
ics have the potential to play a similar role in surgical
training. The challenges inherent to traditional train-
ing methods of learning by doing or using phantoms
or cadavers motivated the search for alternative train-
ing scenarios. Finally, this led to the development of
VR-based simulators, which are gaining increasing lev-
els of recognition and acceptance in minimally invasive
surgery.

Furthermore, studies have provided evidence that
skills acquired in a virtual training environment can be
successfully transferred to the real world. Skill trans-
fer can be improved if there is a good match between
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the training and the real context. VR-based training sys-
tems definitely achieve an enhancement of the learning
curve without requiring patient contact. Numerous stud-
ies carried out in recent years have shown the potential
for successful transfer from the simulator to the operat-
ing room [63.22, 45–50].

Today, there are already promising signs that use of
VR-based training simulators in medical curricula has
become a reality. Training centers such as the Queens-
land Health Skills Development Centre, the Minimal
Invasive Surgical Centre Singapore or the Wenckebach
Institute in Groningen have made medical simulators
a definite part of their training programs; for instance,
each year, the European Surgical Institute organizes
about 80 training courses for 1000 participants, helping
them to develop precision and skills with the support
of VR-based simulators. Some changes in the current
framework of medical education are also on the way
in the USA. The general availability of medical sim-
ulators will have an impact on the way medicine is
taught and practiced in the future. Thus, the American
Board of Surgery already requires surgical residents to
perform training sessions on simulators in the field of
laparoscopy [63.51, 52].

It has to be recalled that several decades were
needed to make realistic flight simulators of today’s
standard possible. The rapid advances in the field of
computer-based training simulators and the successive
improvement of their realism in recent years indicate
the emergence of such systems in surgical education as
well. The permission to fail in such simulation envi-
ronments is an essential advantage over training in the
operating theater, corresponding to a further enhance-
ment of patient safety. Such simulation has the potential
to be used to a greater extent during preoperative plan-
ning based on patient-specific data immediately before
the real surgical procedure; this can be seen as a preop-
erative warm-up. In Canada, such a dry run has already
been performed using the NeuroTouch simulator in the
field of neurosurgery.

It is without dispute that quality management and
certification are playing an increasing role in the health-
care system. This fact will finally lead to an essential
reform of medical education. Here, computer-assisted
training simulators with their spectrum of objective as-
sessment will become an integral component. Is this the
route to a licence for surgeons, as is already in place for
pilots?

Furthermore, a paradigm shift is on the horizon.
Not only will the surgeon receive decision support from
preoperative image data, but sophisticated sensors will

allow intraoperative delivery of tissue-specific charac-
teristics. This information will be made available to the
surgeon, allowing him to adapt the next surgical step;
for instance, a surgical robot selects the drill channel in
the bone by considering actual sensory feedback. There
is no need to rely only on preoperative planning based
on the patient-specific image dataset.

The use of robots in the operating theater has been
called into question and discussed controversially. It
should be considered that common industrial robots
were used at that time, which can now be substituted
by compact, cost-effective, modern operating-room
(OR) robots (from, e.g., Mazor Surgical Technologies).
Meanwhile, the benefits of robot-assisted surgery are
increasingly being recognized. In the operating the-
ater, the robot is an additional tool for the surgeon
that can be selectively used during specific intraop-
erative steps. In this way, the intervention can be
performed with greater precision and quality, resulting
in a better final operative outcome. In the meantime,

Fig. 63.18 Medical visualization on a smart phone
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the global robot-assisted surgery market is expected
to grow from US $1 billion in 2008 to US $14 billion
by 2014.

Finally, attention should be drawn to a trend which
has already entered our daily life, i.e., mobility. This
will include medical simulation too; i.e., medical sim-
ulation will go mobile. Forecasts show that 81% of
medical doctors in the USA will be equipped with – be-

sides a stethoscope – a smart phone by 2012 [63.53].
This opens up exciting new possibilities to blend med-
ical simulation with mobile learning environments.
Considering the continuous increase of performance
and functionality of mobile devices, use of 3-D visual-
ization and AR applications on the move has become
closer to reality (Fig. 63.18). All these developments
will benefit the patient.
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Computer-Su64. Computer-Supported Teaching
and Learning Systems in Medicine

Martin Haag, Martin R. Fischer

In 1999, the scenario University in the Year 2005

predicted that by 2005 half of all students would be

studying at virtual universities, while there would

be only a small core of traditional universities left.

Obviously, this prediction did not come true, and

the scenario is far from being realized, even today

(Sects. 64.1–64.3). However, there is a visible trend

towards using computer-supported teaching and

learning systems in medical studies at traditional

universities within blended learning (BL) con-

cepts (Sect. 64.5). A meta-analysis by Cook et al.

showed that studying supported by internet-based

learning is at least equal to traditional forms of

teaching [64.1]. In German-speaking countries, the

term computer-based training (CBT) is frequently

used for computer-supported training, but there

are a plethora of other English-derived terms that

are also in use, such as computer-assisted in-

struction (CAI), computer-assisted learning (CAL)

and computer-based instruction (CBI). The term

web-based training (WBT) [64.2] is used if the

applications are based on web technology and ac-

cessed via the web. The term e-Learning [64.3]

(electronic-learning) is somewhat broader, and –

aside from CBT and WBT – also includes other forms

of digital learning such as computer-supported co-

operative/collaborative learning (CSCL) (Sects. 64.5

and 64.6). Against the backdrop of the histori-

cal development and moves toward reforming the

medical curriculum, an overview over the relevant

aspects of CBT/WBT systems in medical studies are
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presented in this chapter; in particular, questions

regarding the integration of the curriculum and

the sustainability of reforms.

64.1 Historical Development

Towards the end of the 1950s and the early 1960s, the
first learning programmes were created on second-gene-
ration mainframe computers. At that time, this teaching
approach was referred to as programmed teaching (PT).

Psychologists and pedagogues studied the possi-
bilities of the new technology in great detail [64.4].
During that period, the predominant learning paradigm
was behaviourism, which had a major impact on the
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learning programmes created. The supporters of be-
haviourism assumed that the human brain only had to
be stimulated appropriately to achieve the desired re-
sponse (the correct answer). In behaviourism, the key
element is appropriate feedback for the learner in or-
der to reinforce the correct reaction (the answer) to
a stimulus.

Ultimately, the concept of behaviourism is based on
rewarding the learner if they correctly answer questions
and thus close in on the learning target, or punish-
ing them if they incorrectly answer questions and thus
move away from the learning target. To this end, the
knowledge to be acquired is broken down into the small-
est learning units, which is immediately followed by
a question that must be answered correctly. If the learner
is unsuccessful, the learning unit is repeated or ad-
ditional help is offered. The expected success of PT
for the most part did not materialize. Disenchantment
soon followed the initial euphoria about computer-
supported training. There were several reasons for this
([64.5, p. 39], [64.6, p. 17]): no graphical interfaces
or attractive user interfaces that could be intuitively
operated by people who were not specialists in com-
puting; no authoring systems which would enable the
creation of learning and teaching systems without ad-
vanced programming skills; and the hardware costs
of that generation of mainframe computers were very
high.

Towards the latter half of the 1970s, the first desk-
top personal computers became available. These were
easier to handle than mainframe computers, and thus
attractive to novice computer users. The available hard-
ware and the cost-to-performance ratio continued to
improve. Soon high-definition monochrome and colour
monitors became available, and mice appeared as in-
put devices. Tutorials and computer simulations were
created for such personal computers (Sect. 64.3.1), but
generally without too much success.

Later, however, computer-supported training staged
a comeback in the form of hypermedia systems. Hyper-
media refers to the merger of hypertext and multimedia.
Multimedia [64.7] refers to the combination of vari-
ous digital media such as text, audio clips, video clips,
animations, graphics, and their interactive use on a com-
puter. In hypertext, the individual parts of text are not
arranged in a linear fashion, in contrast to book texts
for instance. The individual text sections are connected
using links. Due to the nonlinear arrangement of text,
readers themselves are able to choose if they require ex-
tra information on a certain topic and, if so, they can

choose a link to view additional information. This is an
important advantage over linear text where the author
controls the order in which the individual parts of a text
are to be read. In conventional texts, the author also dic-
tates the subject depth (level of detail) of each block of
text.

The availability of authoring systems for the Mac-
intosh and Windows operating systems allowed non-
specialists to create hypertext with relative ease. The
individual text sections created could also contain sev-
eral different types of media at the same time, allowing
the production of multimedia content. Without ex-
tremely expensive hardware or in-depth programming
knowledge, it was then possible to create very appeal-
ing learning programmes in a relatively short space of
time. Optical disks and CD-ROMs provided ways to
store large amounts of data (high-resolution pictures
and digital video).

Aside from the significant hardware advances that
sped up the production and use of learning and teaching
systems enormously, the field of teaching psychology
also made progress. As behaviourism had shown itself
to be a rather unsuitable paradigm on which to base
teaching and learning systems, it was often replaced
with a constructivist approach [64.8]. In this approach,
learners are faced with complex, authentic scenarios
(for example a virtual lab or patient) which require them
to learn how to identify problems, connections and solu-
tions. The aim is to integrate the newly learned material
into the students’ existing knowledge in such a way
that they are actually able to apply it. The construc-
tivist Cognitive Apprenticeship approach is based on
assumptions of situated learning [64.9].

Modelling complex behaviour through an ex-
pert who is, figuratively speaking, looking over the
learner’s shoulder in an authentic situation is a cen-
tral concept. The following methods are used in this
approach: (1) modelling, (2) coaching, (3) scaffold-
ing, (4) fading, (5) articulation, (6) reflection, and
(7) exploration [64.10]. These approaches are strongly
rooted in case-based computer-supported learning en-
vironments (virtual patients). The debate over how
many instructional and how many constructivist offers
should be made to the learner continues, and amongst
other things depends on the prior knowledge of the
learner and the educational context. A further aspect
of constructivism is synchronized and asynchronized
cooperative learning, meaning that problem solving
should not be done in isolation but in cooperation with
others.
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64.2 Moves Towards the Reform of Medical Studies

The development of learning and teaching systems in
medicine was, aside from developments in technol-
ogy and instructional psychology, marked by moves to
reform medical studies, in particular from the 1990s
onwards. These reforms included (amongst others) in-
terdisciplinary teaching that no longer distinguishes
between the pre-clinical and the subsequent clinical
phases of training. This was an attempt to counter
the lamented deficits of non-practice-oriented inert
knowledge in traditional training with problem-based
learning (PBL) and case-based training with virtual
patients, and to emphasize self-determined, indepen-
dent learning. PBL is thought to enable students to
solve clinical problems independently and to develop
their capacities for independent, lifelong learning and
knowledge management. In a PBL environment, a tu-
tor presents a small group of students with a clinical
case, and usually provides only some patient infor-
mation and the key points of the anamnesis. The
case is then typically dealt with using the follow-
ing method: (1) clarification of basic comprehension
issues; (2) problem definition – the group decides
which questions it wants to tackle based on the case;
(3) gathering ideas and approaches to a solution;
(4) systematic ordering of ideas and approaches into
a solution; (5) formulating the learning targets; (6) re-
searching at home; and (7) synthesis and discussion
of the learning content gathered. PBL was developed
at the Canadian McMaster University towards the end
of the 1960s, and has spread successfully since. In
1984, Harvard Medical School also adopted an PBL ap-
proach that uses the so-called New Pathway [64.11],
which aims to transmit not only knowledge but also
skills and behaviours which emphasize the relevance
of life-long learning (or continuous medical educa-

tion) and of skills in knowledge management. Some
instances of moves toward reform in Germany include
the introduction of the first pre-clinical PBL curricu-
lum at the Private University of Witten/Herdecke in
1992 and the establishment of PBL courses in clinical
studies at Munich University in 1997 in cooperation
with Harvard Medical School [64.12]. 1999 saw the
introduction of the subject-integrational organ- and
topic-oriented Reformed Medical Studies course at the
Charité in Berlin, and in 2001 the Curriculum Medici-
nale (HeiCuMed) in Heidelberg, which also had strong
PBL components based on Harvard’s New Pathway
model.

Benefiting from the new Medical Licensure Act
(2002) and earlier examples of reform, all depart-
ments now conduct block courses lasting several
weeks. Many faculties teach practical skills at spe-
cially designed facilities (so-called skills labs). The
training of communicative skills in many places is
carried out using standardized patient actors who pre-
tend to be patients. In addition, virtual patients are
used in a variety of application scenarios to support
self-determined, practice-related learning in various
contexts.

The new Medical Licensure Act of 1 October 2003
calls for new learning and teaching methods that aim for
independent learning and focus more on the acquisition
of skills and abilities than was done previously. Changes
to the exam system are also worth mentioning – de-
partments must assess and mark 22 core subjects and
12 interdisciplinary subjects using alternatives to con-
ventional multiple choice exams. Such alternatives are,
for example, objective structured clinical examinations
(OSCE), modified essay questions (MEQ), or key fea-
ture problems [64.13, 14].

64.3 Developing Learning and Teaching Systems

The development of CBT/WBT systems requires the
collaboration of an interdisciplinary team of medi-
cal experts, programmers, curriculum developers and
teaching psychologists. Prior to development, the learn-
ing targets and the planned usage scenarios must be
defined [64.15, 16]. Only after this has been done can
appropriate forms of interaction be defined, as well as
the application architecture (Fig. 64.1).

64.3.1 Interaction Forms

Various types of learning and teaching systems can
be distinguished, depending on the degree of inter-
activity and the topics to be taught. Actual systems
themselves can potentially belong to more than one
type. Presentation and browsing systems are particu-
larly suitable for transmitting systematic knowledge.
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Fig. 64.1 Forms and types of interac-
tion in CBT/WBT systems

Presentation systems are relatively quick and easy to
create, as they present certain facts in a linear order.
In a manner of speaking, they represent a digital form
of the audio slideshow. The interaction between the
learner and the computer is restricted to starting the
presentation and potentially pressing the pause button
or rewinding the presentation. Due to the lack of in-
teractivity, pure presentation systems are rarely used
anymore.

On the other hand, browsing systems are character-
ized by the inclusion of an index or a list of keywords
that allow the user to jump directly to a certain chap-
ter or page of the system. It is possible to return there at
any point in the programme and at any time. Browsing
systems usually contain multiple links between the indi-
vidual pages (nodes). Marked text can be clicked upon
by the user with a mouse, leading to a graphic, a new
page, etc. These hypertext or hypermedia functions
provided by the programme enable self-determined
learning. In browsing systems, the computer also as-
sumes a passive role. It is left to the learner to decide
whether to use the system simply as an encyclopaedia
or as a learning programme. If used as a learning pro-
gramme, the learner is able to decide the order in which
and how intensively they are going to work through the

chapters. However, this frequently leads to uncertainty
over whether all of the relevant material has been found.
Many of these programmes therefore contain a ques-
tion component that allows the user to detect knowledge
deficits.

Most learning and teaching systems currently on the
market are of the browsing type. Occasionally, virtual
patients or labs (see later) also contain a browsing com-
ponent that provides textbook information which can be
accessed if needed.

A virtual laboratory is characterized by a mathemat-
ical model of a real process, which provides the basis
for a related computer simulation. In this type of learn-
ing and teaching system, it is very important that the
users are familiarized with the system, so that they un-
derstand the model, its abilities, and how to carry out
actions.

In tutorial systems, the learners are accompanied
through the material by the programme. The system
presents the content and occasionally asks questions,
which are (amongst other reasons) included to aid the
discovery of the solution. If a learner cannot answer
a question, they receive appropriate feedback which, for
example, may contain hints about the solution or is pre-
sented along with certain information that is necessary
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to answer the question. In tutorial systems, the entire
programme cycle is controlled by the computer. Sys-
tems that are distinctively tutorial in nature are rare on
the market. Browsing systems in which questions are
placed at the end of a topic, and the learner must answer
these to ascertain if they have understood the material,
are more common.

Intelligent tutorial systems, a distinct variety of tu-
torial systems, employ artificial intelligence (AI) to
model user behaviour. To this end, it analyses user be-
haviour, prior knowledge, preferences, etc., and the AI
determines the subsequent programme using this infor-
mation. The difference from normal tutorial systems is
that the programme sequence is not fixed within the pro-
gramme. The programme usually takes on an advisory
function and only intervenes if needed. One of the more
difficult aspects of this approach is information mod-
elling. The knowledge that is to be imparted must be
structured and linked in such a way that the model is
capable of, for example, answering questions from the
user. The intelligence of a system lies in its ability to ap-
ply the information in the database in a meaningful way.

Case-based training has gained in importance over
the last few years, and is increasingly found in the lit-
erature under the term “virtual patient” [64.17]. In this

type of interaction, a virtual patient with a certain clini-
cal picture is presented. Following anamnesis, physical
examination, examination using technology, lab tests,
diagnosis and treatment steps, students conduct the
treatment of the virtual patient. There are a multitude of
software systems for the development and use of virtual
patients [64.18–20]. In order to better judge differences
and common features, Huwendiek et al. [64.21] devel-
oped a typology that distinguished four main categories:
general, learning targets and competences, instructional
design and technology. There are particularly large vari-
ations in the instructional design of virtual patients. For
example, two basic types of navigation routes through
a case can be distinguished.

In the linear route type, a case consists of a prede-
fined series of steps. At each step, the user must take
decisions, answer questions or interpret information
that has been presented. There are two possible ways
of realising this: card-based and simulative variants. In
the card-based variant, a case is represented by a stack
of hypermedia cards that the user has to work through
in a linear path. Here, the presentation of the virtual
patient is rather abstract and not as close to reality as
in the other variant. In the simulative variant, the ap-
proach to the case follows the real-life treatment pattern
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more closely, and only presents the student with infor-
mation they have asked for (knowledge on demand). In
such a system, for example CAMPUS [64.22], learn-
ers take on the role of a doctor who has to examine
a patient, produce a diagnosis, and then direct treatment
(Fig. 64.2). Following the anamnesis and the initial
physical examination, a diagnosis/treatment loop is run
(or sometimes more than one), until the case can be
concluded (Fig. 64.3). Treatment of the virtual patient is
therefore much closer to reality. Because learners take
a very active role in such systems, they are normally
only suitable for students at an advanced level of study
– it is very difficult to comprehend correlations and
initiate appropriate actions without basic knowledge.
Card-based systems such as CASUS [64.23], for exam-
ple, offer the opportunity to use virtual patients at very
early stages of study or for the rapid revision of mater-
ial, because the case author has a great deal of freedom
when designing cards using the card metaphor, and is
therefore easily able to integrate basic knowledge into
the case presentation.

By contrast with the linear route type, in the
branched route type (as used in OpenLabyrinth [64.24]
for example), several paths through a study case are
possible. It is also possible to build dead-end routes.
This enables case authors to realistically depict the con-
sequences of wrong decisions, for instance. However,
the effort required to create a virtual patient in-
creases significantly in comparison with the linear route
type.

Generally, the effort required to prepare medical
case studies is great, especially if it is necessary to cre-
ate or maintain appropriate terminology lists. However,
this can be significantly reduced by using powerful au-
thoring systems (Sect. 64.3.3).

64.3.2 Architectures of Learning
and Teaching Systems

Two fundamentally different types of programme are
used in learning and teaching systems:

1. Conventional CBT systems
These are delivered on data storage devices such as
DVDs and must be installed on the computer of the
user. There is no requirement for an internet connec-
tion for it to be functional.

2. WBT systems
These are based, in contrast to conventional CBT
systems, on basic web technology such as HTML,
JavaScript, etc., and usually have a client/server ar-
chitecture. While part of the application runs on the
user’s computer (the client), the other part is run
from a central server.
The differences between these types result in differ-
ent architectures (Fig. 64.1 [64.2]). The advantages
and disadvantages of each architecture must be con-
sidered during the concept phase.

The creation of a WBT system is often a more la-
borious task than the creation of a conventional CBT
system, although it does offer many advantages. For ex-
ample, since WBT systems do not have to be installed,
they are (generally speaking) platform independent and
thus do not require a Windows PC to run. Such a
system can therefore be used whatever the operating
system, time or location, encouraging flexible and self-
determined learning. Due to these advantages, new
developments in this field are currently dominated by
WBT systems.

64.3.3 Authoring Systems

Creating e-Learning content is a task that is made
considerably easier by using powerful authoring sys-
tems, and such systems also enable members of the
medical profession who do not have in-depth com-
puting skills to perform this task. One of the most
widely available commercial authoring systems is Tool-
Book [64.25]. This system uses a book metaphor to
simplify the creation and use of learning and teaching
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systems (usually presentation and browsing systems).
Other widely used authoring systems, such as Macro-
media Director [64.26], use the metaphor of film – the
author takes on the role of director who can control the
appearance/disappearance of acting objects on/from the
stage. Such authoring systems are particularly useful for
the creation of animations. Authoring systems are also
used for the creation of virtual patients, who are fre-
quently produced in-house in order to cater for specific

requirements. It has been shown, however, that despite
the ease of use of authoring systems, it is often diffi-
cult to find authors of virtual patients. One solution is,
for example, for the senior physician to assume the role
of case author, who passes the work required to prepare
the case to a virtual patient engineer (Fig. 64.4) before
finally taking control of the prepared virtual patient. Vir-
tual patient engineers are typically students of medicine
or doctors in training.

64.4 Learning Environments

64.4.1 Functionality of Learning
Environments

In the last few years, faculty and university learn-
ing environments or platforms (learning management
systems (LMS)) have established themselves.

In contrast to plain collections of lecture scripts or
hypertext collections on webservers, an LMS usually
provides for [64.27] (Fig. 64.5):

• User administration (encrypted login)• Course management, which allows students to book
and sign up for courses

• A learning platform that includes learning objects
(texts, slideshows, CBT or WBT units) and learning
tools (notepad, calendar, etc.)• An authoring tool that enables tutors to develop web
documents without much knowledge of HTML and
the internet• Components for cooperative online work (computer-
supported cooperative work, CSCW)• Shared databases and repositories• Permissions and roles allocation with differentiated
permissions• Functions that allow evaluation and exams to be
conducted online.
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There are a large number of LMS systems on the mar-
ket. Commercial systems aside, there are also some
open source systems that are particularly attractive for
cost reasons. The selection of an LMS has far-reaching
consequences for a university and is not a trivial task.
Care must be taken to ensure that the selected LMS
possesses the necessary functionality and performance,
while the licensing, running costs and cost of training
tutors and students in handling the LMS should be as
low as possible.

When integrating a CBT/WBT system into an LMS,
it is important to make sure that users logged into the
LMS system will be able to use the CBT/WBT system
without the need to renew their authentication (so-called
single sign-on). In addition, the LMS should be able to
record the progress of each user, thus allowing them to
continue their study units from appropriate points later.

64.4.2 Interoperability and Standards

Integrating a CBT/WBT system into an LMS is a
significantly easier task when the LMS has standard-
ized interfaces that support interoperability between

different systems and reusability of learning objects.
The SCORM (sharable courseware object reference
model) standard [64.28] of the Advanced Distributed
Learning Initiative (ADL) from the Department of De-
fense (DoD) is particularly relevant in this context.
SCORM is the reference model for creating web-based
exchangeable learning content with the aim of produc-
ing reusable, identifiable, interoperable and persistently
stored learning objects and courses. These aims are
achieved by specifying metadata that identify existing
learning objects which can then be saved as SCORM
packets and re-identified via the metadata. However,
the downsides of standards like SCORM should also be
noted; for example, there are potential bureaucracy is-
sues, as the documentation for SCORM runs to more
than 800 pages and is thus difficult to review.

In the area of virtual patients, we should mention
the MedBiquitous virtual patient (MVP) specifica-
tion [64.29]. The specification [64.30] currently being
developed simplifies the exchange and use of virtual pa-
tients across departments significantly – an effect that
has already been noticed during the early stages of
working with the new standard.
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64.5 Application Scenarios for Learning and Teaching Systems

Learning and teaching systems can be used in numer-
ous ways (Fig. 64.4). At most universities, a variety of
self-study programs are available in computer labs or
media centres. In addition, web-based systems can of-
ten be accessed from a student’s home computer via the
internet. The move towards blended learning (BL) con-
cepts – involving the compulsory integration of learning
and teaching systems into lectures – has intensified
recently. BL involves not only linking books, hand-
outs, seminars, workshops, 1:1 coaching, and so on
using web-based content, but also the use of virtual
classrooms (for example to prepare seminars or to do
follow-up work on a seminar). One of the options it
provides is the use of programmes to systematically
transmit knowledge and discuss and deepen learned
content in face-to-face sessions. The approach in which
the theoretical basics are taught in lectures and then ex-
panded upon using virtual patients is also commonly
seen; this gives students the opportunity to apply ac-
quired information without endangering real patients.
The combination of learning platforms with systematic
learning materials and virtual patients is also used in
the preparation of practical clinical teaching; for exam-
ple, in the Klinische Fertigkeiten Online (clinical skills
online) project [64.31].

They can also be used for computer-based exams.
This application is of particular interest considering

the workload placed on faculties to test and mark the
abovementioned 34 subjects. Computer-based exams,
for example those using a key feature approach, can be
used to conduct valid and reliable exams using a justi-
fiable amount of resources. The medical profession is
particularly interested in such approaches that would
enable formative exams using virtual patients to be
taken alongside summative exams.

However, the technical and legal risks of computer-
based exams should also be mentioned; for example,
those associated with browser-based and client/server-
based exam systems [64.32]. Special consideration
must therefore be given to these aspects during devel-
opment.

Lastly, learning and teaching systems are used in
the area of medical CPD, as medium- to long-term resi-
dential stays in educational institutions are often neither
desirable nor feasible. This is supported in Germany by
the introduction of a duty to perform CPD as part of
the Law on the Modernisation of Healthcare (GMG).
However, there are a multitude of professional develop-
ment opportunities on offer, some of which are available
free of charge due to support from specialist medical
publishers, medical associations or the pharmaceutical
industry. This may be an obstacle to the spread of learn-
ing and teaching systems, should these be offered for
a fee.

64.6 Status of and Outlook for e-Learning in Medicine

64.6.1 Information Systems for CBT/WBT
in Medicine

There are a wide variety of CBT/WBT systems in
medicine, as research on specialist information sys-
tems has shown. KELDAmed [64.33] at the University
of Mannheim lists over 1200 learning objects, for ex-
ample. The Medical Learning Resource Server of the
University of Essen [64.34] currently enables users to
search through over 1900 free, web-based learning ob-
jects. One problem with such information systems is
ensuring that the underlying database is up-to-date.
Achieving an objective evaluation of the systems on
offer can also be difficult. To simplify the evaluation
of systems, the working group Computer Supported
Learning and Teaching Systems in Medicine [64.35]
from the Society for Medical Informatics, Biometry

and Epidemiology (GMDS) [64.36] has published qual-
ity criteria for digital publications in medicine [64.37].
These have been translated into various languages. The
working group, which has existed for 20 years, has set
itself the aim of coordinating development projects in
the medical profession and improving the quality of
CBT/WBT systems.

64.6.2 Use of CBT/WBT Systems
in Medicine and the Problem
of Curricular Integration

CBT/WBT systems are currently used by only ap-
proximately 5% of medical students, according to the
experiences of various universities. In this context, the
results of a study conducted at the University of Bern in
2000 are interesting. In this study, over 75% of the peo-
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ple questioned preferred studying without a computer,
and 90% of all students studied predominantly using
printed media. A study from the Ludwig-Maximilians
University Munich showed that almost all students com-
pleted the CASUS case studies on offer as long as they
gained credits by working through the cases, so that
they were relevant to the exam results of the students.
When no credits were available, only about 10% of stu-
dents used the case studies. This means that curricular
integration of CBT/WBT systems is very important. In-
creasing acceptance amongst both students and tutors
will continue to be a pivotal task in the future [64.38].
In particular, successful curricular integration depends
on a suitable combination of CBT/WBT systems with
face-to-face teaching and exams [64.39, 40]. In these
circumstances, the systems are accepted and intensively
used by the majority of students.

It is often argued that the reason for the lack of ac-
ceptance of these systems is that insufficient attention
is paid to the risks associated with the development
and application of CBT/WBT systems. The technical
risks of developing a system (are we building the prod-
uct right) and the application risk in particular (are we
building the right product – one that is needed by users?)
must be considered.

Even today, a negative attitude to computers can oc-
casionally be encountered amongst both students and
tutors. A lack of skilful handling of such systems by tu-
tors and a lack of identification with the system hinder
student motivation and student acceptance of the sys-
tem. It is important to realise that tutors, especially those
with active clinical duties, have very high workloads.
Therefore, the question of how to get and keep doctors

involved in innovative teaching is a central issue. In this
context, established instances of tutor training should be
mentioned, for example those that have been conducted
at the University of Heidelberg for many years. Ca-
reer progression towards a Master of Medical Education
is also increasing in importance. Upon attaining such
qualifications, tutors will possess the relevant system
skills needed for the integration of CBT/WBT systems
into the curriculum (Fig. 64.6).

Curricular integration only is achievable when the
system contains learning incentives for the students; for
example, by enabling preparation for faculty internal
assessment using CBT/WBT systems [64.13].

One possible way to improve sustainability is to
maintain the positive experiences gained in cross-
regional cooperation to date. This includes establishing
competence centres for medical education, such as
those that provide e-Learning and examinations in
Baden-Württemberg and Bavaria, which contribute to
tutor qualification and sustainable cross-faculty net-
working across inner-German state borders.

Only when the problems associated with curricular
integration have been solved can the vision of creating
more flexible learning, reducing costs, and improving
quality through the use of CBT/WBT in medical ed-
ucation be achieved. An obligatory national catalogue
of learning targets is required to support the long-term,
cross-regional establishment of CBT/WBT systems in
medical training.

64.6.3 The Need for Research, and Outlook

The current state of research suggests that e-Learning
and traditional methods of instruction in medicine have
similar levels of effectiveness [64.1]. It has been pos-
sible to clearly show that CBT/WBT systems offer
advantages in the provision of standardized teaching
materials and in communication between students and
tutors [64.41]. However, such studies find it diffi-
cult to perform methodological comparisons between
e-Learning and (for example) face-to-face teaching,
because it is difficult to control distorting factors in real-
life learning situations. In addition, offers of instruction
that differ in numerous ways and could be offered in
a more harmonized fashion in the sense of BL are com-
pared. In many studies, offers of e-Learning have been
introduced in the last few years and compared with con-
trol groups who did not receive offers of instruction.
In such cases, it is not surprising that e-Learning inter-
vention proved to be better than no intervention. This
type of study can be suspected of triviality and usually
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dispensed with, as one does not take an either/or ap-
proach in real teaching [64.42]. The use of the internet
has been part and parcel of everyday life – including
teaching – for some time now, and CBT/WBT systems
are now commonly used at almost all academic institu-
tions. In the future, studies that compare the different
e-Learning integration models would be desirable, as
the specific strengths and weaknesses of the e-Learning
approaches offered in various educational facilities are
still not clear [64.41,43]. A stronger theoretical ground-
ing for future studies would also be desirable, as it
would require more intensive cooperation between the
medical profession, educationalists and psychologists.
There are a plethora of research questions surround-

ing the foundations of case-based learning, clinical
decision-making, cooperative learning in groups and
inter-professional learning. In addition, the develop-
ment of innovative, computer-supported formative and
summative exam formats should be at the forefront
of additional research efforts. Support for workplace-
related evaluation methods could become increasingly
important. Many technical challenges in the develop-
ment of CBT/WBT systems have been surmounted in
the last few years. However, there are still important
topics (particularly interoperability and standards) that
need further work to facilitate the exchange and techni-
cal integration of content across universities, which was
created with considerable effort.
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PACS and RIS65. PACS and RIS

Christian Zapf, Andreas Bermann, Dirk Sunderbrink

The digitization of radiographic imaging has been

implemented for all diagnostic procedures in ra-

diology, and digital reading has been accepted

by the radiology community. Simultaneous estab-

lishment of a uniform and robust communication

standard for the exchange and storage of image

data (DICOM – digital imaging and communication

in medicine) has long fulfilled the prerequisites for

the introduction of picture archiving and commu-

nication systems (PACS) and radiology information

systems (RIS). In industrialized countries, the mar-

ket penetration of both systems is between 60%

and 95%, depending upon market segment and

type of service provider. PACS, conceived more

than 20 years ago, enables image communication

between individual components such as archive

systems, diagnostic workstations, postprocessing

workstations, and image distribution workplaces.

Typically, a RIS comprises a series of software

modules supporting radiology workflow such as

creation of orders, scheduling, reading, report-

ing, medical coding, recording of services, and

interfaces to a billing system.
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A typical RIS/PACS configuration is illustrated by
Fig. 65.1. RIS and PACS are the information technology
(IT) cornerstones of a radiology department. Nowa-
days, both systems are jointly deployed and closely
integrated. Connection to a higher-level hospital in-
formation system (HIS) is typically facilitated through
communication servers which link various IT systems
together by means of an additional medical data stan-
dard, HL7 (Health Level 7 [65.1]). On the one hand,
this enables interfacing of RIS and PACS to electronic

patient records (EPR); on the other hand, it supports
the medical workflow beyond the boundaries of radi-
ology department. In the future, the rapid growth of
data volumes produced by imaging systems will re-
quire integration of advanced applications for 3-D/4-D
postprocessing (frequently referred to as advanced vi-
sualization) and computer-aided diagnosis (CAD) into
the radiological workplace in order to provide ef-
ficient reading and reporting. The establishment of
communication standards on data level is still insuffi-
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MR NM CT XR US

DICOM data

Image dissemination Diagnosis RIS/PACS/HSM
archive server

Fig. 65.1 Typical RIS/PACS configuration

cient for the optimization of a clinical workflow. As
a result, the Radiological Society of North America
(RSNA [65.2]) inaugurated the IHE initiative (Inte-
grating the Healthcare Enterprise [65.3]). IHE has the
objective of defining integration profiles according to
standardized workflow scenarios, in an effort to validate
different multi-vendor software and hardware compo-
nents.

In the meantime, PACS has gone beyond the bound-
aries of radiology and has developed into an application
for the entire healthcare enterprise. Other clinical de-
partments such as cardiology, neurology, radiotherapy,
and most recently, pathology, want to take advantage of
digital image management to store their image data in
a PACS archive while enjoying similar support for their
respective workflows. The individual disciplines vary
in the degree of IT system utilization for image data
management. However, there is a trend toward standard-
ization of the image data archive beyond departmental
boundaries in order to minimize the expenditures for

procurement, installation and maintenance of the sys-
tems, as well as to realize economies of scale in data
management. A significant potential for optimization of
patient treatment lies in the routine application of dig-
itally supported procedures for therapy planning such
as in electrophysiology, radiotherapy or computer-aided
surgery (CAS), using digital image data from PACS as
a planning base.

Innovations in imaging and the rapid growth of
image data volumes require support of diagnostic
radiology procedures by appropriate information tech-
nology such as PACS and RIS. A state-of-the-art
multi-slice computed tomography scanner produces up
to four thousand slices per procedure. With this amount
of data, analog reading using film on a light box is
impractical and there is the risk of missing diagnos-
tically significant findings. In the following chapters,
the reader will be provided with a description of the
individual work steps regarding film- and paperless ra-
diology.

65.1 Radiological Workflow

Optimization of the clinical workflow is the objective
with the introduction of RIS and PACS. The focus is
on improving quality and reducing cost. This can be

achieved only by a seamless interaction of the indi-
vidual components. A typical workflow (Fig. 65.2) will
illustrate the functionality of the individual workplaces.
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Request Examination Processing Diagnosis
Application/

Time
scheduling

Clinical
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Diagnosis /
Image
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Fig. 65.2 Radiological workflow

65.1.1 Orders

A referring physician decides whether a radiology pro-
cedure is required for further treatment and orders this
from the radiology department.

There are three conventional order scenarios which
are to some extent used in parallel. First, orders are
transmitted even today via paper, fax or telephone;
second, many RIS systems provide their own elec-
tronic order modules which may also be web-based;
third, many hospital information systems (HIS) of-
fer corresponding order modules CPOE (computerized
physician order entry). The advantage offered by this
functionality within an HIS module is the uniform ap-
plication within an enterprise. In scenario three, for
example, a hospital has only one module in which a re-
quest is generated and transmitted to the connected
departmental systems in HL7 format, whereas in sce-
nario two various request modules must be used (one
each per departmental information system).

If orders are not transmitted electronically, the rel-
evant data (e.g. patient information) must be manually
entered into the RIS. In each case, it is important that
the clinical problems as well as the transmission of ad-
ditional information such as contrast media allergies or
laboratory values are as complete as possible in order to
plan subsequent activities properly.

65.1.2 Admission/Scheduling

The quality of scheduling determines process efficiency
in a radiology department to a large degree. It includes
scheduling schemes, allocation of resources to proce-
dures (e.g. rooms and personnel) as well as short-term
adaptation to unplanned events that are common in
medical care (e.g. emergencies).

Just as with orders, scheduling processes can be
configured and supported in different ways by IT.
Most simply, appointments can be scheduled by radi-
ology department employees similar to managing an
appointment book. Some RIS allow a person placing
an order to personally choose an appointment from
a selection of date and time slots. In case of fur-
ther automation, a RIS can independently suggest the

next convenient appointment based on preconfigured
rules.

In the next step, resources are allocated to ap-
pointments depending upon the type of procedure. In
almost all cases, a room with relevant equipment will
be required (e.g. a MR scanner in a specific room).
Often additional equipment and material (e.g. anes-
thesia equipment, contrast agents, consumables, etc.)
and personnel are required. Therefore, multi-resource
scheduling is called for, frequently requiring IT support
in the RIS.

Daily planning must respond to unscheduled events
such as emergencies, urgent examinations or protracted
procedures (e.g. repeated respiratory artifacts in the
MR). Since such events occur regularly, most RIS offer
simple options for rescheduling, shifting examinations
to other rooms or even the inclusion of buffers in
scheduling.

Usually the ordering department receives confirma-
tion of the scheduled appointment. Depending upon the
level of HIS/RIS integration, a referring physician can
track the current status of a patient in a radiology de-
partment from the workstation on his desk. A physician
can see whether the patient has arrived in radiology,
whether the examination has started or whether images
or reports are available.

As soon as procedures are allocated to a spe-
cific imaging system (modality), the RIS generates
a DICOM worklist which is queried by the modal-
ity from the RIS. As a result, the querying modality
is automatically provided with the most important pa-
tient and procedure data. Depending upon the type of
archive, RIS and PACS can be configured in a way
that a patient’s previous procedures are automatically
de-archived from the long-term archive, and relevant
prior procedures are available for further diagnosis (pre-
fetching).

65.1.3 Examination

A DICOM worklist is queried by a modality from
the RIS and transferred to the local worklist of the
imaging modality. The patient is selected at the modal-
ity and the procedure is started. Electronic transfer
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guarantees the consistency of patient data. Procedure
information such as type, starting time and duration,
as well as additional information are registered by the
modality and returned to the RIS in the DICOM for-
mat MPPS (modality performed procedure step). The
MPPS data is also transmitted to the PACS, and addi-
tionally, the modality sends the study to the PACS for
archiving. Transfer of images to the PACS is primarily
performed in the standardized DICOM format, which is
designed for manufacturer-independent data exchange
between modalities and RIS/PACS. In the current 3.0
version, DICOM defines not only image formats; it
also covers transfer protocols and regulates security re-
quirements. The following services, among others, are
supported:

• Archiving and transfer of images over networks (DI-
COM standard, parts 7 and 8)• Archiving and exchange of images via exchange-
able media (DICOM standard part 10)• Search functions (DICOM query)• Print functions (DICOM print)• Workflow functions (DICOM modality worklist,
modality performed procedure step)• Image data compression (DICOM standard part 5,
e.g. JPEG, JPEG2000, RLE)

DICOM conformance statements exist for most med-
ical imaging devices. These documents describe the
supported DICOM services and provide be basis
for multi-vendor image data exchange. At the end
of a procedure, an employee of the radiology de-
partment additionally enters on the RIS workstation
which radiological services were performed and if
applicable, information like the contrast agent and
catheters used. The data for charge capturing and
consumption of high-quality medical devices are
especially relevant for medical documentation and
billing.

65.1.4 Reading Workflow

Typically, the reading workflow is driven by the RIS. It
prepares worklists with completed procedures and those
designated for reading. The physician selects the rel-
evant patient together with the procedure and the RIS
initiates the display of the current image material and if
applicable the prior procedures within the PACS view-
ing application.

For complex procedures requiring postprocessing,
numerous specialized postprocessing applications are

currently available to support and expedite the read-
ing workflow, generating additional valuable diagnostic
information. Further, a division of labor between
technologist and physician is possible, in which a tech-
nologist prepares the image postprocessing from his
own worklist and then upon completion, sends the case
to a physician’s worklist.

Once the analysis of the image material is com-
pleted, a diagnostic report is created in the RIS.
Frequently the reading physicians work in a multiple-
monitor environment (with up to four monitors),
simultaneously displaying images and report. After
completion of the report both images and report are
distributed and archived.

65.1.5 Displaying and Evaluating Images

The first PACS workstations were primarily devel-
oped for working with conventional x-ray images.
Reviewing images in segments on a monitor, sim-
ilar to a traditional light box is still in practice.
In the meantime, size and shape as well as num-
ber and arrangement of segments for image dis-
play are generally freely configurable; frequently
the corresponding layout configurations can be au-
tomatically assigned by a PACS on a procedure-
specific basis during loading (DICOM hanging proto-
cols).

Operations to adjust image quality such as bright-
ness, contrast, etc. as well as simple image manipu-
lations such as zoom, pan, rotate, edge enhancement,
smoothing, paging through slices, cine mode, etc. are
now available at every PACS workstation. Since the di-
agnostic information of the images can be significantly
affected by these adjustments (frequently the images
can only be interpreted after adjustment) there is a sep-
arate DICOM standard for long-term storage of the
changes in the archive (DICOM softcopy presentation
state).

In order to perform objective and reproducible mea-
surements for quantitative analysis of tissue structures
based on image data, a number of basic functions are
offered, such as distance, angle, and volume measure-
ments.

65.1.6 Image Postprocessing

Image data volumes are increasing rapidly, especially
in the context of CT and MR examinations. Diagnosis
of such complex procedures alone using the tools de-
scribed above is no longer practicable due to time and

Part
F

6
5
.1



PACS and RIS 65.1 Radiological Workflow 1203

quality constraints. As a result, a number of special-
ized postprocessing applications have been developed,
introducing a completely new paradigm of radiology
reading.

The basis for most postprocessing applications
is a three-dimensional reconstruction of the two-
dimensional slices. Various mathematical operations
interpolate the image information between the slices.
Reconstruction results are dependent on the slice thick-
ness of the original data. Thinner slices typically
produce better results. The most frequent reproduc-
tion modes are MIP (maximum intensity projection),
MPR (multiplanar reconstruction) and VRT (volume
rendering technique) as well as their derivates (refer to
Table 65.1).

MIP is frequently used to display contrast-enriched
vascular structures in CT and MR angiography. MPR
allows display of clip planes not acquired with the orig-
inal data (e.g. coronary and sagittal in addition to the
axial planes). VRTs show reconstructed objects such as
the heart, skull or skeleton, as well as more complex
reconstructions such as the colon.

In case of functional examinations such as cardiac
ventricle function in MR and CT or functional mag-
netic resonance imaging (fMRI), the time dimension is
critical. A number of postprocessing applications have
been developed to add the fourth dimension of time to
the evaluation. Image data of different modalities can be
merged, resulting in additional diagnostic information.
PET-CT examinations are a prime example in which the
sensitivity of the PET (positron emission tomography)
is combined with the morphological accuracy of CT.
This allows, for example, tumors or metastases to be
evaluated more precisely. In addition, special measure-
ments, evaluation and automation algorithms have been
developed for numerous diagnostic problems.

In recent years, bundling all these options into ad-
vanced visualization has inspired a number of modality
and PACS vendors as well as new vendors special-
izing in this area to develop tailored postprocessing
applications for dedicated diagnostic problems. The

Table 65.1 3-D postprocessing methods

Method Applications

Maximum intensity
projection (MIP)

Angiography

Multiplanar
reconstruction (MPR)

Display of selected planes from
a volume data set

Volume rendering
technique (VRT)

Display of surface structures from
3-D data sets

following list offers a selection of commonly used ap-
plications:

• CT calcium scoring• CT coronary artery analysis• CT and MR angiography• CT and MR neuro perfusion• CT cardio perfusion and ventricle function analysis• MR cardio perfusion and ventricle function analy-
sis, including late enhancement• PET-CT oncology including automated compare
layouts and lymph node comparisons• CT neuro DSA• fMRI• MR tractography and DTI (diffusion tensor imag-
ing).

Significant progress has been made in the develop-
ment of postprocessing applications, an area currently
receiving significant research and development fund-
ing. This trend has the potential to fundamentally
change radiology reading, moving away from pure
analysis of two-dimensional images to specialized ap-
plications tailored to specific diagnostic problems,
providing anatomical, morphological, quantitative and
functional results. Two essential advantages become
obvious: first, this will yield a multitude of previ-
ously unavailable but relevant diagnostic data. Such
data will allow more precise diagnoses and will increase
the sensitivity and specificity of imaging procedures.
Second, increased automation will reduce the cycle
time for more extensive diagnosis such that it will
eventually require less time than traditional diagnosis.
The latest generation of postprocessing applications is
achieving this through an extensively automated, clini-
cally useful combination of postprocessing steps. A CT
coronary artery analysis, for instance, is typically pre-
pared in six steps in which various algorithms are
applied:

1. Selection of appropriate series for reconstruction
analysis (best cardiac phase)

2. MPR and VRT reconstruction
3. Removal of bone structures
4. Removal of lung and soft tissues
5. Removal of the blood pool (large vessels adjoining

the coronary arteries and blood-filled ventricles)
6. Analysis of the center lines of the coronary arteries.

State-of-the-art postprocessing applications can per-
form these steps automatically, sometimes completely

Part
F

6
5
.1



1204 Part F Medical Information Processing and Communication

Fig. 65.3 Example of a clinical post-processing application

without manual interaction. After calling up a proce-
dure in his worklist, the reading physician receives
the procedure fully analyzed, and can start read-
ing immediately. Also during subsequent diagnosis,
the reader is presented with relevant evaluation tools
specific to a procedure. Thus, with just a mouse
click, a vascular structure can now be displayed in a
curved planar MPR view for stenosis evaluation; this
view shows the longitudinal slice of the blood vessel
along the selected section. Automated stenosis quan-
tification is also considered a standard instrument of
vascular analysis. Figure 65.3 illustrates such an appli-
cation.

Postprocessing applications have developed to
a point that they are increasingly used in clinical rou-
tine. The traditional distinction between image display,
evaluation and postprocessing will disappear. In the fu-
ture, a radiologist will be provided with clinically useful
evaluation applications tailored to answer diagnosti-
cally relevant questions.

65.1.7 Computer Aided Diagnosis (CAD)

CAD applications (computer-aided diagnosis, some-
times also called computer aided detection) go one
step further. The reading physician is not only pro-
vided with customized, largely automated tools; CAD
algorithms additionally examine image material au-
tonomously with respect to a clinical question. An
attempt is made to identify suspicious structures and
present them to the reading physician for assessment

and evaluation. Since CAD applications are signifi-
cantly involved in supporting a diagnosis, they are
assigned the highest risk level by regulatory authorities.
As a rule, CAD applications must be validated by clin-
ical studies following the GCP standard (good clinical
practice) before regulatory approval is granted. There
are currently a number of approved CAD applications
commercially available, e.g. for detection of pulmonary
nodules, microcalcifications in breast cancer as well as
polyp detection in CT colonography. CAD applications
have great potential to improve diagnostic quality, espe-
cially in the area of screening and early detection, where
they might be able to significantly reduce the rate of
false negative as well as possibly false positive findings.

Image postprocessing procedures and CAD make it
especially clear that the potential of PACS extends well
beyond image communication and the simple display
of DICOM images. Ultimately, product differentiation
will happen through the combination of clinical and
IT know-how since the development of these applica-
tions requires not only IT knowledge, but also detailed
expertise of image acquisition modalities and clinical
interpretation of acquired data.

65.1.8 Medical Monitors

Images displayed on a monitor are the basis for ra-
diological diagnosis as well as an information source
for all subsequent therapeutic activities. The medical
monitor is therefore the most important interface be-
tween digital information and the reading physician. For
example, minimum requirements for medical monitors
were established in Germany (consensus conference
Halle 2001). These were subsequently more exactly
specified in DIN 6868 Part 57 as well as in the Quality
Assurance Directive. Röntgenverordnung § 16 requires
an operator to perform acceptance testing prior to us-
ing monitors in a productive environment as well as
consistency tests at regular intervals.

65.1.9 Report Creation

Once a radiologist has processed and analyzed the im-
age data, a diagnostic report can be created directly in
RIS. There are various methods for generating a report:

• The radiologist enters the diagnosis as free text into
the RIS.• The radiologist uses text modules for efficient cre-
ation of normal reports and expands the report using
manually entered text.
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• The radiologist dictates the findings which are later
transcribed by a human operator or directly con-
verted to text by a speech recognition system.• The radiologist creates a structured report. With
this method, the findings related to a procedure
are set out in the form of values and tables. An
advanced reporting system can generate clinically
useful text while retaining structured information.
This type of reporting is gaining importance es-
pecially with regards to more complex procedures
(e.g. cardiac examinations). DICOM is providing
services to standardize these reports (DICOM Struc-
tured Reporting).

Once a diagnostic report is written, it must be checked
and approved by a reading physician directly or by
a resident/senior physician. Only then can a report be
distributed and archived as an electronic document.

65.1.10 Clinical Demonstration

During diagnosis, a radiologist can tag relevant images,
identify findings using arrows, circles, etc. and correlate
the cases with different clinical case demonstrations.
According to this demonstration worklist, procedures
can be opened on the target system in their entirety, or
only with significant images; in most cases they can be
displayed on a screen using a projector. During clinical
demonstration, prior findings and images can be quickly
accessed from the PACS. Electronic preparation of the

clinical case demonstrations is efficient, saves time, and
sometimes the results can only be presented in this way
(especially the results of postprocessing applications).

65.1.11 Distribution of Reports/Images

The rapid distribution of results to referring physicians
as the final step of a radiological workflow is an impor-
tant component of the process, influencing the overall
efficiency of a clinical workflow. Referring physicians
must have timely access to results. In order to achieve
this, image data and findings must be accessible from
the HIS workstation. Technically, referring physicians
can be provided, for example, with web-based access
to patient or procedure data of a radiology department.
Using a web browser, a referring physician can call up
radiological images and view the corresponding report.
The physician’s access to all images or only the most
relevant can be configured, as well as the image quality.
In order to reduce network load as well as access times,
compressed images can be displayed. It is important that
a physician can retrieve the correct images in the context
of the HIS workstation. Therefore integration of radiol-
ogy department IT into higher-level hospital IT system
is essential.

In order to display data at a workstation where it
is required for a defined treatment activity, special PC
systems and input devices are needed. This is relevant
for example in operating theaters where sterile or OR-
compatible units are required.

65.2 Integrating PACS/RIS into the Hospital Environment

A health care system without comprehensive digital
information generation, storage, processing and dis-
tribution is almost not conceivable anymore. Among
other things, modern information systems support the
organization while enhancing cost and performance
transparency both within and outside the hospital. In or-
der to support comprehensive workflows while avoiding
redundancies, it is essential that existing information
and image management systems are integrated. The
health care standards DICOM, HL7 and the IHE inter-
operability model support and foster this integration.

65.2.1 Integrating Information Systems

The intensive interdisciplinary collaboration within and
outside a hospital requires access to all relevant and
available patient and case data beyond departmental

boundaries. Communication problems and risks can be
reduced through reliable integration of different infor-
mation systems and embedding them into the workflows
of the respective service providers. Typically the elec-
tronic patient record (EPR) offers a comprehensive en-
try into related patient and case data, and is the guiding
system in a hierarchically structured data model. De-
partmental information systems (e.g. radiology, cardiol-
ogy, or laboratory) primarily provide data while assum-
ing a secondary position with respect to data hierarchy.

This process-oriented horizontal integration of dif-
ferent departmental information systems with an elec-
tronic patient record would be inconceivable without
the continuous update of standards such as DICOM and
HL7 and interoperability models such as IHE.

In addition, the integration of data from different in-
formation systems and the related comprehensive view
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offer the possibility of a systematic analysis to improve
business and clinical process (business intelligence).

65.2.2 Integrating Image Management
Systems

In addition to radiological or cardiological images
in DICOM format, state-of-the-art image management
must be able to manage non-DICOM files using, for
example, PDF, video and audio formats. The purpose
of such a system is the acquisition, structuring and in-
formation life cycle management of heterogeneous data
records as well providing these records with a very
high level of accessibility and performance to all de-
partments and physicians without respect to geographic
or time-related limitations. The primary challenge for
an image management system is efficient management
of extensive volumes of image data.

Data management based on standards assures that
image data and other documents can be stored long-
term without limitation. Vendor-neutral archives (VNA)
provide these functionalities and typically consist of
three basic components:

1. A storage subsystem,
2. A standardized interface for data management,
3. A database indexing all storage content and changes

to content.

A VNA is a common resource providing data to all IT
solutions within and outside the hospital, and should
meet the following requirements:

• It must be able to exchange images and diagnos-
tic findings using the DICOM standard with clinical
and PACS systems.• It must contain interfaces that can exchange data
with hospital information systems and other IT sys-
tems using the HL7 standard.• It must be able to store all DICOM formats (includ-
ing all DICOM SOP classes).

• It must also offer the option to store proprietary
data formats (non-DICOM) such as pathology im-
age data.

65.2.3 Teleradiology

Clinical examinations or diagnoses of various disci-
plines such as radiology, cardiology or pathology do
not necessarily take place within a hospital, but can
be performed by other service providers (e.g. special-
ists or laboratories). Generated data is transmitted to
a service provider (e.g. for diagnosis, second opinion)
in encrypted form. Integration of information systems
and use of telematic processes allow virtual collabora-
tion and provision of services. The physical boundaries
of a hospital can be overcome taking into account any
individual legal requirements for tele-applications, and
new services can be offered. Authentication and autho-
rization (who can access which data and when), as well
as secure, encrypted transmission are essential for these
applications.

65.2.4 Mobile Devices

Web-based software technologies combined with mo-
bile devices offer the ability to ubiquitously access
medical image and diagnostic data. Required data can
be displayed, for example, in emergency situations or
during patient consultation. The data formats range
from simple text documents through medical images
to video recordings. Thus a physician, for example,
can access relevant data and supplement it, thereby
significantly reducing the response time for treatment.
In addition, there are no longer media discontinuities,
and data does not have to be stored or copied multiple
times. The exact utility and long-term significance of
mobile devices to clinical daily routine has yet to be de-
termined. The assessment and classification of mobile
devices by national regulatory authorities are still in ini-
tial stages and will influence the application scenarios
of these devices.

65.3 State-of-the-Art IT Infrastructure

During the definition of state-of-the-art hospital IT
infrastructures, the following points require special at-
tention:

• Scalability of the architecture from a small to a po-
tentially regional solution

• Consideration of data security, data consistency and
a high degree of data availability• Compliance with standards for integration of het-
erogeneous applications and IT systems by different
manufacturers for a comprehensive solution without
frictional loss at the interfaces
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• Modularity of the IT infrastructure to replace or
update individual components without disrupting
ongoing operations.

65.3.1 Information Lifecycle Management

Data management is an important component of a mod-
ern IT infrastructure. Management of image data from
acquisition through archiving is a complex process
addressed with various technologies to assure data
availability, security, redundancy and continuity:

• Short-term storage: Depending upon configuration,
it contains examination data of the least 3–12
months. Data can be accessed rapidly. Provision of
data is via failsafe storage systems (e.g. RAID).• Long-term storage and backup: Depending upon le-
gal requirements, data must be archived up to 30
years and must be returned to accessibility within
an appropriate time frame. Regular data backup is
required in order to restore the original data in the
event of loss (disaster recovery).

Commercially-available hierarchical storage manage-
ment systems (HSM) offer the described data manage-
ment functionality and additionally provide users the
ability to migrate data transparently across different me-
dia.

65.3.2 Cloud Computing Solutions
in the Hospital

Cloud computing (highly-scalable IT infrastructure
making applications available, which can be billed af-
ter use) represents a paradigm shift for information
technology in a hospital. This especially applies to in-
formation systems and image management solutions.
Access to available data is via the Internet, and can be
performed from any workstation world-wide. Thus clin-
ical applications are no longer executed locally, but are
made available via the cloud, and accessed there. Users
only need a secure Internet connection in order to access
the applications and associated data.

The achievable costs savings represent the most
significant advantage for hospital IT managers. Fixed
costs, previously generated by a separate IT depart-
ment, can be transformed into variable costs. A hospital
or individual departments such as a radiology de-
partment only need to pay for the actually required
infrastructure and services, thus adapting the costs to
the demand.

The possibilities offered by a cloud also play a sig-
nificant role for the expansion of cooperation among
service providers. This development is shaped by an
immense communication requirement among the part-
ners. In its current structure, complex networks must
be maintained in order to efficiently structure collab-
oration. Utilization of cloud computing can cover this
need more cost effectively. A complex infrastructure
does not have to be created, since all users can sim-
ply access the common applications within the cloud.
The flexibility inherent in the system allows adapta-
tions due to new partners or other modifications to be
performed in a timely manner and without significant
financial expenditure.

65.3.3 Regional IT Virtualization

One of the challenges in current healthcare environ-
ment is the multi-site and manufacturer-independent
communication and exchange of data. Regional IT vir-
tualization plays an important role in scenarios in which
several hospitals and other service providers are net-
worked via different RIS, PACS and other IT solutions
in order to provide a smooth treatment path. In this
regard the following core functionalities are relevant
[65.4–7]:

• Global worklist: In a regional setup, radiologists
must be able to access a consolidated global work-
list without knowing the actual physical location of
the relevant data. The global list is thus the sum of
all individual worklists of the regional participating
hospitals.• Global access to image data: During the assessment
of radiological images, each radiologist accepts all
cases falling under his specialty. This is a result
of filtering of the global worklist by specialty. Al-
though the images and findings-related data are
physically separated, a physician has access to
the data. Interoperability models such as IHE
XDS (cross-document sharing) define this data ex-
change.• Access control and security: granular access rights
and multi-entity functionality (support of several
clients/independent organizational units within an
IT system) are prerequisites for this type of regional
IT virtualization.• Master Patient Index (MPI): A MPI provides func-
tionality in order to combine information from
different sources (e.g. departments) under a com-
mon identity.
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65.4 Summary

Today, radiology information systems and picture
archiving and communication systems are estab-
lished foundations for optimizing workflows within
a radiology department. Integration of postprocess-
ing applications in the diagnostic assessment process
has the potential to essentially change the reading
workflow and allows the increasing data volume to
be analyzed more efficiently and with higher qual-
ity.

RIS and PACS should be firmly integrated into the
entire IT infrastructure in order to achieve optimal uti-
lization. This applies internally to the hospital as well as
beyond (e.g. regional associations). This integration fol-
lows existing standards such as DICOM, HL7 and IHE.

Current IT trends such as cloud computing offer the
possibility of reducing costs and complexity as well as
scaling RIS and PACS, dimensioning these according to
demand.
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3-D Postproc66. 3-D Postprocessing in Virtual Endoscopy

Georg-Friedemann Rust

Virtual endoscopy is the simulation of endoscopic

interventions using methods of virtual reality and

computer graphics. Usually, three-dimensional

(3-D) volume data from computed tomography

(CT) scans, magnetic resonance imaging (MRI),

3-D ultrasound, rotational angiography or other

sources are used to generate a 3-D view of the

inside of the studied structures.

In recent years, the spatial resolution of cross-

sectional computed tomography imaging has

improved greatly. Imaging procedures allow more

detailed representation of the organs of the hu-

man body. In particular, multislice computed

tomography (Chap. 16) opens new opportunities

in diagnostics based on its significantly increased

spatial resolution and significantly shortened ex-

amination time. This improved spatial resolution

in conjunction with high-resolution rendering
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leads to much greater authenticity of all examined

body parts. The high spatial resolution of multide-

tector computed tomography (MDCT) combines this

with a remarkable increase of the amount of data

that can be assessed.

The standard method of diagnostic imaging assess-
ment based on analysis of axial slices is reaching
its technological limit. Use of more than 1200 axial
cuts is no longer a rarity with current CT scanners
(2 × 64 detector rows or more), and the demand for
alternative three-dimensional visualization techniques
is increasing with the number of axial images as-
sessed. For certain examination types, such as for
hollow body organs, 3-D visualization is increasingly
becoming the standard method of diagnostic assess-
ment.

This is especially true for the intestine, and gen-
erally for hollow body organs where characterization
of the cavity is becoming difficult by a significant
change in physical density, such as in bronchoscopy or
colonoscopy, particularly for endoluminal endoscopic
views. This approach can be easily generalized for

visualization of any 3-D surface. This approach can also
be extended from endoluminal to extraluminal views, as
in angiography, which is described as a possible future
application at the end of this chapter.

The problem that often arises in 3-D visualization
is the difficulty faced by the viewer in assessing the ac-
curacy and relevance of the presented 3-D surfaces, as
reality is only partially reproduced. The relevant ques-
tions are then: How authentic is the 3-D surface? What
is the best representation of the 3-D surface?

In the reconstruction of a 3-D surface, a decision has
already been made regarding which part of the dataset
is considered. A correction based exclusively on the un-
derlying 3-D surface is very limited and will not solve
the inherent limitations of 3-D visualization.

The requirement is therefore to represent the real
surface in the optimal way as a digital 3-D surface.
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66.1 What Is Virtual Reality?

Reality can be represented through a corresponding
physical measurement of a physical property, for in-
stance, the physical density in computed tomography
imaging (CTI). The real object is not represented in its
diverse forms, but only by what we hope will be its
most representative physical property. Therefore, very
often the choice of this physical property will be a com-
promise in the corresponding visualization. It is crucial
that the choice of this physical property correspond as
far as possible with the needs of the application under
consideration. In the case of (multidetector) computed
tomography (CT), the physical property represented in
the visualization is the spatial (digital) distribution of
the physical density values of a given cross-sectional cut
of the examined body. Based on this digitized density

distribution, the (reduced) reality can be examined in
three dimensions through stunningly realistic modeled
images, so-called virtual reality (Chap. 63).

Virtual reality is a kind of simulation. Depending on
the task at hand and the target of the simulation, virtual
reality can be adapted to the given application. This pro-
vides an opportunity, and at the same time a risk. This
is exemplified by the task of visualizing the 3-D endo-
luminal intestinal surface either as a stunningly realistic
view as in optical endoscopy or as an authentic view.
This can lead to distinct forms of visualization.

One therefore has to differentiate between the cre-
ation of images for medical assessment, where the focus
is on authenticity, versus the creation of images as
a kind of modern art.

66.2 Why Virtual Reality?

The power of virtual reality in cross-sectional imag-
ing is based on its ability to reduce hundreds, if not
thousands, of axial cuts into one 3-D volume dataset.
This enables assessment to be much more intuitive. In
3-D, topographic relations can be identified more easily,
quickly, and safely, which enables interventional thera-
pies to be planned, and prepares the interventionist for
the actual situation in situ.

The risks of virtual reality have been briefly men-
tioned: A 3-D surface is always only part of the

dataset, although hopefully the right part, or rather
the most relevant part for the current application.
On the other hand, herein lies also the opportunity,
namely the possibility to focus on a given region
of interest of the dataset, although the question of
what is the most relevant remains open. Even from
this brief presentation, it is clear that virtual reality
methods present both opportunities and risks, which
also makes it difficult to provide general recommenda-
tions.

66.3 Advantages of 3-D Visualization

The key advantages of virtual endoscopic procedures
are the following.

• Significantly improved spatial representation and
understanding of the organ under analysis.• Significantly longer observation time of the 3-D
surface than for corresponding axial cuts. More
precisely, the observation time per unit surface
area is much longer than for corresponding two-
dimensional (2-D) axial images. A detail of the
intestinal mucosa (in virtual colonoscopy), for ex-
ample, will be represented in one or two individual
axial layers. Using three-dimensional methods, the
observation time for such details is significantly in-

creased compared with the two-dimensional axial
slices, because during the fly-through, one is able to
observe small details for longer than in correspond-
ing 2-D images.• Systematic investigation of the considered hollow
organ in 3-D, such as the intestine, which is much
more difficult and needs a longer learning curve in
2-D than in 3-D.

As an example, consider moving through the
intestine, so that all structures are moving for sev-
eral seconds along the observer’s line of sight
(Fig. 66.1). The observation time per unit surface
area is much longer than if the corresponding
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Fig. 66.1 An intraluminal
virtual representation of the
intestine. In a fly-through, the
voxels corresponding to each
detail remain in view for sev-
eral seconds, which is much
longer than in exclusively
2-D observation

2-D layers were considered separately. This signif-
icantly increases the physician’s viewing time per
unit area of mucosa surface based on the use of
the 3-D surfaces available in virtual endoscopy. It
is well known that the detection rate of pathologi-
cal findings depends significantly on the observation
time.

66.3.1 Partial Volume Effect

One of the main advantages of 3-D surfaces in compari-
son with 2-D surfaces is the ability to present the dataset
almost free of partial volume effects. More details will
be described in Sect. 66.3.2. The partial volume effect
occurs when grey-scale values in a single axial 2-D slice
of finite thickness (from CT, for example) are calculated
from parts of different organs. The density value illus-
trated in the resulting image is then calculated not just
from the density value of the given organ, but may also
include density values from other organs or other parts
of the organ in the same slice. This occurs when a partic-
ular organ is, along with other organs, only partially in
the observed slice volume. In this case, the density value
(gray value) of a 3-D pixel (voxel) in the CT slice is cal-
culated as an average through the CT slice thickness.
Therefore, another term for the partial volume effect
is contrast reduction. Vice versa, visualization that is
free of the partial volume effect results in high con-
trast. The thinner the slice thickness, the weaker the
partial volume effect and the higher the resulting con-
trast.

66.3.2 Two-Dimensional
or Three-Dimensional Visualization

The thicker the CT slice, the stronger the partial vol-
ume effect and the lower the contrast of the resulting
slice image. However, 2-D images inherently suffer
from the partial volume effect. In principle, 3-D sur-
faces can be visualized with a smaller partial volume
effect than corresponding 2-D images (Fig. 66.2a), be-
cause the visualized dynamic range of the underlying
images can be higher than with the standard radiologi-
cal window level settings. The resulting higher contrast
provides correspondingly higher detection sensitivity,
particular for small structures such as flat adenomas.
Figure 66.2 is an endoluminal view showing a rough
mucosa (a combination of correlated noise from filtered
back-projection and white electronic noise) that is only
visible if one applies high spatial resolution in combi-
nation with high contrast. With this combination of high
contrast (thin slice thickness and wide dynamic range of
visualization) and high spatial resolution, the smallest
lesions become much more visible than in 2-D images
using the well-known lung window level setting. This
extended image information content is correlated with
higher sensitivity for artifacts, including noise. How-
ever, highly authentic 3-D visualization is required, and
can be achieved through high-contrast images. Quite of-
ten, good-looking images are more of an issue than the
authenticity of the acquired data.

The above-mentioned advantages of 3-D imaging
are often negated by misunderstanding of the basis
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a)

b)

Fig. 66.2 (a) A 3-D image containing
a small intraluminal artifact, and the
corresponding location in 2-D images
suffering from the partial volume
effect (in the lower left is the intestinal
intraluminal represented cut in half –
split colon). (b) The same location as
in (a), but with a significant increase
in the contrast of the 2-D images.
The artifact in the large intraluminal
representation (bottom right) is now
seen as a small artifact in the 2-D
images
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for 3-D imaging: the use of 3-D imaging should not
suggest that the virtual endoscopic view is a real en-
doscopic view. Creation of virtual views which look
like real endoscopic views is only possible if ei-
ther the 3-D organ surfaces are smoothed or the
underlying visualization algorithm implements smooth-
ing effects (simple volume rendering algorithms), or
both.

In the case of computed tomography, the intestinal
mucosa visible in a 3-D visualization is not the real
intestinal mucosa but rather the CT of the intestinal mu-
cosa, which is an important distinction from the point
of view of a doctor. This means – and this also provides
a simple method to verify the authenticity of the 3-D
surface visualization – that all artifacts created by a CT
must also be visualized in the reconstructed 3-D intesti-
nal mucosa, including noise, beam-hardening artifacts,
pitch artifacts, and edge phenomena. If such artifacts
(Fig. 66.2) are not visible, the virtual mucosal surface
should be interpreted with great caution.

All of these artifacts, particular memory defects re-
sulting from the gantry, may not be visible in the 3-D
surfaces, even when they are present in the original

Important details get also blured

Tempting: Surface looks fairer

Fig. 66.3 Memory defect artifacts in
an endoluminal view, resulting from
memory failure of the CT gantry;
the CT manufacturer and processing
software cannot be displayed

Fig. 66.4 Effect of smoothing
over nearest neighbors in virtual
colonoscopy

dataset, either due to the smoothing algorithm (i. e.,
smoothing over nearest-neighbor voxels) or due to the
use of an incorrect form of volume rendering in order
to create beautiful images that suggest that the given
visualization is identical to a real view of the intralumi-
nal intestine, which is a false approach. Virtual reality
should not manipulate the original measured data, par-
ticular if this would prevent relevant details from being
found, as this will not be reality. Such forms of visual-
ization almost reduce 3-D visualization to a computer
game.

66.3.3 Risks of 3-D Visualization

Figure 66.3 shows how structures can be changed even
if only a simple smoothing method is applied, such as
smoothing over nearest neighbors. Surfaces may ap-
pear more physiological, but at the price of loss of
both detail and authenticity (Sect. 66.1). The aim of
visualization for medical assessment of a 3-D surface
(endoluminal or extraluminal view) must be authen-
ticity and not manipulation of images just to produce
nice images with a realistic appearance. It is required
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Less contrast–less details

Surface looks duller

Fig. 66.5 With a nonoptimal choice
of transfer function for volume
rendering (ray casting), the noise in-
creases with a corresponding loss of
detail of the diverticula (right rectan-
gle) and the balancing appears on the
right-hand side less pronounced

Far away detail can be confusing

Fig. 66.6 Nonoptimal use of diffuse
lighting can have a significant influ-
ence on the contrast of the 3-D surface
under consideration

Anterior

Posterior

Luminal Fig. 66.7 Light absorption (left) fo-
cuses the attention of the viewer on
mucus closer to the virtual camera

to assess the smallest artifact as well as the smallest
pathology or anatomical variation. Authentic visualiza-
tion is the only way to distinguish between artifacts

and nonartifacts, and the only way to ensure that the
diagnosis is not distorted in order to achieve false es-
thetics.
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Axial Sagittal Frontal

Anterior Luminal

Posterior

Fig. 66.8 Color-coded depth
information of a flat lesion

Figure 66.4 demonstrates the effect of smoothing on
image quality – in this case not by smoothing over near-
est neighbors, but by too flat a transfer function used
in the volume rendering. Figures 66.5, 66.6 show the
options and advantages that virtual reality may have.
In the virtual endoscopic view on the right of this
figure, it is possible to see far into the intestine lu-
men. Usually, one tries to achieve undisturbed vision
in order to retain focus on the region of mucosa of im-
portance for the current investigation. The subject of
endoscopic observations are the findings for the mucous
membrane components that are closest to the (virtual)
camera. Distraction of the gaze into the distance can
prevent this, and in this case can be avoiding by apply-
ing absorption of light from further away, as shown in
Fig. 66.6a.

Figure 66.7 shows the effect of false diffuse lighting
in the volume rendering algorithm, resulting in loss of
contrast and an associated loss of detail.

An interesting application of virtual reality is the
use of a virtual view of 3-D surfaces represented not
only by a single color or gray level but where depth
information is presented through the use of a color
map. Such coloring of 3-D surfaces reveals informa-
tion beyond the surface itself, which may be even
more relevant. Using this approach, color changes in-
dicate changes in wall thickening, which is particularly
relevant for virtual colonoscopy and is difficult to de-
tect even using computer-aided diagnosis tools. The
CT density value at a given depth underneath the in-
testinal mucosa can also be associated with a color

value (i. e., a temperature scale) and projected back
onto the intestinal surface. In this way, one can iden-
tify relative wall thickening and features that are
very difficult to detect, such as so-called flat lesions
and hypervascularization of the mucosa of the cav-
ity surface, which are highly relevant for intestinal
pathology. An example of a flat adenoma is shown in
Fig. 66.8.

Fig. 66.9 With
a single virtual
high-resolution
view of the
vessels of the
cranial base, the
aneurysm in the
posterior sup-
ply area of the
skull can be di-
agnosed quickly
and safely, and
also visualized
for the thera-
pist in a helpful
presentation in
the context of
other topograph-
ical anatomical
structures
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Fig. 66.10 The combination of 3-D visualization with
multiple CT datasets opens up further, highly relevant
forms of visualization. To date, only digital subtraction
angiography (DSA) has been developed. In this applica-
tion, the benefits of DSA and high-resolution subtraction
CT with 3-D visualization enable high-resolution views
of vascular structures in the cranial base, opening up new
diagnostic and therapeutic options �

The topics discussed above, especially the 3-D visu-
alization methods with the highest spatial and contrast
that are technologically possible, are not limited to en-
doscopic issues such as endoluminal visualization, but
of course apply to all 3-D surface calculations, such as
for extraluminal 3-D representation of organ surfaces
as in vascular imaging, e.g., enhanced intravenous an-
giograms. Authentic representation of the surface is of
particular interest in CT angiography because even the
smallest caliber variation may be of medical relevance.

66.4 Conclusions

Virtual endoscopy using multidetector CT scanners and
high-performance postprocessing software enables vi-
sualization of hollow bodies. Such 3-D visualization
procedures are very quick, highly accurate in terms of
spatial and contrast resolution, and completely auto-
mated, offering greater accuracy than conventional 2-D
imaging methods that also suffer from partial volume
effects. It is of great importance to learn to differentiate
between authentic visualization solutions and just inter-
esting images. Manipulation of 3-D surfaces for pretty
views of 3-D surfaces, such as the intestinal mucosa
or CT angiograms, is not a good foundation for virtual

reality. If anything, this only portrays a virtual (false)
reality that is of no use in radiological routine. The un-
derlying algorithms used in visualization have special
importance, particularly with regard to the detectability
of small lesions.

For further and deeper study we recommend [66.1–
3], and practical experience based on the Visualization
Tool Kit [66.4].

Further short and good examples can be found in the
OpenGL Reference Books [66.5].

Not recent research but a good overview is shown
by Ecarnacao and Strasser in [66.6].
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e-Health – A67. e-Health – Ambient Assisted Living
and Personal Health Systems

Natasha Avila, Christina Sampogna

This chapter focuses on the healthcare aspects of

ambient assisted living (AAL) and the contributions

that personal health systems (PHS) may bring. As

part of these categories, this chapter examines the

areas of self-management, tele-assistance, media

and multimedia solutions, fall detection, robotics,

bio-parameter monitoring, auto adaptive treat-

ment systems, tele-therapy, tele-consultation,

tele-surgical assistance, and smart homes. For

each approach, the nature and purposes of the

technologies will be examined and examples will

be discussed. The chapter will subsequently ad-

dress the benefits and the challenges ahead for

AAL and PHS technologies within the broader con-

text of e-Health. Finally, the chapter concludes

with observations and trends.
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Advances in information and computer technology
(ICT) over the last half-century have led to many inno-
vations crucial for the delivery of healthcare, including
the emergence of e-Health. Within the context of e-
Health, this chapter examines the contribution of ICTs
to the fields of ambient assisted living (AAL) and
personal health systems (PHS). Albeit in different man-
ners, both AAL and PHS include products, processes,
or services that can contribute to maintaining individ-
uals within their home environment, while providing
them with the support necessary in light of their con-
ditions or pathologies. This chapter examines the areas
of self-management, teleassistance, media and multi-
media solutions, fall detection, robotics, bio-parameters
monitoring, auto adaptive treatment systems, telether-
apy, teleconsultation, telesurgical assistance, and smart
homes. For each area, the nature of the technology, the
purposes for which it may be used, as well as examples
of developments are outlined. Technological develop-

ments occur within a social, societal, ethical, economic,
and global context. This chapter examines the benefits
of these technological developments and the challenges
ahead for their development, adoption, and widespread
use. It concludes with some observations and proposes
some trends for future developments.

Health and healthcare systems are the product of
a convergence of biomedical, social, technological, eco-
nomic, ethical and political factors. The delivery of
effective, safe and efficient healthcare services and
products to patients is a challenge facing governments
around the world. The nature and scope of this chal-
lenge has become more pressing over recent decades as
the global population has grown and will continue to
grow, as life expectancy has increased and will continue
to increase, as the burden of disease has become better
understood and has shifted, and as the costs of health-
care systems and services have become unmanageable
in their current state.
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1218 Part F Medical Information Processing and Communication

67.1 Background

Many healthcare systems were developed during peri-
ods where the population they served was smaller and
were designed in accordance with that population. In
1960, the world population was under three billion. As
of 30 March 2010, the United Nations estimated the hu-
man population of the world to have been 6 800 000 000
in 2009 [67.1].

In light of these developments, the current health-
care system model is not sustainable for much longer.
The 1980s policies of cost containment are arriving at
their limits (wage control and price controls plus invest-
ments postponement) [67.2]. To maintain an equivalent
healthcare level and availability, the health-related ex-
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Fig. 67.1 Evolution of public and private OECD total
health spending [67.1] as a percentage of GDP (af-
ter [67.2])
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Fig. 67.2 Aging Forecast for OECD countries (after [67.3])

penditure would need to increase at a constant rate
to cope with the geographical and nongeographical
changes. As Fig. 67.1 shows, the total costs and expen-
ditures on health have continuously increased during
recent decades. Unfortunately, this increase in expen-
ditures has not resulted in improved services. For
example, extensive waiting times face patients in hospi-
tals, in emergency rooms, and when seeing a specialist.
In Canada, for instance, a recent study found that
the total waiting time between referral from a general
practitioner and treatment, averaged across all 12 spe-
cialties and 10 provinces surveyed, was 16.1 weeks in
2009 [67.4].

Moreover, other trends make the current models of
healthcare systems unsustainable. The increasingly age-
ing population is also an important contributor to this
nonsustainability. As Fig. 67.2 illustrates, by 2050 there
will be significantly larger portions of the population
who will be older than 65 years of age. Asia, Japan
in particular, and Europe are the two regions where
a significant number of countries face severe popula-
tion ageing in the near future. In these regions, within
20 years many countries will face a situation where the
largest population cohort will be those over 65 and the
average age will be approaching 50.

This ageing of the population will result in many so-
cietal benefits. This demographical evolution also needs
to inform the adaption of healthcare systems and ser-
vices in order to offer effective, safe, and efficient
healthcare services. As Fig. 67.3 shows, currently the
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peak of the costs for healthcare services is for the por-
tion of the population aged 75 years and older. The
precariousness of the current system is compounded by
the converse demographic phenomenon of the shrinking
number of working adults. Currently, in Europe, there
are 4 adults working to sustain each person aged over
65 years. However, by 2050, this number will decrease
and there will be only 2 adults working to sustain each
person aged over 65 years [67.5].

Another trend that is significantly impacting health-
care systems is the increased burden of chronic diseases.
Chronic diseases are diseases of long duration and gen-
erally slow progression. Chronic diseases, such as heart
disease, stroke, cancer, chronic respiratory diseases,
and diabetes, are by far the leading cause of mortal-
ity in the world, representing 60% of all deaths [67.6].
In regards to those living with chronic disease, the
statistics are also daunting. 860 million people world-
wide suffer from one or more chronic condition. As of
2000, for example, 45% of Americans had at least one,
and 23% had two or more chronic conditions. In Eu-
rope, chronic conditions account for up to 86% of all
deaths.

67.1.1 e-Health

While no tool, process, or technology will address the
multitude of issues currently facing healthcare systems,
numerous phenomena are emerging that can contribute

to finding better and different solutions. One such field
is that of e-Health. e-Health can be described as an
overarching term used to describe the application of
information and communications technologies in the
health sector. It encompasses a whole range of purposes
from purely administrative through to healthcare deliv-
ery. While there is no globally-agreed upon definition
or categorization of e-Health, Fig. 67.4 presents a cate-
gorization of e-Health that has been developed and used
within the European Communities.

This chapter will focus on the areas of e-Health re-
ferred to as ambient assisted living (AAL) and personal
health systems (PHS). The European Framework Pro-
grammes have focused considerable attention on and
have set aside considerable investment for the areas
of ambient assisted living and personal health systems.
The Framework Programmes (FP) are programs of the
European Union with the mission of funding and en-
couraging research and applications around the EU’s
key research areas. The term personal health systems
was introduced in the 1990s (and first introduced in
the Fifth Framework Programme, FP5-1998), while the
term ambient assisted living was first widely used in
2000. Although they sometimes use different nomencla-
ture, other economies are also allocating considerable
resources in the areas of AAL and PHS.

Broadly defined, AAL is the use of information and
communication technologies (ICT) in a person’s daily
living and working environment to enable individuals
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Fig. 67.5 Ambient assisted living
application environments [67.9]

to stay active longer, remain socially connected, and
live independently [67.7]. As Fig. 67.5 illustrates, AAL
adopts a holistic and person-centric approach to ensur-
ing the well-being of the individual. In order to achieve
this objective, AAL aims to address more than health-
care aspects. As such, AAL covers many aspects such
as mobility, social interaction, hobbies, chores, etc.

From a healthcare perspective, AAL includes any
product, process or service that can help directly or
indirectly to maintain individuals within their home
environment, while providing them with the support
necessary in light of their conditions or pathologies.
AAL solutions aim to stabilize or even increase the
autonomy of the individuals, facilitate medical treat-
ments, and monitoring from home, and/or ease the
carrying out of day-to-day tasks. AAL solutions are
based on the desire of individuals to remain within
their home environments as long as possible and to de-
lay their entrance into institutionalized environments.
These approaches provide solutions for the elderly, for
incapacitated individuals, individuals recovering from

a condition, surgery or a disease, or for individuals with
cognitive, motor, or neurological needs.

Personal health systems may be considered to in-
clude wearable and/or fixed/portable systems, based on
advanced sensors, microsystems, and telemedicine ser-
vices for personal health monitoring [67.10, 11]. Some
of the objectives that have been attributed to PHS in-
clude [67.12]:

• Detection of early signs of health status decline• Notification of critical conditions to health profes-
sionals• Improvement the sense of union within the family
by sharing health information• Identification of the interdependency between a per-
son’s health and their lifestyle• Offering healthcare to remote, rural or doctor-
deprived areas• Bringing healthcare to developing countries• Providing real-time multisourced reliable physio-
logical data to health professionals.
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The pressing need to develop and diffuse PHS tech-
nologies is their contribution to prevention, detection,
diagnosis, monitoring and surveillance. For example,
the European Heart Network reports that in Europe four

million individuals die from cardiac diseases [67.13].
With portable heart monitoring systems capable of
automatically alerting a healthcare centre capable of
immediate response many lives could be saved.

67.2 AAL and PHS Approaches

This section will explore different PHS and AAL
approaches. PHS or AAL approaches will generally
contain one or more of the following components:

1. Data collection: The element is in charge of collect-
ing the image, video, sound, text, or measurement of
interest. The gathering may be automatic (e.g. use
sensors) or manual. For example, the patient may
enter text information. The PHS may be devices that
are wearable, such as a portable heart rate chest belt,
while AAL tools may be portable or fixed within
their environment, such as a webcam.

2. Short-term memory: The element is responsible for
ensuring the short-term storage of the data collected.
There is a trend for memory chips to increase in ca-
pacity and to in reduce size and price. For example,
memory cards can currently measure approximately
1.5 cm2 and can reach 32 GB [67.14].

3. Local visualization: The element will allow the
patient to visualize the fixed or continuous data col-
lected.

4. Communication network: The element will move
the data from the location of the patient to a remote
location, where the server(s) is (are) located. There

Event DB

Patient DB
RXTX

Communication
network

Analyzes
system

Action
launcher

Visuali-
zation

Short-term
memory

Data collection

(image, video,
sound, text,
measurement)

Local
visuali-
zation

Data DB

Fig. 67.6 Components of AAL and PHS

will generally be three parts: a transmitter (TX), the
network itself, and the receiver (RX).

5. Database(s): The element will archive the informa-
tion. This information can be fixed (such as patient
ID or age), or incremental such as the data collected.
Another type of information that is sometimes used
is event tracking, such as user logins to the system
(when a user accessed the system).

6. Analysis: The element will examine the data col-
lected and the patient information to select a result
and/or an action.

7. Action launcher: The element will launch an action
following the analysis. The typical actions would be
a flag in the database, a transmission of an SMS or
email, and a local or deported sound or light alert.

8. Visualization: The element will allow the health
professional, the helper, and sometimes the patient,
to visualize the data collected, the patient informa-
tion, the analysis rules and outcome, and the action
initiated.

While not all PHS or AAL approaches will contain
all of the components mentioned above, the indispens-
able component will be the data collection. Figure 67.6
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presents a visual image of the components of PHS and
AAL approaches. In such approaches, the components
that are not present as often include the automatic anal-
ysis and action launcher.

PHS and AAL approaches can contribute through-
out the healthcare delivery process. Moreover, they
can intervene in more than one stage of the health-
care delivery process. These solutions may contribute
in the prevention, diagnostic, monitoring/surveillance,
and treatment/therapy stages.

67.2.1 Self-Management

Self-management tools are devices, instruments, or web
sites, normally available to a large number of peo-
ple, that assist individuals, and sometimes their natural
helpers, in healthcare prevention and monitoring.

Health Portals (Prevention – Diagnostics –

Monitoring – Treatment)

Description. A health-related portal is a web site that
would present information that is perceived by the per-
son to be useful to his or her health prevention or
surveillance. There is a large variety of websites, with
different levels of information or service quality. Be-
hind the websites will be government agencies, private
or public hospitals, universities and research units, as-
sociations, companies, patients etc.

The health portals normally have one of the follow-
ing objectives:

• Information – To facilitate the access to drug,
diagnostic, or treatment information; healthcare
providers, processes, comparisons; provide patient,
helper of GP’s testimony.• Coaching – With some basic input information from
the user, to define some risks or recommendations;
track measurements.• Exchange and community creation/reinforcement
– To provide a platform where patients and their
helpers can exchange on real-time or deported.• Archiving – To provide a storage space for the per-
son to keep health-related data.• Reminders – To enable the person or his/her helper
to plan reminders such as medication or appoint-
ments. In this case, the reminder can be directed to
an email, a SMS, or a landline phone.• Healthcare products – To facilitate the ordering and
purchase of drugs or medical equipment.• Health institution or insurance account management
– To facilitate the management and understanding

of the person’s account situation for his or her in-
surance or any other organization involved in the
healthcare process.

North America is the most developed region, with
a strong patient/consumer demand and usage. The Eu-
ropean Union has established guidelines for quality
healthcare related websites, i. e. transparency, authority,
honesty, privacy and data protection, regular informa-
tion updating, accountability, responsible partnering,
editorial policy, and accessibility [67.15].

Certain countries have established a certification to
validate the quality of health-related websites; for ex-
ample, since 2004 the Haute Autorité de Santé (HAS) in
France has had the mission to deliver these certificates.
This French Agency used the HONcode certification
(established by the Health On the Net Foundation,
Switzerland) to validate the website. However, there is
no correlation between certificated sites and usage; the
most-used sites are the ones that are better referenced
in web search engines, independently of the certifica-
tions [67.16].

Examples. In 2007 Microsoft and Google entered
the field with the Microsoft HealthVault and Google-
Health. The features of each system are listed in
Table 67.1.

At the end of 2008 and the beginning 2009, the
company User Centric evaluated the feedback from 30
end-users and concluded that Google-Health was more
user-friendly (navigation and data-entry) [67.17]. How-
ever, certain features such as device data collection
is under development with Google Health but already
available in HealthVault. The latter is more focused on
B-to-B partnerships. For the moment, both services are
available only in North America, but in some European
countries they will be launched in 2010–2011.

Reminders (Prevention – Treatment)

Description. The outcome of a treatment will depend
on the correctness of the diagnosis, the accuracy of
the prescription, and finally on the proper follow up of
the treatment. The patient’s involvement remains very
limited in the first two steps; however, the treatment
is mostly his or her responsibility. The World Health
Organization calculated that only half of the patients
with long-term therapies followed their prescriptions
correctly [67.18]. Reminders are a simple way to reduce
some of the nonadherence.

Another area where reminders are important are
at the beginning of neuro-degenerative diseases. Re-
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Table 67.1 Comparisons between HealthVault and Google-Health

HealthVault Google Health

Collect health information Manually/import Manually/import

Archive health information × ×

Share health records × ×

Search health information – web Directly/indirectly Directly/indirectly

Search health information – associations Indirectly Indirectly

Push health information/health authorities × ×

Enter medications/prescriptions Manually/import Manually/import

Purchase your medication Indirectly Indirectly

Obtain personalized coaching Indirectly Indirectly

Obtain drug interactions ×

Enter test results Manually/import Manually/import

Agenda Indirectly Indirectly

Reminders Indirectly Indirectly

Import files and images Manually/import Manually/import

Find a doctor Indirectly ×

Import data from medical devices ×

Enter weight manually ×

Note: The features were not tested, but are declarative

minders can be useful to organize certain tasks, for
example, a vocal or image reminder when it is lunch
time. Unfortunately, when the disease is more advanced,
reminders are not effective. Reminders can be web ser-
vices that trigger an SMS, video, voice phone call, or
LED; they can also be portable devices that read out
a recorded or default message.

Examples. There are systems that do not require an
additional device but would use the existing communi-
cation material of the user (e.g. fixed line phone, mobile,
or email). The reminders can be planned in advance and
delivered vocally by a call center [67.19] or delivered
automatically using a synthetic voice, an SMS, or an
email after scheduling from a web application [67.20].

There are other solutions that would require the
acquisition of a specific-purpose device. Examples of
portable reminder devices are: a watch showing the item
to remember in its display (e.g. cadex watch), a pillbox
that beeps and vibrates when it is time for a medica-
tion (e-pill), and a device that plays out the recorded
message at specified time (e.g. memotext).

Heart Rate Monitoring (Prevention –

Diagnostics – Monitoring – Treatment)

Description. A heart rate device is a portable system
used to measure the heart rate (normally heartbeats per
minute, or bpm). It can be visible and transmitted in

real-time, or archived and transmitted once connected to
a PC or communication gateway. Even though there are
around ten body parts where the heart rate can be meas-
ured easily, for portability reasons most of the available
devices use electrodes attached to a chest strap.

The important technical and commercial develop-
ment of heart rate monitoring portable devices was done
by sportsmen and women who used the measurements
to improve their training. However, heart rate monitor-
ing can be used for patients to leverage efforts, to alert
in the case of a possible risky situation, or to understand
the pattern during a timeframe (a day, a week, . . . ).
It consists of a chest or finger band with an electrode
strap and a connector; this band sends the heart rate in-
formation to a receiver, normally a watch or a mobile
phone (Fig. 67.7). The information can be stocked in the
device to be downloaded at a later stage into a PC (it can
be downloaded using a cabled or a wireless solution).
Once archived in the local PC or a remote server, a more
detailed analysis can be performed manually or auto-
matically. Newer models may include an accelerometer,
which can help to calculate the distance completed and
the mean/maximum speed of the journey.

Examples. The market leader is Polar, with a heart rate
measurement using a chest strap. The reception/local
archiving and visualization is done through a watch.
While most other vendors follow this model for their so-
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Fig. 67.7 Example of a finger heart rate measurement (af-
ter [67.21])

lutions, there are some that use different measurement
points, such as the index. Personal heart rate monitors
are priced from 50 to 900 USD.

Activity Monitors (Prevention)

In order to monitor the activity performed in a time-
frame (a day, a week), there are activity monitoring
devices that track the number of steps done, the calories
burned, and the total mileage. An example is the clip by
fitbit (launched at end of 2009). It has a USB connector
to transmit data to a central server, which then prepares
and presents the information on a webpage [67.21]. The

Existing infrastructures
(TV, WAN/LAN, GPS)

Ambient A2E2

Biosignal A2E2

 Mobile A2E2 

 A2E2 server

 A2E2 home box

Fig. 67.9 The EU funded project A2E2

x plane
in = z plane

A

B

y plane

Fig. 67.8 Example of clip activity monitor (after [67.22])

webpage has some analysis capabilities. A competing
solution tracks and provides more information to the
user by using an armband with added sensors (tem-
perature, accelerometer, and heat flux). The product is
commercialized by Bodymedia [67.23].

Motivational Exercising System

(Prevention – Monitoring)

Tracking activity or calories burned can sometimes be
enough motivation to regularly exercise; however, con-
sumers above 75 years old are not the main customers
of activity monitoring systems, and the benefits that can
be gained from regular exercise are considerable.

The objective of an EU funded project (A2E2,
Fig. 67.9) is to build a system that will induce elderly
people to exercise regularly. It tracks the activity per-
formed with ambient and personal sensors; based on
the personal profile and the data of those sensors the
system will then establish an adapted communication.
It consists of a user interface (TV or mobile), a col-
lection and communication system, biosensors, ambient
sensors, with the archiving and analysis capabilities in
a server [67.24].

Teleassistance (Monitoring)

Description. Teleassistance or home assistance is a ser-
vice that consists in providing the possibility for the
user to reach a person with the appropriate capacities
to answer a request or to treat an emergency situation.
The National Emergency phone numbers (i. e. 911 in
the US and Canada, 112 in Europe) are the most widely
used teleassistance service. In the 1970s, associations
and companies started to propose a private or associa-
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tive service that linked the customer to a call centre.
It was intended to deal with isolation and emergency.
The emergency is usually just a situation definition and
a bridge to the National Emergency teams; there are
few cases where a medical presence is available 24/7
to perform a first remote diagnostic.

Teleassistance is the most extended commercial
AAL offer. In 2008 for example, there were 1.5 million
subscriptions in the UK, 600 000 in Spain, and 350 000
in France (as stated by the president of the French Asso-
ciation of Teleassistance Companies, AFRATA, Claude
Mordelet [67.25]). The variation is linear to the financial
engagement of the public sector (subsidies).

Traditionally, teleassistance is limited to a home
support using a communication device connected to the
fixed line, with a reach of around 100 m using a portable
pendant or bracelet (with a red button to declare an
alert). Pushing a button sends an alert to the screen of
the call center who will call back the user; the commu-
nication device answers automatically in loud-speakers.
The new generation of services expands the offering
from the following perspectives:

• Service (keep a double of the house key, order a taxi,
do a hairdresser appointment, provide the weather
forecast. . . ).• Intelligence (activity detection, GPS, recorded re-
minders. . . ).• Mobility (medium or long-range alert and commu-
nication. . . ).• Environment coverage (include fire detection, win-
dow or door breaking detection. . . ).

Consequently, assistance and monitoring start to over-
lap, and this trend will continue in the coming years. An
area where commercial remote assistance is just start-
ing is the monitoring and control of medical equipment
such as pumps and prostheses.

The typical system components are:

• The alert system – normally portable devices such
as the bracelet or pendant, but they can also be
fixed, for example a button fixed to the wall of the
restrooms• The communication gateway – which will receive
the local alarm and send it to the remote server• Storage and presentation – the alerts are stored in
a database and presented to the appropriate teams
for action.

In the case of a mobile alert system, the first two com-
ponents can be combined in the same device.

Examples. Examples of new generation services in-
clude home safety services, which include environment
monitoring, and are widely proposed by the West
Lothian County [67.26]. Another example available in
France is témo [67.27], which uses a mobile alert and
communication system with GPS. One of the largest
players, Tunstall, started offering environment moni-
tored assistance in addition to the traditional assistance
plus some basic telemonitoring services. In Bologna,
Italy, a project run by the Department of the IN-
AIL Prosthesis Centre in Vigorso di Budrio provides
a good example of remote assistance to tune medi-
cal devices based on patient-located data. The project
consists in remotely analyzing and controlling an upper-
limb prosthesis via a microprocessor controlled arm
(MCA) [67.28].

Media and Multimedia Solutions (Prevention –

Diagnostics – Monitoring – Treatment)

Description. Images, audio, and videos can be ex-
changed in real-time or deferred time; the exchange can
be patient to health professional(s), health professional
to health professional(s), and patient to patient(s). The
approach of sharing audio/video/image in healthcare
is useful for second opinion processes, better monitor-
ing (e.g. regular wound evolution follow-up), diagnosis
(e.g. detailed images for dermatology problems), or
even improve treatments (e.g. identify secondary ef-
fects that the patient is not aware of, or does not think
important to share).

When the video is real-time, it is referred to as
videoconference or videoteleconference (VTC). In or-
der to make the exchange operational, it is necessary
to have a large bandwidth, otherwise the images would
freeze and the sound would not be synchronized to
the image. The minimum recommended bandwidth
is 384 kbits/s. When there is a high bandwidth, the
screen(s) quality is high and the screen(s) size suf-
ficiently large to allow showing the persons and
objects in their real size, the term telepresence is
used.

Image and audio sharing is more accessible than
videoconferences, since it does not require such an im-
portant bandwidth, and digital cameras or microphone
are accessible to a larger portion of the population
in Western countries, with a trend to having a phone
equipped with a digital camera, which allows a real-
time dispatch from practically anywhere. The quality of
the camera or image will depend on the requirement;
however, a 10 mega pixels digital camera can be eas-
ily found at less than 100 USD, which would have an
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Video input with
video camera or

webcam Communication
network via the

Internet, the LAN (if
within same facilities)
or telephone networkAudio input via

a microphone

Video output via a TV,
monitor or projector

Audio output via 
loudspeakers

Fig. 67.10 Components of a VTC
solution

enough quality for most of the applications. The compo-
nents of a VTC solution are shown in Fig. 67.10. Image
sharing will replace video input/output by an image in-
put, while the audio solution will not have the video
input/output.

Examples. In Sherbrooke, Canada, a new service was
implemented in 2010, named TASP or téléassistance en
soins de plaies. At the patient’s home, a visiting nurse
will film a wound and in parallel, at the Centre Hospi-
talier Universitaire de Sherbrooke, a nurse receives the
video. There is a live exchange between both nurses
regarding the progress of the wound healing and the
treatment [67.29].

In Argentina, with the commercialized telepresence
solutions from Cisco Systems, Dr. Juan P. Garrahan,
in the Paediatric Hospital of Buenos Aires uses it for
diagnostics, monitoring, and second opinion. Garrahan
claims that 85% of consultations do not require a refer-
ral to the hospital [67.30] and in many of those cases the

Fig. 67.11 TopCare kiosk (Fraunhofer Institute, St. Ingbert, Ger-
many)

telepresence can be an ideal solution considering that
Argentina is 3000 km long.

Telemend is a project funded by the EuropAid
Cooperation Office. It has the objective of leverag-
ing telemedicine tools to diagnose infectious diseases
(malaria) in Colombia. It used TopCare Kiosk [67.31,
32] (Fig. 67.11) in remote areas of Colombia (Bue-
naventure and Guaviare). The kiosk is a PC equipped
with a microscope, a blood analyzer, and an x-ray scan.
The kiosk is manipulated by a nurse who will add the
picture taken from a blood sample viewed from the mi-
croscope to the patient file. The information is then sent
via a mobile network to a remote server, which allows
any authenticated doctor to access the information in
order to provide a diagnosis or monitor treatment.

Fall Detection

Description. Falls are an important problem in all mod-
ern societies. A report presented in 2007 in the WHO
Global Report on Falls Prevention in Older Age states
that 28–35% of people above 65 suffer a fall each
year [67.33]; the number increases for seniors above
70 years old, since the percentage increased to 32-
42% [67.34]. These falls are cause of hospital admission
in 1.6-3.0 per 10 000 population [67.35] (data from
Australia, Canada, and the United Kingdom).

Consequently, research and development has been
trying to provide solutions to automatically detect falls
in elderly people. The objective being to be able
to identify premonitory symptoms of a fall before it
occurs. Presently, fall detection causes numerous false-
positives, and more reliable solutions are limited in their
portability and/or cost.

Fall detection uses one or various portable and/or
fixed sensor(s) that will identify the movement char-
acteristics of a (several) body part(s), or the behavior
pattern (e.g. electrical activity in the person’s environ-
ment [67.36]). This information is then analyzed locally
or remotely to determine the probability of a fall having
occurred; if the outcome is a potential fall, then the noti-
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fication system displays or sends an alarm, i. e. an SMS,
email, or phone call.

The most common wearable sensor is a portable
three-dimensional accelerometer. Possible environmen-
tal devices are video cameras, or presence sensors such
as infrared or contact sensors (which will determine, for
example, if a person is lying on the floor).

More accurate sensors include the monitoring of
other parameters such as body temperature. Using ac-
celerometers, it was also demonstrated that using two
sensors positioned in different body areas is more re-
liable than using a single sensor [67.22], and it was
proven that monitoring movements at the waist and
head [67.37] provides more reliable information at other
parts.

Examples. Vivago has chosen to identify a fall by
looking into post-fall symptoms using a watch that
monitors wrist movements. A reduction or absence of
movement during a predefined time will launch an au-
tomatic alert. The EU funded project SIMBAD is an
example of environmental solutions. In this project, fall
detection is performed using wall-mounted pyroelectric
infrared sensors. These sensors capture and analyze the
movements without the need for invasive environmental
elements such as the video [67.38].

Bioparameter Monitoring (Prevention –

Diagnostics – Monitoring – Treatment)

Description. Telemonitoring consists in remotely sur-
veying the health status of a patient who is home or
institution-based. In order for the monitoring to be
data-based, it requires a medical device to regularly
or continuously measure the patient’s physiological
parameters; it is especially pertinent for people with
chronic diseases.

The advantages of home vital parameter monitor-
ing are faster data collection and analysis, avoidance of
travel time and costs, integration of the monitoring in
the patient’s daily routine, and the possibility for the
health professional to visualize data over long periods
of time.

The vital parameters that can be measured remotely
are numerous; the most common ones are weight,
glucose levels, body temperature, hcg (human chori-
onic gonadotropic) for pregnancy tests, cholesterol and
triglycerides levels, blood oxygen saturation, blood
pressure, and heart rate (ECG). The measurements can
be taken continuously, at regular periods, or at random
periods depending on the pathology, the patient profile,
the sensors, and the medical need.

As mentioned in previous sections, some parameters
are already widely monitored in self-management tools;
in this section, the interest is within a medical usage.
There are parameters that can, in certain cases, be mean-
ingful to the patient, but in most cases the interpretation
belongs solely to the health professional.

A solution that monitors physiological parameters
will be normally built using the following four compo-
nents:

• The vital parameter measurement: the patient pa-
rameter will be measured using a medical device.
The devices will follow one of the three types of
procedures: noninvasive procedures (no skin break-
age or penetration), minimally invasive procedures
(when the device goes under the skin but without
open surgical intervention such as subdermal im-
plants), and invasive procedures devices (requiring
heavy surgical intervention and from medium to
long-term hospitalization).• Local and remote data collection: the data is col-
lected at the patient location and then transmitted to
a distant server to be treated.• Storage and presentation: while monitoring, it is
essential that the data be presented in a meaning-
ful manner to the health professional and that it is
archived to obtain history and trends that are useful
for the monitoring and treatment of a patient.

The vision of the European Union is a future where
patients will have a combination of wearable or im-
plantable multisensors combined with environmental
sensors [67.12], but there are still some years of devel-
opment necessary to achieve this.

Examples.

Glucose Monitoring. For diabetes patients, it is a re-
quirement (it is vital for type 1 diabetes or juvenile
diabetes) to measure the glucose concentration in their
blood. Presently, meters can undertake a correct reading
with only 0.3–1 μl of blood, and provide the reading
within 3–5 s, archiving up to 2000 readings. Normally,
these devices are sold with software that organizes,
presents, and can perform some basic analysis. A key
feature is the possibility to share the date with health
professionals. An example is the Contour USB glucose
meter (Fig. 67.12), which resembles a common USB
key.

There is also room for niche adaptations for certain
populations. An interesting variation of the product de-
scribed above was FDA cleared in December 2009. It is
a glucose meter for children and teenagers, called DID-
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Test strip USB connector

Fig. 67.12 Bayer’s Contour USB glucose meter (Bayer Di-
abetes, Basel, Switzerland)

GET. It communicates with the Nintendo consoles DS
and DS light, combining games to the readings. It in-
cludes web access to a community and the possibility to
be rewarded for the results.

Many current commercial solutions have the advan-
tages of ease-of-portability and ease-of-connection to
any PC. However, they are limited to the time of reading,
for example, no reading is performed during the night
while the patient sleeps. Consequently, for certain pa-
tients, there is a need for continuous glucose monitoring
systems (CGM). These systems continuously track the
glucose level without patient intervention [67.39]. They
use a sensor inserted under the skin (normally injected
by the patient him or herself, refer to image below). The
inserted sensor collects the measurement and commu-
nicates it to a local receiver/transmitter that then trans-
fers the data directly or via a wireless terminal (mobile
phone). The visible data can be sampled every 1–5 min.

Presently, when using a CGMs, the patient needs to
replace the injected sensor every 5 to 7 days. Addition-
ally, their accuracy has not yet reached that of traditional
blood testing readers, needing calibration with a tra-
ditional blood strap reader. The CGM products are
Abbott’s FreeStyle Navigator, DexCom’s Seven+Plus
(Fig. 67.13), and Medtronic’s Guardian.

Some examples of noninvasive CGM exist, e.g.
a watch that uses low electric current to pull glu-
cose through the skin (GlucoWatch G2 Biographer, by
Cygnus). However, the FDA was not fully satisfied
since it caused skin irritation in 50% of patients and the
readings for low glucose levels were not precise. The
product is no longer commercialized but developments
around it continue [67.40].

Heart Rate Data Monitoring. Heart rate monitoring
has been done for many years, i.e., measuring the heart
rate or the more detailed ECG. Due to electrodes, mi-
croelectronics, and communications developments, the
once cumbersome heavy devices that the patient carried
for couple of hours while the device stored the data, are

Fig. 67.13 DexCom’s Seven+Plus sensor insertion (source:
DexCom, San Diego, http://www.dexcom.com)

being replaced by real-time highly-portable solutions,
some with basic automatic analysis. There are many ad-
vantages of monitoring real-time heart activity, such as
the immediate detection of an issue, the monitoring of
the outcome of treatment, and the efficient collection of
information for research purposes.

The efficiency has also been clearly observed: a
European trial concentrating in heart diseases was per-
formed with patients leaving the hospital after a stay
longer than 48 hours. Three groups were compared:
a group receiving traditional care, a group receiving
nurse phone support, and finally a group using a tele-
monitoring system. This system included a pressure,
weight, and ECG home monitoring device. The data
collected from these devices was sent via Bluetooth to
a hub that used the fixed line to transmit the information
to a server. The server presented the data to a nurse or
technician (care manager) who escalated, if required, to
a physician. This study lasted 2 years and accepted 426
patients. The study conclusion was that the nurse ser-
vice group and the telemedicine group had a lower level
of mortality (16–18%) among patients compared to the
status-quo care [67.41].

A new stage on portability is the integration of
electrodes into textiles (smart textiles) [67.42], e.g. the
VitalJacket (for up to 5 d monitoring and 72 h battery
autonomy) commercialized by Biodevices (a spin-off
of Aveiro University) [67.43]. The Fraunhofer Institute
has developed a smart textile ECG monitor using a pro-
prietary mobile terminal and electrodes claimed to be
flexible, biocompatible, and biostable [67.44].

Smart textiles facilitate the portability, however, im-
planted solutions are the next step. At the end of 2007 an
implanted ECG monitoring system received FDA clear-
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Fig. 67.14 The Sleuth implanted sensor and the handheld
wireless receiver (after [67.45])

ance. The Sleuth ECG monitoring system manufactured
by Transoma Medical (Fig. 67.14) was first implanted in
2008 with US patients for arrhythmia detection or mon-
itoring; the implant done by Dr. Daoud and Dr. Hummel
at The Ohio State University Medical Center in Colum-
bus. The information was regularly collected and sent
to a monitoring center where cardiac technicians fil-
tered information before sending reports to the health
professionals.

Dr. Daoud stated that [67.47]:

The Sleuth implantable recorder and the wireless
communication system provide excellent recording
fidelity and ease of transmission of ECG data that
is continuously monitored and stored. Also, I can
select the arrhythmia detection parameters, and
the telemetry tracings are promptly sent in a user-
friendly report, making it easy for me and my staff
to care for our patients.

Transoma Medical is, unfortunately, an example of the
lack of synchronization between covering healthcare
needs and finding a workable business model, despite
the success and medical acceptance of their solution, in

ServerMobileTensiometer

Bluethooth SMS
IP Doctor Web

interface

Fig. 67.15 The Belgium heart failure
project (after [67.46])

December 2009, Transoma ceased operations due to the
difficult market conditions [67.45].

Despite the shown benefits, there are still a few large
deployments, but some regions are more active. In Brus-
sels, for example, 500 patients are participating in the
Belgium Heart Failure Project [67.46] to reduce heart
failure spleen mortality. Instead of using ECGs, the pa-
tients are provided with a tensiometer and their mobile
phone for an SMS communication.

Sleep Apnoea Detection. HealthGear is a system tested
to monitor sleep apnoea using a set of sensors com-
municating the data via Bluetooth to a smart mobile
phone that archives, transmits, presents, and performs
a basic analysis of the data received [67.48]. The sen-
sor used for sleep apnoea detection is an oximeter for
blood oxygen levels and pulse; however, the architec-
ture could support multiple sensors. It was tested with
20 individuals, with very positive outcomes regarding
usability; 100% participants declared themselves will-
ing to use it and to recommend it, and the accuracy of
the readings and analysis correctly identified cases of
obstructive sleep apnoea (OSA).

Others. There are portable solutions that monitor dif-
ferent vital parameters; however their capabilities have
not been used in full. A commercially available appli-
cation is Equivital, with a two-lead ECG, temperature,
and movement sensors. It monitors the heart rate, the
ECG, the respiratory rate, body temperature, and move-
ment/body orientation (Fig. 67.16). It uses a chest strap
that collects information and uses bluetooth to send
the data to a local PC or a gateway that then sends it
to a remote server. This multisensor device is mainly
used by military personnel and professional sports-
men, but its application in the medical area is still
underdeveloped.

Auto Adaptive Treatment Systems

(Diagnostics – Treatment)

Descriptions. Auto adaptive treatment occurs when
a treatment is capable of changing itself based on real-
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Fig. 67.16 Multiparameter band strap (after [67.49])

time or delayed information. Note: teletherapy is used
to define radiation that is performed at a distance from
the body.

Once a patient has been diagnosed, the health pro-
fessional will determine the most appropriate treatment.
The determined treatment and/or therapy may be ad-
justed in light of the patient response, their efficacy, and
secondary and adverse effects. Monitoring of ongoing
treatments or therapies and patient response are valu-
able for adjusting treatments and may even be crucial
in cases of extreme medical condition or disease. For
example, after a quadruple by-pass surgery, round the
clock monitoring of the patient may be essential to en-
sure that there are no complications, especially when
the patient is discharged from hospital.

The ideal case is a continuous monitoring feed-
ing and modifying the treatment as needed, and the
whole real-time. Typically, for example, adaptive treat-
ment would enable patients with Type 1 diabetes to
have insulin injections based on real-time continuous
measurement of their blood glucose levels. Another ex-
ample is having pumps for patients following cancer
therapy, adapting the dose and time of medication based
on the real physiological patient needs.

Figure 67.17 illustrates the common elements
of auto adaptive treatment systems. Namely, a sen-
sor(s) that collects the vital parameter(s), the analysis
algorithms that will define the preferred action (re-
duction/increase/pause of dose or example), and the
delivery treatment device that will behave based on the
analysis outcome. If the analysis is done at a distant site,

Analyzer via locally or
remotely controlled

algorithm

Sensor via a wearable
or environmental

device

Delivery system via for
example a pump

Fig. 67.17 Elements of an adaptive
treatments system

Fig. 67.18 The MiniMed Paradigm real-time system (af-
ter [67.50])

an additional component will be required: the commu-
nication channel with its transmitter/receiver both at the
patient side and at the remote side.

Examples.

Diabetes. An automatic system for Type 1 diabetes
patients is commercially available. This is the Min-
iMed Paradigm Real-Time system (Fig. 67.18), which
consists of a continuous glucose meter (CGM) that
monitors the glucose level. With this information the
controlling device adjusts the delivery of insulin of the
insulin pump [67.39].

Depression. A very different type of treatment relates to
psychiatry with depressive patients. The adapted treat-
ment was not the medication but the psychiatric sessions
that were performed remotely. A comparative study was
done for 6 months to evaluate the outcome of on-site
treatment versus telepsychiatry (videoconference be-
tween the patient and the health professional). During 6
months, 119 depressed veterans followed either the tra-
ditional psychiatry follow-up or remote treatment. The
treatment consisted of psychotropic medication, educa-
tion, and short supportive counseling. The conclusion
of this study was that remote treatment of depression
using telepsychiatry compared with face-to-face treat-
ment is equivalent from adherence, patient satisfaction,
and costs perspectives [67.51].
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Mechanical manipulator
with an arm and gripper

Vehicle with infrared
sensors or a camera

End user communi-
cation via speaker

and microphone

Fig. 67.19 Elements of a nurse robot

Wound Management. There are still but few exam-
ples of solutions; however different research groups are
working around subjects that directly and indirectly will
lead to solutions. The University of Rochester in the US
is developing smart bandages with optical sensors that
can monitor a change in color [67.53]. In the future,
we expect to see the information collected, transmit-
ted, and analyzed remotely, opening the possibility to
automatically adapt treatments.

Robotics (Prevention – Monitoring)

Description. This approach consists of the use of robots
to help perform certain basic caring actions at the pa-
tient’s home, at institutions, and at hospitals. Robots
are machines that operate autonomously, repetitive,
programmable, or adapted tasks. Robots can do repet-
itive tasks (reminders, medication delivery, cleaning),
specialized activities (move [67.54] or guide [67.55]
a patient), interactive actions (keep a conversation),
or be the communication gateway with health pro-
fessionals. Most of the study outcomes show patient
acceptance [67.55, 56]. In hospitals and institutions,
robots help partially solve the issue of the lack of
enough appropriate resources.

Nurse robots are normally mobile machines requir-
ing a vehicle to move around the house or hospital with-
out bumping into fixed or mobile objects (Fig. 67.19).
Another key component is the mechanical manipula-
tors, for example, an arm to deliver a drug. Finally,
the end-user communication element permits us to con-
figure or give orders to the robot, or simply, to enter
information for an exchange with the robot (e.g. for
a conversation).

The robot is preprogrammed with various levels of
adaptation based on:

• External actions• External inputs• History.

The country most advanced in the area is Japan, with the
technological background and one of the oldest popula-
tions.

Examples. A joint project between the University of
Pittsburgh and Carnegie Mellon University has created

a robot nurse for elderly people. The project’s name
is NurseBot, and the first robot is Florence [67.57] (in
honor of Florence Nightingale). Its tasks are:

• Medication and regular life reminders (e.g. drink, go
to the toilet)• Keep company via conversation• Provide a camera, speakers, and a microphone to al-
low remote health professionals to see and talk to
the person• Simple domestic appliance manipulations, such as
open or close the fridge or the microwave.

Samsung has developed Romi [67.52] (Fig. 67.20),
a nurse robot with the participation of the nursing
school and the psychology departments of the Univer-
sity of Auckland (for the nurse knowledge base). Romi
is polyglot (eight languages) and has a camera for face
recognition, a microphone for voice recognition, arms
and hands, as well as speakers.

The tasks are to:

• Deliver prescribed drugs• Remind the patient of routines• Motivate• Keep a conversation.

Toyota has announced that their nurse robot will be com-
mercialized in 2011, and Honda has spent hundreds of
millionsofdollarsdevelopingitshuman-likerobot.Those
are very promising news to see, in a near future, efficient
and hopefully cost-efficient nurse robots in the market.

Fig. 67.20 Romi nurse robot (after [67.52])
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Fig. 67.21 European project IWARD (intelligent robot
swarm for attendance, recognition, cleaning, and delivery)
(after [67.58])

The European project IWARD (intelligent robot
swarm for attendance, recognition, cleaning, and de-
livery, Fig. 67.21) is targeted to providing help to
institutions, clinics, and hospitals to overcome staff
shortages [67.58]. The task is:

• Delivery of objects from point A to point B• Cleaning• Patient guidance within the establishment• Detection of patients in unusual positions, e.g. pa-
tients sitting on the floor.

Teleconsultation

(Prevention – Diagnostics –Treatment)

Description. For remote or rural areas where health
professionals and specialists are not available, the pos-
sibility to perform a consultation with a remote expert
is essential for the patient (he or she obtains a faster
diagnosis and, if needed, treatment) and for society
(to provide equal health access to all individuals while
managing the health budget).

Another scenario where teleconsultation is impor-
tant is during the second opinion procedure, since
it normally involves two persons who are physically
distant. The number of multipathologies patients is in-
creasing with chronic diseases and ageing populations;
consequently, different medical specialties require pro-
vision of an input to the diagnosis and treatment in order
to treat the individual as a whole and not just an or-
gan. The teleconsultation can consist of a phone call,
an email exchange, or a chat. However, normally it in-

volves some kind of image/video and/or sensor data
exchange.

Examples. A teleconsultation project was carried out
in Aarhus, Denmark (collaboration between the local
hospital and university), for diabetic patients suffering
from foot ulcers. The regular treatment was once a day
or every other day. Moreover, twice a month the nurse
organizes a remote consultation with the hospital doctor
using a visio-phone. The experimentation was in 2005
and at the end of it the hospital decided to integrate the
procedure to its regular operations [67.60].

A pan-European project was launched in 2005 with
the name Medical Care Continuity project. The objec-
tive was to improve the follow-up of patients following
the discharge from hospital. It uses a video camera that
can be remotely directed by the health professional.
Italy claims that these types of initiatives have re-
duced hospital stays by 22 days and cut hospitalization
costs in half [67.61]. Maybe the Italians overestimate
the benefits, but the gain for patients and hospitals is
certain.

It has been seen that there are not many AAL
and PHS commercial off-the-shelf products; this is
changing. In 2008, Intel’s Health Guide home terminal
received FDA approval; it was designed for chronically
ill patients to communicate with their health profes-
sional (Fig. 67.22). It has:

• Two-way video capabilities• Interfaces with sensors (e.g. heart rate, glucose
meter, oximeter) to capture the information and

Fig. 67.22 Intel’s Health Guide terminal PHS6000 with
tactile screen (after [67.59])
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communicate to the health professional via a cen-
tralized server• A calendar with potential reminders• A collection of image, sound, or video education
material• A tactile screen.

It has a convenient size of 280 mm × 90 mm × 270 mm,
however, it requires a broadband network connection
such as ADSL, which limits the usage to home use. This
terminal can be used for consultations and monitoring.
A study with 200 patients above 60 started in 2010,
in collaboration with General Electric and the Mayo
Clinic to measure the reduction of hospitalization and
emergency entries [67.59].

Telesurgical Assistance (Treatment)

Description. Telesurgical assistance is the action of per-
forming a surgery locally with partial or total remote
input. The remote involvement may consist only of a
verbal opinion based on the images or sounds received,
but it can go to fully controlling the surgery. Telesurgery
is presently not used in AAL since it requires a setup
and environment that for the moment is only possible
at hospitals. However, as technology evolves, we be-
lieve that simple minimally-invasive interventions will
be performed at home with the help of a trained nurse
on site and experts at a remote site.

Components. An Austrian study demonstrated that
remote-controlled navigation arthroscopies are reliable
and accurate even for small joints (the temporo-
mandibular joint, a facial joint) [67.62]. The same
outcome was observed with a comparative local and
remote intervention of 50 patients (Nissen fundoplica-
tion). The mortality was nil for both groups, and a 22
month follow-up showed comparable symptoms. How-
ever, the costs doubled for the remotely operated group
with a longer time required (40 min) [67.63]. The costs
and time would decrease as more remote interventions
are done.

Smart Homes (Monitoring– Prevention –

Diagnostics –Treatment)

The smart home relates to the home that is capable of
quickly detecting a problem and even of foreseeing it;
the home that will react in the most appropriate manner
to the event raised; the home that palliates the physical

and cognitive weakness of the elderly inhabitant using
technological solutions.

The objective is an equipped home that will main-
tain or increase the physical and social autonomy of the
individual living at home. There is no a one-size-fits-all
smart home, since it needs to adapt to the specific weak-
nesses and environment of the person. The smart home
would be equipped with a mix of the solutions presented
in this chapter, plus the services and other technological
solutions related to the nonhealthcare aspects such as
entertainment (TV, Audio), education (TV, . . . ), secu-
rity (closing and opening of doors/windows; intrusion
detection and alert). The use of a single AAL service or
tool adds a certain intelligence to the person’s environ-
ment; the term smart home does not define a solution or
approach but rather an attribute.

Despite the existence of standards, such as short-
distance wireless communication protocols (such as
zigbee, RF, or bluetooth), or standards for medical
imaging (DICOM), the immediate and transparent in-
terconnectivity of all needed components is not yet
possible. There are associations such as Continua Al-
liance, IEEE, and mHealth Alliance working around
this subject, and consequently, it can be envisaged that
in the medium-term, the interconnectivity will be a pure
plug-and-use.

Examples of smart-homes projects are Mon-
ami [67.64] and i2home [67.65]. The concept of the
smart home was also used in a post-operative situation,
where the physiotherapeutic exercises were automati-
cally evaluated and the patient could receive feedback
to ensure regularity and quality [67.66].

A subset of a smart home is the automatic adap-
tive environments. There are still very few environments
that adapt themselves based on real-time healthcare per-
sonal parameters. There are some solutions that allow
remote control of electrical or electro-mechanical de-
vices; the control can be manually set or programmed
based on the outcome of environmental sensors such
as thermometers, light sensors, or fire detection (e.g.
Biodom system).

The elements of an adaptive environment will be
a sensor that captures health parameters, an analyzer
that takes the information, determines the ideal config-
uration of the environmental device, and controls the
device. It will, for example, adapt the heater to the
body temperature of the person or the ventilation to the
oximeter outcome.

Part
F

6
7
.2



1234 Part F Medical Information Processing and Communication

67.3 Benefits and Challenges Ahead

Health and healthcare systems are complex interac-
tions of biomedical, social, economic, ethical, and
political factors. Significant advances in information
communication technologies (ICTs) have made, and
will continue to make, innovation in health technologies
and equipment possible. ICTs have begun to positively
impact the manner in which health systems provide
products and services to patients, including through the
development of the field of e-Health and through im-
proved access and quality. More importantly, they hold
greater promise for future improvements in health and
healthcare systems. However, for e-Health approaches
to provide viable and effective solutions to many of
the current issues facing healthcare systems around
the world, many conditions will need to fostered and
brought together.

The future development and more pervasive adop-
tion of e-Health approaches will depend on identifying
where the benefits lie and the numerous challenges
and issues that these technologies raise, as well as
finding appropriate solutions. Some of the issues that
are raised by e-Health technologies and equipment
are common to other areas in the health field. For
example, issues pertaining to the protection of pa-
tient privacy and confidentiality or informed consent
are issues that arise within the provision of health-
care services generally. However, different facets of
these issues may arise within the e-Health context.
Other challenges are specific to the technologies used
in and the services provided within the e-Health con-
text and even more specific to AAL and PHS. For
example, the reliability of the technologies and the con-
sequences when they fail or the uncertainties pertaining
to the legal framework are some of the issues more
specific to this emerging field. Other challenges are
themselves only beginning to emerge or will emerge
in the future with the more widespread use of these
technologies.

This section will draw attention to the numerous
issues that legislators, political decision-makers, med-
ical professionals, industry, engineering and systems
design experts, patients, and civil society will need to
consider and address to ensure the appropriate devel-
opment, adoption, and usage of e-Health technologies
and equipment.It will provide an overview of the dif-
ferent social, ethical, legal, societal, economic, and
technological dimensions to the roll-out of e-Health
solutions.

67.3.1 The Social Dimension

AAL and PHS, and e-Health more broadly, contribute
to the achievement of many desired social objectives of
improving healthcare services and products for patients
and to improving the delivery of such healthcare [67.5].
From a patient perspective, such approaches may enable
individuals to have better access to health information,
to have better knowledge in regards to their health situ-
ation, to better manage their health, to have improved
feedback on the impact of health services and inter-
ventions, and to make more informed choices about
treatments and therapies.

From a health professional and healthcare system
perspective, such approaches may enable health work-
ers to make more effective decisions with respect to
diagnosis, treatment, therapy, and monitoring. They
may enable hospitals to provide higher quality and
safer treatments and therapies. They may enable health
professionals to contribute to addressing health prob-
lems of patients world-wide. They may improve the
management of information and access to informa-
tion for patient care and for administrative services.
They may enable better and more timely mapping
of public health threats, and they may enable im-
proved training and sharing of knowledge along health
professionals.

From a government and policymaker perspective,
such approaches may enable governments to be more
responsive to changing health needs. They may enable
policymakers and public health authorities to be more
aware of health risks, and they may foster the develop-
ment of effective, safe, and efficient healthcare systems.

Stakeholders

The effective, safe, and efficient roll-out of e-Health so-
lutions, such as those provided by AAL and PHS, will
need to ensure that the appropriate people at the na-
tional, regional, and international levels are involved
as early as possible. As such, it will be important
for national and regional governments, all categories
of health professionals, engineers, and technicians, pa-
tient and representative groups, industry, researchers
and research organizations, international organizations,
NGOs, and civil society to be implicated. Their diverse
expertise, knowledge, technological know-how, partner-
ships, and investments will be essential for developing
e-Health globally.
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Developments and innovation within ICTs for
e-Health and AAL will necessitate more effective in-
volvement of SMEs. As agile entities they are able to
make technical and business decisions more quickly and
to execute them. Thus, they are better able to focus
their research capacity. Well-financed SMEs are able to
engage in high-risk, early-stage research and develop-
ment, build strategic partnerships, and operate outside
their local markets. As such, they have an important
role in the development of future visions and in con-
verting these into value propositions for patients and
clients.

Participatory Involvement

Future innovation within e-Health will include engi-
neering of context-aware and easy-to-use ICT systems
that self-improve and self-adapt within their respective
environments. Areas of research will include cogni-
tive systems, interaction, robotics, and automation.
For the innovations to be developed to be effec-
tive, efficient, and useful for the end-user, whether
patient or caregiver, the participation of key stake-
holders will be crucial. The development of technolo-
gies and the evolution of products and services will
need to take into account user experience and future
needs.

Carried out appropriately, stakeholder participation
may be cost-effective, efficient, and eco-responsible in
that the selection of technologies to be developed would
reflect the needs of patients and their caregivers. Con-
versely, strategies that are not embedded in clear and
realistic needs will be more vulnerable to failure due
to lack of participation, acceptance, capacity, and other
enabling factors.

There will be many challenges in carrying out
stakeholder participation. Such testing will need to
consider the breadth of possible users and that of
possible uses. It will further need to consider the dif-
ferent conditions under which the technology should
be used, the best manner in which to involve the
testers and to simulate real world conditions and use,
and the manner in which this testing respects legal
and ethical frameworks. In testing AAL and PHS ap-
proaches, researchers will need to involve participants
of the targeted patients. For example, elderly indi-
viduals, incapacitated individuals, or individuals with
cognitive, motor, sensory, or neurological needs. As
the testing will also need to assess usability, models
developed involving healthy populations may not be
reliable [67.67].

67.3.2 Legal and Ethical Dimensions

Existing medical and health sectors are amongst the
most regulated and are covered by national, regional,
and international legal instruments. Similarly, e-Health
technologies are subject to the myriad of currently-
existing national, regional, and international legal
instruments. However, there is also a need for new pol-
icy, legislation, and regulation specific to address issues
arising from e-Health technologies. Some areas where
policy and legislation need to be considered include eth-
ical considerations, privacy, confidentiality and security,
and cross-border issues.

Research, testing, development, and distribution of
products and services within the field of e-Health must
abide by the ethical and legal frameworks generally
applicable to human subjects, medical products, and
technologies. While this section will review the legal
and ethical issues, it is beyond the scope of this chap-
ter to exhaustively examine such issues or to review
all of the applicable legislation In addition, many of
the technologies will be used for or by individuals who
are in a vulnerable state. For example, the technologies
may be used for elderly individuals, for individuals with
a specific medical condition or disease, or for individu-
als with motor, cognitive, or neurological needs. These
patients may be more vulnerable and thus extra care
and attention is needed to ensure the protection of such
patients.

Within the principles applicable to human subjects,
there is the notion of minimal risk. Minimal risk has
been defined to mean that the probability and magni-
tude of harm or discomfort anticipated in the research
is not greater in and of themselves than those ordinar-
ily encountered in daily life or during the performance
of routine physical or psychological examinations or
tests [67.68]. This principle entreats that patients should
be exposed to minimal risk. Where it is not possible
to abide by the principle of minimal risk, consideration
must be given to ways in which risk can be reduced or
eliminated or, alternatively, consideration must be given
to employing alternative approaches.

Within the medical and health context, the corner-
stone of patient protection is informed consent. This
principle is recognized in international legal instru-
ments such as the UNESCO Universal Declaration on
Bioethics and Human Rights (2005) and the Decla-
ration of Helsinki on Ethical Principles for Medical
Research Involving Human Subjects of 1964 (last re-
vised in 2008). Informed consent is a complex subject
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rooted in the principle that patients should be provided
with pertinent information by health professionals, es-
pecially in regards to the significant risks of a given
service, product or technology, as well as of the risks
of particular importance to that patient. The objective
is to provide useful information to enable patients to
make the best decision in regards to their health and
well-being. As e-Health systems become more widely
implemented and are able to generate improved health
and medical information specific to a patient, this will
facilitate the informed consent process. Conversely, the
potential use of personal health information for nu-
merous and diverse research purposes may make the
informed consent process more difficult. As personal
health information may be used for broad and diverse
research purposes, obtaining the type of specific con-
sent used in most jurisdictions may not be sufficient.
Moreover, the issue of secondary use of personal health
information and records also challenges the current
informed consent approach. Consideration has arisen
of whether there may be the need to develop alter-
native models of consent for such broad and diverse
research [67.69].

Policy decision makers and legislators should also
address the issue of the possibility of discrimination and
stigmatization of patients and patient populations based
on medical findings and discoveries. As personal health
information is increasingly centralized and completed
by medical history and family medical history, a fuller
picture of the current and possible future medical con-
ditions of patients may emerge. With this fuller set of
personal health information coupled with the constantly
emerging medical and health findings, there may be in-
creased risk that patients sharing disease characteristics
may be the subject of discrimination or stigmatization,
including from employers, insurance companies, and
the general community [67.70]. In the development of
e-Health strategies, addressing such issues will by key
to maintaining public trust.

Privacy, Confidentiality, and Security

AAL and PHS, and e-Health, technologies will generate
personal health information and data that will be stored
within databases. The term database is used as a generic,
catch-all term. Other terms that are used to designate
such databases include health information banks. This
collection and storage can cover quite a large definition
of personal health information and data. It can include
data and information generated directly by AAL and
PHS technologies. It can also include information and
data retrieved or derived from other health and personal

records and linked or incorporated within the databases.
The aggregation of significant personal health informa-
tion into one or more databases increases the risks of
violation of privacy, confidentiality, and raises issues of
data protection and security.

This protection of privacy and confidentiality and
ensuring the security of data and information will be-
come more pressing when cross-border exchange of
personal health information will be common place. Pa-
tients are increasingly seeking medical treatments and
therapies outside of their country of residence. In order
to provide the most appropriate treatment or therapy,
health professionals will seek access to the patient’s
personal health information. In addition to the techno-
logical challenges, such as interoperability, numerous
legal and ethical challenges will also arise. For exam-
ple, when there is divergence between the laws of the
different jurisdictions, issues of predominance of law
and private international law/conflict of laws will arise.

In order to protect patients and maintain citizen’s
trust, policy-decision makers and legislators should de-
velop the necessary legal and regulatory framework
specific to the e-Health context. While some jurisdic-
tions have already enacted legislation adapted to the
specific e-Health context, thereby ensuring accrued pro-
tection of the privacy of its citizens, many others [67.5]
lag behind and must rely on existing legal framework.
Other European countries are in similar situations;
many developing countries have yet to adopt legislation
specific to e-Health. The province of British Columbia
adopted the Personal Health Information Access and
Protection of Privacy in April 2008. British Columbia
is the first province in Canada to create a specific leg-
islative framework governing access and privacy for
electronic health information databases [67.71]. Some
key aspects for such legislation to address include
ensuring that data and information are accorded the
highest level of protection, ensuring that measures are
in place dealing with unforeseen and unauthorized dis-
closure or breach of security measures, and ensuring
that unauthorized access or disclosure is significantly
dissuaded and sanctioned.

Some elements for consideration in the development
of principles applicable within the e-Health context in-
clude the following:

• Measures should be undertaken to ensure the respect
of the individual’s rights and freedom.• Patients should be provided with detailed in-
formation of the nature of each e-Health solu-
tion/device/application prescribed for their treat-
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ment and use, the inconveniences, the type of
information and data that will be collected, and
the diverse possible uses. The patient’s consent
should be obtained for the use of the solu-
tion/device/application, the collection of the data
and information, and its possible uses.• Patients should be informed and be provided with
the opportunity to consent in regards to which in-
formation and data will be collected from them and
which information and data will be retrieved and de-
rived from their other health and personal records.
This information should also specify the manner
in which these information and data will be stored
and accessed (i. e., text, audio, image, video). Pa-
tients should also be provided with the opportunity
to specify which type of data and information they
do not wish collected or stored.• Patients should be informed about the uses for
which their personal health information will be em-
ployed and by which entities. Patients should be
provided with the opportunity to consent to the type
of entities who should or should not have access to
their personal health information.• Patients should be informed about how they can ac-
cess their personal health information.• Personal health information should be available in
the official languages.• Security measures should be put in place to en-
sure that inappropriate and unauthorized access to
patients’ information and data are thwarted. Clear
accountability for the storage, use, transmission, and
maintenance of the information and data should be
established.• Mechanisms should be put in place for record-
ing patients’ consents and for enabling patients to
subsequently modify or withdraw their previous
consents.

67.3.3 Societal and Global Dimensions

The provision of effective, safe, and efficient healthcare
services and products is a concern facing governments
worldwide. While the specific types of concern may
vary from jurisdiction to jurisdiction, many concerns cut
across borders and continents. For instance, the issue
of ensuring the financial sustainability of the healthcare
system is a challenge that all governments face and in
the coming years must address. Similarly, the promises
of e-Health technologies can also benefit each jurisdic-
tion whether developed or developing, albeit in different
manners. For example, a doctor in a distant community

may use teleconsultation and videoconferencing to con-
fer with a colleague on another continent in regards to
the health of a patient. The doctor and patient may be in
a distant community within a developed country, such as
Iqaluit in the far north of Canada, or within a develop-
ing country, such as a remote village in the Democratic
Republic of Congo.

E-Health technologies and equipment can lead
to a positive impact on healthcare. They can con-
tribute to improved prevention, diagnosis, consultation,
treatment, cure, and monitoring and surveillance of pa-
tients both locally, remotely, and in distant locations.
Moreover, they can contribute to improving healthcare
through broad and improved dissemination of public
health information to citizens, facilitating the sharing of
information and training among health workers. For ex-
ample, the Algerian government established the Health
Algeria network, a tool for data collection and exchange
among the different actors in the health sector. It has
been evaluated as one of the most effective actions for
creating the environment and backbone necessary for
implementing e-Health, as well as for the adoption of
AAL and PHS approaches [67.72]. Improved monitor-
ing of the incidence of public health threats and more
rapid, targeted, effective, and timely responses can also
be achieved through such technologies and equipment.
E-Health technologies can facilitate self-study, eLearn-
ing and further professional development, as well as
foster more effective and targeted research and the dis-
semination and access to research findings [67.73].

For e-Health to become a positive and effective
force in ensuring access to healthcare around the globe,
each jurisdiction must contribute to achieving common
goals and shared values. Public policy must support ef-
fective, safe, efficient, and equitable e-Health systems.
They should foster the use of collaborative approaches
for the development of e-Health systems. They should
foster the development of e-Health technologies and
approaches that are supportive of local cultures and lan-
guages and that are inclusive of all communities and
especially vulnerable groups.

The viability and utility of e-Health in developing
countries or in least developed countries is dependent
on the accessibility of ICT and health technologies
and equipment. As Table 67.2 illustrates, access to
needed ICT equipment and technologies is very low in
developing and least developed economies. Thus, for
developing and least developed economies to benefit
more fully from e-Health, many more challenges will
need to be addressed. Moreover, due to market distribu-
tion and market power, developing and least developed
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Table 67.2 ICT infrastructure and access: core indicators, aggregate values (after [67.74])

Level of Number per 100 inhabitants A6. A7. Percentage
development A1. A2. A3. A4. A5. International of population

Fixed Mobile Computers Internet Broadband Internet covered by
telephone cellular subscribers Internet bandwidth per mobile cellular
lines telephone subscribers inhabitant (bits) telephony

subscribers

Developed 51 92 62 24 19 4755 99

economies

Transition 23 77 10 3 2 223 88

economies

Developing 15 33 5 4 2 177 74

economies

Least 0.9 10 0.7 0.2 0.0 7 59

developed

economies

economies face constraints such as insufficient telecom-
munications infrastructure, high telecommunications
tariffs, inappropriate or weak policies, organizational
inefficiency, lack of locally created content, and un-
even ability to derive economic and social benefits from
information-intensive activities [67.74].

Addressing these challenges should be an objective
for the global community. Approaches that are avail-
able to a doctor in the Canadian far north should also be
available to a rural doctor in the DR Congo. AAL and
PHS technologies can bring needed healthcare services
to the poorest populations located in the most remote,
rural, and difficult environments. Equally, these tech-
nologies can relay news of health developments from
the most remote and difficult to reach places to the
rest of the world. For example, through teleassistance,
health workers in remote areas in Uganda are able to im-
mediately report incidences of communicable diseases
such as cholera [67.74].

67.3.4 Economic Dimensions

The aim of e-Health is to contribute to providing ef-
fective, safe, efficient, and equitable healthcare. Within
this context, AAL and PHS aim to support the de-
centralization of the provision of healthcare from an
institutional setting to a home environment. These
approaches provide some solutions for the elderly,
incapacitated individuals, individuals recovering from
a condition, surgery or disease, or individuals with cog-
nitive, motor or neurological needs. These different
segments will represent an increasing percentage of the
population over the coming years.

Numerous pressure points militate for the rapid
development of AAL and PHS technologies. The age-
ing of the population, the increased burden of chronic
diseases, increasing longevity coupled with rapidly in-
creasing costs all necessitate the reconsideration of the
approaches used within healthcare systems. In 2005,
133 million Americans – almost 1 out of every 2 adults
– had at least one chronic illness [67.75]. Each year, 7
out of 10 deaths in the United States are from chronic
diseases. Heart disease, cancer and stroke account for
more than 50% of all deaths each year [67.76]. In Eu-
rope, chronic conditions account for up to 86% of all
deaths [67.77]. This disease burden coupled with the
factor that many patients live longer means that patients
will require more diverse services and support from
healthcare system.

Increasingly, with a cost-containment objective, pa-
tients are being discharged from a hospital context much
earlier once their condition has stabilized. Thus, the
patient recovery or convalescence is shifting increas-
ingly to a home environment. In the United States,
for example, the expenditures for home healthcare rose
from 12.6 billion USD in 1990 to 59 billion USD in
2007 [67.78]. As the number of patients being cared for
within a home environment grows, there is an increas-
ing need for e-Health approaches to be developed and in
place to ensure the delivery of effective, safe, efficient,
and equitable healthcare.

In parallel, with a system that is not able to pro-
vide all of the required services coupled with the falling
number of health professionals per patient, increasingly,
we are witnessing the emergence of the phenomenon of
family members and other persons becoming caregivers
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and providing the necessary services. Such situations
have led to an increase in emotional, physical, and fi-
nancial stress, which in turn has often resulted in health
problems for the caregivers. For example, a US National
study reported that 15% of caregivers came within this
category [67.79].

Primordial for the successful adoption and use of
AAL and PHS approaches, and e-Health more gen-
erally, is the consideration that the benefits to the
participants in the system must be greater than the
investments. Benefits may be considered on a short-
term scale. For example, the implementation of only
one PHS approach, such as videoconferencing, may be
beneficial and even cost effective. However, benefits
should also be considered from a long-term and holis-
tic approach. The participants for whom such a system
should be beneficial include the patients, health pro-
fessionals, public health authorities and governments,
researchers and research organizations, and industry. In-
vestment may include not only monetary contributions
but also contributions in terms of expertise, knowledge,
know-how, professional resources, time, and materials.
Similarly, in evaluating whether the investment of re-
sources will be effective and efficient, a holistic and
long-term perspective would be adopted.

Increasing evidence is emerging that the appropri-
ate use of e-Health technologies can lead to improved
delivery of healthcare while improving efficiency. In
the United States, recent studies have determined that
the national implementation of fully standardized in-
teroperability between healthcare providers and key
categories of entities (e.g., specialists, laboratories, and
insurance funds) may yield savings of approximately
$US 75 billion annually [67.80]. An evaluation of the
e-Health approaches implemented within the province
of Ontario, Canada, demonstrates the positive results
in creating efficient structures while providing effective
healthcare services [67.81]. They found improvements
in safety and quality of services, such as 35–70% re-
duction in hospital admissions due to adverse drug
reactions, 20–40% increase in immunization compli-
ance, and reductions in avoidable hospital admissions
and length of stay. In regards to chronic disease man-
agement, due to e-Health approaches, the province was
able to increase annual eye exams for diabetics by
20–40% and decrease by 25–50% emergency room
visits for asthma sufferers. The province was able to
improve access to healthcare for patients in remote
areas by increasing the teleconsultations by 10–20%.
Through e-Health approaches, the province was able
to improve efficiency, for example, by reducing by

5–15% lab tests through avoiding duplication and
by increased efficiency of resource utilization (drugs
and diagnostics). The e-Health system also enabled
the province to improve accountability by facilitating
the carrying out of evidence-based population health
planning.

Patient and User Acceptance

AAL and PHS approaches, and e-Health generally, ben-
efit patients by providing them with prompt access
to their medical history, health-related and medication
information, electronic communication, and decision
support services at the point of care. These readily
available resources help facilitate the health care de-
livery process, and have been found to have a positive
impact on patients’ health outcomes, well-being, qual-
ity of life, hospital readmission rates, and mortality
rates [67.82–85].

While the potential for using such approaches to im-
prove clinical care or patient self-management has been
acknowledged by many professionals, patients may not
accept these technologies for diverse reasons. The ques-
tion of patient and user acceptance is a complex issue
that involves human emotive and cognitive reactions.
Moreover, a distinction exists between patient accep-
tance of a technology and patient use of the same
technology. Studies have found that factors such as poor
device usability, insufficient training, lack of skills, and
low self-efficacy can dissuade patients from accepting
and using such technologies [67.86, 87]. Motor, visual
and auditory, cognitive, external, and health limitations
must all be taken into account in the design of AAL and
PHS approaches [67.88].

Patients’ decisions to accept technology may also be
related to their diseases and health conditions, attributes
of the health technology itself, organizational factors
such as support, the environment of use, the patients’
personal characteristics, and social influences [67.67,
89–92]. Studies have shown that patients who consider
themselves knowledgeable in regards to their disease
and how to care for their condition tend to be more
likely to accept e-Health technologies. There is a higher
likelihood of acceptance of an e-Health technology
by a patient if other persons they consider important
thought they should use the technology [67.93]. Pa-
tients are more likely to accept and use the technology
if they believe that it would be useful and that it would
be easy to use. Patients are more likely to accept the
technology if they believe that they are able to use the
technology and that they have the resources to support
its use [67.94–96].
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While patient acceptance of the technology is cru-
cial, acceptance and use of such technologies must also
take into account the needs and considerations of health
professionals, patients’ caregiver, and public health au-
thorities. For health professionals, reliability of the
technology, utility of the measurements and data, and
effectiveness of the technology are important consider-
ations. Issues of ease of use, replacability/reparability,
reliability, security, or costs are considerations for the
caregiver. From the perspective of public health au-
thorities, the elements of reliability and stability of the
technology, its effectiveness and safety, the costs of the
technology, training, replaceability, as well as the ben-
efits of providing patients with more autonomy are of
importance.

67.3.5 Technological Dimensions

The development of ICT technologies has made pos-
sible innovations in e-Health , such as AAL and PHS
approaches. With these developments considerable ben-
efits have emerged. However, as examined above, there
remain many challenges to be addressed.

In order for such technologies to be widely acces-
sible, challenges pertaining to connectivity remain. In
order to enable connectivity, issues such as the lack of
an enabling telecom policy and regulatory framework,
lack of access to energy sources, such as electricity or
alternative power sources, insufficient infrastructure and
access, and high costs must be addressed for e-Health to
be truly globally available. While these issues are more
pressing for developing and least developed economies,
they also need to be addressed by developed countries
of considerable geographical size and with populations
located in remote or distant regions.

The Issue of Scaling Up and Evidence Basis

Developing policy relies on the availability of strong,
systematic, and objective evidence for and analysis of
approaches that work and those that do not, and ex-
amination of the required conditions and frameworks.
Within the context of ICTs and healthcare, there is
currently a shortage of such systematic evidence and
analysis, particularly for the application of such tech-
nologies at the population level. This is particularly
apparent in regards to the scaling up of particular
projects or pilot studies.

Many of the studies that have been or are being
carried out are pilot studies or specific projects with
a very limited scope. While such studies contribute to
assessing and better evaluating the broader implementa-

tion of a specific technology, they may not be sufficient
in providing a holistic view of implementing concur-
rently multiple approaches. While some approaches
may themselves be effective and efficient, this should
not lead to the conclusion that the implementation of
other approaches would similarly be effective and effi-
cient.

The large-scale roll-out of systems such as e-Health,
involve significant investments and expenditures par-
ticularly of public funds. A key challenge facing
governments and public health authorities is the devel-
opment of a methodology that enables the systematic
and holistic evaluation of how e-Health can be imple-
mented to deliver the most effective, safe, and efficient
healthcare services and products. Another key challenge
is the consideration of which conditions and factors
must be addressed in order for the scaling up of a par-
ticular approach within a holistic system to be effective
and efficient.

Standardization, Interoperability,

and Compatibility

As a fast-evolving field, many e-Health approaches
and solutions face challenges in regards to standardiza-
tion, interoperability, and compatibility. ICT standards
are important in e-Health technologies as these ap-
proaches are heavily data and information driven and
having seamless access to such information is foun-
dational [67.97]. The lack of global standardization is
a significant challenge for the effective use of e-Health
technologies and approaches. For example, within Eu-
rope, it was found that there is a lack of widely used
e-health standards, leading to problems with interop-
erability. Of the standards that do exist, the study
finds that some are conflicting and many are propri-
etary [67.98]. The study also concluded that within
a single health service provider, the standards currently
used were supportive. However, the situation was un-
supportive for cross-border care provision. One of the
barriers identified to the adoption of international e-
health standards in hospitals is hospital IT managers,
who prioritize internal process functionality above com-
monly used standards. The respondents also agreed that
managers lacked financial incentives to exchange infor-
mation electronically.

Standardization/harmonization also applies to the
data and information to be collected and entered into
databases. For example, the lack of standards is a signif-
icant challenge in regards to ensuring the most effective
and efficient use of data and information that is gener-
ated through e-Health approaches. If the identification,
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Fig. 67.23 Example of e-Health stan-
dards strategy (after [67.84])

data entry, and classification of the data and informa-
tion are not standardized, the potential for secondary
use of such data and information may be limited. The
issue of interoperability will also be key in ensuring
that resources are used efficiently. Furthermore, as more
and more patients choose to undergo medical proce-
dures outside of their country of residence, international

compatibility of information and data will be another
significant challenge. As Fig. 67.23 illustrates, a viable
approach to developing standards and to addressing is-
sues of interoperability and compatibility necessitates
a holistic perspective that takes into account the ob-
jectives and needs all of the actors and at the different
stages of use.

67.4 Conclusion

67.4.1 Observations

As governments and public health authorities search for
alternative means to deliver effective, safe, efficient, and
equitable healthcare services and products, the use of
information and communication technologies embodied
in e-Health is a promising key area. While many aspects
of functioning of healthcare systems will continue to
need re-vamping, e-Health will enable a patient-centric
approach wherein the patient is active in the manage-
ment of his or her health, while improving efficiency
and effectiveness.

The increase in computer and technology literacy
offers the opportunity for better integration of health-
care delivery into daily activities. Future generation
of patients will be more demanding in regards to in-
formation and options for treatments. AAL and PHS

approaches will provide tools for patients and their care-
givers to actively monitor their health status, to learn
more about their condition or disease, and to under-
stand how to better manage it. e-Health technologies
can provide important support for the prevention, detec-
tion, diagnosis, treatment, monitoring, and surveillance
of a patient’s condition or disease. It will permit reac-
tion and adaptation to the changing needs and situation
of the patient. Moreover, it will enable adaption within
a home environment.

The full implementation of e-Health will need the
involvement of all actors within the health sector,
whether private or public sector, at national, regional,
and international levels. As e-Health holds promise for
all populations, rural or urban, remote, or central, and
within developing or developed economies, the efforts
of implementing this set of technologies, applications,
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solutions, and devices need to involve the global com-
munity. e-Health may bring many benefits; however, its
full implementation will need to address and find solu-
tions for the numerous challenges. New approaches to
developing technologies, policies, and legislation will
need to be considered.

67.4.2 Areas for Further Work

For legislators, policy decision-makers, medical pro-
fessionals, industry, engineering, systems and design
experts, patients, international organizations, and civil
society to be able to ensure the appropriate devel-
opment, adoption and usage of e-Health technologies
and equipment, many more areas of research will
need to be addressed. Some of the gaps are listed
here.

1. Internationalization: some of the most complex is-
sues may need to be considered and addressed
at the international level. For example, standard-
ization, interoperability, and compatibility may be
issues that are best addressed at the international
level in order to ensure that information, data, and
technologies can be used and exchanged globally.
Another area where intervention at the global level
may be beneficial is the development of interna-
tional instrument(s) (i. e., convention, treaty, etc.) in
regards to the issues such as privacy and confiden-
tiality, data protection, discrimination, and ethical
standards.

2. Cost – benefit analysis and evidence: the issue
of cost and expenditures in regards to healthcare
systems is a significant challenge facing every gov-
ernment as well as the global community. While
many advocates of e-Health highlight the cost con-
tainment possibility of such technologies, it is an
area that requires further and more in-depth study.
Complex issues of measuring impact and savings
will need to be addressed; frameworks and statis-
tical methodologies will need to be developed.
Simplistic approaches should be avoided as they
will lead to inaccurate or incomplete evaluations.
For example, some robotic surgery systems cost
more than $US 1 million to purchase and more
than $US 100 000 a year to maintain. Hospitals
can save on costs by using such robotic surgery
that is less invasive and thus, decrease the length
of a patient’s stay due to a shorter recovery pe-
riod. However, calculations taking only this aspect
into account may provide an inaccurate picture.

Other considerations that could be taken into ac-
count include shortened surgery times, reduced
fatigue of surgical professionals, reduced risk of
surgical errors, etc. With other factors taken into
account, the cost–benefit evaluation may be quite
different.

3. Privacy and confidentiality: government decision-
makers will need to develop policy for ensuring the
protection of privacy and confidentiality of patients
and the security of their personal health informa-
tion and data in support of e-Health. In addressing
these issues, they will need to take into account
that patients are increasingly traveling outside their
country of residence to obtain medical treatments
and therapies.

4. Standards, interoperability, and compatibility: the
development of internationally-agreed standards
will be a key challenge whose resolution will need
to be addressed in the near future. Consideration
should be given to the manner in which inter-
national standard setting organizations can play
a more active role in the development of global
standards necessary for the effective and effi-
cient development of standards, interoperability,
and compatibility in e-Health approaches. Consid-
eration should also be given to the use of open
sources.

5. Technological developments: the evolution of in-
formation and communication technologies will
contribute to improving the delivery of healthcare.
While it is difficult to predict the evolution of tech-
nology, the development of some key areas should
be considered [67.99–102]:
– New, pervasive, and trustworthy network and

service infrastructures to replace current Inter-
net, mobile, fixed, and audiovisual networks,
including research in regards to architecture

– ICT based on nano-scale integration, new mater-
ials, photonics, and organic electronics, which
will provide new types of devices and intelligent
systems

– Context-aware ICT systems that self-improve
and self-adapt within their environments, in-
cluding the fields of cognitive systems, robotics,
and interaction

– New technologies and devices that respect
societal goals of sustainable development.
Increasingly, electronic components, devices
and systems will need to focus on being
smaller, more accessible, more reliable, and
greener.

Part
F

6
7
.4



e-Health – Ambient Assisted Living and Personal Health Systems References 1243

67.4.3 Future Technologies

Wearable and environmental sensors. Smaller, lighter,
more powerful sensors equipped with wireless con-
nectivity, permitting the measurement of single or
multiparameters, including parameters that can only
currently be measured with large and complex equip-
ment.
Human–machine interaction. Devices that facilitate
human–machine interaction:

• Displays. New lighter, thinner, faster displays.
Nanoemissive display and the surface-conduc-
tion electron-emitter display, both with higher
contrast levels and faster response times than
LCDs.• Very smart textiles. Currently smart textiles used in
healthcare are mainly passive smart (sense). In the
future, they will be active smart textiles (sense and
react) and very smart textiles (sense, react and auto-
adapt).
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Electrical Stim68. Electrical Stimulation of the Nervous System

Stanisa Raspopovic, Marco Capogrosso, Silvestro Micera

Modern science, as we know it, is based on

the concept proposed by Galileo Galilei, who

designed the conceptual framework within

which every scientist should act: the nat-

ural principles should be mathematically

modeled and then verified in the experi-

ence.

Models are, then, the base of scientific rea-

soning; with accurate mathematical models

(Sects. 68.2 and 68.3) we can describe reality

and predict phenomena that can be verified by

experimental evaluation.

One of the most exciting challenges of mankind

is the modeling of the human nervous sys-

tem. Mathematical models of this kind are

of fundamental importance not only for neu-

rosciences but also for applied sciences like

neural prosthesis in clinical trials (for exam-

ple, cochlear implants, pacemakers, and deep

brain stimulators) or in new, strongly expand-

ing fields, such as neural engineering where

such models may help in optimizing state-of-

the-art neuroprostheses technologies and to

find new approaches for highly dimensional

and difficult to observe systems, such as the

brain, the spinal cord, or peripheral nerves.

A very common question frequently asked by

experimentally-oriented scientists is what models

serve for.
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For an exhaustive answer to this critical issue an

entire book would be necessary, but in summary:

1. Models are a very powerful tool amenable to

testing theoretical hypotheses and minimizing

the use of animals in experimentations

2. If searching for optimal parameters for stimula-

tions, or design geometry for electrodes models

can minimize the high dimensional space of

parameters or give hints for optimization of

shape

3. Finally, they can give an insight into the basic

understanding of the working principles of

neuroprostheses.

68.1 Background

The idea of stimulating the nervous system with the
purpose of rehabilitation has its origin in Luigi Gal-
vani’s work (1737–1798). He developed the so-called
galvanic element, by means of which nerves could be
stimulated, studying the provoked muscle contractions.
Later, in 1792, Alessandro Volta (1745–1827) demon-

strated that the galvanic element uses electricity. So,
since then nerves have been considered to be the electric
cabling of the body. The intuition (confirmed in experi-
ments) suggested that by means of electrical stimulation
of nerves and muscles it is possible to obtain (almost)
natural movements.
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Neuroprostheses, which are devices meant to inter-
act with the nervous system of disabled persons, often
exploit electrical stimulation in order to develop assist
devices or to deliver a therapeutic protocol.

In special cases, neuroprostheses are aimed to un-
derstand (decode) signals from the brain and to deliver
signals to the tissue in order to elicit some targeted func-

tion (like deep brain stimulation [68.1], spinal epidural
stimulation [68.2, 3] or peripheral functions [68.4–6]).
The basic mechanism of how electric fields interact with
the nervous system and how the nervous system is able
to generate local fields must be investigated in order to
understand how neuroprostheses work and how they can
be improved.

68.2 Biophysics Models of Neuronal Response to External Fields

The principles of neural tissue excitation were deeply
investigated through detailed biophysics models of neu-
rons and fibers.

The biophysical modeling of neuronal cell response
to the external electrical field evolved in two steps:

1. Significant theoretical and experimental work was
carried out in order to emulate in a proper way the
properties of single neural cells with different levels
of detail (depending on the application field). This
approach evolved until the development of neuronal
and neural networks models, which are used in basic
research and different everyday applications.

2. When sufficient knowledge about neuron models
had been achieved, together with rapid expansion
of neuroprosthesis applications, the need for models
of cells in presence of artificially induced electrical
fields became more and more important. Starting
from analytical solutions, through special case ap-
plications, this field has now evolved into hybrid
field-neuron models, accounting for both nonlinear
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Fig. 68.1 (a) Equivalent electrical circuit, as used by the HH model (after [68.7]) (b) Typical measurement system used
by HH in order to measure the effects of different currents. U12 is the potential difference across the inside (label 1) and
outside (label 2) of the cell, [Na+] and [K+] are ion concentrations (after [68.8])

cellular dynamics, and anisotropic electrical field
distribution.

68.2.1 Modeling of Self-Standing Neurons

It is a common assumption, accepted among scientific
community [68.9], that the information is transmitted
through the nervous systems by means of short action
potentials, traveling along the neural cells by means of
complex reactions occurring across the neurons mem-
branes.

The membrane of neural cells is a structure able
to maintain a certain fixed potential difference (usually
negative) between the intracellular and the extracellu-
lar space. As a complex dynamical system, if perturbed
(with a sufficient amount of current injection, for exam-
ple) it generates the all-or-none event that is the action
potential.

In the first part of the 20th century the great ef-
fort in modeling the electric properties of the neural
membrane gave birth to the very first electrical cir-
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Electrical Stimulation of the Nervous System 68.2 Biophysics Models of Neuronal Response to External Fields 1249

cuit equivalent representations of the membrane [68.9]
(Fig. 68.1a). However, the breakthrough in modeling the
generation of action potential was the pioneering work
of Hodgkin and Huxley (HH) [68.7] who received the
Nobel Prize in medicine and physiology in 1963 for
this work. The HH model is still the most used, with
opportune modifications, because of its clearness, in-
tuitive representation, and many times experimentally
confirmed value. The model of Hodgkin and Huxley
is based on a set of four partial nonlinear differential
equations reproducing the dynamics of the action po-
tential, as related to the different ionic currents flowing
through the cell’s membrane. The model is based on
experimental measures on the active membrane of the
giant squid axon. The experiments are based on voltage
clamp measurements and space clamp measurements,
as can be seen schematically in Figure 68.1. For more
details about experimental procedure refer to [68.7, 8].

Ion currents are used to describe the ion exchange
between the inner part of the cell an the outer environ-
ment that cause depolarization of the cell body, which
otherwise is kept at a constant negative potential Vrest
with respect to the external environment. The equilib-
rium potential is described by the Goldman equation
which relates the membrane equilibrium potential with
the equilibrium potential of each ion flux flowing across
the membrane [68.10, 11]

Vrest = kT

F
ln

pk[K+]e + p
Na

[Na+]e + p
Cl

[Cl−]i

pk[K+]i + p
Na

[Na+]i + p
Cl

[Cl−]e
.

(68.1)

When assuming that the membrane is a capacitor (Cm)
they defined the principal equations driving the poten-
tial difference (V in (68.1)) across the membrane. The
total membrane current is the sum of the ionic (Ii) cur-
rents and the capacitive ones

I = Cm
dV

dt
+ Ii . (68.2)

Sodium (I
Na

), potassium (I
K

), and a leakage (IL)

of ionic current were described. Since the ionic cur-
rents are actively generated to induce depolarization,
the HH model describes this mechanism as an active
time-varying conductance that relates in a nonlinear
fashion with the voltage difference across the mem-
brane. Conductances of different ions are driven by
proper activation and inactivation variables (m, n, h),
which describe the probabilistic nature of an ion gate
opening and closing. The total flux of ions across the
membrane causes the generation of action potentials.

Thus, the complete equation is [68.7]:

Cm
dV

dt
= g

Na
m3h(E

Na
− V )+ gKn2(EK − V )

+ gleak(Vrest − V )+ Iinj(t) . (68.3)

The results of the model were astonishing. They were
able to replicate the action potential generation and
shape perfectly with respect to the experimental mea-
surements. Of course, (68.3) gives a very simplified
insight into this very complex problem. There are sev-
eral assumptions regarding the electromagnetic field
theory, which hold for the model [68.12].

However, this model is able to merge physiologi-
cal concepts and knowledge (like ion gates and flows
across the cell membrane) with an intuitive electrical
circuit model. In this way, the mathematical descrip-
tion is closely related in all its components to the real
electrophysiology of the cell. The success of the HH
model pushed the intensive studies done by mathemati-
cians and other scientists to simplify or improve the
model, depending on the nature of the field in which
they exploited the neuron models.

Frankenhaeuser–Huxley [68.13] adapted the HH
model for the computation in mammalian myelinated
fibers, based on the voltage clamp data from Xenopus
laevis.

A famous mathematical evolution of the HH model
is the Fitzhugh–Nagumo model (FHN model), which is
based on the computational work of Fitzhugh [68.14,
15] and practical implementation by Nagumo [68.16].
Fitzhugh used phase space methods and the model of
the Bonhoeffer–van der Pol oscillator in order to ele-
gantly simplify the computation of the HH equations
[68.14] and introduced physiological state diagrams. He
also implemented the computational model of saltatory
conduction in myelinated neuronal fibers, using an al-
gorithmic solution similar to the ones implemented in
current neuronal simulators (e.g. NEURON [68.17,18],
GENESIS [68.19]), Nagumo was able to construct an
active pulse transmission line using tunnel diodes, mak-
ing the device able to replicate the neuronal conduction,
and showing in practice the validity of modeling ap-
proach starting from the HH model.

Modeling of neuronal cells then went in two dif-
ferent directions: towards the simplification (in order
to understand the neuronal populations’ behavior and
also for practical applications as neural networks), and
towards very high detail (aiming to represent all pos-
sible ionic currents dynamics, molecular effects etc.)
[68.20].
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Models aimed to study and optimize neuroprosthe-
sis devices are in the middle between the highly detailed
and simplified models, since they have to properly de-
scribe the behavior of the tissue of interest (peripheral
nerve or cerebral cortex pyramidal neurons), keeping
the complexity low for computational reasons.

It is not the aim of the present text to go into the
details of the evolution of further neuronal models. For
the interested readers there are several excellent books
on this topic such as those from [68.9] or spiking neuron
models [68.22]. Nevertheless it is important to keep in
mind the concepts depicted about HH and FHN model,
since they are essential for the understanding of the
functioning of hybrid models for practical applications
of electrical stimulation of nerves.

68.2.2 Modeling Effects of Extracellular
Electrical Stimulation

Electrical external stimulation requires the modeling of
fibers and axons. Electric fields are, in fact, generated
inside the tissues and the shape of the external electric
potential along the fiber and cell membrane is responsi-
ble for the activation or the blocking of the fiber.

To study the electrical conduction properties of
fibers, the cable theory [68.9] was exploited. The ap-
plication of electromagnetic basic principles like the

Outside

Δx

ΔxΔx

L = Δx

x

z

Membrane

Unmyelinated
fiber

Myelinated
axon

Inside

Ve, n–1 Ve, n Ve, n+1

d

d

L

Vi, n–1

Ga
Vi, n

Ii, n

Ii, n

Vi, n+1

r =    x2 + z2

Axis of axon
70°

a) b)

Ga

GmCm

a)

b)

c)

a)

b)

c)

d)

Fig. 68.2 (a) Electrical cable-circuit representation of a myelinated and an unmyelinated fiber. Making the limit for the
intermodal distance (Δx) going to zero an analytic cable equation can be written, myelinated fibers are treated in an
analogous way. (b) Stimulation with a monopolar electrode. a) The shape of the electric potential along the fiber, b) and
c) the activating function fn in (68.5) for anodic and cathodic current pulses. Filled areas represent the possible excitation
zones (after [68.21] with permission)

Poisson equation and the complex nonlinear model of
Hodgkin and Huxley gave rise to the representation
of the axon as an infinite cable interleaved by nonlin-
ear active components (the node of Ranvier) and linear
isolating ones (myelinated tracts). The modeling for
extracellular electrical stimulation has its origin in ex-
perimental findings.

Louis Lapicque was a physiologist and a pioneer
in the field of neural excitability by external stimula-
tion. From Galvani’s work it was known that nerves
can be electrically excited. However, the stimuli used
to excite nerves, derived from batteries and capacitors,
were hard to control. Therefore, a central question at
the time of Lapicque was how much and how long
a stimulation is required to excite a nerve. A further
question raised was how can the relation between the
stimulus and excitability be explained by the underly-
ing biophysics? Interestingly, after one century these
questions are still challenging. In his 1907 study [68.23]
Lapicque introduced a model of the nerve that was com-
pared to data he obtained from frog nerve stimulation.
This model, based on a simple capacitor circuit, would
form the basis for later models of the membrane (as
shown above in the case of the HH model). A milestone
in understanding the effects of electrical stimulation
of neuronal cells by external fields is proposed in the
brilliant work of McNeal [68.24], which was the basis
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for the so-called activation function approach. Fur-
thermore, Rattay analytically enhanced the findings of
McNeal [68.21, 25, 26] and made the calculations for
the effects of monopolar, bipolar, and ring electrodes
stimulation (Fig. 68.2) by using a simple circuital repre-
sentation (Fig. 68.2a) and opportune approximations.

These works discovered the proportionality between
the excitability of fibers and the second spatial deriva-
tive of the electric potential along the fiber (activating
function), a very intuitive and useful tool for under-
standing the basic mechanisms of electrical stimulation
effects.

For the case of myelinated fibers, the effect of exter-
nal field on its excitation is, in fact, given by

fn(t) = Ve,n−1 −2Ve,n + Ve,n+1

Δx2
, (68.4)

which is the second difference quotient of the ex-
tracellular potential along the fiber. In the case of
unmyelinated fibers, it simplifies to

fn(t) = ∂2Ve(x, t)

∂x2
. (68.5)

Its interpretation is straightforward: An action potential
can be generated at the fiber coordinate x = nΔx if fn
is positive. In areas where fn is negative, hyperpolar-
ization is produced. So electrical excitability of fibers
is given by the intrinsic cable-like structure of the fiber
and is strongly affected by the shape of the electric po-
tential along the direction of the fiber. This model is
the point of junction between biophysics modeling and
the electromagnetic models for external fields within the
nerves.

Recently in analytical and computational treatment
[68.28, 29], it has been shown that the activation
function-based approach lead to considerable errors in
prediction. Yet, it still remains the quickest and most in-
tuitive tool for approximate estimation of the effects of
neural stimulation.

With the increase of computational power, mod-
els could start to account for the realistic, point by
point voltage distribution induced by current injected by
means of stimulating electrode and the high nonlinear-
ity present in axonal answers. Presently, the state-of-art
models account for anisotropy of extracellular conduc-
tivity, present in real nerves, and also for the nonlinear
response of cells to the extracellular stimulation. Those
two aspects are solved separately: by means of the fi-
nite element method (FEM) solving for distribution of
voltages generated by the injected currents and by es-
timating the axonal response to the electrical stimuli

by calculation of neuronal dynamics. The numerical
evaluation of neuronal dynamics is usually achieved
using dedicated neuron computation oriented software.
This kind of model could be called hybrid field-neuron
models (or hybrid FEM/neuron models). A conceptual
framework for these hybrid models was developed in
the work on spinal cord epidural stimulations by Coburn
[68.3, 30].

More recently, McIntyre and colleagues developed
a model for extracellular stimulation of the central
nervous system cells [68.20], which was consequently
applied in different studies, with one aim being to op-
timize the design of cuff flat electrodes for peripheral
nerve stimulation [68.5].

To couple the external electric fields with the fiber
or cell, proper models to account for external stimu-
lation must be developed. The state-of-the art, most
used approach is the so-called compartmental model-
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Fig. 68.3 Multicompartmental model of a myelinated
fiber. The active part is represented by the Ranvier node
while a realistic finite impedance representation of the
myelin is exploited (after [68.27] with permission)
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ing of fibers, which is based on the subdivision of fibers
and cells into elementary circuit representation used to
model the different parts of the cell or fiber, like ax-
ons, somas, and Ranvier nodes. Free academic software
like NEURON or GENESIS can accurately reproduce
the mechanism of generation of action potential of ar-
bitrary complex cell representation. One of the most
used models that implements compartmental modeling
is the MRG model for the mammalian myelinated fiber
(Fig. 68.3) proposed in [68.27].

This model represents the nonlinear modified
Hodgkin–Huxley equations for the active compartment
of the axons (Ranvier nodes) and a detailed realistic rep-
resentation of the myelinated tracts. The success of this
model is due to its capability to reproduce several exper-
imental aspects of cells dynamics and to its availability;
indeed this model can be found in the database available
in [68.31].

The difference between state-of-the-art models re-
sides basically in two aspects: the first is the membrane
dynamics and the second is the representation of the
compartments. With membrane dynamics we refer to
the differential equations that relate the membrane po-

tential to the extracellular potential; usually models
differ for the choice of a particular implementation
(Hodgkin–Huxley or Frankhenauser–Huxley) and on
the numbers of ion channels implemented.

With compartment representation we refer to the
choice of the type and number of compartments. For
example, a myelinated fiber can be represented using
only two compartments [68.15, 24], namely the active
part, the Ranvier node, and the internodal myelinated
tracts. The representation of the myelin as a per-
fect insulator or as a realistic resistive compartment,
highly influences the outcome of the model, in par-
ticular regarding frequency effects [68.32]. Therefore,
care should be taken in the choice of the model
with respect to the desired outcome regarding both
the biophysical representation and the compartmental
representation.

However, even with the most accurate biophysical
representation of the cell, or fiber, of interest, the shape
of the fields generated in a stimulation process is critical
for a correct prediction of nerve activation. So, accurate
electromagnetic models of extracellular structures and
electrodes should be implemented.

68.3 Finite Element (FE) Models
With the development of fiber models for external
electrical stimulation, models of electrical sources and
extracellular space became critical. Active fibers or
brain, spinal cord, or peripheral nervous system neu-
rons are placed within complex biological structures.
These structures are inhomogeneous, anisotropic from
an electrical and diffusion point of view, and have
odd geometrical shapes. The analytical solution of the
Maxwell equations to compute voltage profiles is im-
possible in such complex spaces and then numerical
methods should be implemented

68.3.1 The Electromagnetic Problem

The electrical stimulation process of the nervous tissue
is driven by the solution of the Maxwell equations in-
side proper solution spaces. The principles of external
electrical stimulation are based on the hypothesis that
current injection into tissues, of a sufficient amount, is
able to elicit fiber excitation or inhibition.

Mathematically, the problem is defined by the so-
lution of the Maxwell equations for a given space and
a proper representation of the source (which can be
a point process or a fully spatial representation of an

electrode). In particular, the basic formulation is the
Laplace equation, or alternatively the Poisson equation,
for the electric potential Ve

∇ ·σ∇Ve = ∇J , (68.6)

where J represents the injected current density and σ

the conductivity tensor.
It must be stressed that this equation came from

a manipulation of the fourth Maxwell equation in
which we neglect the time derivative of the electric
fields, using the so-called quasi-static approximation.
The approximation is justified by the fact that at low
frequencies (as those used for external stimulation e.g.
less than MHz) wave effects can be neglected due to the
specific conductivity values of tissues.

Detailed studies have been carried out to explore
this basic work hypothesis and results seem to validate
it, although with some limitation with respect to pulse
shape and duration [68.33].

This linear partial differential equation coupled to
proper boundary condition (usually of Dirichlet type)
gives the solution for the stimulating electric potential.
The complexity of the solution depends on the level of
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realism of the model, both in terms of geometrical shape
and of conductivity properties.

The first models [68.24] used, for the sake of sim-
plicity, an isotropic representation of the extracellular
space, seen as an infinite space with constant and
isotropic conductivity (or resistivity) σm . A current
point source I (placed at r = 0) was used to represent
the stimulating electrode.

In this case, the boundary conditions are

Ve(∞) = 0 , (68.7)

and thus the simple analytical solution is [68.24]

Ve(r) = 1

4πσm

I

r
, (68.8)

which shows the characteristic 1/r behavior of the
monopolar solutions.

For the purpose of understanding the basic mech-
anisms of fiber activation and blocking, this model is
a good compromise. Because, by neglecting a realis-
tic and too complex representation of the extracellular
environment, the scientist can focus on the axon prop-
erties. However, if the goal is to improve technologies
or stimulating strategies of neuroprostheses a detailed
representation of tissues and sources is needed.

In peripheral nerve stimulation, for example, fibers
are located inside structures named fascicula, which are
surrounded by a thin insulating membrane (the periner-
ium) and everything is embedded into the epinerium,
which is the connective tissue that builds up the nerve
structure (Fig. 68.4).

As demonstrated in [68.35] the shape and electri-
cal properties of tissues can bias not only (as obvious)
the solution of the Maxwell equations, but also the final
prediction of the model in terms of a nerve’s excitabil-
ity. Since some of the essential aspects for FES are

Endoneurium
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Epineurium (resected)

Tibial n. Sural n.

Peroneal n.

Post. cut n.

3.8 mm
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b)a)
11.8 mm

Fig. 68.4 (a) Histological image of a rat’s sciatic nerve. Tibial, sural and, peroneal fascicles are visible (taken with
permission from [68.34]). Bar = 100 μm; (b) a three-dimensional FE model of the nerve surrounded by a flat interface
nerve electrode (FINE) (after [68.5] with permission)

the currents necessary to elicit fiber selectivity (that
is the ability to activate just the population of with-
out stimulating the other populations), and the capacity
to overcome the inverse recruitment problem [68.6] by
means of more graduated activation of muscle, it is im-
portant to understand how those properties are affected
by different tissues representations.

Excitation thresholds, and thus predicted selectivity
and steepness of the fiber recruitment, will be affected
strongly by different perinerium representations. The
realistic representation of tissues inside the Maxwell
equations is done by the definition of the geometrical
space, and its electrical properties, by means of the tis-
sue specific conductivity tensor. The problem is then
defined in a geometrically complex anisotropic non-
homogeneous space where analytical solution is not
possible.

68.3.2 The Finite Element Method (FEM)

The finite element method (FEM)is a standard numeri-
cal process used to solve partial differential equations in
one or more variables in arbitrary complex spaces (for
details see [68.36]).

It is based on the discretization of the geometrical
space into primitive elements (mesh) where the equa-
tions are numerically integrated and then assembled into
a global solution.

The subdivision of the whole space into primitive
elements allows for an element-wise characterization of
material properties. For the case of the electrical stim-
ulation of tissues, the finite element method is used to
solve the Maxwell equations, usually in Laplace form
for the electric potential. Arbitrary complex structures
such as cerebral cortex [68.1] spinal cord [68.3, 20]
or peripheral nerve [68.5, 6] can be represented and

Part
F

6
8
.3



1254 Part F Medical Information Processing and Communication

Fig. 68.5 An example of a half cat spinal cord meshed
with nonuniform hexahedra (after [68.20])

electromagnetically characterized (in terms of conduc-
tivities).

The representation of structures as conductors is
known as the volume conductor model. It means that
structures are treated as volumes and characterized by
a conductivity tensor.

The numerical process seeks for a polynomial ap-
proximation of the solution of the problem into the
defined finite volume Ω. To guarantee a numerical so-
lution, the equation system is relaxed into the so-called
weak form∫

Ω

v∇ ·σ∇Ve =
∫
Ω

v∇ J (68.9)

obtained after the multiplication of (68.6) on both sides
by the function v, which can be any function with a con-
tinuous derivative, and integration on both sides. The
role of the function v is to relax the mathematical con-
straints for the existence of the numerical solution to the
problem by the use of the Green’s formula. Thus, dis-
tributing the derivates over the two variables we obtain∫

Ω

∇v ·σ∇u −
∫

∂Ω

vn̂ · (σ∇u) = −
∫
Ω

v∇ ·Jp .

(68.10)

In this form the computation of the integral is made
easier by only the presence of first-order derivates.

The subdivision of the whole volume into primitive
elements allows for the solution of the weak form in
each volume element with a finite set of basis func-
tions. The basis functions serve as a local polynomial
approximation of the solution in each primitive element;
the degree of these functions along with the size of the
elements affect the numerical solution quality. A ba-
sis function is a polynomial of given order with small
support such that its value is ψi = 1 on the associated
ith mesh node and ψi = 0 on every other mesh node.
With such functions it is possible to represent the solu-
tion of the problem as a linear combination of the basis
function and the solution at each mesh point

Ve(x) =
N∑

i=1

Ve(xi )ψi (x) (68.11)

and in an analogous way with the function v and the
sources J. Then the integrals can be solved as products
between basis functions and conductivity tensor values
for each volume element and assembled into a matrix A
named stiffness matrix.

The discretized weak form is then expressed as a lin-
ear system

A · Ve = b , (68.12)

which by numerical inversion gives the solution Ve for
each point of the mesh.

Boundary conditions are critical to the solution of
the problem, and care should be taken when defining
the problem (which can have different boundary condi-
tions with different stimulating devices). In this kind of
problem sources are usually not explicitly represented
by a discretized current density as in (68.1) but are ex-
pressed through continuity conditions at the boundary
between media of different properties (like at the sur-
face of an active site). In this way, the problem to be
solved is expressed as a Laplace equation.

The general approach to face this problem is:

1. Choosing the proper source representation, de-
pending on the stimulating device of interest
(cuff electrodes for PNS, intraneural electrodes for
PNS, microelectrodes for brain stimulation, spinal
electrodes for epidural or intraspinal stimulation
etc.).

2. Choosing the proper set of boundary conditions for
the problem.
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3. Discretization and construction of a mesh for the ge-
ometrical extracellular space in which the fiber or
cell is placed.

4. Computation of the solution of the problem.

The computed solutions should then be interpolated
into the fiber or cell model and used as an external
stimulation process. One of the first examples of this ap-
proach is the pioneer work of Coburn [68.3, 30], where
he computed the activation of fibers during epidural
stimulation of the spinal cord. The flexibility of this ap-
proach is reflected in the number of applications applied
today: peripheral nerve stimulation [68.5,6], spinal cord
microstimulation [68.20], deep brain stimulation [68.1],
and source localization in peripheral nerves [68.37].

The ability to model more and more complex struc-
tures and detailed biophysical characteristics of cells
and fibers will lead to a better understanding of the
basic principles of neurophysiology and to the optimiza-
tion of actual technologies and strategies for their use.
Realistic representation of anatomical structures and
electrodes shapes will improve the predictions of mod-
els and help in finding new ways for stimulation and
recording. Some details about the use of this model in
practical applications can be found in the next section.

68.3.3 Models in Practice

The literature is rich with models of cells, fibers, and
membrane dynamics, and each of these can be used in
practice. So, which mode is suited for each application?
The model that one should use in one’s own practical
or theoretical applications should not necessarily be the
last one or that used by everybody. Rather it depends
strictly on the field of interest. If the aim of a study is
only to understand if some device is amenable for a par-
ticular application, then also an approximate approach,
like the one proposed in the concept of the activation
function may be an excellent tool to get an answer.

As has already been mentioned, there are many
models that are amenable for electric external stim-
ulation. However, if we focus on neuroprosthetic
applications, the use of models can be summarized as
follows:

1. Search for optimal parameters of stimulation in or-
der to obtain the most effective and efficient stimuli

2. Search for the effect of geometry and placement of
stimulating electrodes

3. Search for a basic understanding of therapeutical ef-
fect of a certain device, on a cellular or a systemic
level.

Stimulation Parameters

Already in the very first experimental studies done in
this field research tried to determine the influence of
the pulse width (PW) of the current stimuli, together
with frequency ( f ) and amplitude (a). The analysis of
the strength–duration relationship for rectangular wave-
forms as defined by Lapicque [68.23] or Weiss [68.38]
shows that a short stimulus results in greater charge ef-
ficiency, while a long stimulus results in greater power
efficiency; a PW equal to the chronaxie time optimizes
energy efficiency.

The effects of stimulation parameters (PW, f , a)
are still the object of very intensive modeling and ex-
perimental approaches. PW effects have been studied
in, among others, [68.39]. They used a genetic algo-
rithm (GA) coupled to the compartmental model of
the axonal population (MRG model) to determine the
energy-optimal waveform shape for neural stimulation,
making also a preliminary validation of their model in
an animal model. The GA found waveforms that could
substantially increase the battery life of implanted stim-
ulators (e.g. in deep brain stimulators).

Sahin and Tie’s work [68.40], is an excellent exam-
ple of suitable choice of models. They preferred using
Sweeny’s model [68.41], which is similar to HH, in
terms of the gate variables except for the absence of
the potassium channel. They searched for the most ef-
ficient waveform that maximizes the charge injection
capacity of the electrode while providing the lowest
threshold charge for neural activation. Linear and expo-
nential decrease and Gaussian waveforms were found
to be the most efficient pulse shapes, giving very im-
portant hints for future experimental studies (at the
moment the most conventional and almost exclusively
used waveform is the rectangular one). A very common
problem in FES (neural and muscular) is the so-called
inverse-recruitment (e.g. the artificial activation first of
the bigger diameter and then of the smaller diameter
fibers, which is the opposite of the natural activation
order). This problem can be addressed by studying
a proper waveform to minimize inverse recruitment.
There are several modeling studies trying to face this
problem [68.42–45]. All are based on physical con-
siderations that came up thanks to fiber models. In
particular, they try to use two properties of fiber exci-
tation. The first is the fact that larger diameter fibers
(which in normal conditions mean also longer intern-
odal distances) have lower excitation thresholds. This
can be easily explained by the activation function con-
cept: on larger distances the voltage quotient (68.4) is
larger and then the probability of excitation is higher.
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Secondly the inverse relationship of the induced volt-
age changes with the distance (68.8), which makes
fibers closer to the electrode more sensitive to excita-
tion. Having these properties in mind, it is possible to
study proper waveform profiles that make the excitation
of smaller fibers easier than larger ones; usually these
waveforms have some kind of hyperpolarizing prepulse
to block larger diameter fibers, and then the subsequent
excitation should occur first for the smaller one, thus
restoring normal recruitment [68.44, 45].

Geometrical Parameters

In searching the geometrical parameters for the opti-
mal electrode design, or its optimal placement, many
models were developed. In a recent study for pudendal
afferent fibers stimulation [68.46], the FEM model has
been coupled to the activation function in order to ex-
plore the parameters for different electrode geometries,
finding a ring electrode to be the optimal one for the ap-
plication. The results of the study were also validated in
an animal (cats) model.

There are several works regarding the study of
stimulation properties of different electrode geome-
tries. Regarding extraneural stimulation, in the works
[68.5,41] intensive simulation on cuff geometry showed
that a flat interface can be more selective than a sim-
ple cuff and also that selectivity can be enhanced using
proper stimulation paradigms on multicontact cuffs.
There is not much work on intraneural stimulation,
because the meshing task to model the electrode can be-
come a critical issue. Therefore, the majority of works
use point sources to stimulate nerves or the spinal cord
[68.3, 47, 48]. These models, however, give important
hints on which fibers can be stimulated with intraneural
electrodes, and most of all they demonstrate that in-
traneural electrodes can reduce the inverse recruitment

without particular waveforms, but just because of the
fact that currents are located within the fibers.

Interpretation of Biophysical Mechanisms

A very important aspect of models is the fact that they
can be used to understand the neurophysiological ba-
sis of neuroprosthetic devices. An example is the work
of McIntyre and coworkers [68.1] on deep brain stim-
ulation (DBS). Their models helped the understanding
of the physiological mechanisms underlying DBS tech-
niques. They were able to validate their hypothesis in
experimental studies and, therefore, gave an insight into
what is going on with DBS and why DBS is able to
modulate brain activity.

Critical Remarks

The major problem of most of the discussed models is
the general lack of rigorous experimental validations.
Experimental validation is essential to understand if the
hypotheses are valid and to permit us to correct the
parameters of the model. Moreover, together with the
model output, they can also lead towards falsification
of eventual incorrect scientific assumptions. A very im-
portant aspect is that models contain only the things
we implement inside, and we should be always criti-
cal of the results obtained. It would be very dangerous
if a model were highly specialized to perfectly repro-
duce results just in one case (like a kind of overfitting),
and then just slight change of parameters would destroy
the stability. Therefore, whenever possible, a sensitiv-
ity analysis [68.49] should be performed to test the
robustness of the model. Having a robust model, with
respect to the parameters used for its construction, can
also permit us to observe and understand some emerg-
ing property of the system under study, which could be
difficult to do in the case of very specialized ones.

68.4 Conclusion

Models can then assess different issue in the neuro-
prostheses design and study. They can help during the
design phase by giving hints to geometrical parameters
or stimulation parameters, but they can also be used to

understand if mathematical modeling of neural models
is able to reproduce experimental results. This exploits
the intrinsic property of science, modeling to under-
stand reality and to improve technologies.

References

68.1 C.C. McIntyre, W.M. Grill, L.D. Sherman, N.V. Thakor:

Cellular effects of deep brain stimulation: Model-

based analysis of activation and inhibition, J.

Neurophysiol. 91, 1457–1469 (2004)

Part
F

6
8



Electrical Stimulation of the Nervous System References 1257

68.2 G. Courtine, Y. Gerasimenko, R. van den Brand,

A. Yew, P. Musienko, H. Zhong, B. Song, Y. Ao,

R.M. Ichiyama, I. Lavrov, R.R. Roy, M.V. Sofroniew,

V.R. Edgerton: Transformation of non-functional

spinal cicuits into functional states after the

loss of brain input, Nat. Neurosci. 12, 1333–1342

(2009)

68.3 B. Coburn, W.K. Sin: A theoretical study of epidural

electrical stimulation of the spinal cord part I: Fi-

nite element analysis of stimulus fields, IEEE Trans.

Biomed. Eng. 11, 971–977 (1985)

68.4 S. Micera, X. Navarro, J. Carpaneto, L. Citi, O. Tonet,

P.M. Rossini, M.C. Carrozza, K.P. Hoffmann, M. Vivó,

K. Yoshida, P. Dario: On the use of longitudinal

intrafascicular peripheral interfaces for the con-

trol of cybernetic hand prostheses in amputees,

IEEE Trans. Neural Syst. Rehabil. Eng. 16(5), 453–472

(2008)

68.5 M.A. Schiefer, R.J. Triolo, D.J. Tyler: A model of

selective activation of the femoral nerve with a

flat interface nerve electrode for a lower extremity

neuroprosthesis, IEEE Trans. Neural Syst. Rehabil.

Eng. 16(2), 195–204 (2008)

68.6 Z. Lertmanorat, D.M. Durand: Extracellular volt-

age profile for reversing the recruitment order of

peripheral nerve stimulation: A simulation study,

Neural Eng. 1, 202–211 (2004)

68.7 A.L. Hodgkin, A.F. Huxley: A quantitative descrip-

tion of membrane current and its application to

conduction and excitation in nerve, J. Physiol.

117(4), 500–544 (1952)

68.8 A.L. Hodgkin, A.F. Huxley, B. Katz: Measurement of

current–voltage relations in the membrane of the

giant axon of Loligo, J. Physiol. 116, 424–448 (1952)

68.9 C. Koch: Biophysics of Computation: Information

Processing in Single Neurons (Oxford University

Press, New York 1999)

68.10 D.E. Goldman: Potential, impedance, and rectifi-

cation in membranes, J. Gen. Physiol. 27(1), 37–60

(1943)

68.11 A.L. Hodgkin, B. Katz: The effect of sodium ions

on the electrical activity of the giant axon of the

squid, J. Physiol. 108, 37–77 (1949)

68.12 A.C. Smith: The electrophysics of a nerve fiber, Rev.

Mod. Phys. 47, 487–533 (1975)

68.13 B. Frankenhaeuser, A.F. Huxley: The action poten-

tial in the myelinated nerve fiber of Xenopus laevis

as computed on the basis of voltage clamp data, J.

Physiol. 171, 302–315 (1964)

68.14 R. Fitzhugh: Thresholds and plateaus in the

Hodgkin–Huxley nerve equations, J. Gen. Physiol.

43, 867–896 (1960)

68.15 R. Fitzhugh: Computation of impulse initiation and

saltatory conduction in a myelinated nerve fiber,

Biophys J. 2(1), 11–21 (1962)

68.16 J. Nagumo, S. Arimoto, S. Yoshizawa: An active

pulse transmission line simulating nerve axon,

Proc. IRE, 50, 2061–2070 (1962)

68.17 M.L. Hines, N.T. Carnevale: NEURON: A tool for neu-

roscientists, Neuroscientist 7, 123–135 (2001)

68.18 M.L. Hines, N.T. Carnevale: The neuron stimulation

environment, Neural Comput. 9(2), 195–204 (1997)

68.19 http://genesis-sim.org/ (last accessed April 20, 2011)

68.20 C.C. McIntyre, W.M. Grill: Extracellular stimulation

of central neurons: Influence of stimulus waveform

and frequency on neuronal output, J. Neurophys-

iol. 88, 1592–1604 (2002)

68.21 F. Rattay: Analysis of models for extracellular fiber

stimulation, IEEE Trans. Biomed. Eng. 36(7), 676–

682 (1989)

68.22 W. Gerstner, W. Kistler: Spiking Neuron Models

(Cambridge University Press, Cambridge 2002)

68.23 L. Lapicque: Recherches quantitatives sur l’ex-

citation electrique des nerfs traitee comme une

polarisation, J. Physiol. 9, 622–635 (1907), (in

French)

68.24 D.R. McNeal: Analysis of a model for excitation of

myelinated nerve, IEEE Trans. Biomed. Eng. 23(4),

329–337 (1976)

68.25 F. Rattay: Analysis of models for external stimula-

tion of axons, IEEE Trans. Biomed. Eng. 33, 974–977

(1986)

68.26 F. Rattay: Ways to approximate current-distance

relations for electrically stimulated fibers, J. Theor.

Biol. 125, 339–349 (1987)

68.27 C.C. McIntyre, A.G. Richardson, W.M. Grill: Mod-

eling the excitability of mammalian nerve fibers:

Influence of afterpotentials on the recovery cycle,

J. Neurophysiol. 87, 995–1006 (2002)

68.28 C.M. Zierhofer: Analysis of a linear model for elec-

trical stimulation of axons-critical remarks on the

activating function concept, IEEE Trans. Biomed.

Eng. 48(2), 173–184 (2001)

68.29 M.A. Moffitt, C.C. McIntyre, W.M. Grill: Prediction

of myelinated nerve fiber stimulation thresholds:

limitations of linear models, IEEE Trans. Biomed.

Eng. 51(2), 229–236 (2004)

68.30 B. Coburn: A theoretical study of epidural electrical

stimulation of the spinal cord – part II: Effects on

long myelinated fibers, IEEE Trans. Biomed. Eng. 11,
978–986 (1985)

68.31 http://senselab.med.yale.edu/ (last accessed April

20, 2011)

68.32 A.G. Richardson, C.C. Mclntyre, W.M. Grill: Modeling

the effects of electric fields on nerve fibres: Influ-

ence of the myelin sheath, Med. Biol. Eng. Comput.

38, 438–446 (2000)

68.33 C.A. Bossetti, M.J. Birdno, W.M. Grill: Analysis of

the quasi-static approximation for calculating po-

tentials generated by neural stimulation, J. Neural

Eng. 5(1), 44–53 (2008)

68.34 J. Badia: Topographical distribution of motor fas-

cicles in the sciatic-tibial nerve of the rat, Muscle

Nerve 42(2), 192–201 (2010)

68.35 Y. Grinberg, M.A. Schiefer, D.J. Tyler, K.J. Gustafson:

Fascicular perineurium thickness, size, and posi-

Part
F

6
8



1258 Part F Medical Information Processing and Communication

tion affect model predictions of neural excitation,

IEEE Trans. Neural Syst. Rehabil. Eng. 16(6), 572–581

(2008)

68.36 O.C. Zienkiewicz, R.L. Taylor: Finite Element

Method: Its Basis and Fundamentals (Elsevier, Mi-

lan 2000)

68.37 J. Zariffa, M.R. Popovic: Solution space reduction in

the peripheral nerve source localization problem

using forward field similarities, J. Neural Eng. 5,

191–202 (2008)

68.38 G. Weiss: Sur la possibilite de rendre compara-

bles entre eux les appareils servant a l’excitation

electrique, Arch. Ital. Biol. 35, 413–446 (1901), (in

French)

68.39 A. Wongsarnpigoon, W.M. Grill: Energy-efficient

waveform shapes for neural stimulation revealed

with a genetic algorithm, J. Neural Eng. 7, 1–11

(2010)

68.40 M. Sahin, Y. Tie: Non-rectangular waveforms for

neural stimulation with practical electrodes, J.

Neural Eng. 4, 227–233 (2007)

68.41 J.D. Sweeney, J.T. Mortimer, D. Durand: Model-

ing of mammalian myelinated nerve for functional

neuromuscular electrostimulation, IEEE 9th Annu.

Conf. Eng. Med. Biol. Soc. (IEEE, 1987) pp. 1577–1578

68.42 K.E. Deurloo, J. Holsheimer, P. Bergveld: The effect

of subthreshold prepulses on the recruitment order

in a nerve trunk analyzed in a simple and a rea-

listic volume conductor model, Biol. Cybern. 85,

281–291 (2001)

68.43 Z.P. Fang, J.T. Mortimer: Selective activation of

small motor axons by quasitrapezoidal current

pulses, IEEE Trans. Biomed. Eng. 38(2), 168–174

(1991)

68.44 W.M. Grill, J.T. Mortimer: Inversion of the current–

distance relationship by transient depolarization,

IEEE Trans. Biomed. Eng. 44, 1–9 (1997)

68.45 A. Vuckovic, N.J.M. Rijkhoff, J.J. Struijk: Different

pulse shapes to obtain small fiber selective activa-

tion by anodal blocking – A simulation study, IEEE

Trans. Biomed. Eng. 51(5), 698–706 (2004)

68.46 J.P. Woock, P.B. Yoo, W.M. Grill: Finite element

modeling and in vivo analysis of electrode con-

figurations for selective stimulation of pudendal

afferent fibers, BMC Urology 10(11), 1–12 (2010)

68.47 P.H. Veltink, J.A. Van Alsté, H.B.K. Boom: Sim-

ulation of intrafascicular and extraneural nerve

stimulation, IEEE Trans. Biomed. Eng. 35(1), 69–75

(1988)

68.48 J.J. Struijk: Recruitment of dorsal column fibers

in spinal cord stimulation: Influence of collateral

branching, IEEE Trans. Biomed. Eng. 39(9), 903–912

(1992)

68.49 C.C. McIntyre, W.M. Grill: Sensitivity analysis of

a model of mammalian neural membrane, Biol.

Cybern. 79, 29–37 (1998)

Part
F

6
8



1259

EquipmePart G
Part G Equipment and Tools

69 Operating Tables – the Surgeon’s Workplace
Bernhard Kulik, Rastatt, Germany

70 Medical Robotics
Harald Fischer, Weingarten, Germany
Udo Voges, Eggenstein-Leopoldshafen,
Germany

71 Incubators
Guenther Braun, Freiburg, Germany
Roland Hentschel, Freiburg, Germany

72 Surgical Scissors
Reiner Haag, Fridingen, Germany
Wilfried Storz, Tuttlingen, Germany

73 Intelligent Textiles and Trends
Christian Rotsch, Dresden, Germany
Sibylle Hanus, Greiz, Germany
Danny Schwabe, Greiz, Germany
Heike Oschatz, Greiz, Germany
Andreas Neudeck, Greiz, Germany
Uwe Möhring, Greiz, Germany

74 Electronics in Medicine
Paulo M. Mendes, Guimarães, Portugal
Celso P. Figueiredo, Guimarães, Portugal
Mariana Fernandes, Guimarães, Portugal
Óscar S. Gama, Braga, Portugal



1261

Operating Ta69. Operating Tables – the Surgeon’s Workplace

Bernhard Kulik

The central element of any operating theater is

without a doubt the operating table. Wherever

surgical interventions are carried out, operating

tables are essential. Accordingly, the variety of

tables available is very wide, ranging from simple,

mobile operating room (OR) tables, right up to OR

table systems with various, special OR table tops.

The type, design and functional properties of

the OR table depend on the surgical discipline,

the ergonomic requirements of the surgical team

and, last but not least, on the financial resources

available.

69.1 The History of the Operating Table ......... 1262

69.2 The OR Table System ............................. 1263

69.3 Technology
of Operating Room Table Systems .......... 1264
69.3.1 Construction of an OR Table System1264
69.3.2 Mobility and Flexibility

of OR Table Systems .................... 1265

69.4 Safe Patient Positioning ........................ 1268
69.4.1 Decubitus Injuries ...................... 1269
69.4.2 Long-Term Position Injuries

and Legal Responsibility ............. 1270
69.4.3 Patient Positioning When

Deploying Single-Pole HF Devices . 1271

69.5 Preparation: Care, Maintenance,
and Hygiene ........................................ 1271
69.5.1 Manual Cleaning and Disinfection 1271
69.5.2 Automatic OR Table System

Cleaning and Hygiene ................. 1271

Simple OR table designs are usually deployed in hos-
pitals with smaller surgical departments as well as in
larger hospitals with decentralized operating theaters

Fig. 69.1 Operating table for outpatient surgery

like, for example, those with emergency department op-
erating rooms (Fig. 69.1).

They are also often used for out-patient surgery,
in so-called day clinics, or out-patient operating cen-

Fig. 69.2 Mobile operating table with electrical autodrive
function
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ters. These OR tables can be upgraded and mod-
ified by adding various accessories and, depending
on the model, can be adjusted manually or electri-
cally. An electrical autodrive function may also be
implemented, assuming patient logistics calls for it
(Fig. 69.2).

Modern OR table systems are characterized by the
fact that the intervention-centric table tops mean they

are optimized, on the one hand, to meet the special
requirements of the individual surgical disciplines re-
garding the best patient positioning and best access to
the surgical field and, as such, are a significant factor
contributing towards the success of the surgical inter-
vention. On the other hand, however, they also meet
technical requirements in terms of stability and hygiene
and the use of x-ray equipment.

69.1 The History of the Operating Table

Some 150 years ago, when asepsis was not even on
the agenda, operations were normally carried out in the
patient’s bed. However, because of low bed heights, sur-
geons started to place their patients on higher tables,
in order to gain better access to the surgical field and
to give themselves a more ergonomic working position
(Fig. 69.3).

The development of OR tables has kept pace with
the development of surgery itself. It has occurred more
or less in parallel with the continually expanding knowl-
edge and ability of the surgeons and, over time, has been
significantly influenced by specialization in the individ-
ual surgical disciplines.

Medical developments have called for improved ac-
cess to the surgical field and, therefore, brought about
improved patient positioning. This resulted in the emer-
gence of OR furniture with table tops divided up into
head, back, seat, and leg plates (Fig. 69.4).

Improvements in operating techniques made it nec-
essary to be able to raise certain parts of the body (at
the point of incision), to provide better access to the in-

Fig. 69.3 Historic operating room furniture

Fig. 69.4 Segmented operating table top

terior of the body and then to return them again to the
flat position, after closing up.

Over the course of the last 70 years, general surgery
has divided into individual surgical disciplines. The re-
sult of surgical specialization has been the development
of special OR tables that differ in terms of the table
top geometry and the layout of the various operating
elements.

In the case of head operations, for example, no op-
erating elements may be installed in this area of the
OR table, as they may not be handled by nonsterile
personnel during the operation, which could impact on
overall sterility. As a result, special OR tables were de-
veloped for head operations.

The development of OR tables, with ever more com-
plex table top adjustment options for other specialist
surgical disciplines, followed at the same time.

A further significant factor that influenced the de-
velopment of OR tables were the achievements of intra-
operative imaging. It is impossible to imagine an OR
these days without a mobile x-ray amplifier (Fig. 69.5).

The call for the combining of further imaging pro-
cesses such as CT and MR with OR tables, has led to
an increase in the use of materials other than steel, such
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Fig. 69.5 OR table for use with mobile x-ray amplifier

Fig. 69.6 Advanced workplace for image guided surgery
(AWIGS)

as plastics reinforced with carbon fiber, as these ensure
low-artifact radiolucence (Fig. 69.6).

69.2 The OR Table System

As surgeons required ever more specialized OR tables,
tailored to particular operations, the development of
mobile OR tables was extended to include, not just the
division of the table tops but also to the table columns
and/or their separation from the actual table tops, which
brought with it further advantages and simplifications.
The idea of an OR table system consisting of a column,
a removable table top, as well as a transporter for the
table top was born (Fig. 69.7a–c).

The predecessors of the current modern OR table
systems had a mobile table column mounted on castors,
so that the OR table could be moved and was not tied to
one place, but the table top was fixed to the column.
This had the disadvantage that the compact unit was
very heavy for a single person to move, which had an
adverse effect on mobility. As a result, the column and
the table top were separated.

Modern OR table systems are available both as sta-
tionary, i. e. fixed versions, as well as mobile ones. With
the stationary version, the table column is anchored
to the floor and the electrics are fed through ducts in
the flooring. The OR table top can be removed and is
positioned over the table column using a transporter,
(also known as a Lafette) and then transferred from the
transporter so that it can then be wheeled away again.

a)

Fig. 69.7a–c OR table system. (a) Column for stationary
operating table. (b) Removable table top. (c) Transporter
for the table top ��
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b)

c)

Fig. 69.7 (continued)

As the table column is bolted to the floor, there is no
need for the deployment of a mobile OR table base.
This gives the surgeons much more leg-room. A further
advantage is that additional medical devices that are re-
quired, such as a mobile image amplifier or C-arms can
be deployed and positioned at the surgical field with-
out difficulties. The significant advantage of a mobile
OR table system, on the other hand, is that this sys-
tem can be moved freely within the operating theater
or department. There is no need for electrical installa-
tions, as this OR system has rechargeable batteries to

Fig. 69.8 Modular assembly

provide the required power, with sufficient capacity to
be able to carry out some 100 operations under normal
OR conditions.

OR tables or table systems are controlled using
a hand-held device connected either wirelessly using in-
frared signals or via cable. In this way, the electrically
adjustable functions can be activated from a distance,
without impacting on the sterile OR environment. In-
dividual segments of the table top, such as leg or head
plates, can be removed (Fig. 69.8).

Technological advances in the area of medical tech-
nology have led to the development of high quality
OR table systems with multifunctional system prop-
erties that fulfil today’s high medical, hygiene and
technical requirements.

69.3 Technology of Operating Room Table Systems

69.3.1 Construction of an OR Table System

The individual elements that make up the construction
of an operating room table system can be described as
follows:

Table Columns

An OR table system is available with a stationary col-
umn, i. e. one that is fixed to the floor, and therefore

fixed to a particular location or with a mobile col-
umn, i. e. one that can be moved to different locations.
Both types have their own, equally important advan-
tages (Fig. 69.9a–c).

OR Table Tops

OR table columns can be equipped with many different,
exchangeable table tops that meet the special require-
ments of the individual surgical disciplines and whose

Part
G

6
9
.3



Operating Tables – the Surgeon’s Workplace 69.3 Technology of Operating Room Table Systems 1265

a) b) c)

Fig. 69.9a–c Operating room table system columns. (a) Stationary column, (b) mobile column, (c) wheeled column

segments can be adjusted independently of each other,
to achieve the required position. This means that the
OR table top can be divided up in different ways, e.g.
4-, 5-, 6- or 8-way, in terms of:

• Head and foot sections, which can be swiveled up
and down and removed if required.• Middle or back sections that normally have multi-
ple divisions and can be adjusted to achieve special
slope angles.• Leg sections that can consist of a pair of leg plates
that are separated laterally or longitudinally and that
can be adjusted automatically, with the option of
moving or spreading both sections in a particular di-
rection, either at the same time or independently of
each other.

The OR table top is designed in such a way that adding
or removing individual segments enables it to be length-
ened or shortened as required. It should also have
a longitudinal shift in order to facilitate whole body
movement using the C-arms (Fig. 69.10a–c).

Operating Room Table Pads

The pads need to fulfill various functions. To start with,
the patient must be positioned safely and carefully. The
comfort of the patient is of less importance here, as the
surgical procedure is done under anesthesia; it is more
important to provide the greatest possible protection
against nerve damage and pressure necrosis. Further-
more, the pads must be such that the surgical team has
the best possible access to the area of the operation. As
a result, the operation can be completed in the shortest
possible time, which is particularly advantageous to the
patient. Finally, the pads must comply with the strictest
hygiene requirements, meaning that they must be easy
to clean and disinfect.

Controllers

The table columns and the respective table tops are con-
trolled wirelessly through an infrared or radio remote
control. Alternatively, they can also be controlled using
a cabled controller. In special application areas, control
is also possible through a foot-operated switch, oper-
ated by the surgeon. Additional control options include
the wall-mounted operating panel or an integrated OR
control system, which controls the most important OR
functions such as lights, OR table, endoscopy equip-
ment, etc., either via a touchscreen monitor or though
voice control (Fig. 69.11a,b).

Transporter

Using the transporter (Lafette), which is easy both to
move and to manoeuvre, the OR table top is transported
to the mobile or stationary table column, which then
takes over the support of the table top for the duration
of the operation. Lafettes are also used for transporta-
tion over longer distances and the exchange of table
tops in the logistic workflow between bed transfer, pre-
operation, operation, post-operation, and the return to
bed transfer (Fig. 69.7c).

Accessories. Standard accessories include arm posi-
tioning equipment, lateral supports, infusion stands, leg
supports, head rings, back and pelvic supports, and hand
and body straps, etc.

69.3.2 Mobility and Flexibility
of OR Table Systems

Modern OR table systems are characterized by their
mobility, flexibility, and compatibility. It is not just the
fact that a mobile OR table column allows you to select
the location in the operating theater as required, it is
also the fact that there is compatibility between the var-
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a) b)

c)

Fig. 69.10a–c Various operating room table tops. (a) Extensible, (b) universal, (c) on transporter

ious, differently-priced OR table systems, both mobile
and stationary.

In order to guarantee flexibility, today’s OR table
systems are designed in such a way, or can be modified,
to ensure that they meet the positioning requirements
of different surgical disciplines. If you have deployed
an OR table system and, should operating and posi-
tioning techniques change in the future, you only need
to order a suitably modified table top that is com-
patible with the basic OR table column element. In
this case, in an OR department equipped with mobile

operating tables, it would be necessary to order a com-
pletely new OR table, which would entail considerable
investment.

Today, more than ever, time savings are a significant
criterion for the efficient usage of operating theaters.
The use of an OR table system, i. e. a table column,
two transporters as well as two OR table tops, facili-
tates a so-called roundabout system. While one surgical
procedure is being finished up in the operating theater,
it is possible to bring the next patient from the bed
transfer room to the pre-operation room on the second
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a) b)
Fig. 69.11a,b Control units for table
tops. (a) Cable control unit, (b) wall-
mounted control unit

table top, in order to administer the anaesthetic. Once
the previous operation is complete, the patient has been
taken out, and the operating theater has been cleaned,
the already anaesthetized patient can be moved into the
theater, where he/she can be transferred, while still ly-
ing on the table top and potentially already positioned,
onto the OR table column. This roundabout system of-
fers the advantage that operations can continue without
any great time delay factor, whilst also taking the time
periods required for the effects of local anaesthetics into
account.

Fig. 69.12 Patient workflow

Of course, such overlapping working practices can
also be achieved using two mobile OR tables. There are,
however, both advantages and disadvantages. One disad-
vantage is that a mobile OR table weighs between 200
and 300 kg, which means that together with the weight of
the patient, in a worst case scenario, around half a met-
ric tonne would need to be moved. One advantage is that
because all functions are on board with a mobile OR ta-
ble, the patient can be positioned and prepared ahead of
time almost 100%, for the surgical intervention. If well
organized, this can represent time savings (Fig. 69.12).
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69.4 Safe Patient Positioning

Operation positioning designates the position that the
patient’s body is placed in, in order to guarantee the
surgeon the best possible access to the operation area.
Additionally, every effort is made to optimize the pre-
sentation of the anatomical structure of the operation
field.

a) b)

c) d)

Fig. 69.13a–d Standard positions operating room tables for various surgeries. (a) Supine position for knee arthroscopy,
(b) thorax surgery, (c) sitting position for neurosurgery, (d) adiposity surgery

The following standard positions have proved them-
selves (Fig. 69.13a–d):

• Supine position/special supine position• Prone position/exposed stomach position• Lateral position
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• Dorsosacral position• Genucubital position• Sitting position/half seated position.

The patient ought to be positioned or be placed in the
optimum operating position by the anaesthetist and the
surgeon in conjunction with the OR care team for ad-
ministering the anaesthetic and for the operation. Before
this, the responsible specialists must decide, based on
the general condition of the patient, which stresses or
strains the patient can be exposed to, as a result of the
positioning on the OR table. The factors that need to be
considered here are the patient’s age, weight and consti-
tution, as well as their general state of health in respect
of heart, lungs, circulation, metabolism, nervous sys-
tem, muscle tissue, and skin tissue damage that may
have been caused by metabolic dysfunctions, obesity,
rheumatoid arthritis, heart and vascular weakness, or
circulatory disorders, etc. The factors listed here will
significantly affect the strains that a patient can with-
stand and must be taken into account when deciding
on the positioning, as every type of patient positioning
represents an additional strain.

An additional factor is that the anaesthetic and mus-
cle relaxants actually increase the strains as they affect
breathing, blood supply, and nerves in particular. Pain
sensitivity is deactivated while under anaesthesia so that
the patient is not aware of pain caused by pressure or
strain trauma and cannot react because of interrupted
adverse effects reflexes and reduced muscle tone.

This means that the patient can suffer injury even
before the actual surgical intervention has started. Ex-
treme care must be taken when making even the
simplest positional change during the operation.

Endotracheal anaesthesia is administered when pa-
tients are in the normal supine position. Only once
the deep anaesthesia state with relaxed muscles has
been reached, can the actual operation positioning be
done, taking the patient-specific factors into account
(see above).

It should be ensured that the patient’s arm that
is going to be used for the anaesthetic and the infu-
sion is lying evenly and extended, on a well padded
arm positioning device. If necessary, the arm position-
ing device must be lengthened with a padded Cramer
rail. If the positioning is wrong this can lead, for ex-
ample, to irritation or paralysis caused by damage to
the N. radialis or N. ulnaris, in spite of soft OR ta-
ble padding. Overstretching the arm past the 90◦ angle,
both abduction and supination, can cause paralysis of
the plexus.

When it comes to leg positioning, the foldable leg
plates on modern OR tables can be adjusted to suit legs
very well, so that pressure is distributed over a large
enough area and the best possible operation position can
be achieved. The use of leg holders on the other hand,
e.g., during gynaecological or urological interventions,
carries a certain risk of causing pressure injuries and
strains through incorrect positioning or deployment, by,
for instance, overstretching legs that have been relaxed
by anaesthetic, by the pressure of wrongly adjusted knee
crutches as well as by resting the lower extremities on
the leg holder bars.

The same care must be exercised when positioning
the trunk. Not changing the position of the patient of
a longer period of time, can lead to a further problem:
decubitus (bedsores or pressure sores).

69.4.1 Decubitus Injuries

As anaesthetics and muscle relaxants can relax the skin
tissue such that the arterial pressure is weaker than the
external pressure, which is influenced by body weight,
the blood supply can be impaired and, as a result, the
skin tissue receives insufficient nutrients. Thus, for pa-
tients who are kept in the same position for a longer
period time, there is and increased risk of skin and skin
tissue damage.

A decubitus caused in this way can develop into
necrosis (localized death of skin tissue cells), in partic-
ular when there is only a thin layer of skin covering the
bone. Locations particularly at risk are:

• In supine position: heels, sacrum, elbows, shoulder
blades, back of the head• In prone position: pelvis, hips, knees, points of the
toes• In sitting position: heels, crucial ligaments, elbows,
head• In lateral position: hips, toes, knees.

At the same time, care must be taken that there is no
trapping of the skin, which can lead to necrosis as a re-
sult of reduced blood flow. This risk is particularly
prevalent in longer operations.

Following heart operations during which the pa-
tient’s body was cooled down and single-pole high
frequency devices were used, large areas of tissue
necrosis were identified, which principally were diag-
nosed as burns. Initial tests regarding for the causes of
this necrosis points that were identified as burns, by the
operation team, the hospital’s technical staff, health and
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safety and the manufacturer of the HF surgical equip-
ment were unable come up with any explanation based
on a physical cause. Only a differential diagnosis in-
vestigation of the suspicion of pressure necrosis, could
definitively exclude the possibility of exogenic causes
of burning.

A first indication of pressure damage is given by
a reddening of the skin that does not recede immediately
following a change of position.

Essentially the risk of decubitus is not greater for
a person who is overweight than it is for one who is
underweight. The difference is that with overweight pa-
tients, the area of damaged skin is larger, but in most
cases the damage is less pronounced, while with under-
weight patients, the damaged area is smaller but the skin
damage is more pronounced.

Reasons for the Development

of Decubitus Caused by OR Positioning

The following list gives possible causes for the develop-
ment of decubitus caused by OR positioning:

• OR table padding that is hard or worn out.• Longer operations with increasingly older patients.• Increased self-weight, particularly with obesity. On
the other hand, however, also with cachectic patients
where the skin is very close to the bones because
of missing or reduced layers of fat under the skin.
Areas of the body particularly affected here include
the sacrum and the heels.• Medicinal influences (anaesthetics), which reduce
muscle and tissue tone.• Punctiform loads resulting from positioning neces-
sary during the operation.

Decubitus Prophylactics

Decubitus can be avoided by implementing the follow-
ing countermeasures:

• Aiming for shorter operation times, as experience
shows that skin tissue damage is likely to occur, at
the latest, after 2 h.• Regular and timely replacement of older or worn
OR table pads with padding that is thick and soft
enough.• Careful attention to the individual segments of the
OR table top and the body of the patient.• Pressure relief brought about by the application of
additional padding at the predisposed locations.• Avoidance of skin trapping and the formation of
folds or creases both in patients’ skin and in the

OR table padding during positioning and intra-
operative patient positioning.• Avoidance of the intra-operative distortion of pa-
tient positions.• Carrying out positional changes during longer oper-
ations, whereby small adjustments of the motorized
joints of the OR table can be used to relieve pressure
on tissue and enable reperfusion.

69.4.2 Long-Term Position Injuries
and Legal Responsibility

Optimized patient positioning is the best prophylactic
against decubitus! As analyses of damage claims by
authorized experts show operation position injuries are
reported regularly in many damage claims, which rep-
resents a serious problem for the patients and increases
the costs of the post-operative care.

Improper and incorrect patient positioning on the
OR table may cause problems, ranging from temporary
impairment up to serious and irreversible injuries. The
areas most affected are:

• Nerves that are traumatized, in particular the plexus
brachialis• Eyes• Skin• Muscle tissue• Tendons and ligaments.

There are comparable rules in force in different coun-
tries when it comes to clarifying the questions of legal
responsibility for sustained position injuries. They indi-
cate that while the task of positioning patients on the
OR table before the operation is down to the anaes-
thetist, during the operation it is the job of the surgeon,
taking any anaesthetic-related risks into account. How-
ever, essentially it is the joint responsibility of both the
surgeon and the anaesthetist.

For the surgeon, this means that he bears the medi-
cal and legal responsibility and that any increase in risk
in relation to anaesthesia, resulting from a necessary
change in position, is justified. The legal responsibility
rests with the anaesthetist, as part of his intra-operative
duties, to make provisions for the specific risks that re-
sult from the positioning and/or to mitigate against them
through the implementation of particular preventive
measures. Special attention should be paid to the im-
portant issue of the risk of burning, in connection with
patient positioning, during operations where single-pole
high frequency devices are used.
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69.4.3 Patient Positioning When Deploying
Single-Pole HF Devices

High-frequency (HF) surgery equipment is used to
separate specific areas of tissue using thermal en-
ergy and at the same time to cause coagulation. For
this purpose, single-pole high frequency surgical de-
vices with an active and a passive electrode are used.
Because of its shape, a high current density occurs
at the active electrode, the so-called cutting or co-
agulation electrode, as opposed to the large-surface,
passive electrode (neutral electrode), which conducts
the current away and, therefore, has a low current
density.

Possible causes for complications when carrying out
single-pole high frequency surgery are, on the one hand,
that the patient has not been placed correctly in a posi-
tion that will ensure that the body is not earthed and,
on the other hand, the faulty application of the neutral
electrode. In order to avoid localized burning caused by
HF surgical equipment, the patient must be positioned
in such a way that he/she is completely insulated from
the OR table and its accessories, as well as being safe-
guarded, through a correct installation of the neutral
electrode. This means:

• The patient must be positioned in such a way that
he/she is not in contact with electrically conductive
components such as metal parts of the OR table,
holders, damp cloths, etc. with particular attention
being paid to the extremities. There must be an
electrically-insulating, dry, thick underlay between
the patient and the OR table and holder, which must
not become damp during the HF surgery, e.g. with
blood or liquids used to rinse out the area of the op-
eration.
As dry and nonconductive fabric must be laid
between patient and table padding, a minimum con-
ductivity for the padding is laid down, in order to
avoid electrostatic discharge. If this were not the
case, discharge sparks caused by frictional elec-
tricity could be produced, which would represent
a dangerous source of ignition energy for flammable
anaesthetic gases or alcohol vapors.• The whole surface of the neutral electrode must be
applied well to the patient’s body, such that it cannot
become detached if the patient moves or is moved.
Preferred application points are the upper and lower
extremities. This prevents the occurrence of too high
a transfer resistance, which interrupts the current
backflow through the neutral electrode.

69.5 Preparation: Care, Maintenance, and Hygiene

69.5.1 Manual Cleaning and Disinfection

Following each operation, special attention must be paid
to the preparation of the OR table tops and the OR ta-
ble system transporters that were used for the operation,
i. e. they must be carefully cleaned and disinfected. Par-
ticularly in smaller hospitals, cleaning and disinfection
is often done manually by support staff in the operation
area or by the nursing staff themselves. Because of the
multiple divisions of the complete OR table system and
the high hygiene demands, manual cleaning cannot al-
ways be seen to be the most reliable approach. It is also
very time and staff-intensive.

Hygiene issues, maintenance work, and any repairs
that may be necessary are already allowed for during
design and construction. For instance, the upper part of
the OR table, as well as the covers of the column and
base, consist principally of smooth-surfaced, individ-
ual components made of chrome nickel steel that can
be removed without any problem. Also, the electrically
conductive roller bearings that are used to move and ma-

noeuvre the mobile OR table are easily accessed from
above for inspection and cleaning. Here, there are sig-
nificant advantages with the OR table system since table
tops and transporters can be moved effortlessly into the
corresponding cleaning rooms. Any repairs can also be
carried out well away from the operation area, without
disturbing the OR procedures.

69.5.2 Automatic OR Table System Cleaning
and Hygiene

A second option is offered by so-called decontam-
ination machines, which automatically carry out the
cleaning, disinfection and drying of suitable OR table
tops, Lafettes, and OR accessories. This alternative is
most frequently used in larger operating centers, as it is
neither staff nor time-intensive, unlike manual cleaning
and disinfection procedures. A further, not insignificant,
advantage is that an automated procedure using a ma-
chine, assuming that operating instructions are correctly
followed, offers maximum hygiene levels. With manual
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Fig. 69.14 Operating room table cleaning and decontamination ma-
chine

cleaning, a lot rests on the care practiced by the staff as
well as the time invested.

On average, the cycle time of a decontamination
machine, including all the individual processes such as
cleaning, disinfection, intermediate drying, rinsing, and
final drying is 10 min. It should also be said here, that
the cycle time is dependent on the level of contam-
ination and is, therefore, variable. All data generated

during this process is recorded, in order to ensure trace-
ability.

From the standpoint of the care staff, this represents
not only a simplification of and a significant improve-
ment in working conditions, but it also contributes to the
optimizing of safe working processes in the operating
area (Fig. 69.14).

Maintenance

As well as the ongoing cleaning and disinfection of
the OR table as a prerequisite for aseptic working, it
is essential, because of the many electrical, hydraulic,
and electro-hydraulic control elements, that the OR ta-
ble system is regularly maintained, in order to prevent
downtimes and to ensure the safety of both patients and
OR staff.

Further Reading• C. Krettek, D. Aschemann (Eds.): Lagerungstech-
niken im Operationsbereich (Springer, Berlin Hei-
delberg 2005)• P.M. Lauven, H. Stoeckel: Damage caused by pa-
tient positioning – a still unsolved problem? AINS
27, 391–392 (1992)• H. von der Mosel: Medizintechnik für Pflegekräfte
(Bibliomed, Melsungen 1992)• H. Oehmig: OP-Tisch-Technik heute – Trennung
von Säule und Platte, KrankenhausTechnik 7, 18–21
(1994)• E. Roos: Sinn und Zweck der erdschlussfreien Pa-
tientenlagerung auf OP-Tischen, MTDialog 11l,
38–40 (1992)• H. Schindler: (1985) Arbeitsgebiet Operationssaal
(Enke, Stuttgart 1885)
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Medical Robo70. Medical Robotics

Harald Fischer, Udo Voges

In 1990, robot systems for use in medicine were

still the subject of research. Then, first research re-

sults were implemented in practice, and in 2000,

several types of robot systems for various surgical

disciplines were in clinical use. Other systems are

in preparation. While some systems are applied

nearly routinely, others are still in the phase of

testing. Research is dedicated to solving a number

of open problems and to further developing the

systems, for instance, by combining robots with

imaging methods or their use in special environ-

ments, e.g., in computed tomography or magnetic

resonance imaging. Other objectives are further

miniaturization and simplification.

After a short introduction to the fundamentals

of medical robotics and the developments in this

field, an overview of existing systems and their

medical applications will be given. Some tech-

nical aspects of the use of such systems will be

explained. The chapter is completed by an outlook.
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70.1 Fundamentals

Usually, the term “robot” is understood to refer not only
to robot systems proper but also to telemanipulation
systems. Strictly speaking, the only robots are the au-
tonomously working systems known from industry, e.g.,
automotive manufacturing. The robot always carries out
a previously defined task, in the same way. This activ-
ity is executed without any further human interference
and with high repetition accuracy. The operator can only
stop the system (emergency shutdown), but not make an
interactive change. A change or modification is possible
only by redefining the task, new programming, or new
teaching of the robot.

If, however, man acts to control the system, it is
referred to as a telemanipulation or remote handling
system. Only the movement directly given by the op-

erator is reproduced – if possible, simultaneously – by
the working system. The input device (operation unit)
moved by the operator is referred to as the master.
The manipulator executing the action is called the slave
(working unit). Consequently, such systems are also
called master–slave manipulator systems.

Interactive systems represent a mixed type of tele-
manipulation and robot systems. The master is not
separated from the slave, and the instrument is often
controlled directly by the operator. A target path, work-
ing range, or permissible forces are defined in advance.
If the operator wishes to leave this target path, he is pre-
vented from doing so by the corresponding forces. The
user-controlled instrument can leave the permissible
working range only after having confirmed a warning
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Monitor Telemanipulator

Corresponding movement
of instruments

Anesthetist

Assistant

Theater nurse

Heart–lung machine

Surgeon at
control console

Movement of manipulators

Fig. 70.1 Principle of a telemanipulator system for minimally inva-
sive interventions (Intuitive Surgical, Sunnyvale)

message. In this way, critical operation ranges can be
avoided and an operation planned, e.g., on the basis of
x-ray examinations can be executed exactly.

Figure 70.1 shows the principle of a master–slave
manipulator. This operation telemanipulator is used for
cardiac surgery. The surgeon sits in front of the panel
with the input systems (master manipulators for each
hand), a viewing system, and various foot switches
for operation of the instrument functions (e.g., suck-
ing and rinsing). Movement of the master is converted
into corresponding movement of the instruments, and
the telemanipulator executes the corresponding actions.
The assistant waits until the instruments have to be ex-
changed manually.

The distance between the master and the slave can
be bridged in different ways. In case of direct, purely

Fig. 70.2 Purely mechanical coupling between master and
slave unit

mechanical coupling of the two devices, the distance
is relatively small (several meters at most). Due to the
rods, tension ropes, etc. needed, however, this solution
can hardly be used in medical robotics.

Figure 70.2 shows such a direct mechanical cou-
pling between the master and slave unit. Frequently,
computer systems are used instead of this direct me-
chanical coupling between master and slave. These
systems control the coupling of master and slave. If
a single computer only is applied to convert the input
information of the master unit into the control informa-
tion for the slave unit, a distance of several meters is
possible by a cable connection. If the master and the
slave are controlled by separate computers that are con-
nected via a local area network (LAN), for instance, the
distance may be as large as desired. Master and slave
can even be connected across continents for telesurgery.
In case of larger distance, however, delays between
the action of the master and the reaction of the slave
and detection of the returned video signal may oc-
cur depending on the transmission method used. This
means that work has to proceed more slowly and more
carefully.

70.2 Development of Medical Robots

The development of medical robotics shall be pre-
sented briefly. The systems are described in more detail
in Sect. 70.4.

Use of robotics or computer-controlled systems
in medicine is characterized by a stepwise process.
First, endoscope guiding systems were developed (e.g.,

Robox [70.1], FIPS [70.2], Felix [70.3], Aesop [70.4],
EndoAssist [70.5]). These systems are less safety rele-
vant, but they facilitate the surgeon’s work.

By means of endoscope guiding systems, the en-
doscope can be held and guided over a longer period
without a human assistant. Such systems are oper-
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ated by joysticks, keyboards, language, head movement,
etc. Instead of explicit operation, automatic instrument
tracking is possible. Major advantages of an endoscope
guiding system lie in the facts that no additional as-
sistant is required to act as a cameraman and a stable
picture is obtained. The endoscopes applied for this pur-
pose are standard systems.

Endoscope guiding systems have been developed
further to become instrument guiding systems. As
a rule, these are not suited for holding and guiding
conventional instruments, but only specially developed,
often not only rigid, but also flexible instruments. These
instruments are operated via a master unit in case of
the telemanipulation system Tiska [70.6]. In the case
of Robodoc robots ([70.7], Caspar [70.8]), by contrast,

the instrument guiding systems execute predefined tasks
and have a very limited interactive input system, which
mostly serves for correcting an already given track
along which the system is to be moved. As use of an in-
dividual instrument guiding system is only reasonable
for a robot system, and two-handed work as in case
of a normal operation should be possible when using
a telemanipulator, the step from the instrument guiding
system to a system consisting of two instrument guid-
ing systems and one endoscope guiding system was not
long in coming (ARTEMIS [70.9], da Vinci [70.10],
ZEUS [70.11]).

Using such a system, the surgeon can execute oper-
ations alone and does not require any further assistants.
For the first time, solo surgery became possible.

70.3 Overview of Systems

This section gives an overview of assistance systems,
telemanipulators, and robotic systems.

70.3.1 Assistance Systems

One generally distinguishes between industrial or com-
mercially available systems, and systems for research
and university purposes. Generally, these systems serve
to hold instruments and cameras. Passive holding sys-
tems are positioned by hand and do not contain any
actuators (motors) or active systems that are driven to
the desired position. Here, only active systems will be
presented.

70.3.2 Active Holding Systems

Various active holding and guiding systems were de-
veloped by the former Forschungszentrum Karlsruhe.
One of these systems is presented in Fig. 70.3. It is ap-
plied to guide an endoscopic camera. As the system was
designed for minimally invasive surgery (in particular,
abdominal surgery), it was provided with a mechani-
cal forced guiding system around the invariant puncture
point. Electrically, the system can be moved around this
point. The invariant puncture point is the point of pene-
tration of the abdominal wall.

The mechanical construction of the device prevents
mechanical stress or loading of the puncture point (in-
variant point).

Input takes place via a type of joystick or by lan-
guage. For research purposes, a camera tracking system

is available. Hence, the surgeon can move the camera
intuitively to the desired position. The assistant physi-

Fig. 70.3 FIPS endoscope guiding system (Forschungszen-
trum Karlsruhe, after [70.2])
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cian no longer has to guide and position the endoscopic
camera and can take over other tasks.

Such a simple camera guiding system has the great
advantage of absence of tremors. The electronic assis-
tant holds the camera without any tremors over longer
periods, which facilitates operation by the surgeon, as
the operative field is not blurred on the screen.

70.3.3 Master–Slave Manipulators

The first scientific telemanipulator was built as
a demonstrator and tested by Forschungszentrum Karl-
sruhe in 1995 (Fig. 70.4). Complicated scenarios were
executed successfully and precisely. The flexible dis-
tal joints of the instruments for the first time allowed
bypassing of structures inside the human body. Thus,
complicated interventions (surgical sutures around or-
gans) could be performed endoscopically.

Integration of force and momentum sensors pro-
vided for force feedback. While holding his operation
unit, the surgeon was able to feel the forces he exercised
with the actuators in the operative area. These systems
turned out to be much more complicated than initially
assumed. Due to the important restrictions, integration
of sensors is very difficult. Hence, the wish of the oper-
ator to use low-cost single-use tools is not satisfiable.

The master–slave manipulator of the University of
Berkeley, USA, also includes force and acceleration
sensors in the slave unit, i. e., in the instrument tip.
These sensors feed the forces occurring in the slave unit
back to the master unit. Exerted forces are fed back to
the fingers of the surgeon. Such force feedback is re-

Fig. 70.4 ARTEMIS telemanipulator system (Forschungs-
zentrum Karlsruhe, after [70.9])

quired when the operator (master unit) and manipulator
(slave unit) are no longer located in the same operation
theater but are decoupled locally. If the end effectors
are driven electrically, the forces acting, e.g., between
the branches of endoscopic forceps are not fed back.

If gripping on the master unit is too strong, forces
on the slave side may be too high and tissue may be
damaged. In case of spatial and, hence, mechanical de-
coupling, force feedback is an advantage, as a type of
tactile feedback is regained. The surgeon obtains in-
formation about the interaction with various types of
tissues. This prevents mechanical damage due to too
high gripping forces.

In case of standard endoscopic operations, this feed-
back is of optical character only and supported by direct
mechanical coupling of the endoscopic instruments.
This means that the handle is connected directly (pos-
sibly via various joints) to the distal end and, hence, to
the fingers of the operator. Feedback is then given by
a change of color of the tissue while gripping. If the tis-
sue becomes white, the gripping force is too high (the
tissue is no longer supplied with blood and discolored).

70.3.4 Biopsy Robots

In the past years, diagnostic imaging methods and the
corresponding evaluation processes have improved con-
siderably. With increasing computer speed, it became
possible to represent movement scenarios by these new
tomographs in real time. Now, so-called surgical robots
can be applied for simple tasks, e.g., for the biopsy
of mamma carcinomas directly in the magnetic reso-
nance tomograph. Due to the ambient conditions in such
a tomograph, however, this process is very difficult.
Since 1998, Forschungszentrum Karlsruhe has devel-
oped a robot for taking a tissue sample (biopsy) directly
in the magnetic field of a tomograph with image control
(Fig. 70.5). In November 1999, this manipulator was
used for the first time for clinical evaluation [70.12].

MrBot (Fig. 70.6) also is an MR-compatible ma-
nipulator for minimally invasive access to the prostate
directly in the MR. Various needle drives can be com-
bined, such that biopsies and thermal ablations can be
carried out, and even radioactive pellets can be placed
precisely.

MrBot is made of nonmagnetic and dielectric ma-
terials (Fig. 70.7). Preferably, plastics, ceramics, and
rubber are applied. Pneumatic stepper motors have been
specially developed to drive the system. Optical sen-
sors send the position signals to the control unit that is
located outside of the MRI device.
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Fig. 70.5 Robitom, MRI-compatible biopsy robot (For-
schungszentrum Karlsruhe, after [70.12])

Fig. 70.6 MrBot, MR-compatible robot for biopsies and
therapies (Urobotics Lab, Johns Hopkins University,
Baltimore)

Fig. 70.7 MrBot. Motor design for controllable, precise,
and safe pneumatic actuation therapies (Urobotics Lab,
Johns Hopkins University, Baltimore)

Positioning accuracies in the submillimeter range
and magnetic field compatibility of up to 7 T have been
achieved. The tip of a needle can be positioned with
accuracy ≤1 mm.

70.3.5 Commercial Active Holding
and Guiding Systems

Presently, two approved active holding and guiding sys-
tems are still commercially available, namely FreeHand
(formerly EndoAssist) by Prosurgics (formerly Arm-
strong Healthcare, UK) and LapMan by MedSys s.a.,
Belgium. In FreeHand, the camera is controlled by
the head; i. e., after activating head control by a foot
switch, the camera follows the movements of the head
(Fig. 70.8).

LapMan is controlled via an input unit on the in-
strument of the surgeon. Both systems are not provided
with a mechanical forced guiding system, i. e., they can
be positioned arbitrarily in space. The invariant point
around the puncture point in the abdominal wall is
maintained by software control. In principle, the kine-
matically specified mechanical invariant point and the
software-controlled invariant point are equivalent.

Figure 70.9 shows a camera guiding system from
Medsys s.a., Belgium. Here, the invariant point is ad-
justed and maintained by software control. The system

Fig. 70.8 Control unit of the FreeHand system, attached
to the head of a surgeon by a rubber band (Prosurgics Ltd.,
Bracknell)
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Fig. 70.9 LapMan camera guiding system (Medsys s.a.,
Belgium)

Fig. 70.10 The da Vinci telemanipulation system (Intuitive Surgi-
cal, Sunnyvale, CA)

is controlled manually via a special operation unit that is
located directly on the instrument handle. The system is
controlled by the index finger directly on the instrument
handle.

70.3.6 Commercial Telemanipulators

The only telemanipulator system still available on the
market is presented in Fig. 70.10.

This system was developed specially for cardiac
surgery. In the meantime, it has been applied as a tele-
manipulation system in various fields of endoscopic
surgery (e.g., abdomen, urology, head). Development
work started in 1995. The system has been used clin-
ically in Germany since as early as 1999. Worldwide,
more than 1000 systems have been installed. In Ger-
many, the system is used, e.g., at Leipzig, Berlin,
Dresden, Frankfurt/M., Hamburg, and Munich. First,
bypass operations as well as cardiac valve operations
were executed in a minimally invasive manner using
this system. In the meantime, operations have been per-
formed in the fields of urology (prostate resection),
gynecology, and in the head and neck area. The sur-
geon sits in front of a panel not more than 8 m away
from the field of operation. Via screens, he is shown
a three-dimensional (3-D) image of the operation area
and can operate up to three flexible instruments and the
endoscope via two input devices. da Vinci is a closed,
integrated system that can only be used as a whole.

70.3.7 Commercial Surgery/Biopsy Robots

These systems are understood to be classical robots
applied for surgical precision work, for example, for
milling hip shafts. The robots move along trajectories
given prior to the operation and execute a program
step by step similar to computer numerically controlled
(CNC) machines.

Figure 70.11 shows ROBODOC, which was pre-
sented for the first time in 1992. It is applied to
precisely position hip prostheses. Apart from the robot,
this system also includes a planning system by means
of which the prosthesis is selected and the optimum
position of the prosthesis is calculated. Since 1994,
more than 12 000 operations have been carried out with
ROBODOC, most of them in Germany. In the begin-
ning, the thigh bone had to be marked with screws in
a first operation for exact calculation and online moni-
toring of the robot milling work. The new system does
without marking, which reduces strain for the patient as
no previous operation is required.
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Fig. 70.11 ROBODOC operation robot (Curexo Technol-
ogy Corporation, Fremont, CA)

Since 1996, CASPAR from ortoMaquet has been
used in Germany. In terms of tasks and functionality,
this system largely corresponded to the ROBODOC
system. In addition to hip joints, knee joints could be
operated with CASPAR. In the meantime, production
of CASPAR has been stopped.

In Germany, SurgiScope from Jojumarie was mainly
used at university hospitals and as an auxiliary system
for precision work in the ear–nose–throat area [70.13].
The system was tested clinically for such work. In partic-
ular, it was applied for microscope guiding, for guiding
the biopsy needle or endoscope, and as a drilling and
screwing assistant. In addition, a novel type of radia-
tion treatment was tested using this system. It was used
for precise positioning of so-called radioactive pellets,
e.g., in prostate resection, using which the existing tu-
mor should be damaged specifically by radiation. In the
meantime, the system has been removed from the market
and is mainly used for research purposes.

Figure 70.12 shows the Innomotion system, which
was the first commercially available assistance system
for use directly in the magnetic resonance tomograph
(MRT). The system was developed by Forschungszen-
trum Karlsruhe in cooperation with Professor Melzer
and the industrial partner Innomedic GmbH [70.14–16].

The system was the first CE-approved MRT-com-
patible system worldwide in 2005. It was mainly
applied for percutaneous, image-supported pain therapy
of various organs such as the liver as well as of the
spinal column, etc.

This precision system interacts directly with the
planning software and the tomograph. It is worked on
operating the system online with the MRT, i. e., the
image sequences can be evaluated and implemented
directly by the assistance system by the direct ex-
change of information. This allows for operation under
direct image navigation. Precision of the intervention
is increased. All materials applied are MRT compati-
ble. Special optical sensors and pneumatic drives have
been developed specifically for this system. The pneu-
matic actuators (pressurized air-controlled cylinders)
are the first of this type worldwide and can be posi-
tioned exactly along their trajectory with an accuracy
of 0.1 mm. Due to the use of MRT-compatible ma-
terials, interference with the assistance system during
image acquisition is minimized considerably. In 2008,
Innomedic was acquired by Synthes, USA, and Innomo-
tion is now offered for research purposes only.

Another system of this type is B-Rob-II from the
Austrian Center for Medical Innovation and Technology
(ACMIT), which is presently available as a prototype
only.

Under ultrasonic or computed tomography (CT)
control, this system can execute biopsies (Fig. 70.13).
The needle positioning unit is controlled on the basis
of images and achieves precision ±0.9 mm. The needle

Fig. 70.12 Innomotion, MRT-compatible assistance sys-
tem (Innomedic GmbH, Philippsburg-Rheinsheim, Ger-
many)
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unit can be sterilized and used several times. The sys-
tem is designed in a modular manner and planned to be
used in various clinical fields.

Fig. 70.13 B-Rob-II (Austrian Center for Medical Innova-
tion and Technology, Austria) �

Fig. 70.14 AcuBot (Johns Hopkins Medical Institution,
Baltimore)

Another system to position needles under direct
imaging is AcuBot from Johns Hopkins Medical Insti-
tution, USA (Fig. 70.14) [70.17].

The user interface is a 15-inch touchscreen moni-
tor in connection with a two-axle joystick and another
operation panel. The accuracy of needle positioning is
>1 mm. The needle application unit is permeable to
x-rays, so that it can be used directly in the CT.

70.4 Medical Applications

In abdominal surgery (e.g., cholecystectomy, prosta-
tectomy) and in general endoscopic surgery, simple
systems, such as camera guiding systems, are certainly
applied most frequently. These systems supply a calm,
tremor-free image. The camera is guided directly by the
surgeon, so an additional assistant is not required as
a cameraman.

If instrument holding systems to hold simple instru-
ments such as forceps in a fixed position and to adjust
them are used in addition to the endoscope guiding
system, the surgeon can execute the operation largely
alone, with the assistance of a surgical nurse only. So-
called solo surgery is feasible [70.18].

Compared with manual surgery, robot systems
allow for more exact surgical operations in, e.g., or-
thopedics (hip prostheses, knee operations), but also in
otolaryngology (jaw and face surgery). The hip robot

can mill out the thigh bone much more exactly than
the surgeon. As a result, the prosthesis has a fitting ac-
curacy of more than 90% compared with the manual
method with about 30% contact area. Use of bone ce-
ment to support the connection between the implant and
the bones can be reduced.

In neurosurgery, these exact machines are mainly
used for precise guiding and holding of highly fili-
gree operative instruments and cameras. The very high
accuracy of the robot systems is combined with sim-
ple tasks, such as holding functions. The neurosurgeon
profits from the robot interface to the planning soft-
ware, such that exact positioning is accomplished on
the basis of image data. This is of particular interest in
neurosurgery. For example, Innomotion might be mod-
ified to such a system by Innomedic GmbH, Germany.
Apart from endoscopic cameras, also instruments might
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be held and guided precisely. Accuracies of better than
1 mm are needed and feasible.

Use of telemanipulation systems enables the sur-
geon to perform much more precisely finer and more
exact operation steps than conventional endoscopic in-
terventions. In this connection, bypass operations in
cardiac surgery and prostatectomies in urology have
to be mentioned [70.19]. The highly traumatic classi-
cal open operative methods used to date can now be
performed endoscopically using these precise manipu-
lators. This is of great advantage to patients.

Generally, telemanipulation systems have the fol-
lowing features:

• Movement sequences can be scaled; for example,
a movement of 10 cm given by the surgeon can
be converted into an instrument movement of, e.g.,
1 cm. More exact actions are possible.• Movement tremors are filtered out. Tremors are
eliminated, safety is increased.

• Indexing is possible. The surgeon can choose an
optimum working position and does not have to op-
erate in a tense posture according to the position
of the working instrument. Optimal ergonomy for
the surgeon is achieved, and fatigue-free operation
becomes possible.• It is possible to choose among various coordinate
systems. It is possible to control the instruments in,
e.g., world coordinates, instrument coordinates or
screen coordinates. Depending on the application
and the preference of the surgeon, the most favor-
able control method is selected.• Forces can be measured at the instrument tip and
transmitted to the surgeon at the operating unit.

Frequently, endoscopic instruments were developed
for operations that had been carried out convention-
ally until that time. These so-called spin-offs allow for
simple endoscopic interventions with novel minimally
invasive surgery techniques.

70.5 Technical Aspects

Use of teletechnologies requires rethinking and fa-
miliarization [70.20]. The physician has to acquire
technical understanding. Not only medical but also
technical staff is required in the operation theater. An
acceptance threshold has to be overcome, if the physi-
cian is no longer in direct contact with the patient,
but only via telecommunication systems. In addition,
a psychological inhibition threshold may result from
a robot or a telemanipulator replacing the physician at
the operation table and executing the intervention. It is
necessary to communicate to the patient the advantages
of the use of such technology. On the other hand, the pa-
tient has to trust in a physician being also present at the
operating table to monitor the operation.

Such a system already exists in patient monitoring.
Figure 70.15 shows the RP-7 from InTouch Technolo-
gies, USA. It is used to bring the physician to the patient
via telecommunication lines (mainly the Internet). Via
camera and screen, the patient can communicate with
the physician and the physician sees the status of the
patient. Direct presence is no longer required. The con-
trol and examination of wound healing can take place
via such telenetworks all over the world.

Figure 70.16 shows that not only image and sound
are transmitted to the physician but also vital param-
eters. The simplest control unit of the RP-7 platform

is a normal laptop. Via the integrated web camera,
the patient can see the physician during the ward
round.

Robot and manipulator systems for use in surgery
are associated with special requirements on integration
in static and dynamic structures of operation theaters at
hospitals. A number of concepts have been developed
for retrofitting at existing installations and fitting at new
constructions specially tailored to the needs of robots.
Some of these requirements shall be outlined in detail
below.

Construction requirements include sufficient space
for rapid and easy coupling of the manipulator system
to the operation table, possibly a vibration-free floor,
and/or suspension from the ceiling. The operation unit
must be installed such that direct view of the patient and
the manipulator system as well as of other information
(anesthetic data, etc.) is given, if required.

The operation staff has to undergo special training
for handling of the devices and elimination of prob-
lems possibly occurring during operation. In addition,
a technician has to be present for proper installa-
tion and operation of the system and correct detection
and elimination of problems in due time. The inter-
disciplinarity of the operation staff is increased. The
surgeon is required to have a certain technical un-
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Fig. 70.15 RP-7
mobile robotic
platform
(InTouch Tech-
nologies, Santa
Barbara, CA)

derstanding. He has to undergo extensive training to
learn how to operate the master unit and the complete
telemanipulation system, and to familiarize himself
with the additional functionality that differs consider-
ably from conventional operations. The operation unit
should be operable in an intuitive manner, but the sur-
geon has to familiarize himself with various settings
that are not relevant in other cases (e.g., selection of
the coordinate system, scaling, device assignment). This

a)

b)

Fig. 70.16a,b Remote presence with mobile robotic plat-
form. (a) Doctor’s office, (b) remote patient (InTouch
Technologies, Santa Barbara, CA)

will ensure correct, safe, and rapid action in critical
situations.

Hence, simulators and trainers are needed. Simi-
lar to flight simulators, use of training and simulation
systems for telesurgery seems to be reasonable for con-
tinuous training of surgeons [70.21].

70.6 Outlook

It was demonstrated by the development and long-term
testing of ARTEMIS as well as by the commercial

surgical telemanipulators and robots applied mean-
while that use of teletechnologies in the operation
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theater results in a number of advantages. They in-
clude:

• Improved image quality by the use of endoscope
guiding systems• Improved operation quality by the more exact
guiding of the instrument with the help of telema-
nipulation systems• Improved operation quality by a fatigue-free, more
ergonomic posture• Improved operation quality by the integration of a 3-
D viewing system.

Nevertheless, some major objectives remain to be
achieved:

• Modular and flexible design of the system• Flexible and easy-to-exchange instruments or mul-
tifunctional instruments• Adaptation to telesurgery needs• Various application options in all relevant surgical
disciplines• Wider usability in special environments, e.g., CT
and MRI.

System modularity will not only refer to mechani-
cal components, but also to the software. Modularity of
the software system can be achieved by a distributed,
object-oriented, real-time architecture. Multi-agent sys-
tems are designed in terms of both software and
hardware. An open system structure will allow for in-
tegration of various master and slave systems.

Apart from telemanipulation proper, other teletech-
nologies will be integrated in the telepresence system to
support teleconsulting and teleplanning. Applicability

in various disciplines will continue to be a prerequisite
for economic acceptance of such systems.

Use of teletechnologies in surgery will increase.
However, they will not be applied in all areas tested. Of-
ten, only one operation will be carried out for the press
to report that

surgeon A was the first to perform operation B with
the help of robot system C. However, there will not
be any successors, as the execution of such an op-
eration B with a robot system has more drawbacks
than advantages. . . ,

or it will take a long time until such operations will
be performed widely. During the coming years, some
hospitals will have to act as pioneers to identify the
potential but also the limits of telesurgery. It will prob-
ably take several years until such systems will be
used throughout Germany. The costs (often more than
one million euros) as well as limited functionality are
obstacles.

The successes achieved in the use of telemanipu-
lation and robot systems in surgery demonstrate that
such systems have a justified position in medicine and
can be used reasonably. Nevertheless, there is need for
further research and development. Applications can be
extended. Modifications and further developments of
the systems are required. If necessary, medical proce-
dures have to be adapted to the possibilities of robotics.
Entirely new operative techniques that are not feasible
with purely manual operation will have to be tested.
Close cooperation between engineers and physicians is
required.
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Incubators71. Incubators

Guenther Braun, Roland Hentschel

This article describes fundamental information

about neonatal incubators which are typically

used on intensive care unites (NICU). In a short

abstract the historical development is described.

State of technology is specified and also unsolved

questions identified. Depending on the intended

use different incubator types are shown. In addi-

tion to the functions of a neonatal incubator also

risks of incubator therapy will be presented.
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71.1 Historical Background

Incubators are used to stabilize and maintain the ther-
mal balance in premature and newborn babies. In the
year 1907 the pediatrician Pierre Budin described in his
book The Nurseling the connection between mortality
and rectal temperature. Newborns whose rectal temper-
ature was warmed to 36–37 ◦C reached a survival rate of
77%, however in babies with rectal temperature between
32.5 ◦C and 33.5 ◦C the survival rate was only 10%.

It is assumed that incubators were used by the Egyp-
tians as early as 200 AD. In the year 1947, a specially
designed incubator was launched onto the market by the
American physician Chapple. This incubator was the
forerunner of present-day incubators, including a trans-
parent acrylic glass cover, a bacteria filter for air intake,
an integrated air circulation system, air humidification,
and an alarm device against overheating, which was first
put into practice in this model [71.1].

Premature babies are not capable of maintaining
their thermal balance independently [71.2]. The ratio
of body surface to body volume of a newborn is 2.7

times higher than that of an adult. In neonates with birth
weight of 1000 g the ratio is 4 times higher.

Loss of warmth can occur basically in four ways:

1. Heat conduction by release of heat to the mattress
2. Convection (cooling by airflow)
3. Evaporation from the skin
4. Thermal radiation from babies to the surrounding

area.

Loss of warmth is reduced by vasoconstriction. By
increasing vessel resistance, the extremities are cooled
first, before the body temperature falls. Comparison be-
tween body temperature and peripheral parts of the body
enables an early indication of thermal imbalance [71.3].

Only newborn children have brown fat tissue, which
lies between the shoulder blades, behind the heart and
the large vessels. These energy reserves have limited
ability to maintain normal body temperature. Newborns
are also not capable of producing warmth by increasing
muscle activity (shivering). Due to their thin skin, more
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liquid is lost by evaporation from premature babies than
from mature newborns.

Cold stress must absolutely be avoided for the fol-
lowing reasons:

• Less intake of oxygen, e.g., with a negative influ-
ence on the development of the lungs due to insuffi-
cient surfactant production. Hence, breathing prob-
lems could develop, which would have to be com-
pensated by artificial respiration.

• Metabolism will be influenced negatively, e.g., hy-
poglycemia or metabolic acidosis (too low pH). The
risk of pathological jaundice (icterus gravis) is in-
creased.• Increased danger of infection.• Negative effect on growth.

It is therefore necessary to keep the core temper-
ature constant and dehydration through perspiration at
a minimum.

71.2 Construction and Function of an Incubator

Incubators create a microclimate, which can differ con-
siderably from the surrounding air. In this microclimate,
temperature, humidity, and oxygen content can, up to
a certain limit, be regulated individually. Furthermore,
the incubator isolates the patient in terms of protection
from pathogens which could be transferred via the air.

As a rule, incubators are designed for body weight
up to 5 kg. The user can adjust the height as well as
the inclination of the mattress. This allows good er-
gonomics and easy access to the patient by nursing staff.
The incubator can also be lowered to allow for optimal
mother–child contact.

71.2.1 Temperature Regulation

The incubator sucks in room air via an exchangeable
air filter. The room air is heated by a heating element,
which has a fan in the middle. The warm air is con-
ducted via a ventilation shaft along the long sides of the
incubator to the patient. As a result, a shield of warm
air is formed. This shield reduces the cooling of the in-
cubator when it is open. As a rule, the air is released at
the front end. The air temperature is measured by sev-
eral NTC (negative temperature coefficient thermistor)
sensors. The challenge for the manufacturer is to create
a draught-free, homogeneous atmospheric environment.
The fan (aerator) has to meet special requirements, e.g.,
it has to run as silently as possible, to avoid stress and
the danger of hearing damage to the patient. Incubators
run at operating noise of less than 50 dB(A). In future
developments, the goal is to lower this noise level even
further.

The user has two possibilities to control the temper-
ature of the incubator:

1. Air temperature regulation: The user chooses a suit-
able air temperature. The temperature is measured

by means of a temperature sensor in the incubator
and compared with the set level (point).
The set temperature in the incubator is thus kept
constant. If the actual temperature differs from the
set temperature, the user will be informed by an
alarm signal. As a rule, the alarm limit is ±1.5 ◦C
from the set level (point).

2. Skin temperature regulation: The user places a skin
temperature sensor on the thorax, and a second one
can be attached to the extremities. The desired tem-
perature on the thorax is set by the user.
The incubator regulates the air temperature de-
pending on the skin temperature. If the actual
temperature differs from the set temperature, the
user will be informed by an alarm signal. As
a rule, the alarm limit is ±0.5 ◦C from the set
point.

Incubators are not capable of cooling. At high
outside temperatures and with large babies, the set tem-
perature cannot be maintained. The temperature can,
depending on the type of incubator, be set from 20 ◦C
to 39 ◦C at 0.1 ◦C intervals.

71.2.2 Regulation of Humidity

Two construction principles are used to create moisture:
either water is evaporated over a heater and then, after
cooling, passed into the incubator, or it is created over
a heated washbasin in the incubator cell. Humidity is
measured using capacitive components.

Moisture is necessary not only to maintain the ther-
mal balance of the baby but also to moisten the mouth,
nose, and throat. The relative humidity can usually be
set between 30% and 99%.

The user has, depending on the model, two possibil-
ities to control the humidity:
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1. Manual humidity regulation: The user chooses
a suitable relative humidity. The relative humidity
is measured by means of a humidity sensor and
compared with the set level.

2. Automatic humidity regulation: In the automatic
mode the relative humidity will be increased at
higher air temperature.

Depending on the temperature, air can hold differ-
ent levels of humidity, so that when dropping below
a critical temperature accumulation of condensation oc-
curs, whereas at higher temperatures, moisture can be
absorbed.

As a result of the ratio of the outside temperature
to the high inside temperature, there is the danger of
condensation accumulating on the incubator glass. This
may limit the possibility to monitor the baby. The effect
is increased when humidity > 70% is chosen. Numer-
ous manufacturers offer optional interior glass for better
isolation. In practice, these have not become well es-
tablished, especially because condensation between the
two glass panels cannot be wiped away by nursing staff
without great effort.

Incubators are not capable of drying air. If a hu-
midity set level is chosen which is lower than the
surrounding air humidity, the actual value achieved will
never be lower than the surrounding humidity.

71.2.3 Regulation of Oxygen

As an option, with all equipment available on the mar-
ket, the air can be oxygenated. The air, depending on

the construction of the incubator, can be oxygenated up
to 70 vol. %.

With stationary incubators the oxygen is supplied
via the central gas supply. With transportable incuba-
tors for ambulance or helicopter transport, operation
is possible via the central gas supply as well as from
gas bottles. The oxygen in the incubator is measured
by fuel cells, which are applied also in long-term res-
pirators. Due to the potential danger of a wrong dose
of O2, O2 testing is designed to use two measuring de-
vices. The signals from two fuel cells are compared with
each other. If the values differ considerably from each
other, the fuel cells can be automatically or manually
calibrated by the user.

71.2.4 Scales

Not only body temperature but also body weight is
an important diagnostic parameter in neonatology. To-
day’s technology implements scales into the incubator.
In this way, cold stress is avoided for the newborn
when it is weighed in compartment air in the in-
cubator instead of on conventional scales in room
air.

71.2.5 X-ray Drawer

To make handling of necessary x-rays easier, in newer
incubator models a drawer is built in under the mat-
tress. Common x-ray cassettes can be inserted into this
drawer. In this way, the newborn is not laid down di-
rectly onto a cold, hard x-ray plate.

71.3 Incubator Models

Incubators are basically divided into three type of
models.

71.3.1 Stationary Incubators

These are used for long-term care of premature and
newborn babies in recovery rooms and intensive care
units (Fig. 71.1).

71.3.2 Transport Incubators

These are used for in-house transport from the de-
livery room to the pediatric intensive care unit or for
transfer to other clinics by vehicle or helicopter. The

latter incubators have their own electricity supply via
accumulators as well as a gas supply via gas bot-
tles. In the hospital or in the vehicle the equipment
can be supplied with energy via the 220 V network
and via the central gas supply, in order to save the
mobile energy supply. Incubators mounted on a chas-
sis with vibration absorbers are adapted to a standard
retractable carriage (gurney). Due to limited space
during transport, e.g., in helicopters, as well as the
short transport times, the humidification option is not
available in these devices. Intensive care transport
incubators are equipped with a respirator, a patient con-
trol monitor, a syringe pump, and a suction device
(Fig. 71.2).
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Fig. 71.1 Stationary incubator (courtesy of Draeger)

Fig. 71.2 Transport incubator with gurney (courtesy of
Draeger)

71.3.3 Special Incubators

For examinations in magnetic resonance imaging
(MRI), there are nonmagnetic transportable incubators,
which can be inserted into the MRT. With this appara-
tus, air humidification and artificial ventilation are also
possible as well as being fitted with a pulse oximeter for
monitoring the patient. The apparatus is also suitable for
thorax and brain examinations.

The problem of in-house transportation can be con-
siderably simplified by a novel transport concept. Until
now, for therapy each baby had to be looked after in
a reanimation unit, then transferred in a transport in-

Fig. 71.3 Incubator for in-house transportation with dock-
ing carriage (courtesy of University Hospital Freiburg and
General Electric Company)

cubator from the delivery room or the sectio-op to
the children’s ward to the place of treatment. This
means repeated relocation (shifting) and therefore cold
stress for the newborn, as well as the danger of unin-
tended manipulation of infusion and respiration tubes
(Fig. 71.3).

Usually, newborns are initially treated in reani-
mation units, i. e., a warming bed with a heated gel
mattress and an integrated radiant heater (radiator). Af-
ter stabilization in the delivery room, patients are often
transferred to intensive care within a few minutes. Ba-
bies are not transferred to stationary incubators until
they are in the intensive care unit. So, patients are
relocated twice at room temperature and experience
cold stress. The reanimation unit and the transport in-
cubator must go through a time-consuming upgrade
process. To improve this situation, a stationary incu-
bator with an integrated heat radiator is connected
to a docking carriage (trolley). Thus, this incubator
can be used as an initial reanimation unit. On the
docking carriage (trolley), all the necessary relevant
equipment can be found for an intensive care unit:
respiration equipment, aspiration (suction, extraction),
patient monitor, syringe pumps, and a hand anesthe-
sia bag. The docking carriage (trolley) is equipped with
O2 and pressurized air bottles to ensure breathing dur-
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ing transport. The trolley is connected to the incubator
without using tools. After arrival at the neonatal in-
tensive care unit, the trolley is then connected directly
in the intensive care room to carry on with therapy

using the ward’s equipment. Using this concept, cold
and shifting (relocation) stress can be minimized (re-
duced). Resources are saved, and handling by staff is
facilitated.

71.4 Risks of Incubator Therapy

71.4.1 Temperature

As described above, stabilization of body temperature
of newborns is of great importance. Therefore, tightly
controlled temperature monitoring is indispensable. For
newborns, the rectal temperature is measured every 2 h.
If the baby is thermally stable, the cycle can be ex-
panded to 4 h. If the baby cools, it is called hypothermia.
If the child is warmed by the incubator to over 37 ◦C, it
is called hyperthermia.

As a result of increased liquid loss due to hy-
perthermia, electrolyte dysfunction can result. Fur-
ther outcomes are hyperventilation and tachycardia.
In thermostable children, skin temperature correlates
very well with body temperature. Therefore, use of
the skin temperature regulation operating mode sim-
plifies the suitable choice of temperature by the
user.

On no account should skin temperature regulation
be used for children who are in a state of shock, because
in this situation unintentional hyperthermia could occur.
Also for babies with fever, skin temperature regulation
is only to be used with great care, because in this case
the skin temperature is higher than the body tempera-
ture. Very early premature babies experience extreme
perspiration, resulting in high fluid loss, in the first days

of life. A further exception is the patient experiencing
shock, or skin – surface temperature due to infection,
which will cause unreliable readings on the incubators
skin temperature monitoring.

71.4.2 Oxygen Therapy

Oxygen treatment can pose a high potential risk for
incorrect dosage. Therefore, when administrating O2,
arterially measured O2 partial pressure must be deter-
mined. With O2 therapy it is indispensable to monitor
the patient continuously with a pulse oximeter or
a transcutaneous O2 probe. If there is undersupply
(hypoxemia), then there is the danger of respiratory
insufficiency resulting in apnoea. Continuous undersup-
ply of O2 can cause brain damage.

Overdose of O2 (hyperoxemia) in premature babies
before the 39th week of gestation can lead to serious eye
damage. It can even cause retinal detachment, a very
serious retinopathy.

Oxygen is associated with the danger of explosion
and fire hazard. Therefore, for safety reasons, after
disinfecting the hands, one should wait until the dis-
infectant has dried. For this reason no disinfectant or
inflammable liquids such as alcohol or benzine should
be put in or on the incubator.

71.5 Hygiene

Due to the warm climate and high humidity, an incu-
bator is an ideal breeding ground for germs, leading to
an additional risk of infection for the newborn. There-
fore, after terminating the treatment of a patient, or after
7 days at the latest, a new incubator must be provided

and the used incubator carefully cleaned and wiped with
disinfectant.

In particular, excessive build-up of condensation in
the interior of the chamber is a risk for early fungal or
bacterial contamination.
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71.6 Unsolved Problems

The following points should be given special consider-
ation in a newborn’s environment:

• Total reduction of noise, and the possibility to regu-
late light entering the chamber.• It should be noted that, although no limits on
electromagnetic fields in patient healthcare envi-

ronments have been reported, their effect on heart
rate and physiological functions will become an is-
sue [71.4].• A problem noticed in the field is international stan-
dardization of holders for patient gurneys. To ease
international patient transport it is desirable to im-
plement international standardization in the future.

References

71.1 H. Frankenberger, A. Güthe: Inkubatoren (TÜV

Rheinland, Cologne 1991)

71.2 K. Bauer, C.P. Speer: Pädiatrie (Springer, Berlin,

Heidelberg 2001)

71.3 H. Brück, P.A. Püschner: Thermomonitoring

(Drägerwerk, Lübeck 1996)

71.4 R. Antonucci, A. Annalisa, V. Fanos: The in-

fant incubator in the neonatal intensive care

unit: Unresolved issues and future developments,

J. Perinat. Med. 37, 587–598 (2009)

Part
G

7
1



1291

Surgical Sciss72. Surgical Scissors

Reiner Haag, Wilfried Storz

Scissors still represent an indispensable tool for

any surgical discipline, in medical practices no less

than in clinical departments. It is probably safe to

say that among all surgical instruments, scissors

are used the most frequently – prior, during, and

after the operation. Using scissors is extremely

easy, with the benefits being not only excellent,

but manifold and almost unlimited. In fact, there

is hardly any better universal alternative when it

comes to transecting or dissecting tissue or cutting

sutures or any other kind of auxiliary materials.

Yet in spite of the easy handling, the demands

made on the surgeon or nurses are very high and

complex as well – and they differ according to the

task at hand. This has led to the development of

a wide range of scissors that includes no less than

2000 different versions of the product.
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72.1 The History of Scissors

The question of where and when scissors were exactly
invented has not been finally solved to date, but there
are justified reasons to assume that the first scissor-like
devices came into use between 1300 and 600 BC.

72.1.1 Paired Knives

In their most primitive form, scissors consisted of
two matching knives whose cutting edges were sim-

Fig. 72.1 Paired
blades

Fig. 72.2 Paired blades

Fig. 72.3 Spring
bow scissors

Fig. 72.4 The chamber with surgical instruments of Brun-
schwig
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ply moved towards each other. As these paired
blades were not connected to each other, the user
had to work with both hands. The left hand held
and supported one of the knives from below while
the right hand guided the other, upper knife in
such a way that the cutting edges glided closely
past each other in a shearing or cutting motion
while the user applied moderate pressure (Figs. 72.1,
72.2).

72.1.2 End-Jointed Scissors

End-jointed scissors represented a further advancement.
They consisted of two blades that were hinged together
at their back ends by way of a bolt. Their use was rather
cumbersome, as the two blades had to be pressed upon
each other for cutting and subsequently had to be pulled
apart manually.

72.1.3 Bow Scissors

Compared with end-jointed scissors, spring bow scis-
sors (omega-shaped back end) represent a significant
improvement because they can be operated single-
handedly and open by themselves due to the mechanical
tension in the material. The first products of this sort
probably date back to 300 BC (Fig. 72.3).

72.1.4 Pivoted Scissors

As more and more experience was gained in steel pro-
cessing and user demands grew, pivoted scissors were
increasingly used from the 13th century. This, in turn,
led to new fields of use, not least in surgery. However, it
was not until 1497 when H. Brunschwig, in his surgery
book, presented a chamber full of surgical instruments,
among them a pair of scissors (Fig. 72.4).

72.2 The Function and Design of Scissors

Depending on their design and field of use, surgical scis-
sors are intended for transecting tissue, bones, organs,
dressing materials, and other medical supplies. More-
over, scissors are quite frequently used for dissecting and
manipulating certain tissue structures and organs, due to
the fact that they are extremely easy to handle and give
the surgeon a feel that provides valuable feedback infor-
mation, thus allowing vital conclusions to be drawn.

The fields of use and practical application of surgi-
cal scissors are highly varied and extremely complex.
This explains why there is such a multitude of different
types and variants to choose from. However, the basic
design is identical for all the different types of scissors
(Fig. 72.5). At the front or distal end there are the blades,
the shanks with the eye rings constitute the handle or
back end, and somewhere in the middle there is the pivot
or box lock.

When cutting with a pair of scissors, the tissue to be
severed is grasped with the blades. As the instrument is
closed, the cutting point travels along the blades from the
box lock to the tips. This is termed the action of a pair
of scissors. It is essential here that the mechanical ten-
sion between the two blades remains constant from the
middle of the blades all the way to the tips. A satisfac-
tory cut performance and quality cannot be achieved if
this requirement is not met.

The length of the cut depends on the length of the
shear blades and/or the length of the tissue seized by
the blades. It is important here that the cutting edges of
the blades are geometrically arranged in such a way that

a very acute crossing angle is obtained when closing the
scissors. This ensures that the tissue is cleanly transected
at each cutting point – and only there.

Tips (or points)

Cutting point

Cutting edge (bevel)

Shear blades

Pivot screw

Blade

Pivot/box lock
(screw joint)

Shanks

Eye rings
(ring handles)

Fig. 72.5 General main parts of a pair of scissors
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72.3 Materials

The most fundamental prerequisite for a high-quality
pair of surgical scissors is the use of high-quality, forged
steel satisfying EN ISO 7153-1:2000 requirements.

Commonly used steels include:

• 1.4117/X38CrMoV15 with a carbon content of
0.38%, a chromium content of 15% and a molyb-
denum content of 0.5%• 1.4034/X46Cr13 with a carbon content of 0.42–
0.50% and a chromium content of 12.5–14.5%• 1.4021/X20Cr13 with a carbon content of 0.16–
0.25% and a chromium content of 12–14%.

The following general rule applies: the higher the car-
bon content, the higher the hardness; and the higher the
chromium content, the higher the corrosion resistance.
The hallmark of hard-metal scissors is their gilded han-
dles. There are two ways of fabrication.

72.3.1 Soldering a Hard-Metal Inset
into the Cutting Edge

A hard-metal plate is soldered into the milled-out part
of the scissor blade. This plate is extremely hard. How-
ever, due to the three different metals involved that
occupy different positions in the electrochemical series,
potential differences can lead to corrosion as a result
of instrument reprocessing. Scissors with significantly
curved blades are difficult or even too costly to manu-
facture using this method.

72.3.2 Welding Hard Metal in Place

Stellite, a hard metal alloy with a carbon content of
2.4%, a chromium content of 33%, and a tungsten con-
tent of 13% is welded into the milled-out part of the
blade. Since this produces a hard weld, the scissor blade
must subsequently be ground in a complex and time-
consuming process. However, as only two materials are
involved in this case, it is easier to create strongly bent
blades.

72.3.3 Special Coatings

Hard-metal scissors featuring a special, super-hard coat-
ing are increasingly offered. Their surface hardness
(Vickers hardness, HV) ranges between 2000 HV and
5000 HV.

Commonly used materials for coatings are:

• AlTiN Aluminum titanium nitrite, anthracite-
colored• TiN Titanium nitrite, gold-colored• ZrO2 Zirconium oxide, grayish.

User benefits include:

• Increased life due to the extremely high surface
hardness• Due to their darker color, AlTiN scissors minimize
light reflections• Less friction due to superior surface reticulation
(cross-linkage); this results in smoother action and
facilitates cleaning.

72.3.4 Titanium Scissors

For special applications, e.g. in an open MRI envi-
ronment where antimagnetic materials are required, ti-
tanium scissors are an excellent choice. As titanium
is an amorphous material, however, the manufactur-
ing processes are significantly more complex and time-
consuming, so they have to be completely separated
from conventional machining processes. To take an ex-
ample: The use of grinding belts previously used for con-
ventional metal scissors would pose a risk of metal par-
ticles being ground into the titanium surface, thus lead-
ing to artifacts in the MR image in open MRI procedures
and, consequently, to poorer image quality. In the worst
case, the image would even be useless. Besides, the brit-
tle material shortens the product’s life, reduces cutting
performance and makes the opening and closing action
less smooth, compared with conventional scissors.

72.4 Manufacture of Surgical Scissors

The ease with which scissors can be used stands in
marked contrast to the complexities of the manufac-
turing process. The whole cycle is made up of many
single working steps. While machining is possible in
some respects, there is still a lot of manual craftsman-

ship involved in the process. Even today, the production
of high-quality scissors requires the skill of experienced
surgical technicians or specialized scissor makers. Of
course, their work is supported by advanced manufac-
turing technology. Nonetheless, precision working is
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a must in all production stages in order to achieve opti-
mum results. The following table provides an overview
of just the most important steps in the process, distin-
guishing between conventional manufacturing and an
advanced process based on robotics and CNC technol-
ogy (Figs. 72.6, 72.7).

72.4.1 Steps in the Production Cycle

Steps 1–6 of the preproduction cycle and step 1 of the
final production cycle are automated and standardized
parts of advanced manufacturing processes using robots
and CNC technology.

Optional Technical Features of Surgical Scissors

Preproduction:

1. Drill core hole
2. Mill joint area projection (box lock corner)
3. Mill shanks

Table 72.1 Technical variants of surgical scissors

Surgical scissors Description

Standard, without TC
(hard-metal inset)
(Fig. 72.8)

Low cost

With knife-type
grinding

Sharp, knife-type cut

With knife-type
grinding and bevel

Sharp and effortless, knife-type cut
Minimized traumatization

With knife-type
grinding, bevel and
microtoothing

Sharp and effortless, knife-type cut
Minimized traumatization
Prevents tissue slippage

With TC, soldered or
welded (Fig. 72.9)

Excellent edge retention

TC, with knife-type
grinding

Sharp, knife-type cut
Increased edge retention

TC, with knife-type
grinding and bevel

Sharp and effortless, knife-type cut
Minimized traumatization
Increased edge retention

TC, with knife-type
grinding, bevel and
microtoothing

Sharp and effortless, knife-type cut
Minimized traumatization
Prevents tissue slippage
Increased edge retention

TC, with serrated
edge

Excellent edge retention
Prevents tissue slippage
Increased edge retention as standard

With ceramic coating
(Fig. 72.10)

Long-term edge retention
Excellent gliding property
Glare-free surface
Easy to clean

Titanium (Fig. 72.11) Antimagnetic, thus MRI-compatible
Only half the weight of steel scissors
Effortless use, prevents fatigue

Fig. 72.6 Manufacturing of scissors in 1980

Fig. 72.7 Manufacturing of scissors in 2010

4. Prepare locations for hard-metal insets
5. Bend upper and lower blades
6. Tap lower shear blade and counterbore upper shear

blade
7. Align lower/upper blade
8. Weld lower/upper blade
9. Grind blades on outside and inside

Final production:

1. Grind eye rings on outside and inside
2. Mount/rough-grind
3. Check prior to tempering (hardening)
4. Wash (remove lubricants, etc.)
5. Tempering and annealing
6. Check hardness
7. Mount/prepare for polishing
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Fig. 72.8
Standard scissors

Fig. 72.9
Standard scissors
with TC

Fig. 72.10
Standard scissors
with ceramic
coating

Fig. 72.11
Standard tita-
nium scissors
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8. Polish
9. Check
10. Wash/electropolish
11. Stamp, break edges, brush box lock
12. Depolish, brighten handles
13. Wash
14. Finalize, sharpen bevel of lower blade

15. Check
16. Wash
17. Gold-plate eye rings
18. Wash
19. Letter
20. Passivate
21. Final inspection

72.5 Diversification Overview

72.5.1 Surgical Standard Scissors

This type of scissors is usually used for cutting auxiliary
materials needed for operations, e.g. dressing materials,
flexible drain tubes, and – mostly – sutures. However,
these scissors are also used for tissue transection in
many surgical fields. Standard scissors are routinely in-
cluded in almost all surgical instrument sets.

Types of Scissors

Standard scissors are medium strong to sturdy scissors,
in straight and bent-up design.

Basis Sturdy Models. Blade tip designs are:

• Pointed/pointed (Fig. 72.12)• Blunt/blunt (Fig. 72.13)

Fig. 72.12 Pointed/pointed blade tip design

Fig. 72.13
Blunt/blunt
blade tip design

Fig. 72.14 Blade tip design
pointed/blunt

• Pointed/blunt (Fig. 72.14)• The classic example blunt/blunt and bent-up, so-
called Cooper scissors (Fig. 72.15a,b).

Scissor Lengths

Various lengths of scissors are commonly at the disposal
of the surgeon. They cover lengths from 11 to 20 cm.

72.5.2 Surgical Scissors –
Dissecting Scissors

Field of Use

Dissecting scissors (Fig. 72.20) are frequently used in
surgical interventions – specifically where tissue needs
to be transected and dissected in the deeper regions
of the surgical site. Tissue cutting is done simply by
closing the scissors effortlessly, whereas dissection is
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a)

b)

Fig. 72.15a,b Blunt/blunt and bent-up scissors, so-called
Cooper scissors

Fig. 72.16 Sur-
gical scissors,
length 11 cm

Fig. 72.17 Surgical scissors,
length 16 cm

performed by spreading the blades repeatedly in a snap-
ping action. Blunt dissection (enucleation) is done with
the scissors closed.

Wrongly though, dissecting scissors are frequently
used also for cutting sutures during ligations. While
this is understandable from the point of view of conve-
nience (no need to exchange scissors), such use clearly
reduces edge life. Special ligature scissors are available
for cutting suture material.

Most Frequent Use

Mainly in soft tissue, abdominal and visceral surgery.

Types of Scissors

Medium-strong to slim, elegant, bent-up scissors,
straight dissecting scissors are seldom used.

Most Importantly Used

By Lexer and Mayo (Figs. 72.21, 72.22), Metzenbaum,
and Mayo-Stille. The best-known examples are the Met-
zenbaum scissors (Figs. 72.23, 72.24).

Typical Features

The hallmark of dissecting scissors are their rounded
tips and the round back of the shear blades. When
closed, these scissors must form smooth, round dissect-
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Surgical Scissors 72.5 Diversification Overview 1299

Fig. 72.18 Sur-
gical scissors,
length 18 cm

Fig. 72.19 Surgical scissors, length
20 cm

Fig. 72.20 Dissecting scissors

ing instruments without any edges or protrusions on the
blades. Another important requirement is their smooth

Fig. 72.21 Mayo
and Lexer scis-
sors

action ensuring an even cutting performance to give the
surgeon a perfect feel for the tissue to be divided.
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Fig. 72.22 Mayo
and Lexer scis-
sors

Fig. 72.23 Metzenbaum scis-
sors

72.5.3 Suture or Ligature Scissors

Field of Use

Once the wound has healed on the surface, the sutures
are removed using suture or ligature scissors. To this
end, the surface ligation is simply cut with such a pair
of scissors and anatomical or dressing forceps are then
used to pull out the sutures.

Fig. 72.24 Metzenbaum
scissors

Types of Scissors

An important feature is the slim design of one of
the blades to ensure that it can be easily slid under-
neath the ligation to cut the suture without applying
any pressure to the postoperative scar or tension to
the suture. Some models feature a suture groove at
the distal end of one of the cutting blades. This
prevents the suture from slipping off the scissor
blades. Delicate, pointed-pointed scissors (similar to
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Fig. 72.25 Iris scissors

Fig. 72.26 Spencer scissors

Fig. 72.27 Spencer scissors

iris scissors) are also used sometimes for this pur-
pose.

Scissor Lengths

Various lengths of scissors are available from 9 to
15 cm.

72.5.4 Wire Cutting Scissors

Field of Use

For certain interventions (e.g. cerclages), flexible metal
wires are used as suture or fixation materials. To

Fig. 72.28 Northben scissors

Fig. 72.29 Northben scissors

Part
G

7
2
.5



1302 Part G Equipment and Tools

Fig. 72.30 Spencer ligature
sicssors

Fig. 72.31 Spencer ligature
scissors

cut such materials, short and stout scissors are re-
quired.

Typical Features

The shear blades are extremely short as they are exclu-
sively intended for cutting wires and not for providing
a clean cut through tissue or dressing material. Some
models include a wire cutter for secure grasping of the
wire and have angled cutting blades.

Scissor Lengths

Various lengths of scissors are available with lengths
from 10 to 16 cm.

72.5.5 Microsurgical Scissors

Microsurgical or microscissors are used across a wide
range of fields nowadays, including almost all spe-
cial disciplines (periodontology, endodontics, plastic
surgery, hand surgery, orthopedics, cardiac surgery,
vascular surgery, pediatric and neonatal surgery, gyne-
cology, urology, neurosurgery, and ophthalmology).

Every microsurgical operation – including tendon,
nerve and vascular suturing usually performed under
the microscope – requires precise, light-weight mi-

Fig. 72.32 Universal scissors

Fig. 72.33 Universal scissors

Part
G

7
2
.5



Surgical Scissors 72.5 Diversification Overview 1303

Fig. 72.34 Beebee scissors

Fig. 72.35 Beebee scissors

croinstruments perfectly fitting the surgeon’s hand for
ultrafine interventions.

a)

b) c)

Fig. 72.37 (a) Adventitia scis-
sors,(b) dissecting scissors,(c) toothed
scissors

Fig. 72.36 Microsurgical
scissors

Types of Scissors

Adventitia scissors have sharply pointed tips and
straight blades. They are primarily used for freshening
up and trimming structures that have already been pre-
pared by blunt dissection. Besides, they are used for
cutting fine sutures (>8/0). Dissecting scissors have
rounded tips (designed for blunt dissection) and curved
blades. They are used for severing nerves and vessels
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Fig. 72.38 Microscissors

Fig. 72.39 Microscissors

Fig. 72.40 Microscissors

Fig. 72.41 Coronary scissors

Fig. 72.42 Micro-Hegemann
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from surrounding structures (soft tissue, lymph nodes)
or from each other while leaving them fully intact.
Toothed scissors offer the best controlled cut including
the dissection of nerve tissue.

An important differentiation must be made between
microscissors with round handles and those with flat
handles. Round handles support the rotational move-
ment required when passing the needle through the
tissue. Nowadays, round-handle instruments are pre-
dominantly used.

Microscissors can be made of steel or titanium. Ti-
tanium scissors frequently have diamond-coated cutting
edges for increased edge life and significantly lower
weight.

Designs

Straight, bent-up, angled (with different angulation).

Important Users

Castroviejo, Micro-Hegemann, Barraquer, Vannas,
Yasargil, Jacobson.

a)

b)

c)

Fig. 72.43 (a) 25◦ angled coronary
scissors, (b) 45◦ angled coronary scis-
sors, (c) 60◦ angled coronary scissors

Scissor Lengths

Various lengths of scissors are available from 9 to
24 cm.

72.5.6 Vascular Scissors

Field of Use

Vascular scissors are used for cutting and dissect-
ing anywhere in the arterial and venous system of
the human circulation (peripheral, central, and coro-
nary vessels). In addition, they are suitable for cutting
sutures. Depending on vessel diameter, different mod-
els and designs are used, including microscissors.
Particularly long vascular scissors (Potts–Smith) are
also suitable for opening other ducts of the human
body (such as the biliary duct for removing gall-
stones).

Types of Scissors

A basic differentiation is made between adventitia and
dissecting vascular scissors. Adventitia scissors have
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a) b)
Fig. 72.44
(a) 90◦ angled
coronary scis-
sors, (b) 125◦
angled coronary
scissors

two pointed tips, while dissecting scissors have two
blunt tips. There are also models with a finely toothed
blade to offer an even better, more controlled cut in
certain situations.

Designs

Straight, bent-up, angled (with different angulation).

Important Users

Potts, Potts-Smith, De Bakey, Diethrich, Hegemann,
Favoloro.

Typical Features

Adventitia scissors have straight blades for an optimal
cut offering the smallest possible cutting surfaces. The
extremely fine tips are intended for high-precision trim-
ming without obstructing the surgeon’s field of view.
Dissecting scissors have ergonomically curved blades
to ensure that the surgeon can fully concentrate on his
task instead of the position of his hand. Safe dissection
is guaranteed by the rounded tips.

Scissor Lengths

From 13 cm to 24 cm.

72.5.7 Gynecological Scissors

Field of Use

Exclusive use on the internal female genital organs.

Fig. 72.47 Potts-Smith scis-
sors

Most Frequent Intervention

Hysterectomy (vaginal/abdominal total extirpation of
the uterus with or without adnexectomy).

Types of Scissors

Uterine scissors, parametrium scissors (also called hys-
terectomy scissors).

Fig. 72.45
Favaloro scissors

Fig. 72.46
Favaloro scissors
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Most Important Users

Sims, Siebold, Wertheim.

Typical Features

All in all these are very stout scissors with short,
bent-up blades. Both tips are always blunt. When

Fig. 72.50 Vascular scissors

Fig. 72.51 Vascular scissors

a) b) c)

Fig. 72.48 (a) 60◦ angled Potts–Smith scissors button ended,
(b) 60◦ angled Potts–Smith scissors, (c) 40◦ angled Potts–Smith
scissors

a)

b)

Fig. 72.49 (a) 25◦ angled Potts–Smith scissors, (b) Bent-up Potts–
Smith scissors

closed they offer a round tip for dissecting and spread-
ing.

The blades must be very short in relation to the
shanks because this provides the leverage required for
putting adequate pressure on the cutting edges. The
blades as such must be sufficiently thick to prevent their
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Fig. 72.52 Angled scissors

being pushed apart when transecting rough tissue (e.g.
in the parametrium), thus ensuring a clean cut.

Scissor Lengths

20–28 cm.

72.5.8 Gynecological Scissors
for Obstetrical Use

Fields of Use

For episiotomy to prevent perineal laceration/rupture or
facilitate surgical delivery. For cutting off the umbilical
cord (omphalotomy).

Fig. 72.55 Sims uterine scissors

Fig. 72.53 Angled scissors

Fig. 72.54 Gy-
necological
scissors
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Fig. 72.56 Sims–Siebold
scissors

Fig. 72.57 Episi-
otomy scissors,
Braun-Stadler

Fig. 72.58 Episiotomy scis-
sors, Waldmann

Fig. 72.59 Epi-
siotomy scissors,
Waldmann

Types of Scissors

Episiotomy scissors, umbilical scissors.

Most Important Users

Braun-Stadler, Waldmann, Busch, Schuhmacher.

Typical Features

Episiotomy scissors are sturdy scissors with bent (el-
bowed or lunated) blades to protect both the mother
and the baby against injury. The crescent-shaped blades
are designed for best adaptation to the skull of the
baby when inserting the scissors into the obstetric canal.
A clean and even cut in such rough tissue must be guar-
anteed as well.

Umbilical scissors are short, stout scissors which
are available in various designs all of which guar-
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Fig. 72.60 Episiotomy scis-
sors, Braun-Stadler

Fig. 72.62 Umbilical scis-
sors, Schuhmacher

antee a clean and safe transection of the umbilical
cord.

Fig. 72.61 Umbilical scis-
sors, Busch

Scissor Lengths

14–22 cm.

72.6 Handling and Care

Surgical instruments, including all surgical scissors,
may be used only for their intended purpose in the spec-
ified medical fields by adequately trained and qualified
personnel. It is the treating physician’s or user’s re-
sponsibility to select the appropriate models for specific
applications or surgical uses, provide adequate training
and information on the proper handling of the instru-
ments, and ensure sufficient experience in using them.

Prior to their first use and before each subsequent
use, as well as before returning them to the manufac-
turer for repair, maintenance, or service, the instruments
must be cleaned, disinfected, and sterilized in accor-
dance with standardized processing instructions derived
from a whole body of legal and normative provisions
(laws, regulations, standards, guidelines, and recom-
mendations).
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Surgical Scissors 72.6 Handling and Care 1311

It should be noted that proper processing and care
are essential for retaining the function and value of these
high-quality products – which constitute important ma-
terial assets for any hospital – over many years.

Important standards, guidelines and recommenda-
tions include:

• The joint recommendation issued by the Robert
Koch Institute (RKI) and the German Federal In-
stitute for Drugs and Medical Devices (BfArM)
on Hygiene requirements for processing medical
devices (Anforderungen an die Hygiene bei der
Aufbereitung von Medizinprodukten). It requires
a quality management and validated procedures for
processing reusable medical devices.• DIN EN ISO 15883 standard specifies and defines
the requirements for cleaning and disinfecting ap-
paratus (washer-disinfectors) and for validating the
processes used.• DIN EN ISO 17664 standard specifies the informa-
tion to be provided by the manufacturer with regard
to proper reprocessing of medical devices.

72.6.1 General Instructions

The processing cycle for medical devices generally in-
cludes:

• Preparatory work (pretreatment, collecting, pre-
cleaning, and dismantling where applicable)• Cleaning, disinfecting, final rinse, drying

Table 72.2 Highest value for contaminations in feed water

Substance/property Feed water

Evaporation residue ≤ 10 mg/l

Silicates (SiO2) ≤ 1 mg/l

Iron ≤ 0.2 mg/l

Cadmium ≤ 0.005 mg/l

Lead ≤ 0.05 mg/l

Rest of heavy metal residues
(except iron, cadmium, lead)

≤ 0.1 mg/l

Chlorides (Cl−) ≤ 2 mg/l

Phosphates (P2O5) ≤ 0.5 mg/l

Conductivity (at 25 ◦C/77 ◦F) ≤ 5 μS/cm

pH-value (degree of acidity) 5–7.5

Appearance colorless, clear, no sediments

Hardness (total of alkaline
earth ions)

≤ 0.02 mmol/l

Note: Compliance with limits should be checked using recog-
nized analytical methods

• Visual inspection for cleanness and perfect condi-
tion of the material• Care and repair• Functional tests• Labeling• Packaging, sterilization, release, and storage.

72.6.2 Materials Used in Scissor
Manufacturing

Apart from the standardized materials (DIN EN ISO
7153-1) used, which are described in a separate chap-
ter, there are a number of other parameters that should
also be observed during processing because they are im-
portant factors for retaining the value of the instruments
in the long term.

72.6.3 Water Qualities

Due to the high quantities required in the processing cy-
cle, water is an essential factor for achieving a good
cleaning result in any machine cleaning process. De-
pending on the type of items to be processed, the water
quality can adversely affect their long-term value reten-
tion, specifically as the overall salt content (evaporation
residue) of the water can lead to unwelcome deposits
on the processed goods, thus causing damage to the
material.

An unfavorable water composition, therefore, can
adversely affect both the process used and the appear-
ance and materials of the instruments. Consequently, the
water quality should be assessed and taken into consid-
eration from the start, i. e. when planning the sanitary
installations. For example, excessive chloride concen-
trations can lead to pitting on the instruments, while
other substances – such as silicates/silicic acids – can
cause discoloration (staining, spotting). In addition to
all the natural substances contained in the water, rust
may also be found in tap water. Rust is invariably
a result of corroded piping, forming deposits on the
instruments that subsequently lead to stains (extrane-
ous rust) and corrosion. This can be prevented by using
demineralized water for the final rinse!

The DIN EN ISO 15883-1 standard (item 6.4.2.2)
provides a list of parameters that should be checked and
assessed under any circumstances. DIN EN 285 (Ap-
pendix B, Table B1) specifies limit values for the boiler
feed water of a steam sterilizers. Such water quality can
be recommended for the final rinse of machine-based
instrument processing cycles. The values in Table 72.2
can be recommended for orientation.
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Fig. 72.63 For-
mation of rust
due to multi-
hour immersion
in physiological
saline

72.6.4 Preparation for Cleaning
and Disinfection

The first steps are already taken in the operating room
(OR). Wherever possible, residues of hemostatic, skin
disinfecting or lubricating agents, or acid medicines
should be removed before storing the instruments away
for reprocessing after use.

Stainless steel instruments should never be im-
mersed in physiological saline (NaCl solution) because
extended contact with this medium will lead to pitting
and stress-crack corrosion.

Formation of rust is due to multihour immersion in
physiological saline. The improper practice of throwing
off instruments after use is a source of damage, espe-
cially for scissors. Hard-metal scissors are particularly
critical instruments since their insets are very brittle, in
spite or because of their hardness. Improper handling
(e.g. allowing them to drop on the tips) can lead to loss
of the hard-metal insets (tip break-off or cutting edge
nicks). However, nicking cannot occur in scissors with
welded-on hard-metal edges.

It is important to store the instruments properly
on instrument trays suitable for machine cleaning.
Effective cleaning requires jointed instruments (such
as forceps, pliers, scissors) to be processed in open
conditions in order to minimize overlapping surfaces.
Microsurgical instruments such as microscissors must
be stored on special racks or using suitable supports for
proper fixation (Fig. 72.64).

72.6.5 Manual Cleaning
and Machine Cleaning

Machine cleaning should be given preference over
manual cleaning. In any case, effective cleaning is
a prerequisite for effective disinfection and subsequent
sterilization. Thermal disinfection should be preferred
over chemothermal disinfection methods. Standardized
cleaning and disinfection can best be achieved with
machine cleaning. The international standard EN ISO
15883, as well as national guidelines and recommen-
dations require the exclusive use of validated machine
cleaning processes.

72.6.6 Machine Cleaning
and Thermal Disinfection

For thermal processes, the disinfecting effect is usually
determined parametrically. To this end, the F value used
for sterilization with moist heat was translated into the
A0-value concept for thermal cleaning and disinfecting
processes using moist heat and as such integrated into
the DIN EN ISO 15883 standard. A disinfecting method
using moist heat is expected to guarantee that a defined
temperature maintained over a defined period of time
has a predictable lethal effect on vegetative microorgan-
isms. The appropriate lower temperature limit has been
set to 65 ◦C (149 ◦F).

The decisive criterion for defining the required tem-
perature impact is the heat resistance (thermoresistance)
of the vegetative microorganisms to be killed. This pa-
rameter is quantitatively expressed in the D value.

Fig. 72.64 Instrument tray for storing and fixing delicate
instruments
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Fig. 72.65 Machine processing pro-
gram with thermal disinfection
typically includes the steps shown
(after [72.1])

A0, the time equivalent (in s) given by the dis-
infecting process at 80 ◦C (176 ◦F) in relation to
a microorganism with a z value of 10 ◦ (50 ◦F).

Terms/Parameters

A Time equivalent (in s) at 80 ◦C, by which a de-
fined disinfecting effect can be achieved.

A0 value Killing power expressed as time equivalent
(in seconds) at a temperature of 80 ◦C that
is process-transferred to the product, for mi-
croorganisms with z = 10 ◦C.

Z value Temperature change (in K) required for
changing the D value by a factor of 10.

D value Decimal reduction value, the time (in min)
required at a defined temperature for killing
90% of a population of microorganisms.

The structure of the program to be used depends on the
(e.g. hygienic) performance requirements and the goods
to be processed (Fig. 72.65).

The following steps are processed with thermal dis-
infection:

1. Prerinse: Pure cold water (demineralized if avail-
able) to remove coarse soiling and foaming sub-
stances.

2. Cleaning and process chemicals: Warm or cold wa-
ter (demineralized if available); cleaning is normally
done at 40–60 ◦C (104–140 ◦F) for at least 5 min.
A differentiation is made between alkaline and
neutral cleaners. Neutral cleaning agents usually
contain nonionic, low-foam tensides, and products
with or without enzymes are used for this purpose.
If the recommendations of the vCJD Task Force
(see corresponding RKI guideline) are followed,

a cleaner solution with a pH-value higher than 10
must be used.
Should the water used contain excessive chloride
concentrations, this can cause pitting and stress-
crack corrosion on the instruments. Using alkaline
cleaners or demineralized water minimizes such
corrosion.

3. First intermediate rinse – warm or cold water:
Adding an acid-based neutralizer facilitates the re-
moval of alkaline cleaner residues. Even when using
neutral cleaners, it is advisable to use a neutralizer
if the water quality is poor (e.g. if the salt content is
high). This prevents the formation of deposits.

4. Second intermediate rinse: Pure warm or cold water
(demineralized if available), no additions.

5. Thermal disinfection/final rinse: Demineralized wa-
ter, with thermal disinfection carried out at tempera-
tures of 80–95 ◦C (176–203 ◦F) using an appropri-
ate exposure time according to the A0 concept (DIN
EN ISO 15883). Using demineralized water pre-
vents the formation of stains/spotting, deposits and
corrosion. If a final rinse agent is added to shorten
the drying time, make sure that it is both biocom-
patible and compatible with the instruments to be
processed.

6. Drying: Sufficient drying must always be ensured,
either as part of the automatic cleaning program or
by taking adequate measures. As concerns the pro-
cess chemicals used, it is mandatory to observe the
product manufacturer’s instructions regarding con-
centration, temperature, and exposure time. This is
important for obtaining best results while treating
the instruments as gently as possible. Automatic
liquid dosing devices must be controllable. Other
methods will not be discussed here.
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72.7 Inspection, Testing, and Care

Sufficient cleanness is a basic prerequisite for suc-
cessful sterilization. The instruments must be macro-
scopically clean, i. e., free from any visible residues
(to be verified by inspection). Critical areas such as
the handle structures, joints or jaw grooves, atraumatic
toothing in particular, need to be checked with special
care.

Care measures must be taken prior to performing
the functional checks. This requires the targeted ap-
plication of care agents to joints, box locks, threads,
and friction surfaces (e.g. of scissors, forceps, punches)
following careful cleaning and disinfection. As this pre-
vents metal-on-metal friction, it helps to prevent fretting
corrosion.

Requirements for care agents suitable for surgical
instruments are:

• Paraffin/white-oil basis• Biocompatible according to the valid European or
US pharmacopoeia• Approved for steam sterilization procedures and
vapor-permeable.

Instruments may never be treated with care agents con-
taining silicone, as this could lead to stiff action and
jeopardize the effectiveness of steam sterilization. As the
various instruments are designed for specific purposes
(e.g. scissors), inspections must be such that instruments
which no longer serve their purpose will be sorted out
reliably. If in doubt, appropriate inspection and test mea-
sures should be agreed upon with the manufacturer of
the product. Instruments that are returned to the manu-
facturer for repair must first be sent through the entire
cleaning and sterilization cycle for hygienic reasons.

72.8 Packaging

As a rule, medical devices must be sterilized in suitable
packaging (Figs. 72.66, 72.67). Instruments for use in
the OR are assembled as complete, intervention-specific
sets/trays and packaged as such. For thermostable in-
struments, steam sterilization should be preferred.

The purpose of packaging systems for terminally
sterilized medical devices is to enable sterilization, pro-

Fig. 72.66 Instrument tray according to DIN 58952-3,
loaded

Fig. 72.67 Reusable sterilization container according to
ISO 11607 and DIN EN 868-8

vide physical protection, maintain their sterility up to
the time of use, and allow for their aseptic place-
ment for use in the OR. The general requirements
applying to packaging for terminally sterilized medical
devices, including validation requirements for forming,
sealing, and assembly processes, have been defined in
the DIN EN ISO 11607 series. In addition, parts 2
to 10 of the DIN EN 868 series contain test meth-
ods and reference values for specific materials used
for preformed sterile barrier systems and for packaging
systems.
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72.9 Current Terminology

Sterile Barrier System

Minimum packaging that prevents the ingress of mi-
croorganisms and allows the product to be placed ready
for use in aseptic condition at the point of use.

Protective Packaging

Material configuration designed to prevent damage to
the sterile barrier system and its contents from the time
of assembly to the time of use.

Packaging System

Combination of sterile barrier system and protective
packaging

Sterile Barrier System + Protective Packaging =
Packaging System

Materials and (preformed) sterile barrier systems con-
sidered suitable (depending on the sterilization method
used) are:

• Paper bags, sealable transparent pouches, and reels• Plastic film constructions (composite foils)• Sterilization paper (smooth, creped)• Nonwoven wrapping materials• Form/fill/seal (ffs) processes• Packaging processes (e.g. four-side closure)• Reusable sterilization containers.

72.10 Steam Sterilization with Saturated Steam

Reference standards: DIN EN 285:2006+A2:2009 and
DIN EN ISO 17665-1 1:2006. The current standard
is a validated method of steam sterilization, usually at
134 ◦C (273.2 ◦F).

The sterilization and holding times are subject to na-
tional regulations and guidelines and, therefore, cannot
be defined globally. It is the operator’s responsibility
to ensure that the reprocessing/sterilization performed
with given CSSD equipment, materials, and personnel
achieves the desired results. This requires validation and
routine monitoring of the process.

Table 72.3 Suggested maximum values of steam impurities in steam sterilizers (after [DIN EN 285 (edition 2009-08)])

Table B.2
Steam condensate feed line

Steam condensate after contact
with sterilized products

Table B.1
Feeding water for steam generation

Evaporation residue – mg/l ≤ 30 mg/l ≤ 10 mg/l

Silicon dioxide ≤ 0.1 mg/l ≤ 0.1 mg/l ≤ 1 mg/l

Iron ≤ 0.1 mg/l – mg/l ≤ 0.2 mg/l

Cadmium ≤ 0.005 mg/l – mg/l ≤ 0.005 mg/l

Lead ≤ 0.05 mg/l – mg/l ≤ 0.05 mg/l

Rest of heavy metals ≤ 0.1 mg/l* ≤ 0.1 mg/l ≤ 0.1 mg/l*

Chloride ≤ 0.1 mg/l ≤ 0.5 mg/l ≤ 2 mg/l

Phosphate ≤ 0.1 mg/l ≤ 0.1 mg/l ≤ 0.5 mg/l

Conductivity
(at 25 ◦C)

≤ 3 μS/cm ≤ 35 μS/cm ≤ 5 μS/cm

pH-value 5–7 – 5–7.5

Appearance Colorless, clean, without
sediment

Clean, colorless Colorless, clean, without sediment

Hardness ≤ 0.02 mmol/l mmol/l ≤ 0.02 mmol/l

*Except iron, cadmium, lead

72.10.1 Steam Quality

The steam used for sterilization must be free from
impurities and must not adversely affect the steril-
ization process or damage the sterilizer or the goods
to be sterilized. To ensure this, the reference values
specified in Tables B.1 + B.2 of EN 285 (Ta-
ble 72.3) for the quality of the boiler feed water
and the condensate must not be exceeded. Noncom-
pliance can lead to corrosion due to rust particles
from the piping system, for example, or to instrument
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staining (discoloration) due to excessive silicic acid
content.

If humidity is retained inside packaging systems,
this can also lead to rusty instruments. Adequate mea-
sures to prevent residual humidity can be agreed upon
with the manufacturer of the sterilizer.

72.10.2 Release and Storage

Follow-up treatment after sterilization includes:

• Intermediate storage of the hot sterile items imme-
diately after removal from the sterilizer, to allow
them to cool down (half an hour is usually suffi-
cient)• Sorting of the sterile goods with inspection for
cleanness, dryness, and integrity (including packag-
ing and labeling)• Checking/assessing the sterilization result based
on the quality records of the lot documenta-
tion

• Sorting out and blocking sterilized items that fail to
meet the requirements• Release for use.

These tasks may only be carried out by authorized
personnel. Transport should be effected according to
commissioning requirements, but always with adequate
protection. It is recommended to use containers and
transport them in closed trolleys.

Proper Storage

A dust-free and dry environment is an essential require-
ment for protected storage of sterile goods and preven-
tion of corrosion damage. For the same reason, tem-
perature fluctuations should be avoided. The maximum
permitted storage period depends on the type of pack-
aging and the storage conditions. This means up to six
months for sterile supplies packaged in compliance with
standard requirements and stored in a dust-free room.
Storage beyond the expiration date – which has to be
determined by the user in each case – is not permitted.

72.11 Quality Characteristics

72.11.1 Material

A basic prerequisite for best quality is the use of
high-quality, forged steel satisfying ISO 7153-1-2000
requirements. The raw materials of reproducible high
quality should preferably be of German origin. Com-
monly used steels are 1.4117, 1.4034 and 1.4021.

72.11.2 Surface

An optimal surface treatment comprises several work-
ing steps:

• First, at least 0.3 mm of the surface of the blank
must be ground off to remove slag inclusions and
surface defects. This creates the basic conditions
needed for reliable resistance to corrosion.• This is followed by mechanical polishing and,
preferably, additional electropolishing.• Finally, the product receives its surface appearance
(mirror, matte, or glass bead-blasted finish).

To consistently meet the growing demands in the field
of instrument reprocessing (e.g. due to the use of high-
alkaline cleaners), a passivation step is increasingly
added, especially for high-quality instruments. This op-
timizes the chromium–iron ratio on the surface of the

instrument. The objective is to enrich the surface with
as many of the nobler chromium molecules as possi-
ble in order to improve the instrument’s resistance to
the chemical attacks typically encountered during re-
processing, thus enhancing its resistance to corrosion.

72.11.3 Form

The closed scissor tips must fit perfectly so cutting with
the tips is also possible. The fit of the two blades is good
in closed scissors if one covers the other exactly.

72.11.4 Action

Scissors should be easy to open and close, with the
blades gliding smoothly in place over each other. More-
over, their operation must be balanced to offer an even
and controlled cut over the entire length of the blades
(i. e. from the start of the cut, with the instrument wide
open, to complete closure). Blades with adequate hol-
low grinding on the inside support smooth action.

72.11.5 Eye Rings

The eye rings are the working surfaces for the fin-
gers. Their ergonomic shape should ensure pain-free
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Surgical Scissors 72.12 Future Developments 1317

and nonfatiguing handling even for extended periods.
The inside of the eye rings, in particular, must provide
a smooth, burr-free surface finish.

72.11.6 Quality of Cut

The material to be cut must be transected cleanly
and smoothly. No slippage may occur and the mater-
ial must not get squeezed between the blades, either,
so they must be sharp. The cutting performance is
supported or enhanced by the so-called bevel – i. e. ad-
ditional grinding (chamfering) of the cutting edge of

the lower blade. Ideally, the bevel should form an an-
gle of 75◦ relative to the cutting edge. An adequate
mechanical tension between the shear blades – ideally
as low as possible and as high as necessary – en-
sures a good cutting performance. Test methods differ
greatly, given the complex and diverse demands result-
ing from the different materials to be cut – ranging
from human tissues to sutures. For example, coarse sur-
gical scissors are performance-tested using multilayer
cotton material, whereas the cutting efficiency of del-
icate microsurgical scissors is verified with ultra-fine
latex.

72.12 Future Developments

72.12.1 Users

The high-quality scissors currently available on the mar-
ket offer very high quality standards. Nonetheless, the
requirements on surgical instruments continue to grow
as a result of the new and improved surgical techniques
being used. This trend is additionally fostered by the
cost and time pressure that also affects the operating
room, translating into a growing need for ever better
surgical instruments – more durable, precise, and func-
tional.

72.12.2 Industry

In the industrial sector, an enormous range of new op-
portunities for improving certain functions has been
developed in recent years. Innovations from the fields
of nano and coating technology, along with new mater-
ials such as ceramics, nitinol or carbon fibers, are bound
to gradually replace existing functions of surgical in-
struments over time – and most likely improve them as
well. This trend is enhanced by the potential use of new
manufacturing technologies.

A relatively recent example from the history of
scissors is the development of bipolar scissors. Apart
from the conventional cutting and dissecting functions,
bipolar scissors additionally offer a hemostatic func-
tion due to the simultaneous use of HF current. The
clinical advantage derives from the fact that no instru-
ment exchange is required, as the cutting, dissecting
and coagulating functions are integrated into a single
instrument. An additional benefit comes into play be-
cause users are already familiar with the instrument,
so there is no real need to change the accustomed
surgical technique. This saves the surgeon a lot of

time and besides, he can fully concentrate on his
task.

In terms of development and manufacture, com-
pletely new steps and methods were required to enable
the use of two current potentials at the distal end of
a pair of scissors as required for bipolar current applica-
tion. With the given constraints, this necessitated the use
of new insulation materials such as ceramics because
only with a ceramic cutting edge (coated or pure) was
it possible to fit the instrument with an insulating edge.
Its production, in turn, called for a completely new man-
ufacturing technique termed ceramic injection molding
(CIM) that requires relatively complex molds, but then
the resulting parts are always fully identical in size and
shape.

Consequently, the metal base body of the scis-
sors must always be fully identical as well. A perfect
form fit is particularly crucial where the ceramic ele-
ment is to be bonded to the metal body, as otherwise
a poor fit would lead to fracture of the element dur-
ing mounting. In addition, the whole process must
be well matched to the opposite scissor blade to en-
sure the smooth action of the instrument under slight
mechanical tension. In terms of controlled production
conditions, this can only be achieved if the scissors
or metal blades consistently have the same size and
shape – which also means that manual production steps
must be completely eliminated and all parts must be ma-
chined, ideally by robot-assisted CNC manufacturing.
Only this approach allows the meaningful production
of reproducible parts. While on the surface, the de-
sign of bipolar scissors needed just a few changes,
consistent implementation actually led to enormous
production process modifications requiring extremely
high investments.
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72.13 Bipolar Scissors

For some time now, bipolar scissors (Fig. 72.68) have
been used in almost all surgical disciplines. Preferred
fields of application in clinical use are (among others):

• Intestinal surgery (e.g. hemicolectomy, sigmoidec-
tomy)• Urology (e.g. prostatectomy)• ENT (e.g. neck dissection)

Bipolar scissors – working principle

Connecting cable

Bipolar connection

Connecting pin / cable

Insulated screw

Tissue Ceramic cutting edge

Blue insulation coating

Fig. 72.68 Bipolar
scissors – work-
ing principle

Multifunction

- Mechanical cutting
- Dissecting
- Coagulating

Coagulation
during cutting

Coagulation prior
to cutting

Spot / point 
coagulation

Area coagulation Fig. 72.69 Multifunction of bipolar
scissors

• General surgery (adhesions)• Gynecology (e.g. hysterectomy).

Outlook

Continued development will be of great importance,
with focus on specialized, indication-specific multifunc-
tional instruments. It will certainly be a challenge to
enhance the solidity and durability of the scissors while
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making their use still easier in daily practice. Moreover,
to ensure the greatest possible safety for the patients, it
will also be important for users, surgeons, and surgical
staff to keep themselves well-informed about the current
and future developments taking place in the industry.

Further Reading• DIN EN 285:2009-08 Sterilization – Steam steriliz-
ers – Large sterilizers (Beuth, Berlin 2009)• C.J.S. Thompson: The History and Evolution of Sur-
gical Instruments (Martino, Eastford 2000)

• KLS Martin, Umkirch, Germany, Product Cata-
logue Instruments• Lawton GmbH & KG, Fridingen, Germany: Product
Catalogue Instruments• J.A. Nideffer: Learning Surgical Instruments (Cre-
ateSpace, New York 2009)• Association of Surgical Technologists (AST): Sur-
gical Technology for the Surgical Technologist
(Delmar, Albany 2001)• J.K. Fuller: Surgical Technology, 4th edn. (Saunders
Elsevier, New York 2005)
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Intelligent Te73. Intelligent Textiles and Trends

Christian Rotsch, Sibylle Hanus, Danny Schwabe, Heike Oschatz, Andreas Neudeck, Uwe Möhring

Textiles are common materials for many medi-

cal applications. They are used, for example, as

bandages, medical stockings, or scrubs. Devel-

opments during the last 10 years in the areas of

wearable electronics, smart textiles and material

research offer new possibilities to create medi-

cal textiles with a higher level of functionality and

allow the development of completely new active

medical textiles. This trend was made possible by

the interdisciplinary cooperation of engineers and

scientists from textile research, electronics, in-

formatics, and mechanical engineering, together

with medical experts.

The integration of electronic devices into tex-

tile base materials enables new possibilities for

personal monitoring and therapeutical systems for

sports and medical applications. Regarding the

demographic development in industrial countries,

such wearable monitoring devices may be very

interesting in addition to common systems.

These new intelligent textiles are a result of the

combination of textile and nontextile technolo-

gies. In addition to common textile properties,

new functions will be realized by the integra-

tion of conductive leads. Besides the integration

of common electronic components (e.g. sensors,

amplifiers) in different clothes, the research activ-
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ities focus on the development and application of

textile and textile-based sensors and actuators.

73.1 Textile Manufacturing Technologies and Applications

73.1.1 Textiles for Medical Application

Novel functional special textiles, resulting from the
combination of textile and nontextile technologies,
are an interesting alternative to the usual systems for
medicine and medical technology. For example, by us-
ing different thread materials, textile and nontextile

manufacturing technologies or coatings, common tex-
tile structures obtain a new level of functionality.

In addition to known applications of functional
medical textiles like compression textiles, scrubs, or an-
tidecubitus systems, active medical textiles offer new
applications like the identification of hospital cloth-
ing by textile RFID tags for industrial laundry or
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Fig. 73.1 Woven LED structure (Philips, Lumalive; TITV
Greiz)

the monitoring of vital parameters by textile-based
sensors. These so-called smart textiles are made of
a textile base structure and, for example, electronic
devices.

In addition to the common textile properties, new
functions will be realized by the integration of con-
ductive leads. Besides the integration of common
electronic components (e.g. sensors, amplifiers) in
different clothes, the activities of different research in-
stitutes are concentrated in the development and the
application of textile and textile-based sensors and ac-
tuators. The base of such developments is, beside other
materials, a conductive thread material. One example
for a commercial product, which was developed at
TITV Greiz, is the so-called ELITEX material. By the
combination of electronic and textile typical properties,
it can be used in all textile manufacturing technologies,
like weaving, embroidery, or warp knitting. This is the
first step for different product developments. Other at-
tempts were made, for example, by using metal-based
wires in combination with textile thread materials.

The goal is to integrate and not only to attach a non-
textile technology into the textile structure to combine
the advantages of textiles, like breathability, washa-
bility, stretchability, or a good wearing comfort with
technical functions, like sensing or heating [73.1].

Textiles for medical applications can be separated
into

• Functional medical textiles
– Wound treatment
– Compression textiles
– Antidecubitus systems
– Implants
– Filtration

– Hygienic textiles
– Electromagnetic shielding• Active medical textiles
– Medical agent depot and disposing systems
– Monitoring textiles, textile-based sensors
– Therapeutical electrodes, e.g. functional muscle

stimulation
– Electrode systems
– RFID tags
– Heating and cooling textiles for thermothera-

peutic applications.

A short overview of textile manufacturing technologies
is given in the following sections.

73.1.2 Weaving

Woven fabrics are produced by right-angled crossing of
at least two-thread systems, named warp and weft. The
warp threads move in a lengthwise direction through the
loom. The thread are lifted or lowered in a defined order
(pattern) by a shedding machine (Fig. 73.2).

Then the weft thread is inserted. This can be done
by a projectile, a rapier or by air. After that the weft
thread is fixed at the woven fabric end. The high and low
position of the warp threads now changes for the next
weft insertion. This change is carried out by a dobby
machine, where several threads on one frame make the
same pattern. By using a jacquard dobby it is possible
to control each warp thread individually.

Typical applications of weaving technology for the
realization of smart textiles are multilayer structures for
energy and data lines, antennas, textile electrodes, or
photonic/light emitting textiles. These photonic textiles
can be realized by the integration of LEDs in the textile
structure (Fig. 73.1).

With a high density of threads up to 120 per cm mul-
tilayer matrices e.g. conductive boards can be created.

73.1.3 Embroidery

In the traditional definition, embroidery is a technique
of decorative needlework in which designs are created
by stitching strands of some material onto a layer of
another material.

Up until now, most embroidery used textiles thread-
ed stitches onto a woven or nonwoven fabric, but
recently embroidery has become more and more im-
portant in technical applications ranging from fiber
reinforcement up to electronic circuits. Stitches can
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Sheddings

Woven fabric

Weft thread

Warp threads

Fig. 73.2 Weaving machine with sheddings, schematic
(TITV Greiz)

Fig. 73.3 Embroidered conductive circuit board (af-
ter [73.3], TITV Greiz)

be executed in wires and embroidery can be worked
onto nontraditional materials such as plastic foils. One
unique feature of embroidery is the possibility of
placing stitches in any desired direction forward, back-
wards, and sideways. Very complex multilayer patterns,
like conductive circuit boards (Fig. 73.3) can be pro-
duced in this way [73.2].

For the realization of embroidered structures two
main principles exist. On the one hand, a thread is
stitched onto a base material and fixed by a second
thread from the lower side of the textile material (two-
thread system). On on the other hand, the functional
thread can be fixed on the base structure (soutage
technology) by two separate threads, compared to the
two-thread system. Tubes, wires, carbon, or glass fibers
can be fixed onto textiles with the soutage technology,
for example.

Besides the fixation of fibers and threads it is also
possible to fix and to interconnect electronic com-
ponents (Fig. 73.4). With embroidery technology the

Fig. 73.4 Flex-foil substrate fixed and connected by em-
broidering technology (after [73.4], TITV Greiz)

Fig. 73.5 Warp-knitted 3-D spacer fabric (after [73.4],
TITV Greiz)

components can be fixed mechanically and the electro-
nic interconnection can also be achieved.

73.1.4 Warp Knitting

Warp knitted structures are special mesh structures. The
fabric is created by the interloping of the yarns that
are being knitted parallel to the length of the textile.
A special type of warp knitted textile is the so-called
three-dimensional spacer fabric (3-D spacer fabric). The
3-D spacer consists of two warp knitted surfaces that are
connected and kept at a distance by third thread system
– the pole yarn (Fig. 73.5). The two textile surfaces can
be modified individually with respect to the binding or
the materials used. Thus, the spacer fabric can be indi-
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Fig. 73.6 Prosthesis pad in bras, cover made of spacer fab-
rics (after [73.4], TITV Greiz)

vidually modified regarding the respective applications.
For example, the thickness can be varied from 1.5 mm
up to 60 mm.

The typical properties of the spacer fabrics are:

• Pressure stability and good pressure distribution• Moisture transport by special thread materials in the
upper and lower surface• Good thermal & air circulation and good thermo-
physiological properties.

Because of the good thermophysiological properties of
the spacer fabric, the material is used in several medi-
cal applications, e.g. the lining of orthesis or prosthesis
pads (Fig. 73.6) in bras. Further applications are com-
pression bandages, antidecubitus mattresses, insoles, or
hip protectors.

73.1.5 Braiding

A braid is manufactured by interlacing three or more
threads forming a flat or tubular narrow fabric. The yarn
is directly fed from the rotating bobbins (Fig. 73.7) to
the braiding point. Defined by the movement of the
clappers to one another the binding, and thus the struc-
ture, of the braids can be varied. The dimension of
a braid depends only on the count of the yarn, the num-
ber of threads, and the type of binding [73.2]. Braids
can be used, for example, for energy transfer by using
metal wires or litz wires.

Currently, two main variants of tubular narrow fab-
rics exist. A thread or another material can be placed
inside the braid during the manufacturing process. The

Fig. 73.7 Manufacturing of a braid (example) (TITV
Greiz)

5 mm

Sensor fibre

Fig. 73.8 Braid with sensor fibre as core material (TITV
Greiz; ITA, Aachen)

reinforcement of tubes or the shielding of a conductive
thread or wire are typical applications. It is also possible
to manufacture a braid without inner core material. Ar-
tificial vessels are typical medical applications for these
types of braids. Other medical applications of braids are
tendon replacements or surgical sutures. For example,
PVDF braids are combined with titanium screws for the
fixation of artificial tendons [73.5].

With the integration of nontextile materials in the
braiding process new applications are possible. Fig-
ure 73.8 shows a bending angle sensor. Sensor fibers are
integrated in the braid during the manufacturing process.

Besides the described structures braiding tech-
nology can also be used to create complex three-
dimensional structures e.g. for fiber composites. Com-
plete fiber reinforced components, for example for the
aircraft industry, can be produced with 3-D braiding
manufacturing machines [73.6].
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AgBase material

Detail of the
woven fabric

Single filament

Cross-section of
the filaments

Ag Au Au/Pt Pt Zn

50 μm

Fig. 73.9 Overview of different ELITEX variants, base material (Ag, Statex) is galvanized with silver (Ag), gold (Au),
platinum (Pt) and zinc (Zn) (TITV Greiz)

73.1.6 Conductive Thread Materials

The basis for the integration of sensor and electronic
devices in textiles is a conductive thread material. Actu-
ally, there are different strategies and materials to realize
the transfer of data and energy in textiles. On the one
hand, there are different possibilities to use common
copper or steel fibers to integrate electronic parts in tex-
tiles. Some of them can be used in a regular textile
process, e.g. weaving. Often there are some problems
with the long-term stability of these metallic materials.
If these threads are bent many times, for example, dur-
ing the wearing or washing process they can break.
On the other hand there have been many attempts to
create conductive textile threads. They have the advan-
tage of a very high stability against bending and low
weight. However, normally it is not possible to use these
structures as data lines for low-volt signals. The resis-
tance of these materials is too high. Typically, these
threads are used as energy lines, e.g. for textile heating
systems. Different strategies are pursued to reduce the
resistance without losing the advantage of low weight
and flexibility.

One possibility is the new galvanization process, de-
veloped by the TITV Greiz, Greiz, Germany, to handle
textiles. By different electrochemical processes a silver-
coated polyamide fiber is again galvanized with a silver
coating. So it is possible to reduce the resistance of the
base material from about 700–800 Ω/m to 15–20 Ω/m
(base yarn count of 235 dtex). The final value depends
on the material applied (Fig. 73.9) and the type of
finishing process of the yarns. For example, a differ-

ent number of threads can be twisted together so the
resistance can be minimized. Woven structures with
a resistance of about 1 Ω/m can be realized with these
yarns [73.2, 7].

By additional coating processes these conductive
threads can be insulated e.g. by a TPU or PVC coat-
ing (Fig. 73.10). Another possibility is the coating of the
manufactured textiles, e.g. narrow fabrics in which the
conductive threads have been integrated (Fig. 73.11).

To realize stable electronic interconnections, differ-
ent strategies have been used. For example the material
can be soldered (Fig. 73.12) or glued under special con-
ditions and it can be crimped with adapted tools. This is
an important factor for the industrial implementation of
smart textiles.

100 μm

50 : 1

Fig. 73.10 Insulated ELITEX thread (TITV Greiz)
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Fig. 73.11 Photonic textile, conductive narrow fabric, water
resistant insulation by coating (TITV Greiz)

Fig. 73.12 Soldered interconnection between commercial
IDE cable and woven bus structure (TITV Greiz)

Fig. 73.13 Core mantel thread construction of textile and
metallic components (TITV Greiz)

Besides the use of galvanized thread materials, other
possibilities to create conductive yarns or fibers also
exist.

Examples are:

• Metal Fiber yarns• Metal wire/textiles yarn construction (Fig. 73.13)• Metalized yarn, e.g. by chemical or PVD processes• Carbon fibers• Fibers filled with conductive particles, e.g. silver,
carbon, ICP or CNT particles• Fibers with a conductive preparation• ICP (intrinsic conductive polymers) fibers• CNT (carbon nanotube) fibers.

It depends on the application and the available manu-
facturing technology which material should be used.

73.2 Sensory Applications of Textiles

73.2.1 EMG and ECG Monitoring

The monitoring of parameters like EMG or ECG is very
important for different medical and sports medical ap-
plications from the preventive or therapeutical points of
view. For surface EMG and ECG electric body signs
are recorded by glued, plastic, or metal permanent elec-
trodes separately fixed on the skin. The wearing comfort
of these electrodes can be estimated as unsatisfactory
for patients, especially during long-term applications.
The displacement of the electrodes caused by physical
activity and sweat development between skin and elec-
trode is a common reason for wrong measurements. In
some cases, the electrolytic gel causes skin irritations.

Reliable monitoring systems are required without
negative influence to the wearing comfort especially in
the fields of medical care and therapy, sports, and occu-
pational medicine.

The combination of textiles as a flexible and light
material with foreign technologies opens new ways to
create new intelligent products for body-closed applica-
tions for medical and medical technique applications.
This includes the integration of conventional sensors
and sensor systems in different pieces of clothing, but
also the development of textile and textile-based sen-
sors [73.8].

Currently there are several approaches to integrate
a monitoring system in vests or shirts. Research insti-
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Fig. 73.14 MμGuard monitoring vest monitoring vest with
silicone based dry contact electrode (after [73.10])

tutes and industrial companies are working on these
topics in several national and international research
projects. The systems Life-Guard, SmartShirt, Vital-
Jacket, LifeShirt and MμGuard are only a few examples
of these aspirations [73.9, 10].

These monitoring shirts are designed for long-
term monitoring. One aspect to increase the comfort
of the wearer is the use of flexible dry electrodes.
Conductive silicone-based electrodes are a promising
strategy [73.13].

Textile electrode systems can work by direct skin
contact or alternatively without contact by capacitive
coupling.

There are currently two main strategies to monitor
EMG and ECG signals. The electrical current can be
measured by contact electrodes and noncontact elec-

a) b) c)

Fig. 73.16a–c Textile electrodes. Examples (a) knitted, (b) embroidered, (c) woven structure (after [73.11, 12], TITV
Greiz)

a) b)

Fig. 73.15a,b ConText vest with textile-based contactless
electrodes. (a) Prototype II, (b) final prototype (af-
ter [73.8])

trodes. In the first case, a conductive textile structure
(Fig. 73.16) can be used to measure the electric signals.
The quality of the signals depends on different aspects,
e.g. the contact area, the structure of the electrode and
the surface, and inner conductivity. Normally the textile
electrodes need to be moistened by sweat or special con-
tact gels. Currently, there exist different strategies to coat
the conductive thread materials by conductive polymers
or ionic liquids. First results are promising [73.11].

In the second case, the idea is to monitor the EMG
and ECG signals by noncontact electrodes. In different
research projects the idea of a noncontact ECG moni-
toring has been investigated. Besides the design of the
electrodes there are special requirements referring to the
electronic components, the shielding, and the analyzing
process [73.14, 15].
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Active contact electrode
Contactless electrode
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Fig. 73.17
(a) Recorded
EMG signals
with both an
active and
(b) contactless
electrode (af-
ter [73.17])

In the EU research project ConText (IST-027291),
TITV Greiz worked together with the project part-
ners Philips Electronics Nederland BV (NL), The
Catholic University of Leuven (B), Technische Uni-
versität Berlin (D), Clothing Plus Oy (FIN), and the
Netherlands Organization for Applied Scientific Re-
search, TNO (NL) on the contactless recording of EMG
and ECG signals using only several textile and textile-
based capacitive sensors with the relating electronic
devices [73.16]. The textile sensors in the ConText
project were manufactured by weaving, embroidery,
printing, and lamination technology. The final proto-
type of the sensor consists of a laminated structure and
woven fabrics for energy and data transfer.

Another possibility for the realization of such a sen-
sor fabric lies in different woven multilayer structures.
So it is, for example, possible to create a textile capaci-
tor that can be used as the sensor area. It consists of two
conductive layers of ELITEX material that are insulated
by two textile layers in the middle. The capacitance
of the fabric can be adapted by changing the conduc-
tive thread material or the linkage. By a special type of
weaving it is also possible to integrate the connectors
for the data transfer.

The measuring principle is similar to the contact
electrode of a pair of electrodes. These electrodes are
built by two conductive layers that are separated by an
insulating layer and work as a capacitor. Such a config-
uration can be used to connect the biopotential signal
capacitively to an amplifier. In practice, two electrodes
are used and connected to a differential amplifier. The
differential signal is then sent to the measurement

system to be sampled, processed, and analyzed. Fig-
ure 73.17 shows some results of the comparison of
common contact and the first prototypes of the contact-
less electrodes.

For a real integration of various electronic devices
in a textile structure, it is necessary to use textile or
textile-like bus structures for the transfer of energy or
data. These structures should have mechanical quali-
ties that are comparable to those of base textile, e.g.
a shirt or a vest. The woven structures are made of
a special multilayer design, which allows the creation
of conductive lines of insulated layers on the upper
and lower sides. These narrow fabrics can be used for
analog and digital data transfer. For sensible measur-
ing applications it is also possible to create shielded
bus structures. By means of a special weave it is also
possible to create flexible textile narrow fabrics with
integrated conductive threads. A very high strain rate
is realized without a change of the electric resistance
in contrast to other commercially available materials.
The resistance of these normally used materials depends
on the stress rate. Because of the changing resistance
it can be difficult to use these materials for data lines,
especially if it is necessary to transfer low-level or low-
voltage signals. There are no problems with these new
elastic conductive structures. They can be used in elas-
tic clothes, for example. So the stress–strain behavior
of the clothes will not be influenced by nonelastic struc-
tures, and the stress will not influence the resistance of
the bus structures.

Besides the monitoring of EMG and ECG, these
sensors also provide information about the physical and
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Fig. 73.18 Textile-based capacitive EMG electrode, Con-
Text project (after [73.11])
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Fig. 73.19 ECG – Signal measured with contactless capac-
itve electrode (after [73.11], Context project)

mental stress level in addition to the general muscle
potential by special algorithms [73.16, 17].

73.2.2 Respiratory Monitoring

Reliable respiratory monitoring is very important for
different sport and medical applications. Besides the
respiration rate, additional parameters exist, e.g. the
breath volume, which deliver important information
about the training condition or the sleep behavior of the
sportsman or patient.

Different technological possibilities can be used to
monitor respiration. The spectrum ranges from simple
elongation measurement to monitoring the respiration
rate up to the 3-D bioimpedance spectroscopy of the
thorax to obtain detailed information about the breath
volume and the health status of the lungs e.g. fluid re-

Two sensor fibers

Sensor unit

Fig. 73.20 Respiratory monitoring belt (after [73.18],
TITV Greiz)
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Fig. 73.21 Respiratory monitoring, results (examples) (TITV
Greiz)

tention in the lungs. The type of the measuring principle
depends on the medical indication.

A very easy and comfortable way to monitor only
the respiration rate is the integration of an elongation
sensor in an elastic belt or a shirt. The sensor system is
limited to only a few electronic components that can be
integrated into textiles without influencing the wearing
comfort.

The respiratory monitoring belt shown in Fig. 73.20
is composed of an inelastic belt, which can be eas-
ily fixed on the thorax, and a sensor unit. The sensor
unit is an elastic narrow fabric with integrated sen-
sor fibers. A carbon filled rubber is used as sensor
fibers. In the form used here, this material has a nearly
linear elongation specific resistance. By inhaling, the
change in the resistance can be measured through the
sensor’s elongation. The peaks in Fig. 73.21 show the
moments of the maximum elongations. With an addi-
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tional electronic device it is very easy to measure the
respiration rate by measuring the change of resistance.
A calibration modus at the beginning of the measur-
ing process can be done at maximal and minimal thorax
status.

For reliable monitoring it is very important to use
a weave that enables a stable fixation of the sensor fibers
in the narrow fabric. The narrow fabric and the sensor

fibers should be configured in such a way that they al-
ways work in the elastic elongation range in order to
obtain long-term stable results.

Such an easy monitoring system may be integrated
in different clothes as well as heart rate monitoring
belts, e.g. the Polar WearLink (by Polar Electro Oy, Fin-
land) and may deliver additional results during sports,
stress tests, or during sleep.

73.3 Active Textiles – Therapeutical Applications

73.3.1 Textile Electrodes
for Electrical Muscle Stimulation

Besides the integration or adaption of sensoric func-
tions, conductive textiles provide the possibility to build
up actuatory systems, like heating devices or textile
electrodes for electromyostimulation.

The effect of electricity for medical purposes,
specific muscle formation among sportsmen, or for re-
habilitation aspects is known today. Electrotherapies
use the different effects to the human organism. The
main applications are pain therapy and muscle stimu-
lation for training effects. For electrostimulation, metal
electrodes or adhesive Ag/AgCl electrodes, which can
only be used a few times, are fixed onto the skin at
defined spots by therapists or the patients themselves.
This can be difficult and uncomfortable, especially near
the extremities due to perspiration under the surface of
the electrodes and leads to reduced wearing comfort
and effect. To improve the wearing comfort and effect,
TITV Greiz developed a new system of electrodes on

a) b) c)

Fig. 73.22 (a) Test person with textile and glued electrodes [73.12]. (b,c) Prototype of a stimulation system for the femoral
muscles (after [73.8], TITV Greiz)

the basis of conductive yarns. It was integrated in sev-
eral textile elastic garments like track pants and shirts
and improved wearing comfort was achieved.

To reduce the contact impedance between the skin
and the electrodes, different finishings and preparations
were tested on a technical skin model and with test
persons by electrochemical impedance spectroscopy
(EIS) [73.1, 11].

Common textile tests like wash stability and tests
against abrasion and sanitizing ability were combined
with electronic tests regarding the homogeneity of the
conductive areas.

In cooperation with the Institute of Physiotherapy
of the Friedrich Schiller University of Jena, Germany,
these textile electrode systems were tested for the
stimulation of femoral muscles. Textile and classic
(glued) electrodes were compared with respect to their
therapeutical effect during different applications, like
transcutaneous electrical nerve stimulation (TENS),
electrical muscle stimulation (EMS), or electromyo-
gram (EMG) as biofeedback. Besides the parameters of
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Release
U = 1.2 V

Fig. 73.23 Basic implementation of the interactive fabric
structure in an interactive textile TTS (TITV Greiz)

the electronic therapy devices, different parameters like
skin resistance, skin temperature, and the subjective im-
pression of the test persons were registered. The results
of the first study with 25 test persons show a com-
parable behavior of the common and the new textile
electrodes. A target of further developments is the cer-
tification of the textile electrodes as a medical product
class 2a [73.11, 12].

73.3.2 Textile Interactive Medical Agent
Depots and Disposing Systems

The storage and controlled release of pharmaceuticals
in the form of transdermal therapeutical systems (TTS)
offers interesting alternatives to conventional pharma-
ceutical delivery in the form of tablets or injections.
In addition to bypassing the digestive tract by the di-
rect transition into the blood vessels and the associated
lower dose, transdermal systems are easily applicable.

Furthermore, the patient’s acceptance increases be-
cause the distances between the application forms are
much higher in comparison to other pharmaceutical
types. The dose is only determined by the type of stor-
age of the pharmaceuticals in the support material. So,
the danger of misuse is reduced to a minimum. Typical
applications are analgesics (e.g. morphine in long-term
applications), or nicotine.

In addition to the benefits of TTS some disad-
vantages also exist. Insufficient breathability and low
moisture transport are two aspects. This can lead to
occlusion of the covered skin areas, thereby favoring
the occurrence of skin irritations. Furthermore, there
are problems with the adhesive strength of the plaster,

Metalized threads (Ag/PA)

Ag/AgCl

Ion conductive polymer

Redox polymer/conductive polymer

Three layer woven structure
with integrated thread electrodes

Woven interdigital
structure

Fig. 73.24 Electrochemical modified thread electrodes as
an interactive drug store and delivery systems (principle)
(TITV Greiz)

which are reduced during the application time. The plas-
ter can also become detached during washing or during
physical activity.

Another disadvantage during the application is the
start of the release process by removing the protection
layer (release liner) of the system. Once the system has
fixed on the skin, the release process starts and will not
end until the storage is empty or the whole system is
removed.

Textile multilayer woven fabrics with different
thread preparations e.g. conductive, redox, and ion
conductive polymers have been investigated as one pos-
sibility of creating interactive textile base structures
(Fig. 73.23) that can be used as an agent depot and
delivery system. During the many experiments it was
found that redox polymer modified ELITEX materials
can store agents as anions that are chemically bounded
on the polymer chain. The anions can be interactively
electrochemically released again by applying a voltage
or an appropriate reducing agent. By a suitable textile
construction it was possible to create first prototypes
of a textile pharmaceutical store and delivery system
(Fig. 73.24). It is possible to store and release between
50 mg and up to 500 mg acetylsalicylic acid with such
a structure [73.4, 7]. These interactive textile struc-
tures can be considered as first steps to textile-based
interactive transdermal therapeutical systems. The de-
veloped prototypes could be combined with additional
iontophoretic electrodes for a defined transfer of the
released active ingredients through the skin.

73.3.3 Heatable Textiles
for Therapeutic Treatments

Textile-based heating systems were one of the first
developments in the area of active textiles. Several com-
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Fig. 73.25 Thermal treatment bandage with controller,
lumbar bandage (after [73.19], TITV Greiz)
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Fig. 73.26 Thermal treatment bandage, temperature distri-
bution (after [73.19], TITV Greiz)

mercial products are already available. Mostly, these
heatable textiles are used in sports applications e.g.
snow boots, gloves etc. Usually combinations of metal
wires, carbon fibers, and metalized fabrics are used in
these applications.

Heatable Bandages for Therapeutic Treatment

Besides these commercial or sport applications, textile
heating systems can also be used for therapeutical as-
pects. Among them, thermal treatment methods are the
oldest and most commonly used therapies. The attain-
able effects range from a general improvement of well-
being and mental relaxation to the locally defined in-
fluence of muscle tone, circulation, inflammation, pain,
and the influence of the hormonal and the immune sys-
tem. Thermal applications show a great diversity, which
is multiplied by various application techniques. The
whole body or only certain parts of the body are heated
up. The heat can be applied in such a way that only the

body surface or the deeper tissues are heated up. The
application time can vary between 10 and 60 min.

Recent medical research results show that thermo-
therapeutical applications with temperatures between
37 and 45 ◦C and an extended period of use are very
effective. Many of the applications in this area are
not mobile or transportable. Therapeutical applications
where the patient can move freely often have disadvan-
tages in the dosage of the heat and the wearing comfort.

Figures 73.25 and 73.26 show a lumbar bandage for
thermal treatment. It consists of an elastic bandage, two
textile heating modules, and the controller device.

The heating modules are woven narrow fabrics with
integrated electrical insulated heating threads. In con-
trast to other production technologies, the integration
of the heating fibers is done directly during the manu-
facturing process of the narrow fabric. Thus, the textile
properties e.g. flexibility and drapability, can still be
retained.

The modified manufacturing process allows the in-
tegration of the heating threads regarding the defined
requirements, e.g. distribution and quantity of heat,
power supply, and electronic connection [73.19].

The result is a mobile bandage for thermal treatment
that meets the medical, electronic, and textile require-
ments. It is characterized by:

• A high wearing comfort• Optical attractiveness• Easy handling• Nonstationary applications• Enhancement of patient compliance = treatment re-
sults.

Heating System for Long-Term Operations

To keep the patient’s body heated during an operation,
different kinds of active principles are implemented:
active and passive textile passive systems, as well as
convective and conductive systems that are based on
nontextiles.

An important trend is the combination of heating
and pressure reduction. Especially during long-term
operations local pressure strain in combination with
moisture accumulation results in bedsores that not only
bring consequential costs but are also an additional
stress for the patient. Systems that include both func-
tional principles can have many advantages in this case,
not only economical ones. Three-dimensional structures
(3-D spacer fabrics) have many advantages with respect
to the prevention of bedsores, because especially three-
dimensional knitted textiles are not only able to allow
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Fig. 73.27 Spacer fabric heating structure, heating threads
integrated in the pole area (after [73.12], TITV Greiz)

air permeability but also moisture transport due to their
mesh structure. The proven pressure reducing proper-
ties of knitted spacer fabrics are, in this case, a sort of
acceptable additional feature.

A wide range of electrical conductive materials for
the integration in the spacer fabric’s pole area have been
investigated, such as multifilament wires, carbon wires,
and metalized polymer yarns. Furthermore, possibilities
for electrical contact have been investigated, whereupon
the focus has been put on economical processes and
reversibility.

The research work of TITV Greiz showed that the
integration of heating wires into the spacer fabric’s
pole area without intermeshing must be stated as an

Fig. 73.28 Textile heating system based on a compound
of 3-D-spacer fabric and a flat knitted heating device (af-
ter [73.4])

optimum (Fig. 73.27). The adaption of the heating per-
formance to the operation purpose, the free choice of
the contact, and economical processing are convincing
advantages [73.12].

By measuring the allocation of heat and temper-
ature on the surfaces and determining the clothing-
physiological properties, the samples proved their
adequacy for applications in the field of medicine (hy-
pothermia prevention) and also in the field of rescue
missions (saving victims from cold areas). Along with
a battery supported power supply in combination with
a controller, mobile systems with the advantages of low
weight, high flexibility, and reliability can be developed.

73.4 Passive Medical Textiles for Therapy

73.4.1 Reusable 3-D Knitted Elastic Short
Traction Bandages

Three-dimensional (3-D) spacer fabrics are already
being used as therapeutic means for decubitus prophy-
laxis in hospitals and care or as bedding material for
orthopedic shoes. The goal of the project was the devel-
opment of 3-D knitted elastic bandages with adjusted
widths for medical applications, especially for the ther-
apy of lymph edema. Particular attention was paid to
reusability, economical handling of resources, and their
recirculation to the value added chain.

Lymph edema diseases have an increasing tendency.
An early and comprehensive treatment is important.
Compression therapy is the only possibility to stop the

disease from further diffusion. The method of choice
here is the complex anticongestion therapy, which is
characterized by an anticongestive first step (manual
lymph drainage + special compression bandaging as
flanking action) and a conserving second step to keep
and optimize the success of treatment [73.20].

With the development of elastic 3-D short traction
bandages costs and time can be saved. Better thermo-
physiological conditions, the prevention of thermal
congestion and optimal breathability help the patients
to improve their quality of life. Economical as well
as ecological effects are achievable. The new elastic
3-D bandages (Fig. 73.29) are totally different from the
products and materials known so far. Two textile outer
surfaces and an aired zone between make these ban-
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Fig. 73.29 3-D-knitted elastic short traction bandage (af-
ter [73.4], TITV Greiz)

Fig. 73.30 Patient with 3-D-knitted elastic short traction
bandage and fixed pressure sensor (TITV Greiz)

dages not only compressible but also cushioning. The
bandage of edema patients can be realized with a sim-
plified wrapping technique and without any cushioning
with comparable efficiency.

The manufacturing technology with a double
Raschel technique allows a number of bandages to
be produced at the same time with different widths,
specific materials and defined elasticity. So, favor-
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Fig. 73.31 Variability of embroidery technology compared
to other textile manufacturing technologies (after [73.21])

1000 μm

Fig. 73.32 Embroidered scaffold construction (after [73.1],
TITV Greiz)

able conditions for the following processes (relaxation,
washing, fixing) can be created. The test series in-
cluded tests with different materials, weaves, mesh
densities, and combinations of material. Elongation val-
ues as known from standard short traction bandages
were achieved by the use of elastane and partial elastic
bicomponent yarns.

Clothing-physiological and skin-sensory tests were
made by BPI Hohenstein, Germany, with several 3-D
bandages in comparison to standard bandages. It was
shown that knitted materials made of spacer fabrics
achieved a significantly better comfort note than the
standard materials.

Application studies with medical staff showed that
3-D bandages have better handling and wearing com-
fort in comparison to standard bandage materials
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(Fig. 73.30). Although the bandages are more volumi-
nous, an easier wrapping technique was pointed out.

This development is an interesting alternative for
bandages, especially for patients with lymph oedema
during the complex anticongestion therapy [73.22].

73.4.2 Embroidered Implants
for Tissue Engineering

Embroidery is an interesting alternative for the de-
velopment of three-dimensional textile-based implant
constructions like scaffolds and patch grafts for tis-
sue engineering. According to the principle of chemical
embroidery, it is possible to create individual and appli-
cation related scaffolds and patch grafts.

In comparison to conventionally used nonwoven,
gel, foam, and foil constructions, embroidered implants
offer some advantages:

• Improved mechanical stability• Function and force flow appropriate construction• Individual and local defined configuration – pore
size, shaping etc. in terms of structure compatibility

• Selective material combination/scaffold construc-
tions (absorbable, nonabsorbable fibers) [73.1].

Embroidered solutions for textile implant construc-
tions offer comparable solutions to woven, braided,
knitted or nonwoven materials with the advantage of an
individual modification of the mechanical and structural
properties by local variation of thread material and em-
broidered structure. So, embroidered constructions can
be realized individually relaying the needed specifica-
tions [73.3, 21].

Since each implant causes a reaction with the tissue
of the patient through the interface between implant and
human tissues, the use of biocompatible materials in the
embroidery thread technology is essential.

The base material e.g. nonwoven, which serves as
a carrier of the embroidered structures, is composed of
polyvinyl alcohol and is removed after the embroidery
process. A cytotoxic effect caused by the base material
must be excluded.

Figure 73.32 exemplifies an embroidered scaffold
construction in a 10-layer construction with biocompat-
ible yarns.
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Electronics in74. Electronics in Medicine

Paulo M. Mendes, Celso P. Figueiredo, Mariana Fernandes, Óscar S. Gama

Electronics has long made an undeniable and valu-

able contribution in the field of medicine. New

medical electronic devices are based on available

medical knowledge combined with technologies

available in the electronics field. Electronics in

medicine has a wide range of applications, from

diagnostics to therapy, always aiming to pro-

vide new tools to improve the well-being of the

population.

Nowadays, miniaturization and integration

technologies are driving the development of new

electronic medical devices that should be portable,

wearable, and unobtrusive, but with controlled

costs. Regardless of the technologies involved,

usually the main goal of such devices is the

measurement of physiological variables for use in

diagnostics, monitoring, and therapy.

Therefore, this chapter starts with the de-

scription of several signals that are commonly

recorded, the corresponding electronics and sens-

ing mechanisms used, and problems associated

with such acquisition systems, focusing on wire-

less and wearable devices. It ends with examples

of electronic devices in development essentially

for remote health monitoring.

This chapter is not about electronics nor on

their design, since there are many good books on

this topic already, written either specifically for the

(bio)medical field or for the general field of elec-

tronics. The aim of this chapter is rather to present

to the reader those aspects that are common and

specific to many medical electronic devices, and

to give an overview of what is required and the

challenges faced when designing electronics in

this field as well as a few such examples under

development.
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The definition of electronics in medicine has many
facets and is hard to define. We may therefore start with
the question: What is electronics in medicine? Is elec-
tronics not always electronics? We use the following
definition [74.1, 2]:

Medical electronics – A branch of electronics in
which electronic instruments and equipment are
used for such medical applications as diagnosis,
therapy, research, anesthesia control, cardiac con-
trol, and surgery.

74.1 Basics

From our point of view, electronics in medicine en-
compasses all aspects of electronics that deal with the
problems found when electronics are used to understand
or solve a medical problem, not necessarily restricted to
humans. Electronics in medicine may include the study
of the electrical behavior of the human body and how
it responds to electrical stimuli. Those stimuli may be
in the form of voltages, electric currents, electric fields
or magnetic fields. In this case, electronics is used as
a model to represent such behavior.

Electronics may be used as a solution to describe
biological activities, as happens with the widely used
Hodgkin–Huxley model for a neuron cell [74.3], as
a solution to help restore lost electrical activity, as is
the case with pacemakers [74.4–6] or Parkinson dis-
ease [74.7, 8], to help in the replacement of full human
body parts [74.9–11], for diagnostics [74.12–15], for
therapy [74.16], or for monitoring [74.17–19].

In this sense, it is difficult to write a chapter that
includes all the aspects, difficulties, and aspects associ-
ated with electronics in medicine. Moreover, there are
different perspectives and different views when looking
at medical electronics, corresponding to electrical engi-
neering, chemical engineering, ethical aspects, security
and privacy issues, physics, and medicine, to mention
just a few. However, it is possible to identify two differ-
ent sides of the same coin: electronics and medicine.
On the electronics side, no one is very interested in
knowing what is going on behind the electronic system
under development. Rather, the system is purely devel-
oped to fulfill a set of requirements. From the medical
side, what is important is how the system can help to
solve an existing problem and how the system can be
used, e.g., please give me a system that enervates the
bladder, when placed inside the spinal cord, close to
C4–C5. Fortunately, these two worlds are getting closer,
and many great things are expected from electronics in
medicine.

Since this field includes many applications, from
magnetic resonance imaging (MRI) to electrocardio-

gram (ECG) recording, through biosensors and DNA
chips, this is a very broad field, and it is impossible to
include and describe all the electronics used in medi-
cal applications. Therefore, this chapter introduces the
reader to several issues that must be addressed when de-
veloping electronic devices for application in medicine.
There are many problems that must be tackled and
solved when using electronics in medicine. Of course,
some of these problems, fortunately, are also shared by
other application fields.

74.1.1 Fields of Application

The most obvious application of medical electronics is
their use for medical or clinical applications (diagnos-
tics, treatment, and monitoring). However, electronics
developed for these applications may have other im-
portant fields of applications. One application that is
closely related to medical applications is human aug-
mentation, which may apply at different levels, of which
two can be highlighted: sensorial [74.20–24] and phys-
ical capabilities augmentation [74.23, 25, 26]. For the
former, we can give the example of brain–computer in-
terface (BCI) systems that can be used to detect what is
happening in the field of vision of a soldier, before he
is able to become aware of it [74.27–30]. For the latter,
we can give the example of exoskeletons, which can be
used to help soldiers in transportation of heavy loads (as
in the movie Avatar) during long walking periods, or to
help an old person with problems in locomotion.

Another very important field of electronics in
medicine is its use for ambient assisted living (AAL)
applications (Chap. 67, [74.31]). Electronics are used
to record, understand, and control those environments.
The main idea is to create smart environments that
can sense several physical variables to allow imple-
mentation of control and decision loops, making that
environment smart. Such smart environments may be
used, e.g., for environmental control, or, focusing on the
medical field, to help people with their daily activities.
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One major problem they try to tackle is to deal with the
ageing of the world population [74.32], for which new
innovative technological solutions are expected from
the field of medical electronics.

Electronics in medicine may be also used for per-
formance improvement [74.33, 34] and performance
monitoring [74.34, 35, 35–37]. These last two applica-
tions are closely related, since performance monitoring
is a way to understand what can be done to improve it.
Monitoring of performance can be done by measuring
the physiological signals of the user, or by measuring
the outcome of the human action.

Last but not least, many advanced electronics de-
veloped for application in medicine may be used for
entertainment and interaction purposes [74.23, 38, 39].
All devices developed to monitor posture, position, or
muscle signals, or brain activity, can be used as new
paths to control new interfaces, leading to a new concept
of human–machine interfaces [74.21, 23, 33].

74.1.2 Designing Electronics in Medicine

The design of electronics for medical applications im-
plies the fulfillment of a set of requirements due to the
nature of their operation. Such electronics must be de-
signed to be small and capable of being integrated into
the environment where they will operate. Another im-
portant aspect is that these systems may be required to
operate in very harsh environments (inside the stomach,
where lots of substances are prepared to digest almost
everything), using only a single battery, with no possi-
bility of replacement during tests, and many times only
possible using surgical procedures. This requires the use
of low-power design techniques, requiring biocompati-
bility and long-term usage capability.

Since in many applications, the electronics are re-
quired to interface with the human body, in order to
record signals or to deliver signals or drugs, or to mon-
itor their effect on the human body, one feature of
such electronic devices is the ability to register very
small variations of the variables under measurement,
and many times it is necessary to record many signals at
the same time, leading to challenges in terms of analog-
to-digital conversion. Most electronics that are used in
medicine are designed to sense and transmit a variable,
or to control an actuator. In this way, most of the de-
veloped solutions have their roots in instrumentation or
communications electronics.

Electronic devices in the medical field are usually
based on state-of-the-art technologies in order to maxi-
mize benefits. They make use of the latest developments

in terms of micro/nanoelectronics, micro/nanosensors,
smart material technologies, device integration, device
packaging, smart systems, etc. However, beyond all the
electronics, most intelligent devices will only succeed
if they are also designed to comply with the require-
ments of the software agents that are used to monitor,
detect, and provide alerts based on the measured health
condition.

Another important requirement is the ability to op-
erate as a clinical tool. Many electronic devices being
developed that claim potential use in the medical field
are far from this goal, because there is a big differ-
ence between developing a device to monitor the heart
rate while jogging versus use in a clinical application.
Before clinical use, a long process of certification has
to be completed [74.2, 4, 40]. Simultaneously, many
such electronics must also be reliable for operation in-
side a clinical environment, such as a hospital. As is
well known, mobile phones are certified electronics de-
vices, but they are not allowed inside many clinical
facilities. This is also the situation for many wireless
technologies.

Beyond the certification requirements, which are
more demanding than in other fields of electronics,
the development of electronics for medicine poses its
own technical challenges, due to the various operat-
ing constraints. Also, legal and cultural aspects, that
differ from country to country, have to be dealt with.
Moreover, since the developed solutions are, usually,
for use by medical doctors, it is also necessary to break
the acceptance barrier for some new technologies, de-
spite the certification. Finally, and not less important
for many applications, the proposed electronic solutions
must gain user acceptance, in particular if they are for
use outside the clinical environment.

74.1.3 Medical Electronics Specific
Requirements

At first glance, the field of medical electronics may
not seem as challenging as it really is. Signal ampli-
tudes and frequency ranges are not that demanding, the
operating range is not that large, the operating volt-
ages and currents are, in general, normal, etc. This
leads to the use of standard amplifiers, filters, analog-to-
digital converters (ADCs), digital-to-analog converters
(DACs), microprocessors, microcontrollers, etc. So,
what are the problems when designing medical elec-
tronics? The problem lies, as in all other electronic
fields, in the combination of the requirements specific
to such devices.
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Fig. 74.1 Main electronic components required for ad-
vanced clinical data acquisition

Figure 74.1 shows a schematic of the electronics
involved in a typical solution for a biomedical de-
vice. This represents a solution for an advanced device,
meaning that only the most sophisticated devices re-
quire all the modules represented. In other cases, only
a subset of such modules will be required; for example,
not all electronic modules used in medicine require use
of a microcontroller or a bidirectional wireless link.

Bearing in mind the discussion above, a set of chal-
lenges may be identified when developing electronics
for medicine. These challenges may be found in the ar-
eas of data acquisition, filtering, power autonomy, and
communications. Furthermore, for AAL applications,
it is desirable that devices may be easily worn by the
user, leading to miniaturization and wearability require-
ments. This has also implications in the fashion field,
because many people do not like to use electronic de-
vices because they are not fashionable.

The challenge at the data acquisition level results
from the combination of a set of requirements particular
to this type of systems. The frequency range of interest
includes the 50/60 Hz frequency used by power lines.
This is a significant problem at various levels. When de-
signing power supplies for operation with these devices,
special care is required since the direct-current (DC)
voltages are obtained from a 50/60 Hz alternating-
current (AC) voltage that will introduce a very strong
oscillating component into the supplied power. This in-
terfering component may easily become larger than the
signal to be measured, and the minimum signal ampli-
tude that can be measured will be increased. To avoid
this, either very careful design of the power supply
is required, or a battery is used as the power supply.
Since many systems are designed for use on-body and
in-body, the battery solution solves many of these prob-
lems. However, power lines may also be coupled to the
human body, and when measuring biopotentials, inter-

ference is still a problem even when using batteries as
the power supply. It is very easy to have a few milli-
volts superimposed on the measured biopotential due to
the power lines, which is of the same order of magni-
tude as the biopotential itself. One possible solution is
to use a notch filter to remove this component. How-
ever, this is a challenge because such filters must have
a very high quality factor in order to remove only the
50 /60 Hz component, because the signal components
of interest are around this frequency, and they must
have also a high attenuation factor. Attenuation of the
order of 30–40 dB is sufficient for most applications, al-
though some may benefit from values up to 70–80 dB.
However, this high attenuation introduces a new chal-
lenge, namely on how to obtain such devices with very
low noise factor. Most designs with off-the-shelf com-
ponents only enable devices with noise on the order of
a millivolt.

Another problem during signal acquisition is as-
sociated with subject activity, which has frequency
components inside the frequency band of interest, intro-
ducing so-called movement artifacts. Since these slow
components are inside the band of interest, they cannot
simply be removed by standard low- or high-pass fil-
tering. More complex filters, such as adaptive filtering,
must be used to remove these components.

At the acquisition level, we have another impor-
tant aspect, especially for biopotentials, which is the
well-known amplifier common mode rejection ratio
(CMRR). Since the subject under measurement is at
a different potential with respect to the power supply,
often the output signal may be a few millivolts, even
when both inputs are at the same potential (common po-
tential). The standard solution is to connect the subject
to a reference potential, thereby lowering the common
mode voltage and reducing its effect on the recorded
signal. However, this solution requires the use of an ex-
tra electrode, requiring also extra room to accommodate
it, which is not desirable when designing miniaturized
devices.

Power autonomy is also a very important issue and
is easy to understand when we think about other power-
limited devices, such as mobile phones. When dealing
with medical electronics, this issue may become more
complicated, since some devices are required to oper-
ate inside the human body for a long period, as happens
with pacemakers. In terms of power autonomy, we may
divide the systems into three categories: systems to go
inside the body (such as endoscopic capsules), systems
to operate inside the human body (such as pacemakers),
and systems to operate on (outside) the body (such as
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wearable devices for AAL). Usually, when recording
a single channel [electroencephalogram (EEG), ECG,
etc.], it is not difficult to find a solution that operates on
a small battery for a few days. The problem is when it
is required to record many channels (such as for EEG
in epilepsy applications), or when it is also required
to actuate another device to obtain the required read-
ing (e.g., a sphygmomanometer). When readings from
many channels are required, one option is to design
all the electronics based on low-power approaches. The
other option, which is also valid for situations where
actuators are also present, is to integrate energy harvest-
ing/scavenging technologies. Despite some promising
proposals, such approaches are not yet available as so-
lutions to fully power a complete system. However, they
may be a potential solution to extend the autonomy of

existing systems, and in the near future it is expected
that they may replace batteries in some applications.

We have also to consider communications, in which
regard the desirable solution is usually to use wireless
communications. However, this introduces new chal-
lenges, because this subsystem is typically the most
power hungry. To reduce the power consumption of this
subsystem, an as efficient as possible power amplifier
design must be used, and antennas should also be se-
lected as efficient as possible [74.41,42]. The challenge
regarding antenna design results from the operation of
wireless systems in low frequency bands in order to de-
crease the power required for transmission, but which
degrades antenna efficiency because they must be elec-
trically small to fit inside the space available in the
device.

74.2 Electronic Sensing

Electronics in medicine may include many applications,
as mentioned above; for example, ultrasound and MRI
imaging systems are often used in diagnostics, as are
ECG recording systems, all of which look very differ-
ent at a high level. However, looking in more detail, all
of them are designed to sense physical variables to aid
clinical diagnosis. In this way, in most medical elec-
tronic devices, the requirement is to design adequate
instrumentation electronics to interface with a trans-
ducer that is used to convert a physical variable of
interest into an electrical signal, which is finally used
to help in the diagnostics.

The success of electronics in medicine relies on
their ability to help medical doctors in the determina-
tion of a set of parameters that are compared against
a range of values considered as healthy. After beat-
ing the challenge of determining which parameter is
important to measure, and in which range it must be,
it is up to the medical electronics to provide solu-
tions to perform these measurements reliably and in
a solution that can be easily deployed. In this way, in-
strumentation is a very important field when dealing
with medical electronics. Many medical devices deal
with the measurement of specific variables, which may
be chemical, physical or electrical. These measurements
are supported by appropriate electronics, as well by
a transducing mechanism to convert, e.g., an ionic con-
centration to a voltage, proportional to it.

Some recordings may be obtained by direct mea-
surements, as for measuring body temperature, where

a temperature sensor is used. Alternatively, they may be
obtained by indirect measurements, such as measuring
breathing rate using a temperature sensor, where tem-
perature changes of air flow are measured to determine
the breathing rate. In this way, sensing techniques and
sensors are also very important fields when dealing with
medical electronics. They are essential, because with-
out sensors there is no medical information to process,
analyze, transmit or store.

74.2.1 Health Condition Monitoring

Health condition monitoring requires the use of a set of
sensors to monitor a wide variety of signals, either clin-
ical or environmental, forming a sensing component,
for example, surface electrodes to measure bioelectric
signals, together with the acquisition electronics.

The measured signals can be classified according
to their nature and/or type of monitoring. Figure 74.2
presents a few different categories of signals that are
commonly measured by sensors, as well as the main
parameters assessed.

Physiological signals include bioelectric events and
other biochemical and physical parameters that are cru-
cial for assessment of the user’s state of health. They can
be detected by means of biosensors, which are a partic-
ular category of wearable sensors that have the ability
to monitor biological properties and processes.

Each signal is important for capturing the entire sta-
tus of the subject and the surrounding environment. On
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Fig. 74.2 Categories and types of
possible biosignals measured to infer
an individual health condition

top of such acquisition systems, use of intelligence is
usually required so that the system can automatically
detect any relevant health condition and, based on that,
trigger alarms or send warnings to healthcare providers
or the patient being monitored [74.19, 43].

74.2.2 Biosignals and Transducers

Biosignals offer an interface between the human body
and electronic systems, and they are directly related to
the physiology and function of organs and organ sys-
tems, hence allowing evaluation of the health condition
of a subject through their acquisition and monitoring.

An electronic system is used to measure physio-
logical signals. Those signals may be electrical, or if
not, they are translated to electrical signals using one of
various transducer or translation methods.

Table 74.1 presents examples of the most commonly
monitored biosignals for the human body, and their
nominal values [74.44–46].

Table 74.1 allows a few conclusions to be drawn
regarding the signal and transducer characteristics in-
volved in the process of health monitoring. A few that
are important to highlight are: signal amplitude, fre-
quency, power, and the signal translation mechanism.

Signal Amplitude

Bioelectric signals are not difficult to measure from this
point of view. From Table 74.1 we can see that the most
demanding signals are in the μV range, which, when
compared with the radiofrequency (RF) signal at an an-

tenna input (in the range of pV), is very high. When
looking for nonelectrical signals, it may also be ob-
served that both signal amplitudes and their dynamic
ranges are not very challenging.

One main problem related with signal amplitudes
lies in the fact that different signals are in the same
range of amplitudes and frequencies. This is a prob-
lem since some signals tends to act as interference
to others, thus appearing as so-called artifacts. As an
example, electrocardiography (ECG) or electrooculog-
raphy (EOG) signals usually appear overlapped on
electroencephalography (EEG) signals. Even simple pa-
tient movement, which occurs on the order of a few
Hertz, interferes with signals such as ECG, respiration
rate, and blood pressure.

Signal Frequency

From this point of view, physiological signals are also
not difficult to measure. The maximum frequency is
on the order of a few kilohertz. However, since many
of them are in the same frequency band, as men-
tioned above, they tend to interfere with one another.
Another common problem is electromagnetic fields
coming from power lines (operating in the frequency
range 50–60 Hz), which are easily coupled through the
power source (that may also introduce a 100 Hz compo-
nent due to the use of full-wave rectifiers), or because
the human body acts as an antenna for those fields.
Sometimes the coupled signal may have higher ampli-
tude than the biosignal being measured. One solution is
to use batteries to power some electronic devices, avoid-
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Table 74.1 Description and properties of commonly monitored biosignals

Biosignal Range Frequency Sensor type

Blood flow 1–300 ml/s 0–20 Hz Electromagnetic or ultrasonic

Blood pressure 0–400 mmHg 0–50 Hz Cuff or strain gage

Blood oxygen saturation 95–99% 0–50 Hz Paired infrared LED and photodiode

Cardiac output 4–25 l/min 0–20 Hz Fick, dye dilution

Electrocardiogram (ECG) 0.5–4 mV 0.05–150 Hz Skin electrodes

Electroencephalogram (EEG) 5–300 μV 0.5–150 Hz Scalp electrodes

Electrooculogram (EOG) 10–100 μV 0–10 Hz Skin electrodes

Electromyogram (EMG) 0.1–5 mV 0–10 kHz Needle electrodes

Electroretinogram (ERT) 0–900 μV 0–50 Hz Contact lens electrodes

Action potentials –80–80 mV 10–10 kHz Neuronal electrodes

Local field potentials 0.1–1 mV 0.1–500 Hz Neuronal electrodes

pH 3–13 pH units 0–1 Hz pH electrode

pCO2 40–100 mmHg 0–2 Hz pCO2 electrode

pO2 30–100 mmHg 0–2 Hz pO2 electrode

Pneumotachography 0–600 l/min 0–40 Hz Pneumotachometer

Respiration rate 2–50 0.1–10 Hz Impedance, electroactive

Temperature 32–40 ◦C 0–0.1 Hz Thermistor

Activity 0–100 Hz Accelerometer, GPS, Wi-Fi

Body weight 0–150 kg 1 time/day Weighing machine

Glucose 70–180 mg/dL 1–5 times/day Glucose meter

3–8 mmol/L

ing interference from the power supply. To remove the
effect of interference picked up by electromagnetic cou-
pling, the solution is to use an instrument amplifier not
with an input impedance as a high as possible but rather
designed to kill the 50/60 Hz component. However, the
bioelectric signal has limited power. Another problem,
due to the low frequencies involved, is the requirement
for high capacity values, leading to large capacitors for
filtering blocks. This has implications in terms of device
dimensions and response time for the transitions of such
systems.

Signal Power

Many of the important signals that need to be meas-
ured are biosignals that originate from body electrical
activity. One characteristic of such signals is their small
amplitude. However, that is not the main problem with
their acquisition; the main problem is their low power.
Figure 74.3 shows a typical acquisition system used for
bioelectric signals. Figure 74.3 shows the bioelectric
signal source, the electrodes (which are responsible for
the interface between the ionic human body system and
the electronic system), and a high-input-impedance am-
plifier, usually an instrumentation amplifier. Figure 74.4
shows the equivalent electric circuit.

Since the source current is on the order of pA, the
available power is also very small. This is a problem
when implementing the proposed solution for power
line noise cancelation. The interference is canceled, but
the biosignal is also attenuated. This means that any
small current flow to the instrumentation amplifier will
lead to a voltage drop on the electrodes, which will
make the available voltage even smaller and more diffi-
cult to measure.

Signal Translation

When the biosignal to be measured is not an electri-
cal signal, it is necessary to use a transducer to obtain
an electric signal proportional to the physical variable
being measured. Oximetry provides a signal obtained

Electrodes FilterAmplifier

Display
Analog to
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converter

Digital
processing

Fig. 74.3 Typical acquisition system for bioelectric signals
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from measurements of light, spirometry results in a sig-
nal obtained from air flow, and the respiration rate may
be obtained from temperature variation or by abdom-
inal volume variation. These are only a few examples,
but one key aspect may be highlighted: most of these de-
vices require also an actuator and they tend to be bulky.

In this way, measurements become more difficult when
portable devices are required, and even more difficult
when wearable devices are considered. When portable
or wearable devices are required, often it is difficult to
find a solution that is reliable enough and at the same
time acceptable for use by the patient.

74.3 Electronics for Wireless Health Monitoring

Wireless health monitoring systems (WHMS) are
among the most promising applications of wireless
communication technology, and they have been a very
active research topic with considerable advances dur-
ing the last decade. These systems consist of groups of
wireless-enabled sensors attached to the human body in
a noninvasive or minimally invasive fashion, together
forming a wireless body-area network to acquire diverse
physiological signals (also known as biosignals) and
transmit them via radio to a remote location, for display
or monitoring to enable assessment of the user’s health

condition. Thorough reviews and surveys on WHMS
can be found in [74.47–49].

The development of WHMS envisions the im-
provement of the quality and efficiency of healthcare,
which is currently facing increasing demand and, con-
sequently, increasing global costs. The tendency for
increasing healthcare demand is mainly motivated by
the ageing of the world population, which is expected
to cause an increase in the incidence of chronic dis-
eases and physical disabilities [74.47]. According to
the United Nations, the world population is currently
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enduring an unprecedented and irreversible ageing pro-
cess, which will cause a growth in the proportion of
elderly people (over 60 years old) to a third of the pop-
ulation in developed countries, and to 22% of the total
world population by the year 2050 [74.50]. Therefore,
there is a growing need for health monitoring solutions
to provide more efficient use of healthcare resources
to caregivers and better quality of life to the elderly
or diseased, relieving excessive pressure on healthcare
demand and costs.

Use of wireless technology in healthcare provides
new means for close observation of the health con-
dition of patients. Typically, observation of a patient
takes place when he feels some sign of illness and
reactively seeks healthcare. Alternatively, his health
condition may be followed by a caregiver, requiring the
patient either to visit a healthcare facility or to stay there
in case of prolonged examination or intervention. This
leads to time and location constraints for the patient
and can only provide limited periods of observation
of his health condition, which may mean that diagno-
sis of health complications or pathologies may be late
or overlooked. Moreover, conventional health monitor-
ing equipment uses wired connections to the patient,
hindering the activity of monitored patients.

On the other hand, WHMS inherently provide mo-
bility to the patients, allowing them to be monitored,
virtually, anytime and anywhere within the range of
the wireless network. Hence, WHMS gives patients the
possibility to be monitored in a convenient location, typ-
ically at home, with reduced disturbance to their daily
activities, helping them to adopt a healthier lifestyle and
improving their quality of life and independence. In ad-
dition, WHMS also offer the possibility of continuous
health monitoring. Following the current trend towards
miniaturized and low-power-consumption electronics
development, WHMS can be used for long periods of
time (e.g., 24 h), providing approximately continuous
evaluation of the health condition of a subject. Fur-
thermore, continuous health monitoring is a very useful
feature for enhancement of preventive care and quality
of treatment. By monitoring a subject continuously, any
slight changes in health condition in relation to the long-
term circadian pattern can be detected at an early stage
by the caregiver, allowing for better decision-making
and anticipating the occurrence of severe health com-
plications. Thus, continuous health monitoring offers
better treatment possibilities for patients suffering from
chronic diseases or enduring rehabilitation processes.
Subjects without illness may also be continuously mon-
itored to receive feedback on their activities and modify

their behavior to prevent illness by the promotion of
a healthier lifestyle.

74.3.1 Requirements for Wireless Devices

Even though WHMS have the potential to provide great
benefit in healthcare, they have not yet matured to
a point of general use, as their application to real-life
situations and acceptance by caregivers and patients is
hindered by a considerable number of application and
user requirement issues, including the following:

Ergonomics and Wearability

A WHMS needs to be as small and lightweight as pos-
sible so that the user feels comfortable when using it
over long periods of time, and it should not affect the
patient’s daily activities. Ideally, the WHMS should go
unnoticed by both the user and others, as the users of
WHMS may become stigmatized if it is perceivable. An
appropriate solution is integration of the WHMS into
textile garments, resulting in wearable or smart-textiles
monitoring systems [74.49, 51].

Low Power Consumption

WHMS, as a mobile application, are required to include
their own power source, which is typically in the form of
a battery, although energy harvesting solutions appear
as a possible alternative in the future [74.52]. The power
sources of these devices can only offer limited operation
time, and therefore it is essential to reduce the power
consumption to minimal levels, to ensure appropriate
monitoring periods.

Quality of Service (QoS)

The wireless communication protocol implemented on
the WHMS must include a proof mechanism to ensure
that the biosignal data are reliably delivered to the base
station, especially for continuous monitoring and if an
emergency situation is detected.

User Friendliness

WHMS operation should be autonomous but perceiv-
able by the user of the system, either the patient or
healthcare personnel, and should require as little main-
tenance as possible, in order to achieve user acceptance.

Privacy and Security

The health condition of a patient must be regarded as
private information, therefore data encryption methods
and protection against unauthorized access should be
implemented.
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WHMS are expected to be a valuable tool to ad-
dress the effects of population ageing on healthcare.
They provide benefit to both patients and caregivers, en-
abling improved quality of life and independent living
for patients and improved efficiency and better use of
healthcare resources to caregivers. However, the design
of such systems is a challenging task, and solutions able
to reach wide acceptance by patients and caregivers are
yet to be implemented.

74.3.2 Data Acquisition

Acquisition of biosignals from the human body requires
similar instrumentation and methods as for any other
signal which requires transducers. However, biosignals,
namely those which are electrical, typically have small
amplitudes and bandwidths and hence are very suscep-
tible to interference or artifacts, which can easily be
superimposed on the biosignal to be monitored. More-
over, part of the information contained in the biosignal
may not be readily available from the raw signal, re-
quiring further analog or digital processing for feature
extraction [74.53]. Therefore, the design of acquisition
electronics for biosignals must contain suitable instru-
mentation to ensure the integrity of the information
contained in the biosignal, while any forms of interfer-
ence or artifacts must be minimized, so that the acquired
biosignal is useful for health condition monitoring or
diagnostics, since a corrupted signal could provide mis-
leading or meaningless information. Figure 74.5 shows
a generic block diagram of instrumentation for biosignal
acquisition.

Sensors, represented in the first block, are respon-
sible for the conversion of clinically relevant physical
quantities into an electrical output that can be processed
by electronic instrumentation. Different sensor types
are used according to the physical quantity associated
with the biosignal. For electrical biosignals, it might be
presumed that sensors would not be required since an
electrical property, namely current flow on the human

Sensors Analog
amplification

Analog
filtering

Digital
filtering

Analog to
digital

conversion

Digital
processing

Wireless
transmission

Display

Fig. 74.5 Typical block diagram of the necessary instrumentation for biosignal acquisition

body, is measured. However, transducers are indeed re-
quired for acquisition of electrical biosignals, since the
current flow on the human body is due to ion transport
whereas current flow in the acquisition instrumenta-
tion is due to electron movement. This conversion is
provided by biopotential electrodes [74.53], which are
placed on the surface of the human body, as close as
possible to the organ that generates the biosignal, such
as the heart (ECG) or brain (EEG). For nonelectrical
biosignals, various types of sensors are used depending
on the nature of the biosignal, such as mechanical (e.g.,
sphygmomanometer for blood pressure monitoring) or
thermal (e.g., thermocouple for temperature measure-
ment) devices, and the locations of sensor placement
vary according to where the signal is strongest or the
measurement most accurate.

Following the sensor stage, the signals obtained
are usually weak in amplitude and may have consider-
able levels of added interference, as mentioned above.
Thus, analog processing, featuring low-noise amplifica-
tion and filtering, is required to increase the amplitude
of the acquired signal, match the input range of the
analog-to-digital converter, and limit its bandwidth to
the range of interest of the monitored biosignal. Care
must be taken when designing or choosing amplifiers
for analog processing of biosignals. Desirable features
for a biosignal amplifier include [74.45, 54] high input
impedance (about 10 MΩ to minimize the current drawn
from the monitored signal and hence signal distortion),
low output impedance (to provide as much power as
possible to the load), high differential gain (103 or
greater), high common mode rejection ratio (to mini-
mize electromagnetic interference and electrical noise),
and frequency response temperature stability. Filtering
of the biosignal is usually required, since biosignals
are susceptible to interference and artifacts. Filtering of
biosignals can be performed in either analog or digital
fashion. Analog filters are implemented using modi-
fied amplifier stages that attenuate unwanted frequency
components from the acquired biosignal while provid-
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ing gain to those which are relevant, thus contributing
to removal of low- and high-frequency noise. If nec-
essary, electromagnetic interference from power lines
may be further attenuated using notch filters centered
at 50 or 60 Hz. Besides, analog filtering is also used
to limit the bandwidth of the monitored signal accord-
ing to the sampling frequency of the analog-to-digital
converter, thus avoiding aliasing. Although analog fil-
ters are essentially used to remove undesirable signal
features, their design must ensure that the filter itself
does not cause distortion of the relevant frequency com-
ponents of the monitored signal. To minimize signal
distortion, analog filters should be designed to provide
a constant modulus and linear phase frequency response
over the pass band [74.45, 53].

After the analog filtering stage, the monitored signal
is converted to digital format using standard sam-
pling and quantization methods such as sigma–delta or
successive approximations [74.55]. In digital format,
biosignals can be handled by digital processors, such
as microcontrollers or microprocessors, and be further
processed using digital filtering techniques. Digital fil-
ters offer advantages over analog filters, as they can
be easily modified by changes in programming code,
as opposed to changing components in analog designs,
and they do not suffer from component tolerances or
environmental influences such as temperature. Still, dig-
ital filtering and processing techniques require that the
processor has enough available computational power,
depending on the complexity of the algorithms to be ex-
ecuted by the processor. This may not be the case when
the processor is already performing other tasks, such as
control of acquisition or communications.

Lastly, the biosignal can be displayed to physicians
and users, as occurs in common hospital instrumenta-
tion (e.g., intensive care monitors) or, in wireless health
monitoring systems, sent wirelessly to a remote loca-
tion either in real time or offline, to allow observation
and monitoring.

As described above, signal acquisition appears to be
a straightforward procedure. However, many problems
can be encountered when performing data acquisition
from biomedical devices for use in clinical applica-
tions. Many of these problems are due to the fact
that the subject under observation is moving, particu-
larly when considering wireless devices. This causes
changes in the measurement conditions. These mea-
surement conditions include the registering positioning
of the transducer and changes in body impedance due
to movement, chest movement due to arm movement,
as well as breathing. For clinical applications, data

acquisition may often be conditioned by the require-
ment that the measurement device must be applied
by a caregiver, and not by someone without medi-
cal training. Otherwise the signals have no clinical
significance.

Signal acquisition may also be conditioned by re-
quirements from the medical side and not from the
signal side. In this way, it is a practice to show the
acquired signal to a medical doctor and check if the sig-
nal is good enough for diagnostics and not look at the
time and spectral content of the signal and decide all
the details based on that. It is difficult to find specifica-
tions for the desired characteristics of signal acquisition.
For many biosignals, it is therefore hard to specify the
sampling frequency, number of bits for digitalization,
resolution, signal latency, delay between signals, etc.

74.3.3 System Integration

When developing electronic devices to give mobility to
patients, it may be attempted to achieve different de-
grees of mobility. A system may allow the patient to
move inside a clinical facility. In this case, the device
must be designed to be portable, so the patient can move
around the facility. Alternatively, the system may al-
low the patient to be monitored at home. This is similar
to the previous case, but with additional requirements.
Such a system must have a set of alarms to inform the
patient that something is not right (not only in terms
of their medical condition, but also that something is
wrong with the equipment itself or its use). Moreover,
since the user may be required to place the equipment
himself, it should be planned in such a way that the pa-
tient is able to place it without the need for caregiver
assistance, otherwise the equipment will not be used or
will be used improperly. Also, since the equipment may
be required to stay at the patient’s home for some time,
desirably, it must be designed so that it can be cleaned
at his home. Also, it must be more resistant to potential
crash accidents. Another approach is to design the elec-
tronic device so that the patient can wear it as if it were
just another piece of clothing.

Regarding wearable devices, a few different ap-
proaches may be adopted. One solution is based on
discrete modules that are placed at different locations
where signals need to be measured. However, for some
applications, this may not be desirable; for example, to
record an ECG, it is necessary to have physical connec-
tions between the different leads and the instrument’s
amplifier, and this solution implies the use of a few
wires on the patient body. Moreover, with this solution,
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it is difficult to clean and control correct placement of
the different measuring devices. The other solution is to
design the sensors to be integrated with clothes, with the
electronics to be attached to those sensors at a conve-
niently location. This implies integration of wires with
textiles and the development of interconnection tech-
nologies to interface wires and electronic devices on
textiles. Another approach is to embed all the electron-
ics, wires, and sensors on a polymeric foil, leading to
a smart sheet of material with the ability to record the
desired signals. Still using the integration approach, in-
stead of electric methods, optical fibers with optical
sensors may be integrated, thereby reducing the prob-
lem of integrating wires and electronics [74.56].

For wearable devices, the system should be devel-
oped taking into account that the user must be able
to apply it himself. No help will be provided from
any health professional. In this way, it must be devel-
oped in such a way that, after putting it on as any
regular piece of clothing, the system should only re-
quire intuitive adjustments to achieve correct operation.
Moreover, since it is something to wear, it must be
able to undergo the same cleaning processes as regular
clothing.

74.3.4 Wireless Communications

As in many other scenarios, wireless communication is
a desirable solution for sensors used for data acquisition
in biomedical applications. It is possible to distinguish
three main situations: communication between devices
inside the human body (intrabody), communication
between devices on the body, and communications be-
tween devices on the body and the outside world (body
to air).

A few aspects may be considered when imple-
menting wireless communication for these different
situations. For devices inside the human body, the avail-
able power of those devices is very limited, it is very
difficult to recharge them from outside, and RF losses

are very high since the wireless medium is highly con-
ductive. This implies that the link must be made at low
frequencies (kHz to MHz). This is a problem because,
at these frequencies, antennas tend to be very large or,
if their size is reduced to fit inside the devices, antenna
efficiency drops.

For devices on the body, one main characteristic is
operation of the device very close to a highly conductive
medium. This has implications for antenna design and
signal propagation. Antennas must be designed so that
the signal propagates close to the human body, other-
wise power is wasted, and it may be required to operate
in the antenna near field, as opposed to the standard op-
eration in the far field. It is difficult to predict where
devices must be placed to obtain an efficient wireless
link.

In the latter two scenarios, a module with limited
power may be used if easily rechargeable. The main
challenge is to hide the antenna on the user environment
while maintaining device operation. Solutions such as
placing monopole antennas on the user’s hat, which may
work, are not desired since they are not fashionable.
Many small modules are already sold with small anten-
nas on them and seem to be very convenient for direct
use. However, these antennas are designed to operate in
free air, and when they are placed close to the human
body, their operating frequency and bandwidth, as well
their radiation diagram, will be modified.

When dealing with wireless communication, one
main problem is to guarantee that data are delivered
with sufficient quality of service (QoS) for the desired
purpose. It is already possible to find many devices that
transmit the measured data wirelessly, but it is very
hard to find one that can be used for clinical applica-
tions. One problem is the lack of solutions to guarantee
QoS for biomedical wireless links. Since data are to
be used for clinical decisions, they must be obtained
through solutions that guarantee that acquired data are
correct and complete, otherwise patient health may be
at risk.

74.4 Power Supply

All electronics and sensors require a power supply for
operation. Electronic devices in medicine must have
a very small form factor, including the power supply. In
this regard, it is necessary to use batteries with very high
charge density. However, despite all the solutions avail-
able, there is always a need to recharge the batteries.

Batteries for wireless wearable devices may operate for
1 day or for 1 week, but, as for cellular phones, recharg-
ing will always be required for system operation.

Several wireless AAL solutions for monitoring have
been proposed in the past few years, e.g., [74.48, 49].
Most of them are based on standards for communica-
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tions on wireless local-area and sensor networks, such
as Wi-Fi (802.11), Bluetooth (802.15.1) and ZigBee
(802.15.4), because of the availability of commercial
modules that can be customized for any wireless appli-
cation. However, a few solutions that make use of other
unlicensed industrial, scientific, and medical (ISM)
bands exist. Thorough reviews on wireless sensor net-
works and related standards can be found in [74.17,57].

Since wireless monitoring is required, those systems
must operate on battery power, or they must use an
energy harvesting scheme [74.58]. Either way, system
power consumption must be kept as low as possi-
ble. This leads to the design of systems where power
consumption must be optimized. This is done by se-
lecting the most power-efficient components available.
If energy is consumed carelessly, the wireless acqui-
sition system may rapidly become completely useless
due to lack of available power. To prevent such fail-
ure, energy should be carefully saved using different
approaches; for example, if the patient is in the nor-
mal state, then the sampling rate of sensors can be
reduced to save power, or if the battery charge becomes
low then its energy should be reserved for more vital
tasks; i.e., the monitoring activity should adapt in ac-
cordance with the patient’s clinical state to save energy.
It should be realized that, to save further energy, com-
munication protocols should be simple, and data should
be aggregated, compressed, and transmitted in loaded
packets, since computation demands much less energy
than transmission. However, attention must be paid to
the delay, which tends to increase linearly with packet
length.

74.4.1 Battery Power Budget
Considerations

Since the battery is the main power source for wire-
less devices, it should be selected to fit the requirements
of the electronics which it will supply. The main re-
quirement is its ability to power the electronic device
for as long as possible, always considering a minimum
period that is acceptable for operation. In many appli-
cations this minimum period should not be less than
1 day. After battery autonomy, and many times as im-
portant, come the issues of battery dimensions, format,
and conformability.

However, other issues must also be taken into
account when performing this selection. One is the
recharging time, which must be appropriate for the ap-
plication, since many devices use embedded batteries,
which are difficult to replace. This time is usually ac-

ceptable if it is below 3 h, the time that the device may
not be used. Also, due to battery lifetime, often it is
convenient to use a battery with a protection circuit,
which prevents the voltage from dropping below a safe
value. In this way, the recharging is faster, at lower
currents, and the device will have increased lifetime.
Another parameter that is used for battery selection is its
nominal current. However, its ability for peak currents
also must be taken into account. Higher values of cur-
rents may be required, e.g., when a module has wireless
communications. When the wireless link is in trans-
mission mode, peak currents may be required. Finally,
the operating temperature also interferes with battery
lifetime.

Notwithstanding attempts to follow the previous
guidelines, battery selection may be a hard task to ac-
complish, first because often it may not be easy to know
beforehand the real power consumption of the device.
Power consumption depends, e.g., on the data rate, op-
erating mode (sleep, standby, transmitting, receiving),
error rate, antenna efficiency due to antenna positioning,
and power level of transmission [74.59]. This implies
that tests have to be carried out under real scenarios, or
that the battery has to be overspecified.

Another problem is that it is only possible to de-
termine the power consumption accurately when the
system is already assembled and ready for operation,
where predicted values of system autonomy may di-
verge from those expected [74.59]. This may be due
to several factors, including incomplete manufacturer
specifications, only standalone power consumption
being taken into account, and power consumption de-
pendence on sampling rates, clock frequency, etc.

Figure 74.6 shows three modules (Wi-Fi, ZigBee,
and proprietary) designed with off-the-shelf compo-
nents that were used for power autonomy testing
purposes. The measured current value for the Wi-Fi
module, during transmission, exceeds that expected by
about 60 mA. Also, in sleep mode, the measured cur-
rent was 1.5 mA, far above the expected value of 6 μA.

Fig. 74.6 Wireless modules used for autonomy testing:
Wi-Fi (left), ZigBee (center), and proprietary (right)

Part
G

7
4
.4



1350 Part G Equipment and Tools

The measured values of the ZigBee module were simi-
lar to the values specified in the datasheet. The ZigBee
module presented higher consumption than the propri-
etary module but lower than the Wi-Fi module. The
measured current consumption of the proprietary mod-
ule was slightly higher than the value specified in the
product information. The proprietary module had the
lowest power consumption, and the measured power
consumption was close to the predicted value.

From the power measurements, it is also evident
that it may be worthless to design extremely low-power
acquisition electronics, sometimes sacrificing acquisi-
tion performance, when the main power consumption
may be due to the wireless subsystem that, even for the
lower-power solution, is one order of magnitude higher.

Finally, it was verified that all the devices were
able to work on a very small battery for periods of
1–3 days, which we believe is acceptable for AAL so-
lutions. The Wi-Fi device, as expected, was more power
hungry; however, it transmits at much higher power lev-
els, and the data rate is also much higher. Since all
microcontroler units have similar power consumption,
it is expected that, if the RF power consumption is re-
duced, the overall Wi-Fi system consumption of this
device may be significantly reduced.

74.4.2 Wireless Power

Most medical electronic devices requiring the use of
batteries will need to be recharged. The most desirable
solution would be one where the user does not need to
pay too much attention to its use. The easiest approach
is to use a wireless power link, and even more interest-
ing would be that the device may be recharged without
taking it out. This is desirable because it is uncom-
fortable to remove and replace the device, or because
continuous monitoring is required. Another benefit of
such solutions is power cable removal, allowing for
easy fulfillment of requirements such as devices with-
out connectors or that are completely sealed. Moreover,
it allows the development of innovative solutions, such
as recharging devices that are inside the body, or to
recharge devices as we sleep. For short distances, two
solutions may be used for wireless recharging: capac-
itive or inductive. It is also possible to use microwave
links or optical links, or other forms of energy, but these
options lie outside the scope of this chapter.

From basic transformer theory, we know that the
voltage and current available at the receiver depend
on the voltage and current at the transmitter. The in-
ductive solution for wireless power transmission uses

two inductors: the primary and the secondary. On the
transmission side, a power amplifier is used to drive
the primary inductor. This power amplifier must be
matched to the inductor in order for the available power
to be transmitted to the inductor and the maximum
power to be obtained in the secondary. The inductor act-
ing as a receiver at the secondary side is connected to
a power rectifier, after which comes a circuit to control
the battery charge. To obtain maximum efficiency, the
receiving inductor should also be matched to the load.
However, as the battery charges, the current usually
decreases and the load presented to the inductor also
changes. This implies that, for continuous matching,
the matching circuit should change during the charging
period.

74.4.3 Wireless Power Link Analysis

To understand the losses expected from this antenna
solution, a wireless link was implemented and ana-
lyzed. An external (transmitter) subsystem consisting
of a Collpitts oscillator was used to generate an AC
signal to feed the power amplifier. The implanted (re-
ceiver) subsystem has an AC–DC converter for power
recharging purposes, and the data link path is preceded
by a notch filter for power link rejection [74.60]. In this
way, it is possible to power the receiver as well as to
receive data transmitted wirelessly. The wireless link
was implemented using two coils in parallel with the
following dimensions: width, 2 cm; length, 4 cm; thick-
ness, 0.254 mm; number of turns, 18; distance between
each turn, 0.254 mm (Fig. 74.7).

As the matching network for the inductors, four ca-
pacitors were used, two in series (4.7 nF) and the other
two in parallel (2.2 nF), in order to avoid losses due
to power mismatch in the wireless link. The match-

Fig. 74.7 Setup based on the inductive link antenna
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ing network was trimmed with the help of simulation
to optimize the efficiency of the wireless link. The
wireless link was designed to operate at a distance
of 3 mm between the two inductive coils. To investi-
gate the link performance, measurements, simulations,
and analytical models were used. Measurements were
made for the inductive wireless link and compared with
simulation results. The link efficiency was computed
and then compared with the efficiency obtained from
analytical models for other antenna solutions. Return
loss measurements were performed using a vector net-
work analyzer, enabling efficiency measurements. On
the other hand, all simulations were done using Ansoft
Designer SV software.

First, the inductive wireless link was characterized
without any matching network and compared with the
results obtained from simulations. The results showed
high losses, but were made with the purpose of pro-
viding a way to design the matching network as well
as to validate the simulations performed previously. Us-
ing the measured results as an input for the simulator, it
was possible to design the corresponding matching net-
work and compute the capacitors required for matching.
Figure 74.8 shows the result of that matching.

It can be observed that the value of S11 was below
−10 dB, meaning that the power is being injected, and
S21 was −3.90 dB, meaning that 65% of the energy is
not being transmitted.

After designing the matching network, the wireless
link was measured again. The measured S-parameters
are shown in Fig. 74.9. The efficiency measured for the
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Fig. 74.8 Measured S-parameters and matching with ideal
capacitors

inductive wireless link with real capacitors was not as
high as that obtained theoretically, because of capacitor
tolerances and quality factors. So, for 1 MHz, the value
of S11 was −19.25 dB, which means that energy is en-
tering port 1 (the transmitter), although the value of S21
is below the theoretical value (−5.02 dB), meaning that
more energy is being lost (83.7%).

To test the effect that neural tissue may have on the
performance of the system when used to recharge neu-
ronal biodevices wirelessly, the validated model was
used for testing the case when a slice of human tissue
with thickness of 3 mm was placed between the two
coils. Figure 74.10 shows the simulation results for such
an inductive wireless link.

These results were not as good as the results shown
in Fig. 74.8 for air, due to signal attenuation caused by
the tissue. In this case, the dielectric properties were se-
lected to match the neurological tissue behavior. The
results of this analysis show that energy was being in-
jected, because the value of S11 was simulated and
tuned to be below −10 dB (−13.33 dB). On the other
hand, as illustrated in Fig. 74.10, S21 was −4.51 dB,
which means that 75% of the energy was being lost,
which includes antenna and tissue losses.

74.4.4 Wireless Power Charger

Despite the losses expected when using wireless power
transmission, there are situations where implementa-
tion of this option is required [74.61]. Figure 74.11
shows a prototype of a system developed to recharge
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Fig. 74.9 Measured S-parameters for the full wireless
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Fig. 74.10 Simulated S-parameters, with neurological tis-
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Fig. 74.11 Wireless charger device

Fig. 74.12 Wireless power (power mattress and power
pillow)

three wireless modules used for AAL applications. With
the developed wireless link, it is possible to recharge
the three modules in about 2.5 h. The modules have
autonomy of approximately 20 h for their planned ap-
plication.

The solution presented in Fig. 74.11, despite be-
ing effective, requires removal of the wearable device
for recharging. A desirable solution would have the
ability to recharge such devices when the user is per-
forming some activity, close to a location where it is
possible to place the charger. One solution that may
be adopted is the use of a charger format that may be
transformed into a power pillow or a power mattress
(Fig. 74.12).

Another solution is to place chargers on equipment
at the gymnasium, or on a desk or desk chair.

The idea behind these concepts is to provide a solu-
tion to recharge the wearable devices without removing
them. Using this concept, the power is transmitted to
the system’s battery while the user is lying in bed, ei-
ther to sleep or when at the hospital for diagnostics
or treatment. However, these kinds of solutions, be-
yond the technical problems that must be solved before
their implementation, require also deeper knowledge of
the effect that the recharging electromagnetic field may
have on user health.

Despite the many benefits envisaged by this technol-
ogy, it still has a long way to go before it can be widely
deployed. This technology suffers from a few problems,
which are hard to solve, with link efficiency being one
of the most important [74.62, 63]. To achieve efficien-
cies on the order of 70–80%, very special conditions
must be met. Regular links will not reach above 50%,
even for short transmission distances. However, this so-
lution may be very interesting for applications where
the charging device and wireless module may be placed
close together.

74.4.5 Energy Harvesting

Another option available to power wireless devices is
the use of some form of energy harvesting. Any form is
valid, since it is possible to use that energy to charge
a supercapacitor or a battery. Many forms of energy
conversion may be used to benefit from the available
energy sources: thermal, electric, mechanical or chem-
ical [74.58]. Despite the many proposed solutions, they
still cannot provide sufficient power to drive complete
medical electronic devices continuously. In fact, it is
already possible to find devices operating on this kind
of power sources. However, they tend to work in very
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specific conditions and for very specific situations. The
amount of power that can be obtained from these solu-
tions is still below the requirements [74.58]. Moreover,
they require very advanced electronic solutions. All the
required electronics must be based on very low-power

designs, and wireless transmission must occur at very
low-power levels.

However, and notwithstanding these limitations,
this may be a potential solution as an extra power source
to help increase battery lifetime.

74.5 Wearable Medical Electronics

Electronics in medicine may be used on fixed devices,
portable devices or wearable devices. In this section,
electronics in medicine will be addressed from the per-
spective of wearable devices.

Wearable technology represents a new, emerging
field with increasing potential in several aspects of mod-
ern healthcare, with greater importance at the delivery
point of care services. As a result, remote and ambu-
latory monitoring inside or outside of the healthcare
environment, and support for disabled, rehabilitating or
chronically ill patients, is now a reality. The growing de-
mand for wearable devices is being driven by the consid-
erable need for preventive instead of reactive medicine,
the global increase of health awareness, and the need for
proactive personal healthcare on a daily basis.

Figure 74.13 show examples of the most commonly
monitored biosignals on the human body [74.44–46].

One aspect that may be highlighted is that many
important biosignals are electric signals, therefore they
can be measured with similar instrumentation. On the
other hand, different technologies must be available to

EEG

EOG

ECG

EMG
Blood oxygen
saturation

Blood pressure
Respiration

Fig. 74.13 Examples of noninvasively measurable biosig-
nals on the surface of the human body

monitor all the required signals, since they have differ-
ent origins. Another aspect is that, to measure all the
required signals, sensing devices must be placed in dif-
ferent body locations, which requires the development
of specific solutions.

A wearable medical device can be described as an
unobtrusive, autonomous, and ubiquitous system that
supports continuous, multiparameter monitoring and
treatment, and telemetric abilities [74.64,65]. This con-
tributes to a shift of health services from conventional
hospital-centered towards individual-centered health-
care, which together with wireless technologies allows
continuous feedback of relevant information to the user
and/or clinical professionals. In addition, this approach
improves early detection of and timely response to pos-
sible health threats [74.64, 66].

Since they are wearable, these devices are truly
portable, being supported either directly on the human
body or in a piece of clothing. This results in a new set
of requirements, including minimal size, light weight,
portability, unobtrusiveness, high levels of flexibility
and integration, ease of use and comfortable wearing,
increased lifecycle, and power autonomy. Such require-
ments can now be fulfilled, given the trends towards
miniaturization of electrical and electronic equipment,
as well as novel integration and sensing techniques.
In particular, advances in sensing technologies allow
monitoring and processing of two types of signals: vi-
tal signs such as cardiac activity, blood pressure, and
temperature; and other important parameters that are
more related to the patient’s condition, such as body
kinematics, sensorial and cognitive reactivity, and oth-
ers [74.64, 65].

Due to the overall results of the advances in both the
technology and healthcare sectors, it has become possi-
ble to establish a new healthcare paradigm: personalized
health systems. These will enable decentralization of
healthcare towards a system that will give the user
a more proactive role in their care, providing better
monitoring and feedback through a comfortable and
unobtrusive solution. This not only contributes to im-
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proved quality of life, but also allows for preventive care
by effective diagnosis at the earliest signs of disease.
Likely to be of benefit to the chronically ill and dis-
abled, wearable health devices are an attractive solution
for patients undergoing rehabilitation, providing them

Fig. 74.14 SensatexSmart Shirt (Sensatex, Inc., Bethesda,
MD)

Fig. 74.15 Lifeshirt from Vivometrics (Vivometrics, Ven-
tura, CA)

Fig. 74.16 BodyMedia arm band (BodyMedia, Pittsburgh,
PA)

with independent living, since they enable recording
and collection of relevant data in the different situations
of individual daily life [74.65, 67].

A number of wearable devices in the healthcare
sector have emerged in the past few years, ranging
from simple monitoring of daily routine, to miniatur-
ization and integration of sensors to enhance the overall
performance of wearable systems. The Georgia Insti-
tute of Technology (Atlanta) jointly with the US Navy
proposed one of the first wearable solutions, consist-
ing of a wearable vest embedded with optical fibers
and sensors, working also as a data bus – the Geor-
gia Tech Wearable Motherboard (GTWM) [74.68]. All
the components are integrated into the fabric, creating
a flexible device, which was manufactured essentially
for use under combat conditions. The GTWM has the
ability to identify the exact location of injuries or physi-
cal problems, helping to determine which of them needs
immediate attention. This device was placed on the mar-
ket by Sensatex, Inc., as a product named the Sensatex
Smart Shirt (Fig. 74.14).

Companies such as Vivometrics and Bodymedia
have also entered the market with wearable monitor-
ing systems. The Lifeshirt (Fig. 74.15) is a product by
Vivometrics and consists of a wearable physiological
monitor in the form of a chest and shoulder strap,
providing noninvasive ambulatory monitoring of pul-
monary cardiac function and posture [74.69].

Bodymedia introduced a wearable and wireless
body monitor that continuously collects physiological
and lifestyle data such as heart rate, heart flux, body
and ambient temperature, and galvanic skin response,
among others. The Bodymedia Fit consists of an arm-
band (Fig. 74.16), a wirelessly connected display, and
an activity manager [74.70].

Many research groups have started to develop wear-
able technologies with main applications in health
science. In the work entitled AMON: A Wearable
Medical Computer for High Risk Patients, a wear-
able medical monitoring computer is presented [74.71].
The AMON system was developed under a European-
sponsored consortium and consists of a wrist-worn unit
with monitoring, data analysis, and communication ca-
pabilities. This system is mainly intended for high-risk
patients in need of constant monitoring. The paper by
Paradiso and De Rossi describes a project funded by
the European Commission jointly with Philips and other
partners, both industrial and academic [74.72]. This
project, called MyHeart, consists of the development
of functional clothes with on-body sensors and elec-
tronics to acquire, process, and evaluate physiological
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data. Choi and Jiang have developed a wearable sen-
sor device in the form of a belt-type sensor head, which
is composed of conductive fabric and polyvinylidene
fluoride (PVDF) film, for monitoring cardiorespiratory
signals during sleep [74.73]. Pandian and cowork-
ers [74.74] have presented a wearable vest – the Smart
vest – with integrated sensors for monitoring of ECG,
photoplethysmogram (PPG), body temperature, blood
pressure, galvanic skin response (GSR), and heart rate.
In a more recent work, Kanellos and his cowork-
ers developed a flexible optical-fiber-based pressure
sensor comprising fiber-embedded Bragg grating ele-
ments [74.75].

The aim of this section is to introduce the enabling
technologies behind the design of wearable devices in
healthcare, as well as the basic requirements for their
design.

74.5.1 Wearable Systems

The ongoing miniaturization of computing hardware
and electronics as well as new smart materials and in-
tegration techniques have led to the development of
noninvasive sensors and actuators for monitoring phys-
iological and kinesiological parameters. These systems
can include various types of small physiological sen-
sors, transmission modules, and processing capabilities,
facilitating low-cost wearable unobtrusive solutions for
continuous all-day, any-place health, mental, and activ-
ity status monitoring.

A wearable system can be described as a smart/func-
tional material with embedded sensors, processing and
communication units, which may or may not contain at-
tachable peripherals or other appliances. One can refer
to this type of system as wearable electronics.

To design a wearable system, three areas of work
need to be properly covered. First, it is important to
develop unobtrusive wearable sensors to record physio-
logical and kinesiological data reliably. Secondly, these
sensors need to be implemented into a substrate ma-
terial that allows multisensor integration. Finally, it is
important to provide the system with acquisition and
communication infrastructures, to enhance mobility of
individuals, and some degree of intelligence to improve
system performance at a clinical level [74.64, 65].

Figure 74.17 depicts an architectural layer for an
ideal wearable health system, which is composed of
a functional/smart substrate, embedded electronics, and
attachable peripherals/appliances.

Wearable system components may be divided into
three main categories: clothing, embedded electronics,

Functional/smart material

Embedded electronics

Sensors and actuators

Signal
processing

Attachable
peripherals

Other
appliances

Electrical Optical

Power
generator

Processing
unit

Communi-
cation

Fig. 74.17 Architectural layer of an ideal wearable health system

and attachable components. The first includes all the
substrate materials that act as a functional or smart
structure by allowing embedding of sensors, signal pro-
cessing units, communication infrastructures, actuating
mechanism, and power generation, among others. The
most common substrate materials used in these sys-
tems are textiles or flexible polymeric materials that
will enable the design of garments with multifunctional
nature [74.76]. The embedded components include all
the necessary electronics, optics, or other devices that
will provide sensing, actuating, signal processing, com-
munication infrastructures, power generation, and other
necessary functions. If necessary and desirable, attach-
able peripherals and other appliances can be included
into the wearable system. Examples of these types of
components are personal digital assistants (PDAs), dis-
plays, keyboard, and control knobs, among others.

Focusing on the sensing technologies, new ap-
proaches are required, especially to provide noncontact
methodologies to improve embedding of these com-
ponents as well as to contribute to the design of
totally wearable and highly comfortable functional gar-
ments. Sensors are used to monitor all the necessary
physiological parameters and the physical environment
surrounding the user, allowing the user’s health condi-
tion to be monitored. They can either be embedded in
the material, or the material itself works as a sensing
element. These components will be further discussed
below.

74.5.2 Categories of Wearable Systems

Wearable systems can be classified according to
the level of integration of the components into the
smart/functional material, i. e., the substrate. There are
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three types of wearable systems according to this clas-
sification: first generation, based on attached hardware
components and sensors; second generation, where
these components are embedded; and third genera-
tion, where innovative integration techniques during the
substrate material production allow for the design of
multisensory clothing and/or accessories.

The first category refers to all devices based on plug-
in/out methodologies, where a supporting mechanism
for attaching the necessary components is provided.
These can include ECG monitoring wristwatches, and
sensing components that can be attached to a t-shirt,
a vest or even a cap. The problem associated with these
types of wearable devices is their lack of comfort, and
they are not yet a practical solution from the user per-
spective. In addition, since they are based on attached
components that usually are not completely hidden,
these systems generally do not allow for a completely
unnoticeable solution.

The drawbacks of the first generation of wearable
systems led to the creation of a new generation based
on partially integrated/embedded architectures, where
all the necessary components are fixed to the substrate
material. This not only eliminates the need for quali-
fied personnel or for the user to place the components,
running the risk of misplacement, but also allows for
a more practical and discrete solution. However, there
is still a considerable difference from a normal garment
or accessories, meaning that the components do not
have a sufficient level of integration into the substrate,
providing relatively comfortable solutions but still re-
maining perceptible.

Research and progress in integration techniques dur-
ing the fabrication process allowed for the design of
a third generation of wearable health devices. This
type of system represents the cutting edge of wearable
technology, allowing the design of smart, functional,
and multisensing materials, which are apparently nor-
mal, due to this high level of integration. A very
popular example of a third-generation wearable sys-
tem is the electronic textile e-Textile, which consists
of high-knowledge-content garments made from multi-
functional fabrics. By blending the components into the
user’s ordinary clothing, it is possible to achieve an ideal
wearable system, minimizing the hassle of wearing the
device.

Despite the existence of these three generations of
wearable devices, with their drawbacks and advantages,
they all provide enhancement of user quality of life, al-
lowing for real-time multiparameter monitoring under
various conditions.

74.5.3 Design Requirements

The design of wearable systems requires an additional
set of requirements, especially when compared with
stationary equipment. If the final goal is to provide
a customized multisensing wearable system that can be
worn during daily life as normally as before, it is imper-
ative that the wearable system cover the following set of
key points [74.64, 65]:

Interaction

The device should be able to interact with the environ-
ment through a network of sensors placed in different
parts of the clothing or accessories, allowing the cre-
ation of a certain awareness of the physiological and
emotional state of the user, as well as of the surrounding
environment. This is extremely important when design-
ing smart and functional devices that are required to
monitor, control, manipulate, interact, and actuate on
a real-time basis. Data handling, decision support, and
feedback are also crucial to establish a good interac-
tion between the device, the components, and the user
himself.

Autonomy, Safety, and Reliability

This aspect deals with the power and operational
requirements which have to be met, without which au-
tonomous, safe, and reliable operation of the device
would be impossible.

Easy User Interface

It is important to maintain an easy interface between
the user and the wearable device, minimizing the user’s
cognitive effort and involvement in the process.

Integration

It is crucial to improve integration of the components
into the substrate in order to enable normal clothing and
accessories with multifunctional capabilities. In addi-
tion, it is also important to interfere as little as possible
with the user’s physical activity, which is achieved by
full integration of components into the substrate mater-
ial.

Along with these key points come the user and
design requirements for wearable systems. From the
user’s perspective, the most important features are
minimal size and light weight, unobtrusive interface,
user-friendliness, comfortable wear, ergonomics, porta-
bility, and increased lifecycle. When considering other
perspectives in terms of design and performance, in ad-
dition to taking into account the user’s requirements,

Part
G

7
4
.5



Electronics in Medicine 74.5 Wearable Medical Electronics 1357

there are a few key requirements to consider. Power au-
tonomy, housing conditions, wireless communication,
continuous time monitoring, and high levels of flexibil-
ity and integration are the main requirements from the
design and performance perspectives.

By fulfilling the above requirements it is possible to
design a wearable system that allows the user to benefit
from its multifunctional and multisensing capabilities,
without compromising the user’s daily life activities.

74.5.4 Sensors for Wearable Systems

In wearable devices, a wide range of sensors are used
to measure physiological and environmental conditions.
The first type of sensors – biosensors – are used to mon-
itor a clinical condition or process, therefore measuring
biopotentials and other physiological parameters. On
the other hand, the second type of sensors – peripheral
sensors – are responsible for sensing the surrounding
environmental conditions, enhancing the awareness of
the system.

Not every sensor can be used in a wearable context,
especially from the user’s perspective. Not only do their
physical attributes, such as size and weight, have to be
taken into account, but also their noninvasive character
and ease of placement must be considered. In addition,
these sensors must ideally produce an electrical output
in order to be digitally processed, being durable and
reliable and with low power consumption [74.64, 67].

Usually, sensors used in wearable devices are based
on conventional sensing elements, such as piezoelec-
tric materials, electrodes, and others, with integrated
communication infrastructure (e.g., wireless communi-
cation). This eliminates the problems associated with
cable management and allows sensors to be positioned

Signal/variable

Transducer Amplification Filtering

Output

A/D converter

Wireless data
transmission

Processing unit

Fig. 74.18 Signal acquisition block diagram of a generic wearable sensor

at various locations without any complications. In an
ideal system, sensors should not require any contact
with the user, since they could benefit from integration
into clothing, which from the user’s perspective con-
tributes to the design of more practical, comfortable,
and easy-to-use devices.

74.5.5 Sensing Methodologies

A number of technologies can be applied as sensing
methodologies, such as electrical, mechanical, optical,
piezoelectric, among others (Table 74.2) [74.12,77,78].
However, it is important to consider the demands associ-
ated with sensor integration into textiles or other flexible
materials.

Sensors are composed of materials that respond to
a physical stimulus, such as a change in temperature,
pressure, electric field or illumination. They can range
from skin surface electrodes to conductive yarns, pro-
viding comfortable and practical solutions for the user.
Several materials can be used as the sensing component,
and they can be divided into different categories, each
with a specific effect.

The general acquisition system of a typical sensor
used in wearable devices is composed of several func-
tional blocks, from signal acquisition to output of the
final result. Figure 74.18 shows a generic acquisition
block diagram for a wearable sensor.

The transducer converts the desired signal or vari-
able into another form of energy, which is then
amplified and filtered to remove undesired signal com-
ponents. The obtained analog signal is converted to
digital form by an ADC and further processed using
many different algorithms. If necessary, the processed
signals can be converted back to analog form to drive
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Table 74.2 Different transducer effects applied in the sensing mechanism of wearable devices

Transducer effect Sensing devices Stimulus Response Examples Examples of

of materials detected signals

Electrochemical Bioelectrodes, Biochemical Electrical Copper, aluminum, EEG, ECG,

electrochemical activity current Ag/AgCl, stainless EMG, EOG,

cells steel, conductive skin electrode

yarns, electroactive impedance

polymers (EAPs)

Electrooptic Electrooptic Electric field Birefringence Lithium niobate EEG, ECG,

modulators (LiNbO3), lithium EMG, EOG

tantalite (LiTaO3),

deuterated potassium

dihydrogen phosphate

(KD2PO4),

electrooptic polymers

Electrostriction Electrostrictor Direct effect (nonlinear) Lead magnesium Carotid pulse,

transducers Mechanical Electric niobate, lead heart apex pulse,

Example: stress polarization lanthanum zirconate ECG, movement

pressure sensor Reverse effect (nonlinear) titanate (PLZT),

Electric field Dimensional EAPs

change

Electroluminescence Light emission Electric field Light EAPs ECG, EMG

devices emission

Photoluminescence Photoluminescense Incident light Light EAPs UV radiation

sensors emission

Example: UV

radiation sensor

Piezoelectricity Piezoelectric Direct effect (linear) Polyvinylidene Carotid pulse,

transducers Mechanical Electric fluoride (PVDF), heart apex pulse,

Example: stress polarization barium titanate ECG

strain gages Reverse effect (linear) (BaTiO3), lithium [Samjin Choi]

Electric field Dimensional niobate (LiNbO3),

change lead zirconate titanate

(PZT)-based

compounds, EAPs

Pyroelectricity Pyroelectric Temperature Electric All pyroelectrics Body temperature,

sensors change polarization are piezoelectrics ambient

Example: temperature

infrared sensors

specific devices. For better design, it is often necessary
to include wireless communication systems that enable

the sensing component to transmit the data to a control
processing unit or even to a database service.

74.6 Electronics in Medicine at Work

After introducing several aspects of medical electron-
ics and several signals that may be recorded by such

systems, this section presents a few implementations of
electronic systems designed for medical applications.
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74.6.1 Wireless and Wearable Low-Power
Health Monitoring Systems

A prototype wearable, low-power acquisition module
for a WHMS is shown in Fig. 74.19. The acquisition
module provides continuous monitoring of single-lead
ECG, temperature, and activity [74.79]. The module is
used on the chest of the monitored subject and can be
attached using either a chest band or by integration into
a textile garment. In addition, the wearability of the
acquisition module is supported by its small size and
lightweight design, and by the assembly of all of its
electronic components on a flexible polyimide printed
circuit board (PCB), which in turn houses dry and flex-
ible electrodes [74.80], directly attached to the PCB
without use of wired connections. Unlike conventional
silver/silver chloride electrodes, these dry and flexible
electrodes are able to acquire a biosignal without the
need for skin preparation with electrolyte gel, which
is suitable for use in long-term and continuous health
monitoring systems.

74.6.2 Sensors

The sensors contained in the acquisition module were
chosen considering its continuous monitoring and
low-power operation features. The acquisition mod-

a) b)

Fig. 74.19 (a) Wearable low-power
acquisition module for a WHMS,
showing electronics on the top layer
and (b) flexible dry electrodes for
ECG monitoring on the bottom layer

MAX4194

Instrumentation
amplifier

CMMR = 100 dB min

Bandpass filter
Fch = 0.15 Hz
Fd = 100 Hz

Notch filter
Fc = 50 Hz

ECG reference
electrode driver 

Flexible dry
electrodes

Fig. 74.20 Low-power ECG analog front-end included in the WHMS prototype

ule includes three flexible, dry ECG electrodes with
a low-power analog front-end for single-lead ECG
monitoring, a negative-temperature-coefficient (NTC)
thermistor for surface temperature monitoring, and
a low-power three-axis accelerometer for activity
monitoring.

The analog front-end designed for ECG monitoring
is shown in Fig. 74.20. A pair of the flexible dry elec-
trodes at a short distance from each other (65 mm) is
used to acquire a single-lead ECG, when contacting the
skin on the chest, close to the heart. The remaining elec-
trode is used as a reference driver connection to reduce
common mode interference.

The performance of the analog front-end was de-
signed to achieve a trade-off between low power
consumption and suitable common mode rejection ratio
(CMRR) by appropriate choice of the instrumentation
amplifier (current consumption of 93 μA and CMRR of
115 dB). A notch filter was included in the front-end to
attenuate electromagnetic interference from surround-
ing power sources, since the acquisition module should
be able to monitor the subject even in electromagnet-
ically polluted environments. Furthermore, a bandpass
filter is used to limit the bandwidth of the acquired sig-
nal to the ECG frequency range and to attenuate the DC
offset. The complete analog front-end achieved current
consumption of about 220 μA.

Part
G

7
4
.6



1360 Part G Equipment and Tools

The activity of the monitored subject is estimated by
the LIS302DL digital accelerometer which has a con-
figurable range of ±2 g or ±8 g, featuring low current
consumption (300 μA). The local temperature at the ac-
quisition module can be estimated within the range of
20 and 40 ◦C, by the change in resistance in the NTC
thermistor.

74.6.3 Wireless Link

The wireless communication interface between the ac-
quisition module and a base station [e.g., personal
computer (PC) or PDA] is provided by the Toumaz
Sensium (Toumaz Technology Ltd., Abingdon [74.81]).
The Sensium is a system-on-chip solution containing
a low-power transceiver platform, 8051 microcontroller,
and reconfigurable sensor interface. The Sensium al-
lows the creation of wireless body-area networks
composed of a base station and up to eight target
nodes which communicate using a proprietary proto-
col aimed at minimization of power consumption. The
wireless link between Sensium devices operates in the
868/915 MHz ISM band, providing a 50 kbps data rate.

For the design of the presented acquisition module,
the use of the Toumaz Sensium solution with a propri-
etary wireless communication protocol was preferred
over the use of standard protocols for wireless sensor
networks or wireless local-area networks, such as Blue-
tooth (802.15.1), ZigBee (802.15.4) or Wi-Fi (802.11).
The use of the proprietary protocol has the advantage
of low power consumption, achieving longer operation
times suitable for continuous monitoring, and avoiding
the crowded 2.4 GHz ISM band, thus aiming to achieve
better resilience to interference and improved quality of
service. On the other hand, use of the proprietary pro-
tocol and transceiver reduced transmission power and
data rate to achieve low power performance, thus only
allowing transmission distances of 10 m and a data rate
of 50 kbps. However, this transmission distance may be
suitable for monitoring a subject at home or in specific
rooms, or if the subject carries a smartphone or PDA
as a base station. In addition, the 50 kbps data rate is
sufficient for continuous monitoring of most biosignals,
considering their limited bandwidth.

74.6.4 Optical Biopotential Recording

In the past few years, optical-based sensors have be-
come increasingly used in healthcare applications. This
is explained by the many advantages of these sensors
that include immunity to electromagnetic interference,

resistance to harsh environments, freedom from elec-
trical wires, small size, light weight, and multiplexing
capabilities [74.82]. Moreover, many approaches for
optical fiber integration have been developed, with par-
ticular interest for wearable health devices, leading to
easier optical fiber integration into textiles and other
wearable materials [74.56, 83, 84].

74.6.5 Optical Electrodes

When dealing with optical electrodes, several modifi-
cations must be made to the acquisition system shown
in Fig. 74.18. A light source and detector must be in-
cluded, since the sensing methodology is based on
alteration of light properties. Figure 74.21 shows a typ-
ical acquisition system for an optical sensor.

In this case, the acquisition system must include
a light source that will pass through an optical trans-
ducer. In the presence of a particular signal, the optical
transducer will suffer alterations, for example, a dimen-
sional change. This alteration will produce a shift in
light properties, whether intensity, phase, polarization
or other. Afterwards, a photodetector is responsible for
collecting this modulated light and converting this mod-
ification into a desired result. The latter is dependent on
the type of photodetector applied in this stage; for exam-
ple, a photodiode can be used to convert light intensity
into current or voltage. The signal is then processed
according to the remaining block diagrams, which are
similar to those in Fig. 74.18.

An important feature of optical-based sensors is the
ability to enable easier contactless measurements of
physiological events, particularly electrophysiological
signals. This can be achieved using specific trans-
ducer effects by which a material exhibits a particular
response in the presence of a stimulus such as an ex-
ternal electric field. Materials exhibiting this type of
stimulus–response mechanism are classified as elec-
troactive materials; some such materials are included
in Table 74.2. The electroactive component works as the
sensing element, which can be in the form of a coating
material, such as a hydrogel or a piezoelectric mater-
ial, or even used as a device such as an electrooptic
modulator.

For several years, the standard biopotential record-
ing systems consisted of bioelectrodes, instrumentation
amplifiers, and filtering components. The signal was
recorded by placing electrodes in contact with the skin,
allowing conversion of the ionic current within the body
into an electronic current in the electrode leads [74.54].
The coupling between the electrode and the skin was
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Fig. 74.21 Optical sensor acquisition block diagram

usually made by an electrolyte that could be either
a gel/solution for wet electrodes or simply sweat for
dry electrodes. This standard recording system, despite
its good performance in terms of sensitivity, is not very
suitable for wearable applications, since it requires good
electrical and/or physical contact with the skin [74.85].

Novel dry and textile-based wearable electrodes
have recently been proposed to overcome the limita-
tions associated with such electrodes. These include,
for example, conductive rubber electrodes [74.86], Cu-
sputtered textile electrodes [74.87], conductive fabric
sheets and polyvinyl difluoride (PVDF) film elec-
trodes [74.73], and polymeric dry electrodes [74.88].
However, these still require physical contact with the
skin, making optical sensors the strongest candidate for
contactless measurements in wearable devices.

In recent work, an electroactive hydrogel was
suggested as a transducer for optical-based biopo-
tential measurements for applications in wearable
systems [74.89]. This electroactive material, poly-
acrylamide hydrogel (PAAM), when submitted to an
external electric field, undergoes a bending process, al-
tering its mass and volume properties. Likewise, the
amount of light passing through the hydrogel and reach-
ing the photodetection stage will change. Although
many configurations can be applied in the sensor de-
sign, the desirable solution could be a fiber pigtail, with
the PAAM hydrogel placed at the tip of the fiber. This
material showed an adequate sensitivity and frequency
response, as well as the ability to perform better as sam-
ple thickness decreases, making it an eligible sensing
component for biopotential recording applications.

74.6.6 Optical Signal Acquisition

An example of an optical-based sensor for biopoten-
tial acquisition is the electrooptic modulator, which
can be used to modulate light (e.g., intensity, polar-
ization or phase) in response to an electric field. The
observed modification of the light property is propor-
tional to the biopotential, making it possible to translate
this result into a biopotential recording. The electroop-
tic (EO) sensor proposed is a photonic fiber optic
based device, whose main functional stages are op-
tical signal generation, electrooptic modulation, and
detection. These EO sensors may be developed and
assembled so as to be easily integrated into fabrics
or other wearable materials. Figure 74.22 shows an
ECG signal obtained using this method as the recording
technique.

As shown in this figure, this EO technique has the
required frequency response and sensitivity to acquire
an ECG signal with its different signal components,
such as the QRS complex.

74.6.7 Localization Solutions

One well-known requirement in AAL solutions is the
ability to track someone inside an environment using the
already deployed wireless infrastructure. Several wire-
less AAL solutions for monitoring have been proposed
in the past few years, e.g., [74.48, 49]. One solution
is to use the Wi-Fi infrastructure and deploy small
modules, worn by the subject being monitored. Then,
using the Wi-Fi network infrastructure, the module
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Fig. 74.22 ECG signal recorded with
an electrooptic modulator

can be used for tracking purposes [74.48, 49]. Despite
the well-known benefits of this technology, its accep-
tance requires wearable devices, which must be small,
lightweight, and with enough power autonomy for com-
fortable operation [74.61].

Figure 74.23 shows a system that enables localiza-
tion of a walking user inside a building, using a device
that was developed to be used as a wristwatch [74.61].
This is the smallest localization device known for use
in localization applications, based on a Wi-Fi infras-
tructure. This module was designed to fulfill clinical
environment compliance, which requires a hermetically
sealed module made from clinically compatible mater-
ials. Since it is to be worn as a wristwatch, wearability
and fashionable design were taken into account. More-
over, for ease of use and cleaning, the module uses
wireless recharging technology.

Since the localization device had to be designed to
be worn on the subject’s wrist, the module should not
greatly exceed the dimensions of a wristwatch. Also,
and to reduce deployment costs, the localization tech-
nology is based on the installed Wi-Fi network, so the
localization device must use a Wi-Fi module. The de-
signed module uses an off-the-shelf low-power Wi-Fi
tag. The tag communicates with existing wireless lo-

Fig. 74.23 Magtag, side-by-side with a wristwatch

cal area network (WLAN) infrastructure to help control
centers to keep track of the subjects being monitored.
A key feature of this device is its waterproof capability
and the requirement for simple cleaning methods. In this
way, a wireless recharging capability was implemented,
which enables full recharging of the battery when the
module is placed on a base station for around 2 h. More-
over, as onboard sensors, it has a motion detector and
a photonic wrist removal detector.

Localization Ability

Figure 74.24 shows the software front-end used in com-
bination with the developed module.

Initial tests showed a resolution of 2–5 m (90% of
the time) for an indoor environment. Those tests showed
that the tag meets the project requirements. The perfor-
mance obtained makes the tag viable for all the expected
project scenarios, namely in hospitals and healthcare
markets.

Module Autonomy

Since the module was expected to be as small as
possible, the platforms under test were powered by
a 150 mAh, 3.7 V, 20 × 30 × 4.0 mm3 Li-ion battery.
However, the indicated supply battery may change, due
to different autonomy constraints.

All the tests were carried out using a small resis-
tor in series with the battery, and the voltage drop was
measured. From that, the current consumption was ex-
tracted. Table 74.3 shows the results obtained when
using this procedure.

At the moment, this device is used only for local-
ization purposes. In normal operating mode, the device
sleeps for 20 s, then awakes, detects its position, and
sends it to a nearby wireless access point.

From Table 74.3, it can be observed that, during
transmission, the measured current value exceeds the
expected value by about 60 mA. Also, in sleep mode,
the current measured was 1.5 mA, far more than the ex-
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Fig. 74.24a,b Tracking operation. (a) Testbed access point location. (b) Tag positions used for localization error
assessment

Table 74.3 Wi-Fi module power consumption

Operating Current consumption

mode Measured (Vcc = 3.3 V) Expected

Tx mode 270 mA @ 18 dBm 212 mA @ 18 dBm

Rx mode 50 mA 40 mA

Sleep mode 1.5 mA 6 μA

pected value of 6 μA. To test battery autonomy, a 6 s
transmission interval was used, for which the battery
life was 20 h. All these tests were carried out with all
the active sensors turned off.

74.6.8 Ambient Assisted Living Applications

Ambient assisted living (AAL) (Chap. 67) is an emer-
gent technology that envisions offering new solutions
for healthcare [74.31]. Those solutions will improve
the quality of life of the elderly population and re-
duce costs associated with healthcare. However, before
that happens, new solutions, including both hardware
and software, must be available in order to acquire and
store the required signals, to process and extract in-
formation from those signals, and to detect a set of
features required to produce alarms and/or electronic
assistance.

Despite the availability of several platforms for sig-
nal acquisition [74.49], a few technological issues must
be solved before they can be used. The platforms must
offer quality of service, be wearable, and operate for
a comfortable period of time. Quality of service is re-

quired, otherwise no company will be able to offer
such a highly critical service. When hiring a service
for health monitoring, it must not fail, or the people in-
volved must be aware of how safe the system is. Also,
nobody will be willing to wear a device that reveals that
he is being monitored, and it is also unpleasant to wear
a device that needs to be recharged too often. At least, is
must be able to operate for one full day. In this way, the
system may be replaced when the person goes to bed or
gets up.

Once the relevant data are available, an AAL system
will allow remote monitoring of one, or a set of subjects,
and their health and activity. Based on this and a set of
information associated with each subject, it is possible
to offer different levels of services. One will be self-
reminders that are preset by the subject; the other will
be reminders by some family member or caregiver; and
finally, a health service based on clinical data may also
be offered, if good enough health engines are available
to extract the health condition.

Intelligence at Application Level

Figure 74.25 shows a snapshot of an application devel-
oped to collect data from several sensors, both biometric
data (monitoring health and activity) and data from
home automation [74.43]. Based on home automation,
it is possible to infer the daily activity of a subject and
help him in their routines.

This interface includes three main blocks. One
block acts as a pill dispenser with the possibility to
send text messages through the short message ser-
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Fig. 74.25 Patient monitoring soft-
ware snapshot

vice (SMS) and/or multimedia message service (MMS)
with previously recorded familiar voices to provide ad-
vice regarding prescriptions. The second block provides
a day (timeline) progress bar with emergency status
(colors from green to red) linked to the continuous
health monitoring system. The third block is a sen-
sor panel showing data from several sensors for ECG,
temperature, humidity, water flux, weight, door open-
ing/closing, and arterial pressure with voice messages
corresponding to high or very low arterial pressure
readings.

Acquisition Hardware

The software operates based on the data acquired from
the various sensors. Figure 74.26 shows the main blocks
of the acquisition hardware. It is presented as worn by
a person, but it is equally valid for data acquisition from
home automation.

Since a few of those sensors must be mobile and
must be placed on the person, the acquisition system

AmpOp

High-pass
filter

Notch
filter

Wireless
module

Low-pass
filter

Pulse oximetry
temperature

ECG

DRL

INA

Fig. 74.26 Block diagram used for
the data acquisition system (DRL –
driven right leg; INA – instrumenta-
tion amplifier)

must be designed to have special features. It must be
wireless, offer quality of service, have low power con-
sumption, be wearable, and operate for at least 1 day on
batteries. This led to the use of a modified version of
a ZigBee-based platform.

For data acquisition, a small and power-efficient
module was designed. Moreover, since the set of signals
that may be relevant for this system are highly hetero-
geneous, the module was designed so that it can be
configured for different applications. The most demand-
ing signal in this scenario is the electrocardiogram,
corresponding to measurement of the electrical activ-
ity of the heart muscle, which may range from about
0.5 mV to a maximum of 10 mV. It has a spectral range
of 0.05–150 Hz for diagnostic ECG and 0.5–40 Hz for
monitoring ECG.

The requirements of the front-end of an ECG sen-
sor circuit include the capability to sense low-amplitude
signals in the range of 0.05–10 mV, high common
mode rejection ratio (CMRR), high input impedance,
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low input leakage current, flat response for 0.5–40 Hz,
low weight, low power (<1 mA), and signal amplifi-
cation over a range specified by the analog-to-digital
converter (ADC).

The first stage of amplification is one of the most
important components of the system. This amplifier
presents excellent features for acquisition of biopoten-
tials such as high input impedance, high differential
gain, and high common mode rejection ratio. The in-
tegrated circuit (IC) used was the INA333 from Texas
Instruments. The ECG is often contaminated with un-
desired spectral components. To attenuate these, the
circuit must include a high-pass filter, notch filter, and
a low-pass filter. All the implemented filters are ac-
tive filters, so operational amplifiers were used. The
ICs chosen to build the filters were the OPA2369 from
Texas Instruments. The OPA2369 was chosen mainly
because of its low quiescent current (0.7 μA/channel),
and low offset voltage (250 μV). The high-pass filter
must attenuate frequencies from zero to the cutoff fre-
quency, thus it blocks the undesired DC components.
The proposed filter is a second-order Sallen–Key high-
pass filter with a Butterworth response. The filter’s main
features are its quality factor (Q) of 0.707, its unity
gain, its cutoff frequency fc of 0.45 Hz, and its slope of
−40 dB/decade. The ECG is frequently contaminated
with 50 /60 Hz power-line interference, or electrostatic
charge. The strategy to attenuate this kind of interfer-
ence involved a notch filter or band stop filter centered
at 50 Hz. The implemented notch filter is a second-order
Sallen–Key with gain of 1.5, Q of 1, fc of 50 Hz, and
slope of −40 dB/decade. The low-pass filter is used
to attenuate frequencies beyond the desired frequency
for ECG measurement. These frequencies can come
from sources such as radiofrequency and communica-
tion equipment. A second-order low-pass Sallen–Key
filter with Butterworth response was implemented. The
filter has unit gain, Q of 0.707, and cutoff frequency
of 40 Hz. The filtered signals have to be amplified so
that the ADC from the ZigBit module can measure it.
The gain of this amplification stage is about 60, so the

Fig. 74.28 Photograph of developed
PCB layout
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Fig. 74.27 Frequency response of the front-end electronic
acquisition system

total gain of the system is 300. Finally, a driven right
leg (DRL) circuit was also implemented. This circuit is
used to amplify, invert, and feedback the common mode
signal to the body, preventing saturation of the ampli-
fiers, and reducing the output voltage due to CMRR.
Figure 74.27 shows the frequency response for the de-
scribed system.

Despite the low-power design, the system was
designed to achieve high rejection of the 50 Hz com-
ponent. This allows for a higher degree of system
miniaturization, since when registering ECG signals
with very close electrodes, interference may become
a problem.

Since this is intended to be a flexible platform to
acquire data and feed an AAL system, it was designed
to be small and modular. Figure 74.28 shows the device
dimensions.

The main achievement was the low current con-
sumption for ECG acquisition (90 μA) and the small
size (33 × 30 mm2). This module, combined with
a transceiver module, allows acquisition of almost every
signal produced by any transducers that may be found
useful for use in AAL systems.

The developed platform was designed to acquire
signals from a range of sensors, and to transmit them
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to a base station where the signals were registered and
processed to monitor a subject during their daily life.
The module is very low power, allowing operation for
1 day, and the wireless data were delivered with quality
of service, making it suitable for AAL applications in
controlled environments.

74.6.9 Wireless Link Design
for Biomedical Applications

When a patient’s clinical state turns from a noncritical
situation into a critical one, a context change occurs, and
consequently, the healthcare network should adapt its
performance requirements to this new situation [74.90];
for instance, higher monitoring activity and lower trans-
mission delay of vital signals might be required when
the clinical situation of a patient changes from non-
critical to critical. Hence, healthcare networks should
provide QoS facilities for e-emergency services, since
these clearly demand high reliability, guaranteed band-
width, and short delays.

A personal healthcare system consists of a group
of sensors attached noninvasively to a patient for sens-
ing of physiological parameters. These body sensor
networks (BSN) have been used in hospitals during
recent decades using conventional wired equipment,
hence not allowing the patient to move around freely.
However, recent advances in wireless sensor technol-
ogy are changing this scenario by allowing mobile
and permanent monitoring of patients, even during
their normal daily activities. In such healthcare sys-
tems, the information sensed at the patient’s body is
transmitted to a wireless base station, located no more
than a few tens of meters away, and then delivered
to a remote diagnosis center through a communication
infrastructure.

Healthcare systems should be able to accomplish at
least one crucial aim: to monitor a patient and, when
an emergency occurs, immediately trigger an event to
alert the patient and/or warn a remote caregiver. In
this way, both the patient and the caregiver can ensure
timely implementation of the appropriate procedure in
accordance with the clinical episode. In addition, the
system should be able to trigger an alert anticipating the
case where the patient is unaware of the seriousness of
his/her health situation.

Wireless sensor networks (WSN) are expected to be
used in emergency healthcare applications in the near
future. Since e-emergency systems should be totally
reliable and efficient in order to provide valuable as-
sistance to patients, quality of service (QoS) must be

present at distinct protocol levels, including the media
access control (MAC) layer.

Vital Signals Requirements

Emergency medical care requires monitoring of several
vital signals simultaneously; for example, a patient in
an ambulance is monitored for blood pressure, heart
and respiration rates, and temperature. Besides these
primary signals, other information may be captured to
help diagnosis and medical decision, such as electro-
cardiogram (ECG), blood glucose level, blood oxygen
saturation, heart and breathing sounds, or even imaging
in cases of trauma. All these data should be promptly ac-
cessible for comparison, computer-aided analysis, and
decision-making. However, to achieve a more encom-
passing picture of the clinical situation, information
about the patient’s personal characteristics (risk factors,
degree of disease, age, etc.) and environmental context
(e.g., in bed or mobile, alone or not, at work or at home,
etc.) should also be provided [74.91].

Table 74.4 presents the electrical characteristics of
the vital signals usually monitored in emergency medi-
cal care [74.92, 93] and Table 74.5 shows the range of
typically monitored values.

If some signal exceeds its threshold, the local super-
visor node should trigger an alarm to inform a caregiver
or the patient himself. Table 74.5 presents typical

Table 74.4 Vital signal electrical characteristics

Vital signal Frequency Sampling Resolution

range (Hz) rate (Hz) (bits)

ECG 0.01. . . 60–125 120–250 16

(per lead)

Temperature 0. . . 0.1–1 0.2–2 12

Oximetry 0. . . 30 60 12

Arterial 0. . . 60 120 12

pressure

Respiration 0.1. . . 10 20 12

rate

Cardiac rate 0.4. . . 5 10 12

Table 74.5 Alert detection parameters

Alert type Detection parameter

Low SpO2 SpO2 < 90%

Bradycardia HR < 40 bpm

Tachycardia HR > 150 bpm

HR change Δ HR / 5 min > 19%

HR stability Max HR variability from past 4 reads > 10%

BP change Systolic or diastolic change > ±11%
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thresholds for SpO2, heart rate, and blood pressure sig-
nals for alert detection [74.94].

QoS Considerations for e-Health

Some authors argue that differentiation based on data
priority is inherent to wireless sensor networks (WSN),
since it is normal to have sensors to monitor distinct
physical parameters simultaneously, just as happens in
BSNs. Here, the importance of the collected information
is necessarily distinct, and therefore the network must
prioritize the transmission of critical data when a sudden
clinical change in the patient occurs; for example, in pa-
tients with cardiac diseases, heart activity information is
more important than body temperature data. Depending
on the patient’s clinical condition, the priority assigned
to a vital signal can change dynamically.

Most current BSNs only offer best-effort ser-
vice [74.95], which is not the most adequate for
e-emergency. The given examples indicate that those
networks require QoS support in critical cases. This
would ensure adequate bandwidth for higher-priority
streams for efficient data delivery, even in case of in-
terference or fading.

QoS mechanisms are usually deployed in networks
to guarantee consistent service levels concerning cer-
tain parameters, such as packet loss ratio, transmission
delay, jitter, and available bandwidth. These are the tra-
ditional end-to-end parameters used to characterize the
performance of any communication infrastructure, in-
cluding BSNs; for instance, the total delay to an ECG
signal being displayed in the monitor should be less
than 3 s for useful real-time analysis by a cardiolo-
gist [74.95]. To guarantee that jitter does not affect the
estimation of the R-wave fiducial point, which con-
siderably modifies the spectrum, ECG signals require
a minimum sampling rate of 250 Hz. It should be noted
that no significant difference between ECG traces are
detected when sampling the signal at rates between 250
and 500 Hz, but significant reduction in peak ampli-
tude values and inaccurate interval measurements are
obtained at 125 samples/s [74.96].

Approaches over than prioritization may addition-
ally be used to provide QoS; for example, for efficiency
reasons, a large packet length is chosen for noncritical
situations. However, as soon as an emergency occurs,
the packet size is reduced to meet the low-delay QoS
requirement, and signals considered irrelevant to this
emergency episode are sampled at a lesser rate, or not
at all. Moreover, the computation power may be low-
ered to a minimum, since all data must be forwarded,
as opposed to regular operation where, to save energy,

the cardiorespiratory rhythm can be computed onboard
before sending it. Alternatively, an ECG signal could
be processed in the sensor itself to extract its relevant
features. In this way, only information about an event
is transmitted (e.g., QRS features and the correspond-
ing timestamp of the R-peak), hence reducing the traffic
load and saving energy.

The vital signals captured from the patient’s body
must be delivered to a remote diagnosis and sup-
porting center, through some available communication
infrastructure, such as the Internet or a mobile cellular
network. As a result, the delivered QoS depends nec-
essarily on the network infrastructure chosen for the
delivery of the mobile health services. Therefore, to
meet the required QoS, the mobile health services plat-
form needs to be able to acquire and use contextual
information about the QoS offered by communication
network infrastructures available at the patient’s current
location and time. High availability and reliability are
the most desirable features that these network infras-
tructures should offer, as well as QoS guarantees for
bandwidth, end-to-end delay, jitter, and loss.

e-Health Wireless Systems with QoS

Despite the number of healthcare systems already de-
veloped, few encompass QoS requirements. To assess
how QoS support is being deployed in healthcare sensor
networks, some projects were analyzed, as well as the
QoS requirements that the respective authors consid-
ered important to incorporate in their implementations.
Based on the related literature, QoS projects for e-health
can be grouped according to the topics: (a) frameworks
with QoS, (b) QoS through reconfiguration, and (c) al-
gorithms for QoS enhancement [74.90].

The target deployment of each project is diverse,
such as remote patient monitoring using standard pro-
tocols and mobile communication networks, mobile
telemedicine under heavy traffic conditions, signal re-
construction, and BSN lifetime improvement. Thus,
the QoS support approach is also distinct in each
project: transmission priority scheduling along with
data compression, self-reconfiguration of the BSN by
data feedback, restoration algorithms to recover miss-
ing packets, and power management model for energy
saving. Table 74.6 presents an overview of diverse
QoS aspects that the authors have considered impor-
tant to benefit their projects with, as well as the target
environments where the projects are intended to be
deployed. The target deployment of each project is
diverse, such as remote patient monitoring using stan-
dard protocols and mobile communication networks,
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Table 74.6 Examples of QoS solutions for healthcare systems

Topic Description QoS goals Target deployment

Frameworks
with QoS

DiffServ based on transmis-
sion priority scheduling, data
compression

Low delay and loss rate for
vital signals, better bandwidth
utilization

Remote medical applications using
zigbee and mobile cellular networks

Wireless diffserv infrastructure Low loss rate, guaranteed
bandwidth

Reliable network for mobile telemedi-
cine under extreme traffic conditions

QoS through
reconfiguration

Send feedback information into
BSN to self-reconfiguration

Application level improvement Remote and local patient monitoring

Middleware system for reconfig-
uring bsns

Application level improvement Increase BSN lifetime while respect-
ing the qos needs

Algorithms for
QoS enhancement

Restoration algorithms Recover missing packets Reconstruct a more functional signal
for the doctor

Power management model based
on application states

Energy saving Reserve power to the patient’s more
vital tasks

OXI T ECG1
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BSN 3

ECG0

OXI T ECG1

ART RR
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ECG0

OXI T ECG1
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BSN 2

ECG0
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Fig. 74.29 Layout of the hospital room, with a patient being monitored in each bed

mobile telemedicine under heavy traffic conditions,
signal reconstruction, and BSN lifetime improvement.
Thus, the QoS support approach is also distinct in each
project: transmission priority scheduling along with
data compression, self-reconfiguration of the BSN by
data feedback, restoration algorithms to recover miss-
ing packets, and power management model for energy
saving.

Case Study

Aware of the diverse QoS approaches presented above,
Fig. 74.29 shows an experimental testbed to deploy QoS
solutions based on a real clinical scenario [74.97]. The
scenario is based on a hospital room containing six beds
with one patient per bed. Each patient is monitored by
a personal BSN, and one BS collects the vital signals of
all patients. The vital signals being monitored are tem-
perature (T, Temp), oximetry (OXI), arterial pressure
(ART), respiration rate (RR), and ECG data. All mon-
itored signals must be transmitted through a low-rate

channel to the BS with appropriated QoS, as specified
next.

According to the IEEE 1073 group, a wireless ECG
electrode should generate 4 kbps of data, and the la-
tency introduced by framing the data samples and the
transmission delay should be below 500 ms. Since ECG
signals are the most demanding in terms of QoS, we
take this value as the maximum delay that any vital
signal should have in this study. Continuous healthcare
monitoring normally uses a three-electrode ECG device,
therefore this situation is assumed in our study. Accord-
ing to Table 74.1, each BSN produces a maximum aggre-
gated rate of 10 424 kbps, hence resulting in a maximum
total traffic inside the hospital room of 62 544 kbps. Be-
sides guaranteeing this minimum goodput and latency
below 500 ms, the e-health system must also guarantee
null packet loss for every vital signal, low energy con-
sumption, and balanced energy drainage in every BSN.

ZigBee is a short-range, low-power, low-data-rate
standard for wireless sensor networks that supports
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a maximum data rate of 250 kbps in the 2.4 GHz
band. Therefore, a ZigBee WSN is able to handle the
whole traffic generated inside the hospital room with-
out congestion. Nevertheless, other factors which may
significantly affect QoS have to be considered, such as
access to the wireless channel and errors which often
occur during transmission.

Simulation results have shown that ZigBee is not ad-
equate for several sensors to transmit ECG signals to
a BS with full efficiency. The packet delivery efficiency
starts to drop when three or more ECG devices belong
to the same network channel. This is because ZigBee
relies on carrier sense multiple access with collision
avoidance (CSMA-CA), a contention-based MAC pro-
tocol that is vulnerable to collisions. Lost packets may
be retransmitted, but there is a maximum number of
five retries allowed by ZigBee before declaring channel
access failure. ZigBee seems to be more adequate for
BSNs that do not have large amounts of data to trans-
fer with only several small data packets per hour, such
as implanted medical sensors.

Diverse MAC protocols have been developed for
wireless networks using contention-based or scheduled
access techniques [74.98]. Traditional contention-based
protocols assume that traffic is distributed stochasti-
cally. However, traffic in a WSN tends to be highly
correlated and/or dominantly periodic, and so such
protocols may not perform well in these conditions.
Some CSMA-based protocols have been developed
(e.g., Sensor-MAC (S-MAC) [74.98]) to help save en-
ergy in sensor network applications where nodes remain
idle for long periods until detecting an event (e.g.,
surveillance), hence normally generating very little traf-
fic in the network. Hence, it is inadequate to apply such
MAC protocols in networks requiring high throughput
and low latency, such as emergency biomedical applica-
tions. Time-division multiple access (TDMA) protocols
divide time into slots that sensors can use to transmit
data without needing to contend for the medium. Since
quality of service is easier to assure in a collision-free
environment than in a contentious-prone medium, and
as a base station is available to keep the WSN scheduled
and synchronized, a solution may be to use a TDMA-
based MAC protocol to satisfy the QoS, such as the
low-power, real-time protocol (LPRT) [74.99].

LPRT is a simple, beacon-based, low-power, real-
time protocol that uses the available bandwidth dynami-
cally and efficiently. Its highly grained superframe starts
with the transmission of a beacon frame (B) by the BS,
followed by the contention access period (CAP), also
called the contention period (CP) [74.99]. The CAP

may be used for the (dis)association or configuration
of a body sensor network (BSN). The contention-free
period (CFP) follows the CAP. The CFP is composed
of the normal transmission period (NTP) and the re-
transmission period (RP). The NTP is used for sensor
nodes to transmit new data. Lost data are retransmit-
ted in the RP. Data packets are sent in contiguous slots
of the CFP. The attribution of slots in the CFP is an-
nounced through a list of allocation fields carried in the
payload of each beacon. Each allocation field contains
the association identification and the initial transmis-
sion slot (ITS) for every sensor node in the WSN. Data
frames transmitted to the BS during the NTP are ac-
knowledged by the ACK bitmap present in the beacon
of the next superframe.

The beacon size may become relatively large, since
it is directly dependent on the number of sensor nodes
associated with the BS. A sensor node transmits data in
the superframe only if the corresponding beacon carry-
ing the list of allocation fields is received, and a single
retransmission procedure is used in case of transmission
failure. These characteristics may lead to a significant
packet loss ratio if communications occur in a wire-
less channel with an appreciable bit error ratio (BER).
To improve its robustness against bit errors, a solution
based on short-size beacons has been proposed.

Proposals to Improve LPRT

To define a MAC protocol more robust to channel er-
rors, solutions based on short-size beacons, autonomous
transmissions, and multiple retransmissions have been
added to LPRT. RP is defined after the CAP so that
a packet is retransmitted away from an eventual burst
error condition responsible for the transmission failure
that occurred during the last NTP. RP is not placed after
the NTP to avoid a sensor node transmitting in the NTP
with a variable packet size.

Short-Size Beacons. To assure good performance of
the e-emergency WSN, the percentage of lost beacons
should be very low. A strategy to accomplish this goal is
to send beacons with a convenient transmission power,
since the bit error ratio (BER) of the channel decreases
as the signal-to-noise ratio (SNR) increases. In addition,
the beacon frame length should be as small as possi-
ble. So, whenever possible, the beacon payload contains
only the ACK bitmap to acknowledge the frames cor-
rectly received during the NTP of the last superframe,
and the CAP size of the current superframe (assuming
that the start slot of the CAP is known). In this case, sen-
sor nodes must run an algorithm to compute which slots
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should be used to (re)transmit data without interfering
with each other, in accordance with a predefined order
schema. Using this strategy, the energy consumption in
each BSN improves too, since smaller-size beacons are
received by the sensor nodes.

According to the received ACK bitmap, each sensor
node must calculate the corresponding superframe slots
to transmit its data. If a sensor node does not receive
a beacon or a short sequence of beacons, it may con-
tinue to send its new data in the NTP (i. e., autonomous
transmissions), since a sensor node clock drift of the or-
der of microseconds should permit the WSN to continue
to be synchronized during a few consecutive beacon in-
tervals. However, the sensor node cannot retransmit any
data in the RP, because the ACK bitmap is not avail-
able and so it does not know how the RP slots are being
allocated to the sensor nodes.

To save energy, it might be tempting to retransmit
the lost data aggregated to the new data sent in the
NTP, instead of retransmitting it in the RP. However
such a strategy should be avoided, because the num-
ber of slots allocated in the NTP to each sensor node
becomes variable. Consequently, if a sensor node does
not receive the beacon, it has no way to know a priori
which slots to use for transmission. Indeed, if a sensor
node does not receive the ACK bitmap, it does not know
which sensor nodes are going to transmit aggregated
data in the current superframe, making it impossible to
compute the new slot allocation schema. This situation
does not occur if the NTP is used only to transmit new
data packets. Hence, aggregated retransmissions in the
NTP are not recommended, except in cases where ag-
gregation does not imply taking more slots, such as for
packets carrying temperature data.

Besides the ACK bitmap and the CAP size, a beacon
may need to send reconfiguration instructions if a new
clinical situation is detected in some BSN; for instance,
higher monitoring activity and lower transmission delay
of the vital signals might be required when a patient’s
clinical situation changes from noncritical to critical. In
this case, the BS should inform all sensor nodes about
the new situation and eventually reconfigure the WSN.

Retransmission in the RP. The retransmission order
in the RP depends on the ACK bitmap received from
the BS. Using an increasing slot sequence, firstly data
of all sensor nodes having the highest priority and the
bit false in the ACK bitmap are retransmitted succes-
sively. Then, data of all sensor nodes having the second
highest priority and the bit false in the ACK bitmap
are retransmitted successively, and so on. If there are

not enough slots to permit all required retransmissions,
then schedule truncation is done to guarantee that no
retransmission occurs in the NTP. It should be noted
that retransmissions may not be the appropriate error
recovery mechanism if losses are due to fading.

Retransmission in the CAP. If a sensor node does not
receive the beacon, then it fails to receive the ACK
bitmap, and therefore it does not know if the BS cor-
rectly received the packet sent in the NTP of the last
superframe. Retransmitting that packet properly in the
RP is impossible, because such a sensor node cannot
compute the slot allocation schema of the RP. A solu-
tion to overcome this problem is to retransmit it during
the CAP using the slotted CSMA-CA. This procedure
should improve the packet loss ratio at the expense
of some energy consumption and CAP slot wastage,
since the sensor node may be transmitting a duplicated
packet. Indeed, a packet already received by the BS may
be retransmitted again in the CAP of the next super-
frame if the sensor node does not receive the beacon.

Simulation Testbed

To test the solutions proposed in the previous section
and to compare them with LPRT, the Castalia simula-
tor was used. For this purpose, a case study and distinct
MAC protocol operation modes were programmed in
Castalia. For each test run, a simulation time of 1 h was
defined. Extending the simulation time would not sig-
nificantly affect the results. During that time period, the
BS sends around 16 363 beacons, carrying in the pay-
load only the ACK bitmap (4B). It is assumed that the
BER is equal in both communication directions.

In some graphics the probability P of a fully loaded
packet being received at destination is used instead of
the BER. The two parameters are related by

BER = 1− P1/(8×MPS) , (74.1)

where MPS is the maximum physical frame size. Con-
sidering MPS = 133 B, the BER changes between 0 and
around 6.5 × 10−4 as P decreases from 1 to 0.5 through
the simulation runs. Typical values for BER in a good
real wireless channel are of the order of 10−5 and in
a bad channel may be less than 10−3.

Operation Modes

Five distinct operation modes were defined for the simu-
lation framework: 0, 1, 2, 3, and 4 [74.100]. In operation
mode 0 there are no retransmissions in case of lost
frames. This operation mode serves basically to define
the limiting lines in the plots by considering the worst

Part
G

7
4
.6



Electronics in Medicine 74.6 Electronics in Medicine at Work 1371

case, corresponding to no error control mechanism in
the system.

In operation mode 1 lost packets are retransmitted
once at RP, and these retransmitted packets are not ac-
knowledged. This operation mode implements basically
the LPRT protocol.

In operation mode 2, packets with payload size
above a certain threshold may be retransmitted during
RP at most twice. The threshold was set at 40 bytes, so
ECG and ART sensors have two chances to retransmit
lost data. The second retransmission occurs only if the
frame is not correctly received by the BS during the first
retransmission. For this reason, the first retransmission
must be acknowledged, although the second retransmis-
sion does not need to be. Packets with payload size
below the defined threshold may be retransmitted once
in the RP and are not acknowledged.

In operation mode 3, packets with payload size
above a certain threshold may be retransmitted at most
thrice in RP.

Finally, operation mode 4 is similar to operation
mode 2, but if a sensor does not receive a beacon, it tries
to send in the CAP the packet transmitted in the NTP
of the last superframe. In all operation modes, frames
transmitted in the NTP are acknowledged through the
ACK table sent in the payload of the next beacon. No
operation mode allows aggregated transmissions in the
NTP or RP.

Compared with mode 1, the improvement achieved
when the WSN operates in modes 2, 3, and 4 is clear
from Fig. 74.30 and Fig. 74.31. These operation modes
present ECG packet loss below 1% while the probabil-
ity P is a little above 0.8. Such improvement is due to
the multiple retransmission process occurring in the su-
perframe. When the WSN operates in mode 3 instead
of mode 4, the improvement in ECG traffic is signifi-
cant for P < 0.75. However, for ART traffic it is almost
irrelevant whether mode 3 or 4 is used. This is because
the probability of losing an ART packet is lower than
the probability of losing an ECG packet, as the packet
size is smaller in the former.

Since the oximetry, respiration rate, and temperature
sensors may only retransmit once in RP, no significant
difference is noted in such traffic when operating in
modes 1, 2 or 3 (Fig. 74.32). However, an improvement
is noticed in oximetry and respiration rate traffic when
operating in mode 4. Temperature traffic does not ex-
hibit such improvement because it cannot make use of
the CAP.

To better evaluate the cost of the various operating
modes in terms of consumed energy, we firstly con-
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ECG op2
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ECG op4
Temp op0
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Temp op2
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Fig. 74.30 Loss rate for ECG and temperature traffic
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Fig. 74.31 Loss rate for ART traffic

sider that samplings performed by the sensing devices
consume no power. Figure 74.33 presents for each oper-
ation mode the average lifetime per initial energy of the
battery for each sensor type, relative to the simulations
run with probability P = 0.75.

To determine how many minutes a type of sensor
would live under such conditions, the values on the y-
axis must be multiplied by the energy available in the
battery when the sensor starts working. The available
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Fig. 74.32 Loss rate for OXI, and RR traffic

energy E in a battery with n cells, having U (volts) and
capacity of C (mAh) for each cell, is E = n U C × 3.6 J;
for instance, the 3 V, 40 mAh rechargeable Li polymer
battery used by an ECG sensor node contains 432 J
of initial energy before starting to power a sensor. So,
according to Fig. 74.33, an ECG sensor operated in
mode 4 and powered by that battery would live for
3.68 × 432 min ≈ 26.5 h. For every sensor type, the en-
ergy consumption is not significantly increased if the
probability P > 0.75 and the operation mode is 1, 2, 3
or 4.

Next, it was considered that each sampling per-
formed by the sensing devices consumes 0.01 mJ of
energy. Figure 74.34 presents the results for this situ-
ation. The effect of sampling rate on the lifetimes of the
sensors is clear.

As ECG sensors have both the highest sampling
rate and the largest transmitted packet size, the energy
drainage is faster than for the other sensor types. The
differences observed in each sensor type for the various
operating modes are almost indistinguishable.

Conclusions

Since wireless e-emergency networks should be reli-
able and efficient, they need to support QoS at distinct
protocol levels, including the MAC layer. The deploy-
ment of LPRT in an e-health system leads to low
power consumption, controlled latency, and through-
put efficiency. However, as simulations have proved,
this approach lacks reliability if the wireless channel

Op0
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Op2
Op3
Op4

ECG ART OXI RR TempP = 0.75

Lifetime (min/J)
6
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Fig. 74.33 Lifetime for sensing consumption of 0 mJ

Op0
Op1
Op2
Op3
Op4

ECG ART OXI RR TempP = 0.75

Lifetime (min/J)
6

5.6

5.2

4.8

4.4

4

3.6

3.2

2.8

2.4

2

Fig. 74.34 Lifetime for sensing consumption of 0.01 mJ

presents a given bit error rate. To define a MAC proto-
col that is more robust to bit error conditions than LPRT,
some solutions based on short-size beacons and mul-
tiple retransmissions were tested. The results showed
that such strategies lead to meaningful improvements in
packet loss rate, without significantly increasing energy
consumption.

Despite presenting the best performance regarding
the loss rate parameter, we foresee that a network op-
erating in mode 3 may face scalability problems, since
considerable bandwidth wastage occurs in the RP. Since
operation mode 4 offers better scalability and a good
compromise in terms of packet loss rate, we believe that
an e-health network operating in this mode and using
short-size beacons may present interesting performance.
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Table A.1 Electromagnetic spectrum
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γ spectrum

X-ray
spectrum

Cosmological
spectrum

Low frequency

Electrotechnically generated waves

Microwaves

UV
spectrum

IR
spectrum

Heat radiation

Ionizing radiationNon-ionizing radiation

3 × 102 3 × 104 3 × 106 3 × 108 3 × 1010 3 × 1012 3 × 1014 3 × 1016 3 × 1018 3 × 1020 3 × 1022 3 × 1024

Frequency
ν (Hz)

High frequency

Table A.2 Frequency- and signal voltage range of different bioelectrical signals (after J. Eichmeier: Medizinische Elek-
tronik, 3rd edn. (Springer, Berlin, Heidelberg 1997) p. 26)

Bioelectrical signal Abbreviation Frequency range Signal voltage range
(Hz) U (mV)

Lead, intracellular L ic 0–104 50–130

Action potential AP or E 5 × 104 –

Electroencephalography EEG 1–100 0.005–0.1

Electrodermography EDG 0–1 0.1–5

Electrogastrography EGG 0.02–0.2 0.2–1

Electrohysterography EHG 0–200 0.1–8

Electrocardiography ECG 0.2–200 0.1–3

Electrocorticography ECoG 10–104 0.015–0.3

Electromyography EMG

surface electrode 10–103 0.1–5

depth electrode 10–104 0.05–5

Electroretinography ERG 0.1–100 0.02–0.3

Energy bioelectrical signals: 3 × 10−12 –7 × 10−15 W s
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Radionuclides (Selection) and Dosimetric Base Items
Table A.3 Radionuclides (selection) (after W. Kauffmann, E. Moser, R. Sauer: Radiologie, 2nd edn. (Urban Fischer,
München 2001) p. 14)

Radionuclide Half-life (T1/2) Radiator β energy (MeV) γ energy (MeV) Application
3H 12.26 a β 0.018 D, M
14C 5730 a β 0.156 D, M
32P 14.28 d β 1.710 RT
51Cr 27.8 d γ 0.323 D, M
57Co 270 d γ 0.122; 0.136 D, M
49Fe 45.6 d β; γ 1.570 1.095;1.292 D, M
60Co 5.26 a β; γ 0.33; 0.09 1.17; 1.33 RT
67Ga 78 h γ 0.3; 0.018–0.9 D, M
75Se 120.4 d γ 0.14; 0.28 D, M
87Sr 2.8 h γ 0.388 D, M
90Sr 27.7 a β 0.546; 0.17 RT
90Y 64 h/2.66 d γ 0.92; 2.27 RT
99mTc 6 h γ 0.14 D, M
106Ru+ 106Rh 368 d β 1 0.04–2.4 RT
111In 2.8 d γ 0.172; 0.247 D, M
113mIn 1.66 h γ 0.393 D, M
123J 13.6 h γ 0.159 D, M, RT
125J 60.2 d γ 0.035 D, M, RT
131J 8.05 d β; γ 0.806 0.364 D, M, RT
133Xe 5.27 d β; γ 0.346 0.081 D, M
137Cs 30 a β; γ 0.51; 1.176 0.662 D, M, RT
192Ir 74.2 d β; γ 0.24–0.67; 0.17 0.317 RT
197Hg 2.71 d γ 0.077 D, M
198Au 2.7 d β 0.962; 0.31 0.412 D, M, RT

m = metastable, D = diagnostic, M = marker, RT = radiation therapy

Table A.4 Dosimetric base items (after G.H. Hartmann: Konzepte in Strahlenphysik und Dosimetrie. In: Medizinische
Physik, Vol. 2, ed. by W. Schlegel, J. Bille (Springer, Berlin, Heidelberg 2002) p. 73)

Base item Derivation SI-unit Stochastic

Energy imparted Rin − Rout +∑
Q J •

Linear energy ∈1/l J m−1 •
Specific energy ∈ /m J kg−1 = Gy •
Absorbed dose dW/dm J kg−1 = Gy

Absorbed dose rate dD/dt J kg−1 s−1 = Gy s−1

Kerma dEtr/dm J kg−1 = Gy

Kerma rate dK/dt J kg−1 s−1 = Gy s−1

Specific ionization dQ/dm C kg−1 = R

Ion dose rate dJ/dt A kg−1

Exposure dQ/dm C kg−1

Dose equivalent q · D J kg−1 = Sv

Equivalent dose rate dH/dt Sv s−1
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International System of Units – SI, CGS and Prefixes
Table A.5 International systems of units (SI)

Quantity Name Symbol Expression in terms
of other SI units or SI base units

SI base units

Length Meter m

Mass Kilogram kg

Time Second s

Electric current Ampere A

Thermodynamic temperature Kelvin K

Amount of substance Mole mol

Luminous intensity Candela cd

SI derived units

Area Square meter m2

Volume Cubic meter m3

Speed, velocity Meter per second m/s

Acceleration Meter per second squared m/s2

Wave number Reciprocal meter m−1

Mass density Kilogram per cubic meter kg/m3

Specific volume Cubic meter per kilogram m3/kg

Current density Ampere per square meter A/m2

Magnetic field strength Ampere per meter A/m

Amount-of-substance concentration Mole per cubic meter mol/m3

Luminance Candela per square meter cd/m2

Mass fraction Kilogram per kilogram,
which may be represented
by the number 1

kg/kg = 1

Plane angle Radian rad m/m = 1

Solid angle Steradian sr m2/m2 = 1

Frequency Hertz Hz 1/s

Force Newton N m kg/s2

Pressure stress Pascal Pa N/m2 = m−1 kg s−2

Energy work, quantity of heat Joule J N m = m2 kg s−2

Power radiant flux Watt W J s = m2 kg s−3

Electric charge, quantity of electricity Coulomb C A s

Electric potential difference,
electromotive force

Volt V W/A = m2 kg s−3 A−1

Capacitance Farad F C/V = m−2 kg−1 s4 A2

Electric resistance Ohm Ω V/A = m−2 kg s−3 A−2

Electric conductance Siemens S A/V = m−2 kg−1 s3 A2

Magnetic flux Weber Wb V s = m2 kg s−2 A−1

Magnetic flux density Tesla T Wb/m2 = kg s−2 A−1

Inductance Henry H Wb/A = m2 kg s−2 A−2

Celsius temperature Degree Celsius ◦C K

Luminous flux Lumen lm cd sr = m2 m−2 cd = cd

Illuminance Lux lx lm/m2 = m2 m−4 cd = m−2 cd

Activity (of a radionuclide) Becquerel Bq s−1
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Table A.5 (continued)

Quantity Name Symbol Expression in terms
of other SI units or SI base units

Absorbed dose, specific energy (imparted),
kerma

Gray Gy J/kg = m2/s2

Dose equivalent Sievert Sv J/kg = m2/s2

Dynamic viscosity Pascal second Pa s

Moment of force Newton meter N m

Surface tension Newton per meter N/m kg/s2

Angular velocity Radian per second rad/s

Angular acceleration Radian per second squared rad/s2

Heat flux density, irradiance Watt per square meter W/m2 kg/s3

Heat capacity, entropy Joule per Kelvin J/K m2 kg/s2 K

Specific heat capacity, specific entropy Joule per kilogram Kelvin J/(kg K) m2/s2 K

Specific energy Joule per kilogram J/kg m2/s2

Thermal conductivity Watt per meter Kelvin W/(m K) m kg/s3 K

Energy density Joule per cubic meter J/m3 kg/m s2

Electric field strength Volt per meter V/m m kg/s3 A

Electric charge density Coulomb per cubic meter C/m3 A s/m3

Electric flux density Coulomb per square meter C/m2 A s/m2

Permittivity Farad per meter F/m s4 A2/m3 kg

Permeability Henry per meter H/m m kg/s2 A2

Molar entropy, molar heat capacity Joule per mole Kelvin J/(mol K) m2 kg/s2 K mol

Exposure (x- and γ -rays) Coulomb per kilogram C/kg A s/kg

Absorbed dose rate Gray per second Gy/s m2/s3

Radiant intensity Watt per steradian W/sr

Radiance Watt per square meter steradian W/(m2 sr)

Table A.6 Centimetre-gram-second system (CGS units)

Quantity CGS unit abbreviation Equivalent in SI units

Length cm 10−2 m

Time s

Mass g 10−3 kg

Velocity cm/s 10−2 m/s

Force dyn 10−5 N

Energy erg 10−7 J

Power erg/s 10−7 W

Pressure Ba 10−1 Pa

Viscosity P 10−1 Pa s

Wavenumber cm−1 100 m−1

Stokes cm2/s 10−4 m2/s

Magnetic field G 10−4 T

Magnetic field strength or intensity Oe 100 0/( 4π) A/m

Luminance cd/cm2 104 cd/m2
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Table A.7 SI prefixes

Prefix-symbol Exponent E n Factor 10n Prefix-symbol Exponent E n Factor 10n

of decimal numbers of decimal numbers

yotta- (Y) E 24 1024 deci- (d) E −1 10−1

zetta- (Z) E 21 1021 centi- (c) E −2 10−2

exa- (E) E 18 1018 milli- (m) E −3 10−3

peta- (P) E 15 1015 micro- (μ) E −6 10−6

tera- (T) E 12 1012 nano- (n) E −9 10−9

giga- (G) E 9 109 pico- (p) E −12 10−12

mega- (M) E 6 106 femto- (f) E −15 10−15

kilo- (k) E 3 103 atto- (a) E −18 10−18

hecto- (h) E 2 102 zepto- (z) E −21 10−21

deca- (da) E 1 101 yocto- (y) E −24 10−24

E 10
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Cranium

Mandibula

Vertebrae cervicales
Clavicula

Scapula

Sternum

Costae
Humerus

Arcus costalis

Vertebrae lumbales

Radius
Ulna
Os coaxe

Femur

Patella

Fibula

Tibia

Ossa tarsi
Ossa metatarsi
Ossa digitorum - 
PhalangesArticulationes

metatarsophalangeae

Articulationes
tarsometatarsales

Articulatio
talocalcaneonavicularis

Symphysis pubica

Articulatio humeri

Articulatio
sternoclavicularis

Articulatio
temporomandibularis

Articulatio
acromioclavicularis

Articulatio femorotibialis
Articulatio genus

Articulatio femoropatellaris

Articulatio
carpometacarpea pollicis

Articulatio
radioulnaris distalis

Articulatio coxae
Articulatio sacroiliaca

Articulatio
humeroulnaris

Articulatio
humeroradialis

Articulatio
cubiti

Articulatio
humeroradialis

Os sacrum

Ossa carpi

Ossa digitorum - 
Phalanges

Ossa metacarpi

Fig. A.1 Human skeleton (ventral) (from K. Zilles, B. Tillmann: Anatomie (Springer, Berlin, Heidelberg 2010))
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Lobus
perietalis

Lobus
occipitalis

Cuneus

Lamina
tecti

= quadri-
gemina

Aqueductus
mesencephali

= cerebri

Cerebellum Medulla oblongata

Pons

Uncus

Commissura
anterior

Fornix

Septum pellecium

Corpus callosum

Corpus mamillare

Adhesio
interthalamica

Lobus frontalis

Splenium

Truncus

Rostrum

Sulcus centralis

Lobulus paracentralis
Gyrus frontalis
superior
Gyrus frontalis
medius

Area subcallossa

Gyrus rectus

Gyrus cinguli

Sulcus corporis callosi

Sulcus subparietalis

Isthmus gyri cinguli

Sulcus parietooccipitalis

Sulcus calcarinus

Gyrus lingualis

Sulcus cinguli

Polus temporalis

Ventriculus quartus

Precuneus

Fig. A.2 Human brain, median sagittal transaction (from B. Tillmann: Atlas der Anatomie, 2nd edn. (Springer, Berlin, Heidelberg
2010))
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Iris

Lens

Corpus ciliare und
M. ciliaris

Ora serrata

Cornea

Angulus iridocornealis
= Kammerwinkel

Camera posterior
Camera anterior

Limbus sclerae

Membrana vitrea

Fibrae zonulares

Vasa sanguinea
retinae

M. rectus inferior

Excavatio disci

Aa. ciliares
posteriores breves

Papilla nervi optici

A. und V.
centralis retinae

Vagina externa
Vagina interna
und Spatia
intervaginalia

Pars
pigmentosa

Vv. vorticosae

V. und A. episcleralis

M. rectus superior

Pars nervosa

N. opticus

Pars optica retinae

Fovea centralis

Macula lutea

Choroidea = Uvea

Sclera

Fig. A.3 Eye ball, view from left lateral (from B. Tillmann: Atlas der Anatomie, 2nd edn. (Springer, Berlin, Heidelberg 2010))
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Meatus acusticus
externus cartilagineus

Porus acusticus externus

Auricula

Cartilago meatus acustici

Meatus acusticus
externus osseus

Processus styloideus

Cavum tympani
= Cavitas tympanica

Membrana tympanica

M. tensor tympani

N. vestibulocochlearis

Stapes

Malleus

Incus

Ostium tympanicum

Pars ossea

Cartilago Tuba
auditiva

Labyrinthus vestibularis

Labyrinthus cochlearis

Isthmus

Pars cartilaginea

Ostium pharyngeum

Fig. A.4 Outer and inner ear, right-hand side (from B. Tillmann: Atlas der Anatomie, 2nd edn. (Springer, Berlin, Heidelberg
2010))
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V. cava suberior

Atrium dextrum

Isthmus aortae und Ligamentum
arteriosum = Botalli

Sinus trunci pulmonalis

Vv. pulmonales sinistrae

V. marginalis sinistra

V. interventricularis anterior
Apex cordis mit Vortex cordis

Incisura apicis cordis

A. pulmonalis dextra

Ostium der V. pulmonalis dextra inferior

Crista terminalis

Conus arteriosus

M. papillaris anterior

Trabeculae carneae

Septum interatriale

Venriculus dexter

Atrium dextrum und
Autricula dextra

Cuspis anterior der Valva
atrioventtriculrais dextra
= Valva tricuspidalis

Ventriculus cordis sinister

A.coronaria sinistra

V. cardiaca = cordis magna

Ramus marginalis sinister

Sulcus interventricularis
anterior und
Ramus interventricularis
anterior

Margo dexter

Aorta

V. pulmonalis
sinistra superior

V. pulmonalis sinistra

Ostium der V. pulmonalis
sinistra inferior

Atrium sinistrum und
  Auricula sinistra

Pars membranacea des Septum
interventriculare

Ventriculus sinister

Pars muscularis des
Septum interventriculare

M. papillaris anterior

M. papillaris posterior

Cuspis anterior der Valva
atrioventricularis

sinistra = Valva mitralis

Vv. cardiacae
=cordis anteriores

Bulbus aortae
Aricula dextra

A. coronaria dextra

Ramus marginalis
dexter

Ventriculus cordis
dexter

a)

b)

Fig. A.5a,b
Human heart.
(a) Front,
(b) frontal sec-
tion through
the middle part
(from B. Till-
mann: Atlas der
Anatomie, 2nd
edn. (Springer,
Berlin, Heidel-
berg 2010))
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a)

b)

Umschlag der Pleura am
Hilus pulmonis

Margo anterior

Facies mediastinalis

Fissura horizontalis

Fissura obliqua

Margo inferior

Lobus medius

Lobus superior

Apex pulmonis

A. pulmonalis

Fissura obliqua

Pars vertebralis

Lubus inferior
Sulcus aorticus

Sulcus oesophageus

Sulcus oesophageus

Sulcus venae azygos

Bronchus prinipalis sinister

Vv. pulmonales

Ligamentum pulmonale

Basis pulmonis
und Facies diaphragmatica

Apex pulmonis

Bronchus principalis dexter

A. pulmonalis

Vv. pulmonalis

Ligamentum pulmonale

Lobus inferior

Pars vertebralis

Sulcus venae cavae
inferioris

Sulcus arteriae subclaviae

Sulcus venae brachiocephalicae

Sulcus aorticus

Facies mediastinalis

Margo anterior

Margo inferior

Lingula pulmonis sinistri

Hilus pulmonis

Impressio cardiaca

Incisura cardiaca

Fissura obliqua

Basis pulmonis
und Facies diaphragmatica

Sulcus arteriae subclaviae

Fig. A.6
Human lung.
(a) Right lung,
medial. (b) Left
lung, medial
(from B. Till-
mann: Atlas der
Anatomie, 2nd
edn. (Springer,
Berlin, Heidel-
berg 2010))

Ap
p
en

d
ix



1388 Appendix

Columna renalis
= Berti´sche Säule

A. und V.
interlobaris

Papilla renalis

Sinus renalis

Basis pyramidis
Zona externa
Zona interna
Papillenspitze

Pyramis
renalis
= Medulla
renalis

V. renalis
sinistra

A. renalis
sinistra

Cortex renalis

Papillenspitze

Calices majores

Pelvis renalis
Ureter
Rami ureterici

Calices minores

Fig. A.7 Median longitudinal section through a left kidney. View of the front (left) and posterior cut surface (right) (from B.
Tillmann: Atlas der Anatomie, 2nd edn. (Springer, Berlin, Heidelberg 2010))
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N. musculocutaneus

A. brachialis

N. medianus

Fasciculus lateralis

M. pectoralis minor
Medianusgabel

M. coracobrachialis

M. biceps
brachii

N. cutaneus
antebrachii

lateralis

M. brachioradialis und
Ramus superficialis des

N. radialis

M. flexor carpi
radialis

M. flexor digitorum
superficialis

M. flexor pollicis
longus

N. medianus

A. radialis

A. circumflexa
humeri anterior

A. pectoralis
major

A. circumflexa scapulae

Fasciculus posterior
A. axillaris

Fasciculus medialis
M. subscapularis

Rami subscapulares
N. axillaris
N. thoracodoralis

N. circumflexa
humeri posterior
A. thoracodorsalis
M. teres major
N. radialis

N. ulnaris
A. profunda brachii

M. latissimus dorsi

Caput longum

A. collateralis
ulnaris sperior
M. brachialis

A. collateralis
ulnaris inferior

M. palmaris
longus

M. flexor carpi
ulnaris

N. ulnaris

A. ulnaris

Septum intermusculare
brachii mediale

M. triceps barachiiCaput mediale

A. subscapulares
Nn. subscapulares

Fig. A.8
Muscels and
nerves of
a right arm
(from B. Till-
mann: Atlas der
Anatomie, 2nd
edn. (Springer,
Berlin, Heidel-
berg 2010))
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Articulatio capitis costae

Articulatio
costotransversaria

Articulationes
costovertebrales

Articulatio radiocarpalis

Articulatio mediocarpalis

Articulatio
metacarpophalangeae

Articulatio
interphalangeae manus

Articulatio tibiofibularis

Articulatio talocruralis

Ossa tarsi

Tibia

Fibula

Femur

Ossa digitorum -
Phalanges

Ossa metacarpi

Ossa carpi
Os coccygis

Os sacrum

Os coxae
Ulna
Radius
Vertebrae Iumbales I–V

Humerus

Costae

Vertebrae thoracicae I–XII

Scapula

Clavicula

Vertebrae cervicales I–VII
Mandibula

Cranium

Articulatio subtalaris

Fig. A.9 Human skeleton (dorsal) (from K. Zilles, B. Tillmann: Anatomie (Springer, Berlin, Heidelberg 2010))
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physician and research associate at the Department of General and Abdominal Surgery,
University Medicine of Mainz, Germany. His current scientific interests are colorectal
surgery and intraoperative pelvic neuromonitoring.

Rüdiger Klar Chapter F.60

Universitätsklinik Freiburg
Institut für Medizinische Biometrie und
Medizinische Informatik
Freiburg, Germany
ruediger.klar@web.de

Prof. em. Dr. rer. nat. Rüdiger Klar studied in Bonn and Hamburg and worked two
years in a software company at Hannover. From 1986 till 2007 he was Head of
the Department for Medical Informatics at the University Hospital Freiburg. His
scientific and practical work deals with patient care systems, telemedicine, medical
classifications and IT standards, health economy and medical decision making. He is
member of several international scientific societies and editorial boards of scientific
journals. He was President of the German Society of Medical Informatics, Biometry
and Epidemiology and is still active in this field.
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Werner Kneist Chapter E.55

University Medicine of the Johannes
Gutenberg University Mainz
Department of General and Abdominal
Surgery
Mainz, Germany
werner.kneist@unimedizin-mainz.de

Werner Kneist is currently an Associate Professor in the Department
of General and Abdominal Surgery of the University Medicine of the
Johannes Gutenberg University Mainz. His research focuses on colorectal
surgery with a special interest in the oncological and functional outcome.
Over the past years he and his interdisciplinary group have developed
a series of innovative techniques for intraoperative neuromonitoring of
pelvic autonomic nerves.

Klaus P. Koch Chapter F.61

University of Applied Sciences Trier
Department of Engineering
Schneidershof, Trier, Germany
koch@fh-trier.de

Klaus Peter Koch received his PhD in 2003. From 1998 to 2007
he worked at the Fraunhofer Institute for Biomedical Engineering.
Currently he is Full Professor at the University of Applied Sciences Trier,
Germany. His research interest is system integration for neural implants,
design and simulation of electrodes for recording and stimulation, active
implantable electronics and artefact models.

Heike Kramme Chapter A.1

Titisee, Germany
kramme-titisee@t-online.de

Heike Kramme is a Graduate in Administration Sciences after studies in Law and
Management Sciences focusing on health care at the Universities of Freiburg and
Constance, Germany. Heike Kramme has many years of professional experience
in human resources management, among others in publishing. She has various
publications about health policy and health economics.

Rüdiger Kramme Chapters A.1, A.4, B.7, B.8, D.28, E.47, E.48, E.49, E.50

Titisee, Germany
kramme-titisee@t-online.de

Rüdiger Kramme is a Graduate Engineer and studied Biomedical and Hospital
Engineering as well as National Economy in Gießen und Freiburg, Germany. He
has many years of professional experience in sales, marketing and human resources
development in medical device industry for consumer and investment capital goods.
He also is a Lecturer for Medical Engineering at the University of Applied Sciences in
Gießen. Rüdiger Kramme has authored numerous scientific publications in magazines
and books. He is the founder and Editor of the standard work Medizintechnik –
Verfahren, Systeme, Informationsverarbeitung and the Dictionary Technische Medizin
published by Springer.

Ursula Krechel Chapter B.9

University Clinic Freiburg
IT-Department
Freiburg, Germany
Ursula.krechel@uniklinik-freiburg.de

Uschi Krechel has studied Electronic Engineering at the Technical
University of Aachen, Germany and worked as an Application Engineer
in German companies building electrophysiological equipment such as
EMG, EEG, Electronystagmographs for 13 years. Among these were
Toennies and Jaeger. Currently she works as an IT Specialist at the
University Clinic of Freiburg, Germany.

Harald Kronberg Chapters E.49, E.51

Michelstadt, Germany
haraldkronberg@freenet.de

Harald Kronberg received the Master degree and the PhD in Physics both
from Göttingen University. He then spent seven years in applied research
of the Göttingen Max-Planck-Institute of Experimental Medicine. In
1984, he joined the Applied Research Department of Hellige in Freiburg,
now part of General Electric Healthcare. Until his retirement end of
2009, he was Marketing Manager of GE’s patient monitoring platforms.
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Klaus A. Kuhn Chapter F.59

Technische Universität München (TUM)
Institute of Medical Statistics and
Epidemiology
München, Germany
klaus.kuhn@tum.de

Klaus Kuhn is a Full Professor of Medical Informatics at the Technical University Mu-
nich and a member of both the Medical and the Informatics Faculty. He holds degrees
in Medicine, Mathematics, and Computer Science. He chaired the Editorial Board of
Medinfo 2007, the World Congress of Medical Informatics. He is past President of the
German Association of Medical Informatics, Biometry, and Epidemiology, and he is a
Fellow of ACMI. His research interests are information systems with a special focus
on translational research.

Bernhard Kulik Chapter G.69

Maquet GmbH & Co. KG
Rastatt, Germany
b.kulik@maquet.de

Bernhard Kulik is Director of Product Management Operating Room tables at Maquet
GmbH & Co. KG in Rastatt, Germany. He has co-authored some chapters in medical
textbooks published by Springer Medizin Verlag, Heidelberg.

Timothy G. Laske Chapter D.43

Medtronic, Inc.
Mounds View, MN, USA
tim.g.laske@medtronic.com

Tim Laske has a BS degree in Biological Sciences and Mechanical
Engineering from Michigan Technological University. He received
his Masters degree in Mechanical Engineering from the University of
Michigan, Ann Arbor, and his PhD in Biomedical Engineering from
the University of Minnesota where he serves as an Adjunct Associate
Professor. Currently, Tim is a Senior Product Development Director in
the Structural Heart Business at Medtronic and a Bakken Fellow. He is
responsible for research and development for current and future heart
valve repair and replacement products.

Martin Leonhard Chapter C.19

Karl Storz GmbH & Co. KG
Research and Technology
Tuttlingen, Germany
m.leonhard@karlstorz.de

Martin Leonhard is Head of Technology Management at Karl Storz, Tut-
tlingen, Germany. He received his physics diploma and doctorate both
from the University of Ulm. He worked on time-resolved spectroscopy
at the Max-Planck-Institute in Martinsried and on medical laser appli-
cations at the Munich-Großhadern University Hospital. He was Deputy
Head of Marketing Europe before taking his current position to identify
and evaluate future technologies for Karl Storz.

Xiao Liu Chapter D.37

University College London
Department of Electronic and Electrical
Engineering
London, UK
x.liu@ee.ucl.ac.uk

Xiao Liu received the B.Eng. degree from Xi’an Jiaotong University in 2003, the
MSc degree from University of Southampton in 2004, and the PhD degree from the
University College London (UCL) in 2009. He is currently a Research Associate
at UCL. His research interests include analogue and mixed-signal integrated circuit
design for biomedical applications, neuroprosthesis and microelectronic sensor design.

Martin Maier Chapter E.53

Philips Healthcare
Böblingen, Germany
martin.maier@philips.com

Martin Maier holds an engineering degree in Telecommunications from the University
of Applied Science in Esslingen and an MBA in International Marketing from
the European School of Business in Reutlingen. During his career Martin has
gathered experience in the area of production, software quality engineering, software
development, product support and product marketing. In his current role as Global
Senior Product Manager he is responsible for the lifecycle of a complete product
family in healthcare industry.
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Giovanni Maio Chapter A.2

University of Freiburg
Institute of Bioethics and History of
Medicine
Freiburg, Germany
maio@ethik.uni-freiburg.de

Giovanni Maio has the Chair of Bioethics at the University of Freiburg. He
owns a Master degree in Philosophy, a PhD in Medicine and a habilitation
thesis in Medical Ethics. He is Director of the Interdisciplinary Center for
Ethics and Director of the Institute of Bioethics and History of Medicine.
He is member of ethics committees of the German Parliament and of the
Medical Association. He has written over 200 publications on biomedical
ethics and takes a critical look on the mere technological self-conception
of modern medicine.

Albrecht Malkmus Chapter A.5

GE Medical Systems Information
Technologies
Freiburg, Germany
albrecht.malkmus@ge.com

Albrecht Malkmus received the Masters degree in Electronic Engi-
neering and Information Technology from the University in Frankfurt,
Germany. He is currently the Regulatory Affairs Leader and Mem-
ber of the Quality Management Department at GE Medical Systems
Information Technologies in Freiburg, Germany. He is member of the
German National Standardization Committee and the Regulatory Affairs
Working Group of the ZVEI.

Kei Masani Chapter D.44

Toronto Rehabilitation Institute
Lyndhurst Centre
Toronto, Ontario, Canada
k.masani@utoronto.ca

Kei Masani received the PhD degree in Physical and Health Education from the
University of Tokyo, Tokyo, Japan. He is now a Scientist at Toronto Rehab, Toronto,
Canada. He received the Young Investigator Award from the Japanese Society of
Biomechanics in 2000. His research interests are in understanding human movement
and movement variability, from the view of neuro-mechanical interaction and sensory-
motor integration.

Ulrich Matern Chapter A.6

wwH-c GmbH
Tübingen, Germany
ulrich.matern@wwH-c.com

Ulrich Matern is a surgeon (Associated Professor, Medical Faculty of Univ. Tübingen,
Germany) and CEO and owner of wwH-c GmbH Tübingen, Germany. wwH-c operates
the Experimental-OR as a lab for research, development and testing of medical and
hospital technologies as well as a teaching and training centre for hospital engineers,
physicians and nursing staff. Dr. Matern represents the German Society of Surgeons
within the German Standardization Committee for Usability. He is working as a
consultant for hospitals worldwide regarding planning of new facilities and also
auditing hospitals using the Best Hospital Practice standard that was developed by
wwH-c together with TÜV.

John McNulty Chapter C.22

San Diego State University
Department of Biology
San Diego, CA, USA
jmcnulty24@gmail.com

John McNulty received his Bachelor of Science degree in Biology from
San Diego State University. He is currently working as a Research
Assistant in the lab of Dr. Robert Pozos in San Diego, California. John is
in the process of applying to medical school where he wants to pursue a
career in surgery.
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Andreas Melzer Chapters C.25, C.26

University Dundee
IMSaT
Dundee, Scottland, UK
a.melzer@dundee.ac.uk

Andreas Melzer, MD DDS, is Professor of Medical Technology and
Founding Director of the Institute for Medical Science and Technology
IMSaT at the University Dundee. Funded by Northern Research
Partnership it is hosting GE’s first European Centre of Excellence
for MRI-guided interventions and surgery. 60 scientist are working
in the field of multimodality image-guided diagnosis and therapy,
biophotonics, ultrasound, MRI, interventional and surgical technologies
and nanobiotechnology.

Paulo M. Mendes Chapter G.74

University of Minho, Campus de Azurém
Department of Industrial Electronics
Guimarães, Portugal
paulo.mendes@dei.uminho.pt

Paulo Mendes received the PhD degree in Industrial Electronics from theUniversity
of Minho, Protugal, in 2005. Since then he has been an Assistant Professor at the
University of Minho and a researcher in the micro/nanotechnologies and biomedical
applications research group (Algoritmi). He has published more than 90 journal and
conference papers. His main research interests are in wearable devices, wireless sensor
networks, and antenna miniaturization for biomedical applications.

Silvestro Micera Chapters D.39, F.68

ETH Zürich, ETL K 10.1
Institut für Automatik
Zürich, Switzerland
micera@control.ee.ethz.ch

Silvestro Micera received the University degree in Electrical Engineering from the
University of Pisa in 1996 and the PhD degree in Bio-Engineering from Scuola
Superiore Sant’Anna (SSSA) in 2000. From 2000 to 2009 he has been Assistant
Professor at SSSA where he is now the Head of the Neuroprosthesis Group. He is
currently Adjunct Assistant Professor at the ETH Zurich.

Kostis Michelakis Chapter E.56

Imperial College London, South
Kensington Campus
Institute of Biomedical Engineering
London, UK
k.michelakis@imperial.ac.uk

Kostis Michelakis is Research Fellow and Bionanotechnology Facility
Manager in the Institute of Biomedical Engineering at Imperial College
London. His current research is concerned with micro/nano-fabricated
devices and systems at the interface between biochemistry and microelec-
tronics. He has worked in the area of micro/nano fabrication for over 20
years. He received his PhD from the University of Athens and has previ-
ously held posts at FORTH (Greece) and the Department of Electrical and
Electronic Engineering of Imperial College London.

Uwe Möhring Chapter G.73

Textile Research Institute
Thuringia-Vogtland
Greiz, Germany
u.moehring@titv-greiz.de

Dr. Uwe Möhring received the doctorate for metal organic catalysis
from the Julius-Maximilians-University Würzburg in 1995. Prior to his
appointment as Managing Director of TITV Greiz in 2001, he worked
for Degussa Corporation. At the TITV Greiz he brought together a team
of 60 interdisciplinary scientists for textile microsystems technology
and special surface technologies of textiles. The focus is on medical
applications of textiles and the development of textile electrodes and
sensor structures as well as special intelligent textiles for health and
disease management.

Wolfgang Müller-Wittig Chapter F.63

Nanyang Technological University (NTU)
Fraunhofer IDM@NTU
Singapore
wolfgang.mueller-wittig@fraunhofer.sg

Wolfgang Müller-Wittig is Director of the Project Centre for Interactive Digital Media
at Nanyang Technological University. He is also an Adjunct Associate Professor at
the NTU School of Computer Engineering. He received his Dr.-Ing. in Computer
Science from the Technische Universität Darmstad, Germanyt. His research interests
include highly interactive 3-D computer graphics for manufacturing, engineering,
edutainment, cultural heritage, and biomedical sciences.
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Andreas Neudeck Chapter G.73

Textile Research Institute
Thuringia-Vogtland
Greiz, Germany
a.neudeck@titv-greiz.de

Andreas Neudeck received his Master of Education from the Applied Pedagogical
University of Halle, Germany and a PhD in Physical Chemistry from the same
University. After his PhD he joined the Leibniz Institute for Solid State and Materials
Research Dresden (IFW) for a Habilitation Fellowship of the DFG. During his DFG
Fellowship he spent one year at the Université Paris 7. He obtained his Habilitation
(DSc) in Physical Chemistry from Dresden University of Technology in 1999. Since
2000 he works at the Textile Research Institute Thuringia-Vogtland (TITV), Germany
and is now responsible for the Advanced Research as Representative Head of Research
and Development.

Wolfgang R. Nitz Chapter C.23

Siemens AG Healthcare Sector
Erlangen, Germany
wolfgang.nitz@siemens.com

Wolfgang R. Nitz received his Master degree in Power Electronics from
the University of Siegen and holds a Master degree in Experimental
Nuclear Physics from the University of Karlsruhe. He received his
PhD from the University of Würzburg and is an Assistant Professor for
Experimental Radiology at the University of Regensburg. He has been
awarded the first Wilhelm-Conrad-Röntgen-Preis in 2001 for his work on
vascular interventions under MR guidance. He is currently heading the
patent and licensing management of the MR business of the Siemens AG.

Heike Oschatz Chapter G.73

Textile Research Institute
Thuringia-Vogtland
Textile Structures and Materials
Greiz, Germany
h.oschatz@titv-greiz.de

Heike Oschatz received the diploma in Textile Technology from the
University of Applied Sciences Reichenbach, Germany. Since 1990 she
has been working at the Textile Research Institute Thuringia-Vogtland
(TITV Greiz), Germany, as a scientist in the field of textile materials.
She is working as project manager in several national and European
projects with focus on textile technology and the development of special
woven or knitted textiles for clothing, medicine and technology.

Ernst Pelikan Chapter F.60

University Medical Center Freiburg
Hospital Computer Department
Freiburg, Germany
ernst.pelikan@uniklinik-freiburg.de

Ernst Pelikan received his Diploma in Physics from the Albert-Ludwigs-University
of Freiburg, Germany in 1983. He joined the Hospital Computer Center at the
University Medical Center Freiburg in 1984, where he is the Head of the Department
of Communications and Networks since 1989. His research interests are in network
design, network security, standards-based medical data exchange and telemedicine.

Thomas Peyn Chapter D.27

Dräger Medical AG & Co. KG
Department for Respiratory Care
Lübeck, Germany
thomas.peyn@draeger.com

Thomas Peyn, electrical engineering technician and training manager, has been
with Dräger since February 1996. Firmly convinced that clinical application of
sophisticated technology is the basis for enhanced therapeutic success his focus and
passion is education and training especially within the field of applied health care
technology.

Doris Pommi Chapter C.21

Siemens Healthcare
Forchheim, Germany
doris.pommi@siemens.com

Doris Pommi is product manager for interventional radiology at Siemens
Healthcare in Germany. She has a background as Medical Laboratory
Scientist (MTRA) and marketing consultant.
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Milos R. Popovic Chapter D.44

University of Toronto
Rehabilitation Engineering Laboratory,
Institute of Biomaterials and Biomedical
Engineering
Toronto, Ontario, Canada
milos.popovic@utoronto.ca

Milos R. Popovic received his PhD in Mechanical Engineering from the
University of Toronto, Ontario, Canada in 1996, and the Dipl. Electrical
Engineer degree from the University of Belgrade, Yugoslavia in 1990.
Dr. Popovic is the Toronto Rehab Chair in Spinal Cord Injury Research.
He is also a Professor in the Institute of Biomaterials and Biomedical
Engineering at the University of Toronto. His fields of expertise are
functional electrical stimulation. His interests are in the areas of neuro-
rehabilitation, physiological control systems, assistive technology, and
brain machine interfaces.

Robert S. Pozos Chapters B.10, C.22

San Diego State University
Department of Biology
San Diego, CA, USA
bpozos@gmail.com

Dr. Robert Pozos, Professor of Biology at San Diego State University, has had extensive
experience studying physiological signals in humans in extreme environments.His
expertise is in the area of thermal regulation in hot and cold environments. The
importance of the role of peripheral circulation invarious environments has been
addressed using various technologies specifically near infrared spectroscopy. Utilizing
this technology, he has demonstrated that the peripheral circulation has complex
controls that respond differentially in different anatomical areas.

Anna Radomska-Botelho Moniz Chapter E.56

Imperial College London, South
Kensington Campus
Institute of Biomedical Engineering
London, UK
a.radomska@imperial.ac.uk

Anna Radomska is a Research Associate at the Institute of Biomedical Engineering
in the Imperial College London. The main fields of her research cover development
and applications of chemical sensors and biosensors in clinical and biomedical
analysis. She received her PhD with distinction in Analytical Chemistry from Warsaw
University, Department of Chemistry in 2004. During her PhD she developed several
potentiometric and optical biosensors which were successfully used for monitoring,
control and assessment of haemodialysis therapy.

Stanisa Raspopovic Chapter F.68

Scuola Superiore Sant Anna
ARTS lab
Pisa, Italy
s.raspopovic@sssup.it

Stanisa Raspopovic received his MS degree from the Department of
Engineering at the University of Pisa, Italy. He is currently working
towards the PhD in Biomedical Robotics at the Scuola Superiore Sant
Anna, Pisa. His research interests are in neuroprostheses, neural interfaces
in animal and human models, neural modelling, and processing of PNS
and CNS signals for understanding neural control.

Annette Reinhardt Chapter A.3

Klinikum Nürnberg
Institute of Hospital Epidemiology
Nürnberg, Germany
annette.reinhardt@klinikum-nuernberg.
de

Dr. Annette Reinhardt studied Medicine in Regensburg, Erlangen (Ger-
many) and Winterthur (Switzerland). Since 1993 she has been employed
as Doctor of Medicine at the Department of Hospital Hygiene, Clini-
cal Microbiology and Infectious Diseases of the Klinikum Nürnberg,
Germany. During her career, Dr. Reinhardt has gathered experience in
medical microbiology and healthcare-associated infection surveillance.
Her main activity is hospital hygiene with a focus on adapting existing
recommendations.

Cristiano Rizzo Chapter E.52

Micromed S.p.A.
Mogliano Veneto (TV), Italy
cristiano.rizzo@micromed-it.com

Cristiano Rizzo received his Master Degree in Electronic Engineering with Biomedical
Specialization from the University of Padova, Italy in 1996. Working for Micromed
S.p.A since 1987 as a programmer, he moved to the Micromed French office in 1994
for 2 years. Back in 1996 as Project Development Manager he is actually in Marketing
and Sales.
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Eckhard Roggenkamp Chapter A.3

Klinikum Nuremberg
Institute of Hospital Epidemiology
Nürnberg, Germany
eckhard.
roggenkamp@klinikum-nuernberg.de

Eckhard Roggenkamp earned his Diploma as Engineering at the University of Applied
Sciences Lübeck, Germany. Since 1977 he is at the Institute of Hygiene, Microbiology
and Infectiology at the Klinikum Nürnberg, Germany. His major tasks are controlling
of sterilization processes for medical devices, validation of washer-disinfectors,
inspection of ventilation in buildings and rooms of health care, advising the clinic
in all technical concerns of hygiene. He is Vice-chairman of the DIN Commission
Disinfection Apparatus.

Christopher Rolfes Chapter D.43

University of Minnesota
Department of Biomedical Engineering
and Surgery
Minneapolis, MN, USA
rolf0053@umn.edu

Christopher Rolfes graduated from St. Olaf College in 2006 with a double
major in Physics and Mathematics. After this, he worked for a year as
a post-baccalaureate researcher at the National Heart, Lung and Blood
Institute in Bethesda, MD. While at the NHLBI, he helped to develop
programming for an automated microtome, which is capable of producing
three-dimensional reconstructions of mouse hearts with micrometer scale
resolution. He is currently a PhD graduate candidate in Biomedical
Engineering at the University of Minnesota.

Christian Rotsch Chapter G.73

Fraunhofer Institute for Machine Tools
and Forming Technology IWU
Department Adaptronics and Acoustics
Dresden, Germany
christian.rotsch@iwu.fraunhofer.de

Christian Rotsch received his Diploma in Physical Techniques with the
specialization in Biomedical Engineering from the University of Applied
Sciences Zwickau, Germany. Between 2004 and 2009 he worked at the
Textile Research Institute Thuringia-Vogtland, Germany, as scientist,
project and group leader of the smart textiles group in several national
and European projects. Since 2009 he works at the Fraunhofer Institute
for Machine Tools and Forming Technology. His field of work is the
development of active and adaptronic devices for medical applications.

Georg-Friedemann Rust Chapter F.66

Rendoscopy AG
Gauting, Germany
gfr@rendoscopy.de

Georg-Friedemann Rust studied Physics and Medicine. His PhD was performed at
the DESY, German Electron Synchrotron Radiation Labatory in Hamburg together
with the IMDM, University Hospital Hamburg, Eppendorf. Dr. Rust changed to the
Ludwig-Maximilians University, Department of Clinical and Interventional Radiology.
During the Research activities he worked in different fields, such as 3-D Visualization
and x-ray dosage issues. During his further research activities and established scientific
cooperations with the International Atomic and Energy Commission (IAEA) of the
UN. He also founded together of the Bavarian Government a spin-off company, named
Rendoscopy AG. Dr. Rust is currently working as a radiologist in the General Hospital
Bogenhausen, Munich.

Christina Sampogna Chapter F.67

University of Cambridge
Newmarket, Suffolk, UK
Christina.Sampogna@cantab.net

Christina Sampogna is an international lawyer, policy advisor, and economist whose
experience covers government, industry, public sector, non-profit sector, and interna-
tional organizations. Having completed studies in Economics (BA) and in Law (LL.
L, LL.B.), she received her LL.M. from the University of Cambridge and her D.E.
A. in European Community Law from the College of Europe, Bruges. Professionally
qualified in diverse jurisdictions, Christina has developed expertise in numerous legal
domains and industrial sectors, including emerging technologies (life sciences; infor-
mation and communication technologies), health, international trade, and environment/
sustainable development.
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Gregor Schaefers Chapter C.26

MR:comp GmbH
Gelsenkirchen, Germany
schaefers@mrcomp.com

Gregor Schaefers obtained his Dipl.-Ing. (FH)degree in Medical Engineer-
ing from the University of Applied Sciences Gelsenkirchen, Germanyin
2001. He is co-founder, shareholderand Managing Directorof MR:comp
GmbH, testing laboratory for MR safety and compatibility. He is a
memberofDIN, ISO, IEC,ASTMstandardization committees workingin
developmentand optimization ofMR testing methods.

Rolf M. Schlegelmilch Chapter B.8

SMT medical GmbH & Co.
Würzburg, Germany
r.schlegelmilch@smt-medical.com

Rolf Schlegelmilch has more than 30 years of experience of in the
medical equipment industry . With a focus on diagnostic applications
he specializes in pulmonary function and vascular testing, life style
and activity monitoring, as well as anti-aging diagnostics. He earned a
degree in Mathematics and Economies from the University of Würzburg
and worked in several management functions. He is a founder and
Managing Director of SMT medical.

Oliver Scholz Chapter F.61

HTW Saarland,
University of Applied Sciences
Saarbrücken, Germany
oliver.scholz@htw-saarland.de

Oliver Scholz is currently heading the Bio-telemetry Working Group of Fraunhofer
IBMT. His main field of research is biomedical telemetry and bio-monitoring
incorporating wireless links for medical implant control plus wireless powering and
physiological data acquisition. In recent years, this expertise directed him more and
more into communication and powering systems for micro robots.

Frank Schön Chapter C.17

Aloka Holding Europe AG
Zug, Switzerland
F.Schoen@aloka-europe.com

Frank Schön is Marketing Director of Aloka Holding Europe AG. He studied Medicine,
Business and Computer Sciences at the Universities of Mainz and Hagen, Germany. He
was educated in Internal Medicine and Cardiology at the University Clinic of Essen.
After several years of practicing medicine he started in 1999 with Aloka Ultrasound
in Germany. After positions in R&D of Aloka Tokyo, Managing Director of Aloka
Germany from 2005 to 2010, he is now responsible for International Marketing in
Europe.

Arthur Schultz Chapter E.51

Hannover Medical School
EEG Monitoring Research Group
Hannover, Germany
ab.schultz@t-online.de

PD Dr. Dr. Arthur Schultz, Anaesthesiologist and Medical Com-
puter Scientists (GMDS), is University Lecturer at Hannover Medical
School, Hannover, Germany. He is also Head of the Interdisciplinary
EEG Monitoring Research Group at Hannover Medical School/Clinic
Region Hannover focusing on the automatic classification of elec-
troencephalograms (EEGs) recorded during anaesthesia and intensive
care.

Barbara Schultz Chapter E.51

Hannover Medical School
Informatik/Biometrie
Hannover, Germany
ab.schultz@t-online.de

PD Dr. Barbara Schultz is a University Teacher at Hannover Medical
School, Hannover, Germany, and a Member of the Interdisciplinary
EEG Monitoring Research Group at Hannover Medical School. Her
main research area is electroencephalography (EEG) in patients in the
operating theatre and in the intensive care unit with a focus on automatic
classification of the EEG.
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Dirk Schulze Chapter C.20

DDZ Breisgau
Freiburg, Germany
dirk.schulze@ddz-breisgau.de

Dirk Schulze received the PhD degree in Dentistry from Hamburg University in 2007.
He has been with University Freiburg until the end of 2009 and is currently working in
a private dental imaging center. His research activities are in further processing dental
CBCT data, cephalometric analysis and evaluation of radiation exposure due to dental
imaging devices.

Wilhelm Schütte Chapter D.45

Kreiskrankenhaus Gummersbach,
Academic Teaching Hospital of the
University of Cologne
Department of Medical Radiation Physics
Gummersbach, Germany
wilhelm.schuette@kkh-gummersbach.de

After his graduation in Physics (Dipl. Phys.) in 1986, Wilhelm Schütte has been
working as a Medical Physicist at the Department of Medical Radiation Physics of
Gummersbach Hospital (Academic Teaching Hospital of the University of Cologne).
He has published numerous articles in national and international scientific journals.
His interest is in dosimetry of high-energy radiation, radiation treatment planning and
IMRT.

Danny Schwabe Chapter G.73

Textile Research Institute
Thuringia-Vogtland
Greiz, Germany
d.schwabe@titv-greiz.de

Danny Schwabe received the Diploma in Textile and Leather-Technology
at the University of Applied Science Zwickau (FH Reichenbach), Ger-
many. Since 2002, he is working at the TITV Greiz as a scientific employee
in the field of 3-D warp knitting. He investigated several projects deal-
ing with medical textiles such as compression bandages, operating -table
covers, heating textiles and hip protection pads.

Sanjiv Sharma Chapter E.56

Imperial College London, South
Kensington Campus
Institute of Biomedical Engineering
London, UK
sanjiv.sharma@imperial.ac.uk

Sanjiv Sharma is a Research Officer in the Institute of Biomedical
Engineering at Imperial College London. His main research areas
are micro and submicron fluidic systems, noninvasive and label free
detection systems. He did his PhD in Chemistry at the Regional
Research Laboratory, Bhopal, India. He has held research positions
in France (Institut de Physique Nucléaire d’ Orsay and Hospital St.
Antoine, Paris) and Germany (Walter Schottky Institut, Technische
Universität München).

Erich Siegel Chapter D.30

Dräger Medical AG & Co. KG
Lübeck, Germany
erich.siegel@draeger.com

Erich Siegel received the Master degree and the PhD degree in Physics both from the
University of Karlsruhe, Germany. He was assistant and lecturer at the department of
applied physics at the University of Bonn. More than 20 years he is engaged in the
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97
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935
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– concept 1063
– noise 128
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response (AMFR) 226
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anaerobic threshold 113
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– measurement error 982
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anaesthetic ventilation 973
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– geometric tomography 313
– image 292
analog blurring 314
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294, 297, 1365
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– balanced 579, 580
– intravenous 993
– ventilation modes 588
anesthesia device 579, 594, 595
– cleaning 594
– maintenance 595
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angiography system 418, 420
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angular dose modulation 336
animal
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antenna efficiency 1348
anterior myocardial infarction 768
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– method 550
anthrax 19
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antimicrobial action of disinfectants
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antitachyarrhythmia pacemaker 781
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– alarm 543
– monitoring 972
– ventilation 543
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applanation tonometry 246, 999
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approval process 866
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1123
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area index 845
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argon-assisted
– coagulation 683, 691, 693

advantages 694
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argon-ion laser 558, 570
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array electrode 555
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– monitoring 950, 957
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– gas 980
– pump 624
– temperature 377
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auto stop 695
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– OR table system cleaning 1271
– refractometry 252
– segmentation 1154
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337
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542
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axial flow MCSS 733
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– premature 1285
backdiffusion 609
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background radiation 373
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bacterial colonization 12, 13
balanced anesthesia 579, 580
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band-pass noise 209
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battery lifetime 1349
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bed-to-bed communication 952
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– effect 681
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– form 547
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(CRT-ICD) 553
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blackbody radiation law 372
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blind defibrillation 548
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blood volume 936
blood-level concentration 585
blood–retina barrier 267
Bluetooth technology 1136
bluetooth technology 77
blue-yellow perimetry 269
blunt dissection 1298
body array 445
body coil 444
body composition monitor (BCM)

613
body floating (BF) 684
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– clinical value 108
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body temperature 591, 929, 987
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body temperature and pressure,
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bodymedia arm band 1354
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– anchored hearing aid 237
– marrow transplantation 908
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– window 331, 332
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bottom-up segmentation 1151
bovine serum 811
bow scissors 1293
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brachytherapy 489, 708, 709
– equipment 713
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bradycardias 776
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brain 159, 821
– imaging-compatible robotic system
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– monitoring modality 1061
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brain activity 1004
– ionic aspect 1064
brain–computer interface (BCI)
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– system 528, 580, 582, 585
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– mode (B-mode) 351
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bronchopulmonary dysplasia 1034
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browsing system 1189
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bump-weighting function 1180
Burian–Allen electrode 255
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50
Buysse 696
b-wave 255
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– operation 1278, 1281
– principle 584
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Ca2+-troponin kinetics 882
cable management 754
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– Monte Carlo method 913
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calibration 331, 1145
– measurement 464
– process 427
calorimetry 708
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– formula 372
– guiding system 1277, 1278, 1280
– pill 1133
– system 381
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capacitive
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– coupling 686
– sensor 805
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– Moiré structure 605
capnography 548, 971, 983
– benefits 985
– indications 985
– limitations and sources of error

985
capsule endoscopy 401
capture efficiency 321
carbon dioxide output 113
carbon fiber 1326
carbon nanotube (CNT) 1326
carbonization 567, 683, 688
carboxyhemoglobin (COHb) 425,

974
carboxyhemoglobin content (SpCO)

978
cardiac
– arrhythmia 85, 957
– electrical action potential 75
– pressure 805
– pump function 727
– valve operation 1278
cardiac device 870
– design 856
– development 857
– durability 870
– market released 858
– surgery 856
– technology 871
– testing 865
cardiac floating (CF) 684
cardiac output (CO) 936, 958, 966
cardiac pacemaker 772, 786, 787,

933
– block diagram 772
– electrode 771
– functionality 771

Su
b
ject

In
d

ex



1460 Subject Index

cardiac pumping function (EF) 551
cardiac resynchronization therapy

(CRT) 552
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cardio CT 335
cardiogenic shock 726
cardiology 1088
cardioplegia 626
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– pump 624
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– function testing 105
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– monitoring 1034
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– monitoring 955
cardiovascular disease (CVD) 472
cardioversion 554
– complications 551
– method overview 549
care 1314
caries diagnostics 408
C-arm 1264
– angiography 304
CARMAT artificial heart 744
CARMEDA method 734
case-based training 1191
case-specific protocol 420
CASPAR 1279
catalytic reaction 23
categorization system 1115
catheter 419
– direct measurement 996
– intra-arterial 962
– multifiber 564
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catheter-related septicemia 29
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– generation of 648
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CBM-motus 837
CCD sensor 184

CCD technology 302
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cell membrane permeability 494
cell proliferation 899
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cellular dynamics 1248
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Prevention (CDC) 28
central apnoea 1031
central auditory processing disorder

(CAPD) 200
central conduction time 224
central display and control module

(CDM) 635
central monitoring station 1090
central motor conduction time

(CMCT) 156
central nervous system (CNS) 119,

807, 890, 996, 1059
central station 952, 953
central venous catheter

(CVC) 964
central venous oxygen saturation

979
central venous pressure (CVP) 964,

969
central wake station 164
centrifugal pump 624
ceramics 789
cerebral blood flow (CBF) 335
cerebral blood flow measurements

using NIRS (CBFNIRS) 432
cerebral blood volume (CBV) 335,

997
cerebral hemorrhage 305
cerebral immaturity 1031
cerebral perfusion pressure (CPP)

995, 996
cerebrogram 993
cerebrospinal fluid (CSF) 448, 996
cervical muscle 1170
charge
– accumulation 757
– balance 752, 757
– mode 758
– per phase 753
– storage capacity 796
charge-coupled device (CCD) 296,

340, 383
– sensor 406
chemFET 1066
chemical disinfection
– agent 15
– disadvantage 20

chemical neural recording 1065
chemical process 14
chemical shift 451
chemoembolization 419
chemotherapy 898
– agent 494
chest x-ray workstation 302
China compulsory certificate (CCC)

52
choroidal neovascularization (CNV)

269
chromophore 425
chronic cardiomyopathy 725
chronic implantation 865
chronic pain 1170
chronically ill patient 743
chronobiological disorder 168
chronobiological therapy 175
chronotropic insufficiency 780
CiCa device 616
circulatores 598
circulatory
– disturbance 374
– function monitoring 955, 957
circumneural electrode 790
CIS strategy 240
citrate anticoagulation 616
Clarion CI 888
class AP equipment 37
class APG equipment 37
cleaning and disinfection 1312
clearance 604, 609
client/server paradigm 1162
clinical case demonstration 1205
clinical complication 869
clinical decision support 1109
clinical document architecture (CDA)

1107, 1123
clinical efficiency of lithotripters

668
– focal size 669
– side effects and safety 669
clinical information system 1105,

1110
clinical measurement 998
clinical neurophysiology 120
– devices and methods 119
– safety aspects 129
clinical outpatient department 391
clinical pathway 1097, 1100
clinical study 944
clinical target volume (CTV) 909,

910
clinical testing 61, 857
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closed loop
– setup 1005
– system 799, 1003
closed-bore high-field MRI 481
closing 1144
clothing sensor system 1326
cloud computing
– in the hospital 1207
– reducing costs 1208
cluster analysis 941
clustering 1149, 1150
CO2 laser 558
CO2 laser 570
CO2 absorber 585
CO2 laser 563
CO2 partial pressure 582
coagulation 566
– argon-assisted 683, 691, 693
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– forced 691, 693
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– time 682
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coating
– biodegradable 873
– process 795, 1325
cobalt unit 711, 718
cochlear damage 205
cochlear implant (CI) 237, 786,

787, 878, 888, 1131
– components 238
– market 804
cocktail party effect 211
coded filling device 584
cognitive apprenticeship 1188
coherence 561
coil
– arrangement 445
– sensitivity 466
cold
– cardioplegic solution 626
– light 382
– stress 1287
cold cathode tube 705
collapsed cone algorithm 911
collector electrode 80
collimation 561
collimator grid 321
collodium 599
colloquial speech 207
Collpitts oscillator 1350
colonoscopy 1209
color Doppler 352, 354
color lookup table (CLT) 408

color temperature 383
color vision 381
color-coded depth information 1215
combined cleaning and disinfection

18
combined flow system 530
comfortable stimulation level (CL)

241
Comité Consultatif International

Téléphonique et Télégraphique
(CCITT) 209

commissioning 917
common disorders 1120
common mode rejection ratio

(CMRR) 126, 1340, 1359, 1364
communication
– bed-to-bed 952
– electronics 1339
– gateway 1225
– protocol 1131
– support 1098
– unit 1355
compact monitor 949
comparative analysis 836
compatibility datasheet 518
compensating setup 720
compex motion 885, 887
complementary
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(CMOS) 383

complete
– deafness 237
– failure mode 861
completely in the canal (CIC) 228
complex impedance 212
components of AAL 1221
compressed air 527
compressed analog stimulation

strategy (CAS) 239
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– bandage 1324
– textile 1321
computational intelligence-based

classifier 1155
computed force 844
computer communication 1023
computer EEG 134
computer graphics 1168
computer integrated radiology system

(CIRS) 1110
computer performance 420
computer tomography (CT) 4, 129,

241, 291, 311, 329, 405, 420, 477,
478, 493, 708, 901, 1139, 1210

– angiography 334, 472, 1216
– applied dose 335

– artifact 327
– based positioning 486
– cone beam 901
– guidance 479
– slice 915
– subtraction 1216
– value 329
– x-ray tube

heat problem 319
computer tomography imaging (CTI)

1210
computer-aided diagnosis (CAD)

1164, 1199, 1204
computer-aided surgery (CAS)

1164, 1200
computer-assisted documentation

391
computer-assisted instruction (CAI)

1187
computer-assisted learning (CAL)

1187
computer-based
– exam

legal risks 1195
– training system 1189
computer-based instruction (CBI)

1187
computer-based training (CBT)

1187
computer-controlled system 1274
computerized 106
– evaluation program 84
computerized axial tomography

(CAT) 311
computerized physician order entry

(CPOE) 1201
concentration measurement 593
– infrared absorption 593
concentric
– contraction 274
– needle electrode 927
concept
– development 859
– of intraoperative monitoring 1045
condition for hemodialysis 600
conductive
– circuit board 1323
– embroidered circuit 1323
– footwear 46
– hearing 198
– housing 43
– loss 204
– silicone-based electrode 1327
– thread material 1325
– yarn 1326
conductometric sensor 927
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cone of confusion 210
cone-beam computer tomography

(CBCT) 339, 405, 717, 906
– system 407
– technical restrictions 412
cone-beam computer tomography

(CT) 901
cone-beam detector 322
cone-rod dystrophy 256
confidence value 1157
confocal endoscopy 396
confocal laser microscope 252
– Rostock cornea module 252
conformance claim 1162
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256
congenital vascular disorder (CVD)

573
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connector configuration 770
constant power algorithm 689
constrained motion 841
constructivism 1188
consultation request 1124
contact
– coagulation 691
– endoscopy 396
– gel 550
– transmission 27
– voltage 42
contact quality monitors (CQM)

698
contact-lens
– adjustment 263
– electrode 259
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1329
contaminated equipment 12
contamination 12
content-based image retrieval (CBIR)

1162
contention access period (CAP)

1369
contention-free period (CFP) 1369
context of use 63
ConText vest 1327
contingent negative variation (CNV)

223
continued fever 987
continuing medical education 594
continuity of care record (CCR)

1123
continuous flow system 529
continuous glucose monitoring

systems (CGM) 1228

continuous interleaved sampling
(CIS) 239

continuous intraoperative
neuromonitoring (cIONM) 1046

continuous noninvasive arterial blood
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(CPAP) 530

continuous wave (CW) 352, 353,
425, 642
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– model 1152
– tracking 1154
contractile element (CE) 278
contralateral routing of signals

(CROS) 231
contrast 1211
– agent 455, 478, 487
– enhanced angiography 340
– enhancement 1157
– filter 1143
– harmonic 350
– medium 298, 417, 419
– registration 1145
contrast medium
– nephrotoxic 498
control loop 841
control unit 585, 1277
controlled automatic gain control

(AGC) 230
controlled ventilation 530, 531, 588
convective forces 602
conventional
– CBT system 1192
– detector 292
convergence movement 181
conversion layer 299
– scanning electromicrograph 301
convex array ultrasound probe 364
convex probe 350, 358
convolution 1143
cooled detector 371
cooler
– mechanical 371
– thermoelectric 371
Coolidge tube 705
cooner wire 795
Cooper cable 754
cooperative/collaborative learning

(CSCL) 1187
cooximetry 1036
coping strategy 743
coregistration 490
Coriolis torque 841
cornea
– applanation 246

– radius of curvature 263
– thickness 249, 265
– topography 265, 266
coronal reformatting 333
coronary
– heart disease 715
– scissors 1304
– sinus electrode 555
– stent 334
coronary artery analysis (CT) 1203
coronary artery bypass grafting

(CABG) 873
coronary artery disease (CAD) 472
corrosion
– of electrode 789
– stability 793
Corti’s organ 196
cortical
– bioelectric potential 943
– monitoring 1061
– potential distribution 943
– stimulation response 155
cortical electric response audiometry

(CERA) 222
cortico-muscular connectivity 890
corticospinal tract lesion 279
cost savings in healthcare 446
cost transparency 1097
cost-effective haptic display 1181
cost-effective OR robot 1183
coulometry 1066
counter torque 505
coupling
– acoustic 479
– capacitor 761, 772
course of EEG stage 992
cranial nerve 195
cranial pressure measurement 997
craniofacial traumatology 411
craniomandibular dysfunction 409
cranio-maxillofacial surgery 411
crank ergometry 888
creatine phosphokinease (CPK) 472
crest factor 687, 693
Creutzfeldt–Jakob disease 31
critical
– data transfer 1086
– operation range 1274
cross-channel signal comparison

1024
cross-circulation 856
cross-contamination 97
cross-enterprise document sharing

(XDS) 1123
cryogenic tissue ablation 483
cryoprobes 390
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CsI fiber structure 323
CT system
– 64 row 320
– classification 314
CTG
– connection system 1024
– graph 1026
– monitoring 1022
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Cuberille approach 1160
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– electrode 790, 1062
– geometry 1256
cuff size 961
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curative radiotherapy 898
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current mode 758
current-based impedance control

843
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cut-off frequency 354
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– performance 1299
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– tissue 677
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Cyberknife 490, 907
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d’Arsonval 679
da Vinci telemanipulation system
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damage zone 567
damp heat 16
Darwinian paradigm 1156
data
– in clinical practice 1110
– integration 953
– local network 307
– management 392, 1022
– packet 756
– reconstruction 406, 407

– registration 412
– representation

three-dimensional 331
– security 1131
– transmission 1086
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data processing in hospitals 1097
– potential benefit 1097
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– rate 1005
day clinic 1261
DDD pacemaker 769, 776, 779
– atrium-controlled 777
– clinical assessment 779
DDDR pacemaker 554
de Keating-Hart 679
dead zone 99
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decimeter device 680
decision support 1099, 1108
decision-making process 1097
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– system 18
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– injury 1269
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802, 1133, 1134, 1256
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defibrillation
– complications 551
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– method overview 549
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– proof 684
– safety aspects 551
defibrillation threshold (DFT) 554,

555
defibrillator
– effectiveness 547
– implant 547
– physical principle 546
– portable, system components 546
– semiautomated 548
– semi-automated 547
defibrillator device 548
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definition 515
definition of shock wave 645

deflecting magnet 712
degree of controllability 7
degree of freedom (DoF) 487, 1181
degree of interactivity 1189
degree of painlessness 580
DEGRO 917
Delaunay triangulation 1177
delivery of implants, MR guided

494
delivery of liquid 624
delivery system 564
delta-wave 129
demand
– flow system 530
– pacemaker 775
demineralized water 17, 31
demographic patient data 1101
dental planning 335
dental radiology 314
dentist 408
deoxygenated blood 1039
department information system

1111, 1205
depression 1230
depth dose curve 898, 899
depth filter 625
depth of field 394
depth shading 1160
dermatosis 12
descending neurogenic evoked

potential (DNEP) 1053
desflurane 583
desiccation 691, 692
design
– draft 69
– freeze 859
– of electronics 1339
– of scissors 1293
design for manufacture

(DFM) 871
desired speech level (DSL) 234
destination therapy (DT) 725, 727
detection
– limit 465, 467
– of flutter 957
– rate 1211
detector
– conventional 292
– dynamics 323
– flat-panel 303, 322
– GaAs 371
– gas 321
– solid-state 322, 916
– type 427
detector angular subtense (DAS)

371
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detector array 315, 326
– gas-based 321
determination of physical activity

115
detoxification 615
Deutsche und Internationale

Gesellschaft für
Stosswellentherapie (DIGEST)
670

Deutsches Herzzentrum Berlin
(DHZB) 724

Deutsches Institut für Medizinische
Dokumentation und Information
(DIMDI) 1119

development 597
– error 63
device
– development process 858
– dimension 505
– effectiveness 59
– efficiency 59
– implanted 870
– malfunction 739
– material 505, 506
– size dimension 1365
– switching 44
device components 591
– monitoring 591
device monitoring 580, 592
– paramagnetic sensor 592
DFT wire 770
diabetes 889, 890
– macular edema 248
– retinopathy 257
diagnosis 1164
– documentation 1101
– treatment loop 1192
diagnosis related group (DRG)

1096
diagnostic 510, 1158
– functional 119, 409, 1170
– imaging assessment 1209
– procedure 121
– ultrasound frequency range 346
– value of ergometry 93
– x-ray 491
diagnostic methods 944
dialysance 609
dialysis
– complications 613
– dose 605
– efficiency 605
– hemodialysis 30
– machine 12
– machine equipment 611
– membrane 601, 606

– peritoneal 29
– reimbursement 605
– treatment performance parameter

605
– water 30
dialysis fluid 31, 600, 601
– contamination 602
dialyzer
– construction 604
– high-performance 608
– performance 605, 606
diamagnetic material 505
diaphragm

pneumotachometer 100
diastolic dysfunction 356
diathermy 677
differential infrared thermography

(DIT) 373
differential nonlinearity (DNL) 760
differential path length 426
differential-diagnostic assessment

411
diffraction of sound wave 647
diffuse lighting 1215
diffuse reflection 1161
diffusion
– assessment 111
– capacity 109
– testing 105
diffusion tensor imaging (DTI) 452,

457
diffusion weighted imaging (DWI)

452
diffusive
– clearance 610
– permeability 602
digital
– archive 307
– archiving 386
– cassette 299
– detector system 296
– encoding, fundamental advantage

352
– flat-panel detector 300
– fluoroscopy 293, 296
– imaging 291, 295
– information generation 1205
– luminescent screen, readout process

299
– object 1169
– phosphor storage 297
– thermal array 78
digital image
– formation 1164
– parameter 294
– plate 292

– processing 305
– technology 307
digital imaging and communications

in medicine (DICOM) 307, 392,
407, 487, 1139, 1162, 1199

– hanging protocol 1202
– RT 912
– worklist 1201
digital radiography 293
– advantage in exposure 294
digital reconstructed radiograph

(DRR) 906
digital signal processor (DSP) 790
digital subtraction angiography

(DSA) 292, 417, 1216
– blood vessel 418
digitally reconstructed radiograph

(DRR) 916
digital-to-analog converter (DAC)

297
dilatation 419, 1144
– balloon 420, 715
dilution method 967
dimensions of IT-support 1099
DIN 14155 61
DIN 58921 22
DIN 58946-6 22
DIN 58948 24
DIN 58955 section 1–7 19
DIN 6800-2 918
DIN 6827-1 911, 914
DIN 6847-5 918
DIN 6874-5 918
DIN EN 1422 24
DIN EN 285 19
DIN EN 554 22
DIN EN IEC 62366 61
DIN EN ISO 13407 62
DIN EN ISO 15883 16, 17
DIN EN ISO 17665 22
DIN EN ISO 17665-1 22
DIN EN ISO 9000:2005 (Concepts)

54
DIN EN ISO 9004:2000 54
DIN EN ISO 15883-1 17
diode laser 567, 570
direct
– catheter measurement 996
– ECG 1021
– energy conversion detector 301
– radiography 304
direct acoustic cochlear stimulation

(DACS) 236
direct current (DC) 546, 762, 1135
discharge 1027
– phase 762
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discontinuous system-based ECG
85

discrete convolution 1143
discriminant analysis 941
disease management 1095
disinfectant 12
– active substance 14
– cost-saving 15
– disposal 16
– exposure time 15
– pretreatment 12
– procedure 15
– selection 15
– sequence 15
– solution 15
disinfection 14, 389
– instrument 15
– manual 15
– method 14
– of bedding 19
– of instruments 15
– of surfaces 14
– physical 16
– steam 19
– thermal 16
disinfection process 14
– application time 19
– ranges of action 19
disintegrate kidney stone 642
disintegration
– diameter 657
– efficacy 653, 657
– threshold 658
– tracking 667
disk area 249
displacement force 505
display calculation 363
display unit 528, 590
disposable 699
dissecting scissors 1297, 1299,

1303
distorted haptic perception 1181
distortion product otoacoustic

emissions (DPOAE) 216
distribution of results 1205
distribution system operator (DSO)

44
divisive segmentation 1151
docking station 950
doctors’ letters based on HL7 CDA

1123
doctor-to-doctor (D2D) 1123
documentation 1098
– analysis 1113
– of a defibrillation 546

domestic appliance manipulation
1231

Doppler
– effect 1019
– shift 348, 425, 426
– technique 349
– ultrasonography 352
– ultrasound 381
dose
– calculation 911
– constraint 903
– distribution 716, 904, 915
– efficiency 302
– exposure 294
– modulation 337
– parameter 613
– quantum efficiency 292
– reduction 337
dose quantum efficiency

(DQE) 292
dose volume histogram (DHV) 915
dose volume histogram (DVH) 903,

912
dosimetry 707
– absolute 918
– Fricke 708
double blind method 944
double prismatic joint 840
double-insulated equipment 37
DPF measurement 426
drafting of a contract 1116
drilling template 409
drive field 463, 467
drop foot stimulator 883
droplet transmission 27
drug
– dosing 582
– dosing unit 580
– efficacy 162
– testing 945
dry ECG electrode 1359
dry heat 16
DTL (Dawson–Trick–Litzkow) 255
dual scanning 300
dual-chamber ICD 553
dual-exposure single-detector

technique 307
dual-plane x-ray 303
dual-sensor system 780
dual-source CT 339, 341
Duchenne muscular dystrophy

(DMD) 285
duplex mode 352
DuraHeart LVAS blood pump 735
dye laser 567, 571

dynamic adaptive radiotherapy
(DART) 718

dynamic collimator rotation 720
dynamic compression 230
dynamic contour tonometry (DCT)

247
dynamic flow 355
dynamic focusing 358
dynamic friction 841
dynamic performance indicator 845
dynamic range 304, 1211
dynamic range compression (DRC)

306
dynamic range reduction (DRR)

306
dynamic robot-based evaluation

848
dynamic thresholding 1149
dynamic torque 505
dynamometer 276, 277
dyspnea 104

E

ear canal probe 213
ear mold 232
early auditory evoked potentials

(EAEP) 222
early detection 991
early receptor potential (ERP) 255
early tumor detection 395
eccentric contraction 274
echo time (TE) 447
echo train length (ETL) 449
eddy current 505, 511
– brake 89
– induction 510
edge enhancement 299
edge extraction 1148, 1150, 1157
edge level 1141
edge-based segmentation 1150
EDP target concept 1113
effective acoustic amplification 235
effective dose 412
effective energy 653
effective membrane surface 607
effective power density 561
effective QMS 50
efferent pathway 120
efficacy of a therapy 280
efficient defibrillation 550
eFlow technology 355
e-Health 1119
– confidentiality 1236
– cross-border issue 1235
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– economic dimension 1238
– internationalization 1242
– privacy 1236
– security 1236
– social dimension 1234
– societal and global dimension

1237
– technological dimension 1240
e-health 1217, 1219
e-Health wireless system 1367
Einthoven’s bipolar limb lead 81
Einthoven’s triangle 81
e-Learning 1187
– current state 1196
– status 1195
e-Learning intervention 1196
e-Learning research 1196
electric
– field distribution 770
– field strength 693
– spark 687
– transducer 927
electric and acoustic stimulation

(EAS) 241
electric response audiometry (ERA)

222
electrical
– accident 35
– autodrive 1262
– biosignal 1346
– cardioversion 549
– circuit model 1249
– energy 654
– equipment 35
– excitation process 75
– interference field 46
– nerve stimulus 681
– potential 79, 121
– safety 749
– stimulation 1250
– stimulation process 1252
– stimulator 142
– stimulus 749
electrical fast transient (EFT) 803
electrical muscle stimulation (EMS)

1330
electrical system
– planning and installation 36
– protective measure 42
electrically evoked auditory

brainstem responses (E-ABR)
242

electrocardiogram (ECG) 75, 472,
591, 955, 1032, 1343

– acquisition 1365
– data management 79

– database 87
– diagnostic hint 84
– electrode 1033
– episode 85
– exercise 88
– exercise indication 93
– fetal 1020
– interferences 956
– leads and electrodes 956
– loss rate 1371
– measurement 77
– monitoring electrode positions

956
– monitoring system 1228
– neonatology 1032
– nomenclature 76
– preamplifier 76
– recording 936
– recording equipment 77
– recording method 79
– signal detection algorithm 554
– test procedure 91
electrocautery 677
electrochemical cell 1358
electrochemical characterization

796
electrochemical contact 79
electrochemical contact potential

77
electrochemical impedance 793
electrochemical impedance

spectroscopy (EIS) 1330
electrochemical potential 927
electrochemical reaction 592
electrochemical sensor 811
electrocoagulation 679
electrocortical grid array (ECoG)

807
electrocorticography (ECoG) 138
electrode 122, 1004
– active 239, 682, 687
– anchoring 771
– atrial 555
– biological characterization 797
– characterization 795
– conductor 770
– connecting scheme 131
– contactless capacitive 1329
– coronary sinus 555
– corrosion of 789
– cuff 790, 1062
– dry ECG 1359
– epimyocardial 555
– equivalent circuit diagram 927
– esophageal pulse 550
– extracochlear 238

– finger 555
– flexible 790
– flexible dry 1359
– flexible polyimide 790
– ground 152
– implanted stimulating 750
– indifferent 82
– iontophoretic 1331
– iridium 753
– metal 123
– monopole needle 927
– multichannel array 888
– needle 927, 1062
– nerve cuff 826
– nonpolarizable 79
– optical 1360
– overview 141
– passive fixation 771
– pCO2 926
– percutaneous 880
– performance 753
– placement 128, 132
– polarizing 123
– positioning 552
– positions for ECG monitoring

956
– recording 77, 122, 151, 152
– resistance 122
– screw 771
– shaft 790
– sieve 791
– stimulation 888, 1251
– suction unit 90
– technology 78
– thin-film 793, 810
– tip 770
– transition impedance 127
– transvenous 554
– type 78
– ventricular 775
– working 794
electrode material 793
– electrochemical impedance 793
electrode–electrolyte interface 751,

757
– electrical circuit model 751
electrodesiccation 679
electroencephalography (EEG) 4,

119, 129, 991, 1003, 1343
– age-related change 994
– alteration 991
– amplifier 1005
– analysis 992
– assessment 994
– based BCI 1006
– blink artifact 137
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– change stage 992
– characteristics 132
– classification 992
– computer-based method 992
– conventional visual 992
– device standard component 130
– instrumentation real-time 1003
– monitor Narcotrend 992
– monitoring 992

intensive care unit 995
operating room 994

– muscle activity 137
– recording cap 1005
– sensor 805
– spectral analysis 992
– stages A–F 993
electroencephalography (EEG) signal

223
– analysis 136
– quality 994
electroluminescent screen (EL) 951
electrolyte
– balance 613
– imbalance 1031
electrolytic effect 681
electromagnetic (EM) 803
– biocompatibility 789
– fields 445
– generator 1134
– interference 1346
– model 1251
– tracking navigation 485
electromagnetic compatibility (EMC)

46, 504
electromagnetic interference (EMI)

504
electromagnetic shock wave emitter

(EMSE) 662
electromyography (EMG) 119, 138,

142, 162, 279, 881, 1053, 1062,
1330, 1343

– circuit diagram 139
– examination 140, 927
– index 993
– macro needle 144
– potential

amplitude analysis 145
– sensor 805
– signal 933
– stimulator 142
electron
– density conversion 905
– gun 712
– radiation 898
electron-beam computed tomography

(EBCT) 339

electroneurography (ENG) 119,
145, 1062

electronic
– artifact 328
– CTG archive 1028
– dosing 582
– image converter 386
– integration 790
– interconnection 1323
– module 1340
– order form 1102
– sensing 1341
– x-ray detector 314
electronic case record (eFA) 1109
electronic device
– frequency response 127
– on textile 1348
– system integration 1347
electronic health card (e-HC) 1122
electronic health record (EHR)

1096, 1123
electronic patient record (EPR)

1101, 1109, 1199, 1205
electronic probe 357
– convex 358
– focal constriction 358
– focal zone 358
– linear 357
– sector 358
electronics 789
– in medicine 1338
electronystagmography (ENG) 182
– technology 182
electrooculography (EOG) 182,

260, 1343
– technology 182
electroophthalmology 151
electrooptic (EO) 1361
– modulator 1358, 1362
electropneumatic driving unit 729
electroretinogram (ERG) 253, 830,

1343
electrostrictor transducer 1358
electrosurgery 677, 1318
electrotherapy 550
electrotomy 677, 683
elimination of aneurysms 420
ellipsoidal reflector 661
elongation sensor 1329
embedded sensor 1355
embolization 419
embroidered
– conductive circuit 1323
– scaffold construction 1335
embroidery 1322
– technology 1334

EMC environment class 46
emergency medicine 391
emergency route 37
emergency supply of equipment 93
emergency treatment 995
emissivity 373
emittance 373
emotional distress 742
emphysema 110
EN ISO 13485:2009 52
EN ISO 14971:2008 52
EN 207 577
encapsulation 794
– material 789
end-effector trajectory 843
endocapsule 401
endoluminal endoscopic view 1209
endomicroscope 396
endonavigation 401
endorobot 400
endoscope
– core components 382
– guiding system 1274, 1275
– image sensor 383
– remote control 400
endoscopic
– accessories 382
– cystoscopy 395
– image 381
– image chain 380
– image monitor 386
– instrument 387
– instrument system 482
– polypectomy 689
– procedure 380
– surgery 482
– tumor treatment 390
endoscopy 379, 573
– capsule 401
– challenges 381
– confocal 396
– contact 396
– data management 392
– flexible 383
– fluorescence 395
– HF electrosurgery 390
– infrared 396
– laser light 390
– optical 1210
– rules 698
– standard light source 383
– system integration 392
– virtual 333, 381, 1170, 1211
– workstation 390
endothermy 677
endotoxin passage 602
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endotracheal tube 595
energy
– conversion 1352
– focal 653
– generation 789
– management circuit 1135
– shock waveform 546
– subtraction 307
energy flux density (ED) 652
– threshold 659
enhanced cornea compensation

(ECC) 252
enhanced reality (ER) 1173
EPID 916
epidural ICP measurement,

prerequisite 999
epileptic activity 166
epileptic pattern 131
epimyocardial electrode 555
epiretinal device 825
epiretinal implant 826
episiotomy scissors
– Braun-Stadler 1309, 1310
– Waldmann 1309
equipment
– double-insulated 37
– not used on the patient 26
– repair and maintenance 26
– trolley, multiple sockets 45
– used on the patient 25
equivalent circuit diagram 122
equivalent rectangular bandwidth

(ERB) 221
erase bar mode 951
erbium:YAG laser 569
erectile dysfunction 172
ERG potential 254
ergometry 88
– measuring station 89
ergonomic property 59
ergonomics and wearability 1345
ergospirometry 105, 106, 111, 112
– clinical value 113
– parameters 114
erosion 1144
esophageal pulse electrode 550
esophagus stimulation 768
ESTRO 917
etCO2 measurement 983
ethylene oxide (EO) 23, 604
– adsorption 23
– desorption 23
– exhaust air 23
– sterilization, substance 22
ETHZ-ParaCare neuroprosthesis

885

eTracking 366
Euclidean distance 1149
Euclidean geometry 1157
EUROMACS VAD registry 746
European law 50
European Medicine Agency (EMEA)

1120
European Register for Mechanical

Circulatory Support 746
European Respiratory Society (ERS)

97
European Society of Cardiology

(ESC) 551
European Union (EU) 754
European Uremic Toxin Working

Group (EUTox) 606
Eustachian tube 194, 213
evaluation of tenders 1114
event recording 1033
event related potential (ERP) 156,

223
event storage 952
event-related desynchronization

(ERD) 1007
event-related synchronization (ERS)

1007
event-triggered report 554
evoked compound action potentials

(TECAP) 242
evoked magnetic field 937
evoked potential (EP) 119, 937
– recording parameter 149
evoked torque 280
evolutionary algorithm 1155, 1156
exact surgical operation 1280
examination of patients 923
excimer laser 570
excitation of cavitation 648
excitatory postsynaptic potential

(EPSP) 121, 129
excitatory synapse 121
excited nuclear configuration 426
execution time 845
exercise
– aerobic endurance 890
– electrocardiogram (ECG) 88
– related blood gas 113
– testing 374
exophthalmometry 271
expert system 700, 1155
expiratory CO2 104
expiratory gas flow 972
expiratory reserve volume (ERV)

96, 101
expiratory valve 528, 533, 538
explosive atmosphere 45

exporting patient data 1029
exposure 300
– dose 294
– duration 566
expulsion dynamics 933
extended field of view (EFOV) 363
extended gate field effect transistor

(EGFET) 1068
extensible markup language (XML)

1123
external
– beam therapy 902, 907
– cardiotocograph, measuring

procedures 1020
– defibrillator 546, 549
– earpiece 888
– pressure sensor 998
– stimulation 750
external heart–lung machine (HLM)

621
exteroceptive sensor 792
extinction coefficient 425
extracellular
– electrical stimulation 1250
– space 613
extracellular water (ECW) 614
extracochlear electrode 238
extracorporeal circulation (ECC)

621, 623, 629
– historical development 621, 622
– performance 630, 632–634
– references 638
– structure and function 623–626
– technical aspects 635–637
extracorporeal pulsatile MCSS 728
– long-term application 728
extracorporeal shock wave lithotripsy

(ESWL) 573, 641, 664
– historical development 642
extracorporeal shock wave treatment

(ESWT) 641, 642, 664
– long-term side effects 659
extraluminal view 1209
extraneural stimulation 1256
extremity prosthesis 788
eye applicator 714
eye movement (EOG) 933
– control 180

F

fabrics with integrated electrical
insulated heating 1332

failure modes and effects analysis
(FMEA) 862

fan-beam geometry 315
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far infrared (FIR) 370
Faradaic
– process 752
– resistance 752
Faraday cage effect 507, 681, 685
fasciculation 143
fashionable electronic device 1340
fast field echo (FFE) 450
fast Fourier transformation (FFT)

128, 447
fast low-angle shot (FLASH) 450
fast spin echo (FSE) 449
Fastl noise 209
fault current 42
Favaloro scissors 1306
FDA approval 866
FDRC 231
feature extraction 1006, 1147,

1150, 1156, 1157
feature vector 1156
Federal Communications

Commission (FCC) 803
Federal Drug Administration (FDA)

486
Fédération Dentaire Internationale

(FDI) 1159
feedback
– acoustic 237
– control system 836
Feldkamp algorithm 305, 406
FEM model 1256
femoral skin 374
Fermi resonance 426
ferromagnetic material 505
ferrous sulfate dosimetry 708
ferrum candens 678
fetal
– electrocardiogram (ECG) 1020
– movement pattern 1019
– outcome 1027
fetal heart rate 1019, 1024
– ultrasound 1019
fiber
– activation 1253
– bundle 605
– optic hydrophone 650, 651
fibrillation 143, 549
– atrial 871
– scoring algorithm 548
fibrous encapsulation 793
Fick’s principle 966
field
– anatomical marker 407
– effect transistor 927
– hydrophone 651
field free point (FFP) 464

field of view (FoV) 371, 405, 446,
463

fill factor 321
film emulsion 293
film–screen system 295
filter fouling 608
filtered backprojection (FBP) 324,

406
financial resource 6
fine structure processing (FSP) 239
Finetech–Brindley stimulator 887
finger
– electrode 555
– flexor 886
– perimetry 269
– sensor 976
finite element (FE) model 1252
finite element method (FEM) 1180,

1251, 1253
first generation of CT 314
first stage of labor 1027
first treatment 915
first-fault philosophy 36
Fitzhugh–Nagumo model (FHN

model) 1249
fixed-rate ventricular stimulation

775
fixed-tube detector position 330
flash simulation 68
flat interface nerve electrode (FINE)

1253
flat-panel detector 303, 322
Fleisch pitot tube 99
Fleisch pneumotachometer 99
flex-foil substrate 1323
flexible
– dry electrode 1359
– electrode 790
– endoscopy 383
– implantable microelectrode 791
– microimplant 789
– polyimide electrode 790
flicker point 263
flip angle (FA) 478, 485
floating mass transducer (FMT) 236
floating microelectrode 827
flooring 45
flow
– artifact 510
– condition 740
– cycled mode 531
– directed catheter 965
– generator 527
– rate 624
– sensor 97, 98
– system, continuous 529

– trigger system 531
– volume loop 96, 972
flowmeter 98, 104
fluid-attenuated inversion recovery

(FLAIR) 452
fluorescence
– angiography 267
– decay 321
– endoscopy 395
fluoroscopy 720
– flat-panel detector 303
focal
– constriction 358
– energy 653
– length 561
– volume 652
focus field 463, 467
focusing of spherical wave 660
follow-up documentation 1108
Food and Drug Administration

(FDA) 453, 866
force
– feedback 412, 1276
– level 276
– sensor 841
– transducer 280
forced
– coagulation 691, 693
– expiration 101
– oscillation technique 104
– spirogram parameter 102
– spirometry 96, 101, 102
forced expired volume in one second

(FEV1) 96
forced vital capacity (FVC) 95
force–velocity property 278
fore-vacuum 21
form of respiration 532
formaldehyde (FO) 24
formaldehyde (FO) gas sterilization
– adsorption and desorption 24
– operating staff 24
– process sequence 24
– requirements 24
– substance 24
formant 206
forward planning 911, 913
Foucault’s method 253
four-beam box 914
four-dimensional (4-D) 1152
four-dimensional CT (4-D CT) 906
Fourier
– analysis 348
– descriptor 1155
– ellipsometer 251
– transform 1147
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Fourier transform infrared
spectroscopy (FTIR) 796

Fourier transformation (FT) 440,
790

Fourier-slice theorem 324
four-level laser 560
fourth generation of CT 317
FPSA-system 615
fractional saturation 976
fractionated cutting current 689
fractionated vacuum 21
– process 19, 20
fractionation 907
Frank–Condon principle 425
Franz Volhard 597, 600
free motion 841
free-electron laser (FEL) 567, 571
FreeHand system 885
– control unit 1277
freezing technique 483
Freiburg speech intelligibility test

207
French Association of Teleassistance

Companies (AFRATA) 1225
Frenzel glasses 182
frequency 192
– adaptive pacemaker 780
– filtering 306
– harmonic 347
– of apnoeas 1033
– response 930
– spectrum 220
– train 882
– transfer function 234
– variation 149
frequency shift keying (FSK) 1133
fresh gas decoupling 587
fresh gas supply 586
– continuous 586
– discontinuous 587
Fricke dosimetry 708
front-end electronic acquisition

system 1365
fuel cell 592, 1135
– electrochemical reaction 592
fulguration 679, 693
– current 688
– device 679
full dynamic range compression

231
full scale clinical trial 866
full width at half maximum (FWHM)

465, 652, 653
full wireless link 1351
fully automated defibrillator 547
functional

– area 55
– diagnostics 119, 409, 1170
– disorder 172
– image formation 1164
– medical textile 1322
– recovery 836
– saturation 976
– specification 63
– textile 1321
functional electrical stimulation

(FES) 749, 877
– induced muscle fatigue 882
– stimulation 759
– technology 877
functional electrical stimulation

therapy (FET) 889
functional hemoglobin 974
– absorption spectra 976
functional magnetic resonance

imaging (fMRI) 830, 1005, 1061,
1203

functional MRI (fMRI) 451
functional residual capacity (FRC)

101, 105, 107
fundamental wavelength 347
fundus camera 267
future developments 1317
future standard 1093
fuzzy logic 1155, 1156
fuzzy set theory 1157
F test 940

G

GaAs detector 371
Galenus of Pergamon 598
gall duct stone lithotripsy 643
galvanic
– potential 77
– process 789
galvanized thread material 1326
gamma knife 719
gantry 330
– based imaging 717
Ganzfeld ERG (Ganzfeld

electroretinogram) 253, 254
gap detection threshold 201
gas
– blender 629
– detector 321
– dilution method 105
– exchange 624
– humidifier 528
– ion tube 704
– laser 567
– monitoring 973

– sterilization 795
– wet scrubbing 23
gastroscopy 394
gateway 953
gating spring theory 197
general supply (GS) 44
generalized autocalibrating partially

parallel acquisitions (GRAPPA)
445

generation
– of cavitation 648
– of pressure pulse 660
– of radiation 710
– of shockwave 660
generator circuit 757, 760
generic wearable sensor signal

acquisition 1357
genetic algorithm (GA) 1255
genetic data 1108
geometric
– aberration 1144
– analog tomography 313
– distortion 1144
geometrical parameter 1256
geometry 918
Georg Haas 599, 600
George Frédérique Parrot 598
Georgia Tech Wearable Motherboard

(GTWM) 1354
German Federal Institute for Drugs

and Medical Devices (BfArM)
61, 1311

German Medical Devices Act (MPG)
551, 1092

German Sleep Society (DGSM)
161

German system for telemedicine
1125

German telemedicine 1120
glass 789
– fiber bundles 383
glaucoma 249, 257
– damage 252
– diagnostics 247
glaucomatous damage 249
global ejection fraction (GEF) 968
global end-diastolic volume (GEDV)

968
glucose
– concentration 811
– meter 1228
– monitoring 1227
glucose oxidase (GOx) 811
goal-directed robotic therapy 848
goal-oriented control 1010
Goldberger’s lead 81
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Goldman equation 1249
Göttingen sentence test 209
gradient
– field strength 467
– magnetic field 506
– slew rate 506
gradient echo (GE) 450, 478, 488,

510, 512
– sequence 488
gradient echo sequence (GE) 485
gradient-induced interaction 506
gradiometer 937
grammar 1155
graphical image processing 363
graphical user interface (GUI) 487,

1180
graphics interchange format (GIF)

1161
graphics processing unit (GPU)

407, 1170
Graseby capsule 1035
grasping in tetraplegics 1134
Grass stimulator 798
gravitational torque 841
gravity compensation 839
gray level 293
gray matter (GM) 448
grayscale
– dynamic 292
– interval 332
– value 1157
gripping force 1276
gross domestic product (GDP) 1219
gross tumor volume (GTV) 909,

910
ground
– electrode 152
– truth 1154
growth function 221
guidelines of a QMS 56
gynecological scissors 1306, 1308
gyromagnetic ratio 478

H

H2O2 sterilization 24
– process sequence 24
haematocrit 1038
hair cell
– loss 198
– sensory 195
Hall sensor 929
– schematic setup 929
Hall voltage 929
hand 14
– diagnostic test 277

handling system 400
hands-free technology 361
haptic
– display 1174
– feedback 381, 1174, 1180
– perception, distorted 1181
– simulation 1181
hard x-ray 327
hard-disc drive (HDD) 294
hardening artifact 410
hard-metal scissors 1294
harmonic frequency 347
Hartmann–Shack sensor 262
hazard 35
– specific 40
head coil 445
head mounted display (HMD)

1013, 1170
head operation 1262
health
– condition monitoring 1341
– information network 1096, 1108
– insurer 1096
– policy 5
– portal 1222
– telematics 1119, 1121
health level 7 (HL7) 1107, 1162
– interface 308, 1029
– message type 1107
health monitoring 1345
– system 1359
health professional card (HPC)

1124
healthcare delivery 804
hearing
– assessment 227
– binaural 210
– conductive 198
– device 228
– disorder 198
– impairment 191, 206
– nerve 194
– nerve malformation 199
– normal 203
– spatial 193
– system 236
– threshold 201
hearing aid 228, 229, 233, 236
– implantable 236
– multichannel 231
– nonlinear 233
– parameter 232
hearing in noise test (HINT) 209
hearing level (HL) 201
hearing loss (HL) 198, 234
– for speech 208

heart
– block 856
– defect 1037
– replacement system 724
– signal 771
– surgery, human 856
heart rate (HR) 167, 955, 956, 1035
– data monitoring 1228
– measurement 1224
– monitoring 1223
– standard values 1033
– turbulence 87
– variability 87
heart transplant (HTX) 724, 725,

872
heart valve
– design 862
– prosthesis 486, 496
heart–lung machine
– components 627–629
– modular 635
– semi-modular 635
– structure and function 623
heart–lung procedure 856
HeartMate X 747
heat and moisture exchanger (HME)

528
heat quantity 682
heat transfer capacity 695
heatable
– bandage 1332
– textile 1332
heating testing for implant 505
heat-resistant item 21
heat-resistant virus 18
Hebb’s law 890
heel effect 321
helical rise 326
helical tomotherapy 905
hematoporphyrin 558
hemodiafiltration (HDF) 600, 602,

608
– online 601
hemodialysis 608
– condition 600
– equipment 30
hemodynamic 631
– monitoring 957
hemofiltration (HF) 608, 611
hemoglobin (Hb) 425, 565, 631,

973
– excitation coefficient 425
hemolysis 740
hemoperfusion 611
hemophan 604
hemopump 727
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hemostasis 677
HeNe laser 571
hepatitis B 18
hepatitis C virus (HCV) 614
hermeticity of the sealing 754
heterogeneous HIS 1105, 1107
heterogeneous information system

1106
HgCdTe 371
HH model, equivalent electrical

circuit 1248
hierarchical region merging 1153
high level disinfection (HLD) 389
high-contrast structure 408
high-definition (HD) 381
high-dose rate (HDR) 709, 713
highest quantum efficiency 301
high-flux membrane 607
high-frequency (HF) 478, 1271
– current 683
– current type 687
– electrosurgery 390
– generator 684
– knife 684
– monopolar technique 685
– noise 942
– OR table 1271
– sound wave 344
– surgery 677
– surgical unit, application and safety

697
– train 763
high-frequency current-switching

(HFCS) 762
high-frequency-induced interstitial

tumor therapy (HFITT) 692
high-performance dialyzer 608
high-precision radiation treatment

718
high-resolution imaging 419
hip replacement 1278
Hippocrates 3
histogram stretching 1142
Hittorf tube 705
HL (hearing level) 151
HL7 (health level 7) 1199
HLM
– semimodular configuration 636
– technical safety 636
Hodgkin and Huxley model (HH)

1249, 1338
holistic HIS 1105, 1106
hollow body organs 1209
hollow fiber membrane 600
holmium:YAG laser 569
Holter monitoring 84

home 1027
horizontal eye movement 187
horizontal open MRI 480
horizontal procedure 1112
hospital information system (HIS)

106, 308, 392, 1162, 1199
– bundle electrocardiography 83
– function 1099
– vendor types 1106
hospital information systems (HIS)

1096
hospital IT infrastructure 1206
hospital room 1368
hot air sterilization 22
hot-wire
– anemometer 100
– sensor 593
Hounsfield unit (HU) 329, 1148
Hounsfield value 1157
hour-glass figure 265
house base station 1130
human
– heart surgery 856
– interface 585
– motion parameter 837
– skin regulation 428
human–computer interface 788
humane medicine 9
hybrid
– BCI 1014
– electronic assembly 1061
– field-neuron model 1248
– operating room 873
– segmentation 1152
hydraulic dynamometer 940
hydrogel osmolality 814
hydrostatic pressure 961
hydrostatic suction 626
hygiene
– guideline 12, 30
– in medical technology 11
– measure 12
– of spirometer 98
– plan 14
hypercapnia 1039
hypermedia 1188
hyperoxia 1037, 1039
hyperpolarization 196, 1251
– prepulse 1256
hypertext 1190
hyperthermia 473, 987
hyperthyreosis 987
hyperventilation 133
hypnotic drug effect 991
hypofluorescence 267
hypoglycaemias 1031

hypoperfusion 429, 980, 983
hypopnea 170
hypopnea index (HI) 168
hypothalamus 119
hypothermia 632
– induced 991
hypothermic ECC 632
hypovolaemia 979
hypoxia 1039
hysteroscopy 394
– training simulator 1172

I

ICG angiography 269
iconic image description 1158
ideal wearable health system 1355
identification number (ID) 1162
identification of dental fixtures

(IDEFIX) 1156
identification of objects 1155
IEC 60601-2-22 576
IEC 60825-1 576
IEC EN DIN 60601-1-6 60, 64
IEC EN DIN 62366 60
Igaki-Tamai stent 873
image
– 2-D 1210
– 3-D 1278
– 3-chip endocamera 385
– analog 292
– analysis 1140
– artifact, instrument 510
– brightness 295
– communication 1161
– converter, electronic 386
– data compression 1202
– documentation 386
– enhancement 1140
– generation 1170
– information 365
– intensifier 294, 312, 418
– interpretation 1158
– iterative warping 307
– management 1140, 1161
– management system 1206
– manipulation 1161
– matrix 294
– of organ, frequency 346
– optimization 365
– postprocessing 1202
– quality 304, 507
– reconstruction 311, 317, 323, 445
– retrieval 1161
– sensor 383
– spatial 420
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– transmission 307, 383
– visualization 1140, 1158
image acquisition 468
– ECG-triggered 336
image formation 1140, 1164
– functional 1164
image processing 295, 365, 372,

944
– high-level 1141
– low-level 1141
– system 1155
image retrieval in medical

applications (IRMA) 1162
(image) latency 386
image-guided 719
– modality 899
– surgery 335
image-guided radiotherapy (IGRT)

717, 902, 906
imaging
– 3-D 421
– artifact 510
– diagnostics 1170
– high-resolution 419
– in treatment planning 901
– interventional 335
– intraoperative 478
– lung 474
– method, overview 343
– narrowband 397
– processing 1142
– second harmonic 347
– system 296
– two-dimensional (2-D) 467
immersive feedback 1004
immobilization 900
– support 899
immune response 804
impedance
– audiometry 212
– complex 212
– interelectrode 751, 752, 758
– of sound wave 193
– pneumography 971, 972, 1033,

1034
– spectroscopy 795
– transducer 194
impedance cardiogram (ICG) 968
impedance control 841
– current-based 843
implant
– bioactive 799
– electronics 789
– for deep brain stimulation 786
– heating testing for 505
– manufacturer 504

– passive 454
– radioactive 714
– subretinal 825
– technology 768
implant telemetry 1131
– transfer rate 1134
implantable
– blood pump 745
– cable 753
– cardiac defibrillator 1133
– device market 804
– energy harvester 1135
– hearing aid 236
– hearing system 237
– infusion pump market 804
– loop recorder 85
– neural interface 807
– pressure sensor 805
– pulsatile MCSS 730
– sensor 805, 806
– signal processor chip 807
– stimulation system 750
– stimulator 749, 760
– system 885
implantable cardioverter/defibrillator

(ICD) 551, 741, 802
– development 552
– device technology, function

checking 555
– system technology 553
implantable microsystem 801
– design and testing 802
– medical application 801
– testing 815
implantation procedure 754
implanted
– device 870
– electronics 827
– epimysial stimulation electrode

885
– ICD system 552
– material 804
– smart stimulator 799
– stimulating electrode 750
– unit 888
implantology 410
implementation 1111
– of HIS 1110
importing lab results 1030
improved patient positioning 1262
improvement of quality 1097
improvement to diagnostic 5
impulse
– generation 545
– oscillometry 105
incidence 699

incubator 1285, 1286
– regulation of humidity 1286
– regulation of oxygen 1287
indexing 1281
indicator dilution curve 939
indices for unperturbed motion 847
indifferent electrode 82
indirect registration 931
individual activity 1115
indocyanine green (ICG) 269, 396
induced
– emission 560
– hypothermia 991
inductive coupling 1131
inductive interface 790
inductive link antenna 1350
inductive transmission 1132
industrial, scientific, and medical

(ISM) 1349
ineffective respiratory work 1034
infection 12
– cause 13
infection transmission 27
– protective measures 27
infectious disease 12
information
– access 950
– lifecycle management 1207
– management 1097
– monitor 950
– network, health 1096, 1108
– processing 1155
information and computer technology

(ICT) 1217
information system 1110
– architecture 1097
– implementation 1111, 1117
– investment volume 1111
– selection process 1111
information technology (IT) 4, 6,

393, 1085, 1199
– hospital infrastructure 1206
– in hospitals 1097
– networks in healthcare 1085
– portal 950
infrared (IR)
– absorption 593
– coagulator 683
– endoscopy 396
– imaging band 370
– imaging, medical applications

377
– measuring cell 982
– sensitive semiconductor 929
– sensor 1358
– spectrometer 935
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infrared (IR) imaging system 369
– detector 371
infrared functional imaging (IRFI)

369
infrared oculography (IROG) 182
infusion
– apparatus 12
– pump market 804
inhalation anesthesia machine 580
inhaled air 974
inhibiting mode 776
inhibitory postsynaptic potential

(IPSP) 121, 129
initial claudication distance (ICD)

432
initial transmission slot (ITS) 1369
inner corneal layer 252
inner ear 194
inner hair cell (IHC) 195, 196
innervation pattern 143
Innsbruck sentence test 209
input
– data 912
– impedance 126
– sensitivity of a pacemaker 771
InSb 371
insertion activity 143
insertion gain (IG) 235
in-situ diagnostics 577
in-situ measurement 235
insomnia diagnostics 161
inspection 1314
inspiration line 586
inspiration/expiration (I/E) 972
inspiratory
– O2 concentration 529, 580, 581
– O2 measurement 583
– phase 530
– ventilation pressure 529
inspiratory capacity (IC) 96, 101
inspiratory reserve volume (IRV)

96, 101
installation qualification (IQ) 17, 22
instant thrombosis 495
instantaneous field of view (IFoV)

371
Institute of Medicine (IOM) 61,

1169
instruction, traditional methods

1196
instructional design 1191
instrument
– disinfection 15
– displacement 484
– guiding system 1275
– holding system 1280

– recognition 700
– tracking 1275
instrumental diagnostic procedure

409
insufflator 389
insulation fault 37
integral nonlinearity (INL) 760
integral shading 1160
integrated
– acute medical system 951
– operating theater 391, 392
integrated circuit (IC) 789, 795,

1061
integrating healthcare enterprise

(IHE) 1123, 1162, 1200
integration engine 1105
Integration of Interventional Imaging

in the Operating System (IIIOS)
493

integration of medical technology
1108

integration of modalities 1108
intellectual property (IP) 857, 859
intelligent robot swarm for

attendance, recognition, cleaning
and delivery (IWARD) 1232

intelligent tutorial system 1191
intensity modulated arc therapy

(IMAT) 719
intensity modulated radiation therapy

(IMRT) 716, 719, 902, 903
intensive care
– medicine network 1090
– network 1086, 1090
intensive care unit (ICU) 948
intensive care ventilator 526, 585
– component 527
intensive therapy 525
interaction concept 63, 69
interactive data exchange 78
interactive fabric structure 1331
interactive system 1273
interconnected medical system

1087
interconnection technology 1348
interdisciplinary collaboration 1205
interelectrode impedance 751, 752,

758
interface for data transmission 351
interface server 1079
interface with air 345
interference
– coupling 780
– suppression 47
– voltage 76
intermittent fever 987

intermittent intraoperative
neuromonitoring (iIONM) 1046

intermittent mandatory ventilation
539

intermittent positive pressure
ventilation (IPPV) 588

internal
– backfiltration 610
– cardiotocograph, measuring

procedures 1020
– filtration 610
– hospital computer system 1030
– paddle 548
– power source 44
– web image processing 1086
internal defibrillation 550
– maximum energy pulse 550
international (NBG) pacemaker code

775
international classification of sleep

disorders (ICSD) 160
International Electrotechnical

Commission (IEC) 861
International Organization for

Standardization (ISO) 861
international pacemaker code (NBG)

553
International Society for

Musculoskeletal Shockwave
Therapy (ISMST) 670

internationally recognized regulation
93

inter-peak latency 151
interpolated surrogate data 327
interruption in the signal chain

1089
interstitial coagulation 564
interstitial fluid (ISF) 811
inter-subject variation 1141
intervention planning 1164
interventional
– imaging 335
– procedure 477
– radiology 419
– scanning 504
– therapy 1210
– tools 516
intestine lumen 1215
intra-aortic axial flow pump 727
intra-arterial catheter 962
intracardiac suction tube 624, 627
intracardial
– ECG 932
– stimulation using implants 768
intracardial electrogram (IEGM)

1133
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intracellular space 613
intracellular water (ICW) 614
intracochlear electrode array 238
intracortical
– field potential 1061
– penetrating electrode 827
– probe 1061
– stimulation 826
intracranial blood volume 998
intracranial pressure (ICP) 805, 995
– dynamic component 997
– measurement system, bandwidth

998
– monitoring 995
– pathological values 997
– pulse curve, fine structure 997
– range 997
– technical option 998
– volume characteristic 996
intraocular lens 263
intraocular pressure (IOP) 246, 247,

805, 936
intraoperational (IOP) 805
intraoperative
– assessment 1046
– examination 396
– imaging 478
– measurement 556
– MR imaging 477, 480
– navigation 410
– nerve mapping 1043
– radiotherapy 902
– verification of nerve damage 1043
intraoperative electron radiation

therapy (IOERT) 906
intraoperative monitoring 140
– concept of 1045
intraoperative neuromonitoring

(IONM) 1043, 1045, 1056
– equipment 1050
– legal aspects 1056
– methods and scopes 1044
– signal interpretation 1047
intraoral scanner 409
intraoral x-ray image 1142
intra-subject variation 1141
intrathoracic blood volume (ITBV)

968
intrathoracic gas volume 105, 107,

109
intrauterine pressure measurement

1021
intravenous anesthesia 993
intravenous anesthetic agent 584
intrinsic conductive polymer (ICP)

1326

intubated patient 542
invariant point 1277
invasive
– blood pressure 580
– lead 83
– measurement of blood pressure

938
– technology equipment, hygiene

26
invasive pressure measurement 962
– requirements 963
inverse planning 903
investigational device exemption

(IDE) 866
invitation to tender 1113
in-vivo targeting 486
ion concentration 1067
ion gate opening 1249
ionic
– component action potential 1064
– composition 1065
– conduction 79
– sensor 1066
ionization 707
– chamber 321
ion-selective electrode (ISE) 1065
ion-sensitive field effect transistor

(ISFET) 1066
iontophoretic electrode 1331
iPhone for consultation 1029
iridium electrode 753
Iris scissors 1301
iris surface 265
iron oxide based nanoparticle 463
– magnetization 463
irradiation 933
– tissue 566
– volume 910
irreversible cell damage 683
ISFET for pH sensing 1068
ISNT norm 252
ISO 14937 25
ISO 14971 60
ISO/TR 14969 (Guidelines) 54
isocenter 909, 914, 918
isocentrical-beams technique 904
isodata clustering 1149, 1150
isodose distribution 914
isoflurane 583
isokinetic contraction 274
isolating transformer 40
isometric contraction 274
isophone 200
isotonic contraction 274
isotropic voxel 407
ISO 13485:2009 52

iterative
– design process 69
– image warping 307
ITU (International

Telecommunication Union) 1133

J

Jarvik Heart 2000 Flow Maker 735
Jean Antoine Nollet 598
J-electrode 771
jerk
– index 845
– magnitude 845
– nystagmus 181
Johan Jacob Abel 599, 600
Joule’s law 682
just noticeable difference (jnd) 200

K

Karhunen–Loève transform 1147,
1156

Karlsruhe Institute of Technology
(KIT) 486

Kassenärztliche Vereinigung (KV);
local state association of statutory
health insurance physicians 1120

keratoconus 265
keratometry 263
keyhole surgery 380
kidney
– artificial 599, 600
– disease 597
– lithotripter 660
– patient 600
kidney stone 642
– disintegrate 642
kinematic architecture 840
kinematic module 839
kinetic perimetry 269
Kirchhoff’s law 373
k-means clustering 1149
k-nearest neighbor (KNN) classifier

1155
knee
– arthroplasty 889
– arthroscopy 1172
– joint 1177
knitted elastic bandage 1333
knowledge-based classification

1155
Korotkoff sounds 959
krypton-ion laser 570
KTP laser 569
KUKA robot arm 490
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L

labor and delivery (hospital/birth
center) 1027

labor progress chart 1026
lactate dehydrogenase

(LDH) 740
laminar flow 98
Langevin theory 465
laparoscopy 1183
– intervention 400
large-caliber duodenoscope 394
Larmor frequency 442, 478, 496
laryngeal surgery 394
laser 390
– 3-D scanner 1177
– angioplasty 564
– application fields 568
– classification 574
– contact mode 564
– cutting, liquid flushing 564
– diode 567, 570
– Doppler 426
– efficiency 562
– erbium:YAG 569
– excimer 570
– eye-protectors 576
– four-level 560
– gas 567
– generated shock waves 661
– HeNe 571
– holmium:YAG 569
– induced process 559
– interference biometry 264
– krypton-ion 570
– KTP 569
– medical use 558
– medium 559
– Nd:YAG 558, 569
– noncontact mode 564
– profilometry 796
– pulse duration 567
– ruby 558, 569
– scanning tomography 249
– solid-state 567
– three-level 560
– types in medicine 567
– wavelengths 559
laser lithotripsy (LLT) 573
laser radiation 561
– fields of use 571
– penetration depth 564
laser system 562
– safety aspect 574

laser-induced thermotherapy (LITT)
573

– MRT control 574
lateral and palmar grasp 886
lateral geniculate nucleus (LGN)

824, 826
layered piezoelectric source 663
lead system 80
leakage current 42, 684, 686
leakage resistance flooring 45
lean tissue mass 614
learning
– algorithm category 428
– classification 1154
– environments 1193
learning management systems (LMS)

1193
learning system 1187
– application scenarios 1195
– architecture 1192
Leber’s disease 259
left atrial pressure (LAP) 965
left ventricular assist device (LVAD)

724, 872
leg ergometry 889
length ratio 845
Lenz’s law 505
leukemia
– acute lymphatic leukemia (ALL)

908
– acute myeloic leukaemia (AML)

908
– chronic myeloic leukemia (CML)

908
– myelodysplastic syndrome (MDS)

908
level
– monitor 628
– of safety 42
Levenshtein distance 1155
LGN stimulation 826
life cycle phase 57
life reminder 1231
lifeguard 1327
lifeshirt 1327, 1354
life-supporting medical equipment

and systems 46
life-sustaining VAD 739
– blood pump 739
ligature scissors 1300
light
– detector 425
– emission device 1358
– guidance effect 323

– source 382, 425
– stimulus 255
light amplification by stimulated

emission of radiation (LASER)
558

light spot hydrophone (LSHD) 651
light-emitting diode (LED) 383,

483, 562, 1134
lighting 1159, 1160
– model 1160
Lilly pneumotachometer 99
limb lead 80
limbic system 119
limit of neural damage 753
limits to technical progress 6
linear accelerator 711, 905, 906
– based plan verification 916
– output calibration 912
– technology 720
linear correlation coefficient 941
linear discriminant analyzer (LDA)

1010
linear probe 350, 357, 364
liposome 494
liquid- crystal display (LCD) 951
liquid-crystal display (LCD) 483
lithium ion dilution (LiDCO) 968
lithotripsy 655
– ureter stone 643
lithotripter
– acoustic field 649
– coupling 664
– system components 664
live wire segmentation 1151
liver
– cells 617
– perfusion 335
– replacement therapy 614
– support systems 615
live-wire 1150
local
– adaptive thresholding 1156
– contrast enhancement 306
– data network 307
local area network (LAN) 953,

1086
local field potentials (LFP) 1004
localization solution 1361
localized muscle blood flow 429
logical architecture model 1104
logistics 1103
long range alert 1225
longitudinal compression 644
longitudinal dose modulation 336
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longitudinal nuclear magnetization
441

long-term
– archive 1201
– biocompatibility 809, 864
– circulatory support device 726
– ECG 84
– EEG 134, 136, 162
– MCS system 725
– monitoring 932, 947, 1327
– position injury 1270
– recording 163
– stability 1325
– storage 292
– storage and backup 1207
– storage media 1022, 1028
– test 64
– usage capability 1339
long-term ventilator 525, 526
– component 526
– task 526
long-wavelength infrared (LWIR)

370
look-up table (LUT) 299, 1143,

1159
loop-closing contact 505
loss of superconductivity 455
loss of vision 821
loudness 201
– binaural summation 210
– growth function 235
– intensity function 205
– scaling 205
low-dose rate (LDR) 709
low-energy x-ray 319
low-field MR system 442
low-flow system 581
low-flux membrane 606
low-level laser therapy (LLLT) 571
low-noise differential amplifier 76
low-power acquisition electronic

1350
low-power acquisition module 1359
low-power design 1339, 1353
low-power ECG analog 1359
low-power, real-time protocol

(LPRT) 1369
low-voltage application 789
lumbal point 153
lumbal vertebra 153
luminescent layer 299
lung
– edema 110
– emphysema 334
– imaging 474
– measurement 335

– volume determination 111
– volume subdivision 102, 105
– window 1211

M

MμGuard 1327
– monitoring vest 1327
machine cleaning 1312
– procedure 17
– quality assurance 17
machine learning 428
machine loading 17
machine processing program 1313
machine-aided therapy 175
Mackay–Marg tonometry 247
macroelectrode 927
magnetic
– flux density 505
– interference field 46
– nanoparticle, core diameter 466
– stimulator 142
– transducer 927
magnetic field 478
– gradient 442
– sensor 484
– strength 504
magnetic material 461
– spatial distribution 464
magnetic particle imaging (MPI)

461, 462, 472
– applications 472
– cardiovascular 472
– cardiovascular system 472
– continuous mode 468
– cuboid 468
– detection limit 466
– FFP path 468
– field-of-view 467
– focus field strength 467
– fundamental frequency 463
– gastro-intestinal application 474
– history 462
– hybrid imaging 471
– iron concentration 466
– lymph node imaging 473
– magentic resonance imaging (MRI)

hybrid system 471
– medical applications 472
– multistation mode 468
– neuro vascular 474
– oncology 473
– particle core size 465
– particle optimization 462, 471
– peripheral nerve stimulation (PNS)

467

– physiological compatibility 462
– regularization 470
– scanner design 462
– sentinel lymph node imaging 473
– signal 463
– signal generation 463
– signal strength 466
– single sided 470
– single sided coil assembly 470
– single-sided 462
– spatial coding 464
– spatial encoding 463
– spatial resolution 464, 465
– special geometry 470
– specific absorption rate (SAR)

467
– stroke 474
– system function 469
– temperature measurement 462
– temporal resolution 464
– therapy response monitoring 474
– tracer material 463
– tracer optimization 471
– volume-of-interest 467
magnetic particle spectrometer

(MPS) 462, 471
magnetic particle spectroscopy

(MPS) 470
magnetic resonance (MR) 440, 493,

503
– angiography 444, 1203
– compatible 516
– compatible manipulator 1276
– contrast agent 510
– electromagnetic field characteristic

506
– environment 506
– examination noise exposure 455
– guided biopsy 482
– guided endoscopic surgery 483
– guided intervention 498
– guided robotic 485, 486
– guided stent implantation 482
– image artifact 507, 516
– implant 494, 514
– interaction 504
– labeling 517
– moving components 505
– PET 457
– pulse sequence 507
– sequence 505
– system safe operation 506
– testing 503
– thermometry 478
magnetic resonance (MR) safety
– categories and icons 515
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– icon 516
– labeling 514
– requirement 504
magnetic resonance (MR) scanner
– environment 505
– for safety testing 515
– induced voltage 506
– interventional application 504
magnetic resonance (MR) scanning

504
– risks and pitfalls 517
magnetic resonance (MR) signal

441
– fading 447
magnetic resonance guided focused

ultrasound system (MRgFUS)
478, 490, 493

magnetic resonance imaging (MRI)
242, 311, 420, 439, 503, 708, 803,
902, 1139

magnetic resonance imaginge (MRI)
– basic principles 446
– component 441
– future 456
– guided cannula intervention 489
– guided laparoscopic surgery 483
– guided valve repair 496
– interaction with device 515
– resonance frequency 511
– safety 453
– scanner 487
– spectroscopy 452
– target precision 488
magnetic resonance spectroscopy

(MRS) 452
magnetic resonance tomograph

(MRT) 1279
magnetic resonance tomography

(MRT) 292
magnetically induced
– displacement force 505
– torque 505
magnetization 461, 468, 478
– curve 465
– imaging 461
magnetoencephalography (MEG)

138, 1005
magnetooculography (MOG) 183
magnification 380
Mahalanobis distance 1149
main electronic component 1340
main static magnetic field 504
mains-operated ME equipment 37
maintenance 12, 37, 55, 595
– anesthesia device 595
– costs 45

maintenance of wakefulness test
(MWT) 165

malpositions of the condyle 410
mammalian visual system 822
Manchester code 1136
mandatory minute volume 537
mandatory phase 537
mandatory ventilation 532
– mode 531
manipulation instrument 387
manipulator system 486
man–machine interface 60
– interaction concept 63
manual
– disinfection 15
– ventilation 588
manual breathing bag 580
manual muscle test (MMT) 275
manufacturer-independent

communication 1207
manufacturing technology 787
map of the retina 248
marching cubes 1160
– algorithm 1159
market approval 866
marketing instrument 59
MARS 615, 616
Masimo rainbow 978
mask image 417
mask technology, advantage 298
mass flowmeter 100
mass screening 5
mass transfer area coefficient 610
master–slave
– coupling 1274
– manipulator system 1273
matching network 1351
material
– diamagnetic 505
– erosion 871
– ferromagnetic 505
– galvanized thread 1326
– implanted 804
– nonconducting 486
– paramagnetic 505
– property 346
– tracer 472
maternal
– ECG 1020
– heart rate 1024
matrix array 360
– ultrasound probe 362
matrix inversion 469
maxillary sinusitis 411
maximum intensity projection (MIP)

1203

maximum permissible exposure
(MPE) 574, 576

maximum physical frame (MPS)
1370

maximum projection 1160
maximum-likelihood expectation

maximization (MLEM) 328
Maxwell configuration 464
Mayo and Lexer scissors 1299,

1300
mean arterial pressure (APm, also

MAP) 958
mean transit time (MTT) 335
measurement 933
– assessment technique 273
– body temperature 939
– control 445
– error 931
– flow 937
– force 940
– mass 939
– medical process 923
– of movement 937
– shape 939
– size 939
– statistical evaluation 940
– velocity 938
– volume 939
measuring chain
– invasive pressure measurement

963
– transmission behavior 931
measuring unit 590
mechanical
– cooler 371
– decoupling 1276
– dosing 582
– ventilation 28, 532
– wave 644
mechanical circulatory support

system (MCSS) 724
– classification 727
– clinically proven 728
– for pediatric patients 736
mechanical index (Mi) 350
mechanics and control 837
mechanoelectric transducer 927
mechatronic design 838
MedBiquitous virtual patient (MVP)

specification 1194
media access control (MAC) 1366
median filter 306
median scalp point 153
medical
– active implant 1136
– application of informatics 1119
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– communication, exchange format
1123

– diagnosis 1175
– diagnostics 1086
– documentation 1108, 1123
– grade computer 953
– information system 1103, 1104
– institution safety 36
– linear accelerator 917
– monitors 386
– record 1096
– research 1158
– robotic 1274
– simulation 1174
– simulation system 1179
– training simulator 1172
– treatment method 566
– visualization on smart phone

1183
– VR trainer 1182
medical device 867, 1085
– functionality 867
– grade 67
– lifecycle phase 57
– operator ordinance 1092
– routine clinical operation 65
– safety 60
– standards 32
– technical requirements 62
– usability 60
– validation of usability before 66
medical device directive (MDD)

52, 861, 1088
medical electrical (ME) 214
– device 1337
– mains-operated 35
– specific requirement 1339
medical electrical (ME) equipment
– battery-operated 37
– first fault 40
– handheld 40
– insulation class 37
– requirements 40
medical image 1206
– application 1148
– automatic interpretation 1158
– standards 1233
medical image processing 1140,

1164
– fuzzy logic 1157
Medical Implant Communication

Service (MICS) 803, 1133
medical IT system 43
– power socket 44

medical laser 558
– components 559, 562
– smart systems 577
medical network 1085
– availability 1086, 1092
– requirements 1086
medical technology 3
– electromagnetic compatibility 47
– hygiene 11
– international regulatory

requirements 52
– regulatory guideline 49
– standard 52
– usability 60
medical textile 1321
– active 1322, 1330
– functional 1322
medicinal therapy 175
medium-dose rate (MDR) 709
Medizinproduktegesetz (MPG)

1088
Medtronic Interstim stimulator 887
megavoltage CT (MVCT) 905
melanin 565
membrane
– diffusion 599
– dynamics 1252
– hydrophone 651
– mucous 14
– polymer 602
– surface 607
– tympanic 194
memory-guided saccade 180
mental exertion 59
menu structure 63
mesh
– filter 625
– generation 1176
metabolic
– heat production 377
– marker 810
– monitoring 105
– parameter 926
– pathway 424
metal
– artifact 327, 412
– electrode 123
– fiber yarn 1326
– shadow 327
– shape-memory 482
– wire/textile yarn 1326
metalized polymer yarn 1333
metalloproteins in hemoglobin 425
metering valve 529

methemoglobin (MetHb) 425, 974,
1036

methemoglobin content (SpMet)
978

metrological
– check 989
– registration 182
Metzenbaum scissors 1300
mHealth alliance 1233
Michigan electrode array 808
micro flex interconnection (MFI)

795
micro total analytical system (μTAS)

1066
microbiological quality of water 31
microbolometer 371
microcatheter 805
microcirculatory blood perfusion

426
microclimate 1286
microcoil tracking 490
microcontroller (MC) 138
micro-CT 339, 340
microelectrode 794, 927
– array 808, 1005
– processing 794
microelectromechanical systems

(MEMS) 801
microelectronic prosthesis 821
microfluidic platform 1069
micro-Hegemann 1304, 1305
microphotodiode array (MPDA)

825
microprocessor 1339
– controlled HF surgical unit 680
microscissors 1304
microstimulator 755
microstream technology 984
microstructured platinum 795
microsurgical scissors 1302
microsystem 801
– testing 814
microwave 680
midbrain implants (AMI) 199
middle ear 214
– dysfunction 204
– function 213
– infection 198
– reflex 214
middle latency auditory evoked

potential (MAEP) 226
middle latency response audiometry

(MLRA) 222
midsized molecule 606
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mid-wavelength infrared (MWIR)
370

MIMiC collimator 905
miniature accelerator 712
minimally invasive
– instrument 387
– procedure 5
minimally invasive surgery (MIS)

380, 391, 399, 686, 1167
minimization of risks 49
minimum pulse voltage 774
minimum resolvable temperature

(MRT) 371
Minnesota code 4
minute volume (MV) 537, 586
MIS simulator 400
mismatch negativity (MMN) 223
mixed apnea 162, 1031
mixed ventilation 533, 588
mixing bag method 113
mobile
– device 1029, 1206
– MR 482
– operating table 1261
– recording 164
– robotic platform 1282
– x-ray amplifier 1263
modality performed procedure step

(MPPS) 1202
mode of activation 882
model
– 3-D 1175
– anatomical 1182
– animal 283
– balloon 1154
– contour 1152
model of axonal population (MRG

model) 1255
modeling the biological system 838
modern medical care 1095
modern monitoring system 949
modern patient care 1086
modular
– concept of HLM system 635
– HLM 635
– monitor 949
modularity 1283
modulation field 463
modulation transfer function (MTF)

319
molar extinction coefficient 982
molecular genetics 821
molecular imaging 4, 395
monitor
– armband 115
– level 628

– modular 949
– network 947, 953
– unit 903
monitored biosignal 1353
monitoring 590, 937, 1087, 1224
– belt 1329
– brain function 1060
– cardiovascular 955
– cortical 1061
– device 36
– drug dosing 591
– gas 973
– health condition 1341
– hemodynamic 957
– intraoperative 140
– long-term 932, 947, 1327
– metabolic 105
– neural activity 1059
– of pelvic autonomic nerves 1048
– of respiration 161
– parameter 579
– peripheral 1063
– pulse 959
– sensor 591
– shirt 1327
– short-term 947
– SIDS 1035
– technique 762
– temperature 987
– the oxygen status, limit values

1037
– triplet 1024
– twins 1024
– unit 580, 590
monitoring system 163
– in vests or shirts 1326
monochromaticity 561
monolithic circuit 789
monophasic
– defibrillation 546
– pulse 757
– pulse form 547
monoplane angiography system

418, 419
monopolar
– circuit 685
– coagulation 682
monopole needle electrode 927
monoterminal circuit 686
Monte Carlo method 911
Moorfield’s regression analysis

249, 250
moral boundary of technology 8
morbus Refsum 256
morphologic
– closing 1144, 1149

– dilatation 1144
– erosion 1144
– filtering 1148
– opening 1144
Mößbauer effect 197
most frequent use 1298
most important users 1307
most importantly used 1298
motion
– artifact 328, 338
– capability 848
– compensation 376
– dynamics 849
– sequence 937
motion mode (M-mode) 352
motivational exercising system

1224
motor
– disability 888
– exercise 835
– imagery 1008
– nerve 146
– nerve conduction 147
– recovery 889
motor evoked potential (MEP) 149,

155, 1053
motor unit action potential (MUAP)

145
motor unit potential (MUP) 145
motorized instrument 390
move during scan (MDS) 457
MPR in dentistry 408
MrBot 489
MRT-compatible system 1279
MTF restoration 306
mucosectomy 689
mucous membrane 14
multichannel
– afterloading device 713
– EEG recording 1134
– electrode array 888
– hearing aid 231
multidetector computer tomography

(MDCT) 1209
– scanner 1216
multidimensional image formation

1164
multi-echo concept 451
multielectrode array (MEA) 826
multifiber catheter 564
multifilament wire 1333
multifocal ERG (mfERG) 258, 259
multifrequency filtering 307
multifrequency tympanometry (MFT)

214
multifunction 1318
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multileaf collimator (MLC) 716,
903

multimodal
– analysis 850
– imaging 491
– registration 1145
– registration and fusion 1146
multimodality image-guided

diagnosis and therapy setup
(MITOS) 492

multiparameter monitoring 1353
multiplanar display 363, 479
multiplanar reconstruction (MPR)

407, 1203
multiplanar reformatting (MPR)

333
multiple imaging modality 420
multiple microphones 242
multiple pyramidal neurons 1060
multiple sclerosis (MS) 150, 151,

199
multiple sleep latency test (MSLT)

165
multiple sockets 40
multiplexer 789
multi-resource scheduling 1201
multislice CT (MSCT) 322, 339
multislice detector 320
– array 339
multivariate
– calibration 427
– statistical method 941
multiwavelength algorithm 427
muscle
– absolute force 276
– contraction 455
– dynamic property 274
– dynamics 278
– external testing 275
– potential 143
– saturation 433
– strength, manual testing 275
– work 936
muscle function 273
– assessment technique 273
– measurement 273
muscular system 120, 121
MWIR detector 371
myelinated nerve fiber 121
myelinated neuronal fiber 1249
– multicompartmental model 1251
myocardial arrest 626
myocardial fiber 545
myocardial infarction 356
myocarditis 725
myoglobin 425

N

n of m strategy 239
N2 washout 105
– technical characteristics 111
N2O dosing 583
N2O uptake 581
N-acetyl-aspartate (NAA) 452
narrow fabric 1326
narrowband
– imaging 397
– noise 235
nasal continuous positive airway

pressure (nCPAP) 160, 163
nasal flow 1035
nasopharynx 194
NASPE/BPEG generic pacemaker

code (NBG) 775
National Acoustics Laboratories

(NAL) 234
National Center for Image Guided

Therapy (NCIGT) 493
natural atrial excitation 778
natural orifice translumenal

endoscopic surgery (NOTES)
398

navigated procedure 412
navigation 412
– intraoperative 410
Nd:YAG laser 558, 569
– frequency-doubled 569
– vascular system 572
near infrared (NIR) 370, 396
– light spectrum 427
– overtone band 426
– signal, qualitative analysis 428
near infrared radiation (NIR) 424
near infrared spectroscopy (NIRS)

423, 424, 1005
– clinical application 431
– device 427
– signal quantification 428
near infrared spectroscopy (NIRS)

monitoring
– breast 432
– kidney 432
near infrared spectroscopy (NIRS)

technology 425
– future 436
nearest neighbor (NN) classifier

1155
neck
– coil 445
– flexion 279
– surgery 1053
need of amplification 235

needle
– crystal screen 302
– hydrophone 651
– thermometer 988
needle electrode 927, 1062
– concentric 927
needle image plate (NIP) 300
negative temperature coefficient

(NTC) 1359
neighborhood 1158
neonatal
– EEG 125
– monitoring 1032
neonatology 1031, 1036
– adhesive sensors 1036
– monitoring the oxygen status

1037
nephrogenic systemic fibrosis (NSF)

453, 455
nephrotoxic
– contrast medium 498
– iodine 478
Nernst 679
– law 681
nerve conduction 936
nerve conduction velocity (NCV)

146
nerve cuff electrode 826
nerve fiber indicator (NFI) 252
nerve fiber polarimetry 251
nerve structure 1253
nervous system 119
– disorder 807
– function 807
nervous tissue, electrical stimulation

process 1252
NESS Handmaster 885, 886
network
– neuronal 129
– shared 1090
network interface card 1085
networked health care system 1097
networking 1108
neural
– activity 1064
– amplifier 1063
– excitability 1250
– sensing technology 1065
– spike signal 1003
– stimulator 749, 1134
– tissue excitation 1248
neural interface 749
– implantable 807
neural network 944, 1155
– artificial 1155
neural pathways (NP) 1045
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neural prosthesis 785, 789
– biocompatibility 788
– closed-loop 798
– encapsulation 789
– energy supply 789
– schematic 786
neuroelectrode array 802
neurogenesis 835
neuromodulation 887
neuromonitoring
– methods 1053
– signals 1046
neuromuscular disorder 280
neuromuscular electrical stimulation

(NMES) 877
neuromuscular transition pulse 148
neuron’s synapse 1064
neuronal 1155, 1248
– conduction 148, 1062
– network 129
– signal 792
neuronal cell 1338
– modeling 1249
neuronal response 1248
– biophysics model 1248
neurophysiology
– diagnostic procedure 121
– method 121
neuroplasticity 890
neuroprosthesis 877, 878, 1248
– for grasping 886
neuroprosthetic intervention 807
neuropsychological dysfunction

742
neuroradiology 418
neurorehabilitation 850, 877
neurostimulation 1046
neurosurgeon 907
neurosurgery 394, 1050, 1173,

1280
neurotransmitter 1064
neutral conductor 37
neutral electrode (NE) 685, 698
New York Heart Association (NYH)

725
newborn
– nursery 1027
– pathophysiological disorder 1031
– respiration 1031
newborn infant 1033
– electrodes 1032
– impedance pneumography 1033
– respiratory disorder 1033
– single-channel ECG 1032
NIBP measurement 961
NICU 1027

night blindness 261
nitinol
– guide wire 481
– susceptibility 494
– wire 510
nitrogen-washout test 111
nitrous oxide 580
– cutoff 583
no return to zero (NRZ) 1135
node of Ranvier 1251
noise
– acoustic 506
– band-pass 209
– Fastl 209
– narrowband 235
– voltage 466
noise equivalent differential

temperature (NEDT) 371
noise equivalent temperature (NET)

371
noise equivalent temperature

difference (NETD) 371
noise-induced hearing loss (NIHL)

199
noisy image 507
nonconducting material 486
noncontact application 694
noncontact tonometry 246
nondestructive testing (NDT) 323,

370
nondispersive infrared measurement

or spectroscopy (NDIR) 982
noninvasive
– measurable biosignal 1353
– surgery 5
– technology equipment 25
noninvasive blood pressure (NIBP)

591, 959
– meter 94
noninvasive ventilation (NIV) 542
nonlinear
– hearing aid 233
– sound velocity 347
– stimulus block 217
– transfer function 931
– transmission 931
nonlinearity coefficient 648
nonmodular system 636
nonpenetrating electrode 809
nonphysiological effect 780
nonpolarizable electrode 79
nonpulsatile system 727, 732
nonretinal input 823
nonstick technology 695
nonsupervised method 428
nonvisual information 823

normal
– audiometry 151
– basic interval 776
– hearing 203
– hearing ear 219
normal transmission period (NTP)

1369
normalization point 914
normalized mean speed 845
Northben scissors 1301
notch noise 223
NTC sensor 1286
nuclear magnetic moment 439
nuclear magnetic resonance (NMR)

902
nuclear medicine 462
Nucleus 22 888
nuclide 716
nurse robot 1231
nursing information system 1105
Nyquist limit 354
nystagmography 179
– application 187

O

O2 saturation 161, 1032
O2 uptake 581
obesity epidemic 810
object identification 1155
object level 1141
objective audiometry 151
obstetric monitoring
– processing of data 1023
– system 1022
– system features 1022
– working area 1023
obstructive apnoea 1031
obstructive patients 109
obstructive sleep apnoea (OSA)

1229
obturator nerve stimulation 691
occupational
– disease 12
– health 15
– medicine 1326
OCT of the macula 247
ocular hypertension 257
oculomotor system 179
OECD total health spending 1218
oesophageal temperature

measurement 989
Oguchi’s disease 261
Ohm’s law of acoustics 193
Oldenburg sentence test 209
onboard storage 803
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one-dimensional (1-D) 1141
– treatment 903
one-shock strategy 550
ONH margin damage 252
online diagnosis 85
online hemodiafiltration (OL-HDF)

612
open ear gain (OEG) 235
open surgery 572, 687
open system interconnection

(ISO/OSI) 1162
opening 1144
operating medical device 61
operating mode for emergencies

740
operating phase 1116
operating qualification 17
operating room (OR) 420, 1261
– hybrid 873
– management system 393
– positioning, development of

decubitus 1270
operating room (OR) table 1263,

1271
– base 1264
– column 1267
– head operations 1262
– maintenance 1271
– manual cleaning 1271
– mobile x-ray amplifier 1263
– pad 1265
– top 1264
operating room (OR) table system

1263, 1264
– cleaning 1271
– hygiene 1271
– mobility 1265
– modular assembly 1264
– technology 1264
operating table 1261
– mobile 1261
– system 46
– top, segmented 1262
operating theater (OT) 948
– integrated 391, 392
– lighting 45
operation robot 1279
operational knowledge management

1099
operational logic 63
operational objectives 1097
operational qualification (OQ) 22
operational sociotechnical system

1110
operational therapy 175
operational transparency 1112

operator interface 67
ophthalmology 571
– measurement techniques 246
opioid 579
opposing beams 914
optic nerve 821, 823
– stimulation 826
– transduction velocity 253
optic nerve head (ONH) 247–249
optic neuritis 257
optical
– biopotential recording 1360
– electrode 1360
– endoscopy 1210
– fiber 563
– penetration depth 567
– perception 380
– sensor acquisition 1361
– transcutaneous transmission 1134
optical coherence tomography (OCT)

247, 397
optimal electrode design 1256
optimized image 483
optoelectronic tracking 484
optokinetic nystagmus (OKN) 181,

186
orbscan topography 265
order scenario 1201
organ at risk (OAR) 909, 912
organ motion 910
organ system 1342
organizational analysis 1113
organizational requirements 62
organizational transparency 1097
organizational unit 1112
Orssengo–Pye formula 246
orthodontics 411
orthopantomography 314
orthopedics 1280
oscillating potential 256
oscillometric measurement
– double-tube system 959
– functional principle 959
osmolality sensor 811
ossicular chain 196
osteomyelitis 411
otitis media with effusion (OME)

213
otoacoustic emission (OAE) 212,

215, 216
– evoked (EOAE) 215
– spontaneous (SOAE) 215
otolaryngology 1280
otosclerosis 204
otoscope 186
ototoxic drug 198

Otsu algorithm 1149
outer ear 194
outer hair cell (OHC) 195, 196, 215
out-patient surgery 1261
output stage circuit 759
– monitoring 760
output-controlled (AGC/o) 229
overfolding artifact 445
over-segmentation 1152
overtone band 426
overview display 1026
overview scan 330
oxygen
– deficiency signal 583
– hemoglobin dissociation 1039
– hemoglobin dissociation curve

975
– measurement 424
– monitoring 1040
– partial pressure 1036
– ratio controller 583
– transfer 424
– uptake 113, 114
oxygen concentration 527
– measurement 592
oxygen content (SpOC) 974, 978
oxygen desaturation index (ODI)

168
oxygen saturation (SpO2) 167, 939,

1035
oxygen saturation (SpO2) 591, 974
oxygen transport 974
– terms 975
oxygenated
– blood 1039
– tissue hemoglobin 436
oxygenation 526, 579
– monitoring 1039
oxygenator 623, 624
oxyhemoglobin (O2Hb) 974

P

P300 evoked potentials 1007
pacemaker 691, 767, 768, 802, 957
– antenna 1133
– battery 769
– DDD 769, 776, 779
– DDDR 554
– demand 775
– electrode 769
– energy consumption 1134
– frequency-adaptive 780
– input sensitivity of a 771
– manual 769
– parameter 769
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– programming device 768
– selection criteria 782
– single-chamber 775
– syndrome 776, 779
– system 768
– two-chamber 776
packaging material 22
paediatric urology 393
pain diagnostics 370
paired t-test 428
palliative radiotherapy 898
pancreatic duct stones lithotripsy

643
paper mode 951
paracorporeal ventricular assist

device (PVAD) 730
paradoxical respiration 1034
parallel acquisition techniques (PAT)

445
parallel sectional image 361
parallel transmit (pTX) 445
paramagnetic
– coating 482
– material 505
– nanoparticle 482
– O2 measuring cell 981
– sensor 592
parameter pitch 326
parameterization 1154
parametrium 1308
parasitic resonant frequency 510
parastep electrical stimulation 884
paroxysm change 136
partial
– pressure 974
– volume effect 1157
partial least-squares (PLS) 428
partially implantable hearing system

236
partial-volume artifact 327
particle core diameter 465
parts per million (ppm) 452
Pascal dynamic contour tonometer

(DCT) 247
passive
– discharging 757
– electrode fixation 771
– finger flexion 886
– holding system 1275
– implant 454
– motion system 836
– navigation 412
– telemetry system 803
patch clamping 1060
patent ductus arteriosus (PDA) 432
path of infection 13

pathologic adaptation 206
pathologic fatigue 206
pathologic nystagmus 181
pathological loudness perception

206
patient
– active role 837
– administration 1026
– bedding for ESWL 667
– care 1163
– device interaction 869
– flow for obstetrics 1027
– flowsheet-based report 1028
– global status 850
– motion 847
– movement compensation 490
– noise limit 465
– performance 844, 850
– poststroke 844
– record 1026
– safety 61, 507, 1108, 1110, 1169
– specific CT data 1171
– transfer 481
– virtual 1172, 1191
patient data
– demographic 1101
– exporting 1029
– management 1023, 1026, 1103
patient monitoring 529, 543, 591,

947, 1090
– parameter 993
– sensor 591
– sensor principles 594
patient monitoring system
– classification 948
– fields of use 948
– patient transport 948
patient positioning 419, 1270, 1271
– high-frequency (HF) 1271
– improved 1262
pattern electroretinography (PERG)

257
pattern recognition 145
pattern VEP 253
patterned electrical stimulation 822
patterned phosphene 822
PCB layout 1365
pCO2 electrode 926
PDCA cycle 54
peak clipping (PC) 230
peak expiratory flow (PEF) 101
peak flowmeter 101
PediaFlow VAD 737
pediatric cardiology 304, 418
PediPump design 737
pelvic fracture treatment 486

pelvic surgery 1047, 1049, 1054
– neuromonitoring setup 1055
Penaz method 961
pencil beam 315
– algorithm 911
– principle 316
penetrating 807
– electrode array 807
people-orientated medical care 5
perception threshold (PT) 241, 772
percutaneous
– cable feed 1131
– electrode 880
– hand neuroprosthesis 880
– intervention 477
– radiation therapy 708
– therapy 709
percutaneous transluminal

angioplasty (PTA) 419
percutaneous transluminal coronary

angioplasty (PTCA) 715
performance
– index 850
– management 40
performance qualification (PQ) 17,

22
perfusion
– disorder 269
– pressure range 997
perfusion index (PI) 977
perimetry 269
– automatic static 269
– finger 269
periodic breathing 1031, 1033
periodic checks 918
periodic leg movements (PMS) 168
peripheral
– microcirculation 1036
– monitoring 1063
– signal processing 239
peripheral arterial disease (PAD)

432
peripheral nerve stimulation (PNS)

444, 453, 454, 467, 504
peripheral nervous system (PNS)

120, 1059
permanent artificial heart 745
permanent germ 13
permanent threshold shift (PTS)

199
permeability, hydraulic 606
perrotary nystagmus 186
personal computer (PC) 138, 1022,

1179, 1188
personal digital assistant (PDA)

1130
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personal health systems (PHS)
1217, 1219

personal healthcare system 1366
personal protection 16
personal vaccine protection 14
personalized health system 1353
personnel
– medical physicist 917
– MTRA 917
– radiotherapist 917
PET-CT 457
PET-CT scanner 339
PFC syndrome 1037
phantom measurement 708, 902
pharmaceutical affairs law (PAL)

52
pharmaco EEG 134
pharmacokinetics 945
pharmacological intervention 821
phase encoding 446
phased array principle 358
Phong model 1160
Phong shading 1154, 1161
phosphene 822
phosphor plate 294
phosphorus spectroscopy 453
photoablation 564, 567
photoactivation 566
photochemical effect 566
photodecomposition effect 566
photodetector 1360
photodisruption 567
photodynamic diagnosis (PDD) 395
photodynamic therapy 558, 564
photodynamic therapy (PDT) 390,

566, 573
photoelectric interaction 321
photoelectric transducer 929
photoelectron 321
photoelectronystagmography (PENG)

182
photoinduction 566
photoluminescense sensor 1358
photon detector 371
photonic bandgap fiber 563
photonic textile 1326
photonic/light emitting textile 1322
photon-only machine 711
photoreceptor 823
photosensitization 566
photosensitizer 573
photostimulation 133
photostimulation approach 825
photothermal effect 566
phototransduction 255
phrenic nerve pacing 887

physical activity 106
physical compensator 716
physical disinfection 16
– advantages 20
physical exertion 59
physical interface 1080
physical medicine 835
physical pumping principle 727
physiological
– artifact 136, 933
– calculation 953
– parameter 947, 1357
– sensor 1355
– signal 1342
– state diagram 1249
PiCCO technology 967, 968
pick-and-go principle 951
picture archiving and communication

system (PACS) 295, 308, 392,
487, 914, 1086, 1120, 1139, 1161,
1199

picture measurement 253
piezoceramic sensor 650
piezoelectric effect 344
piezoelectric transducer 928, 1358
piezoresistive pressure sensor 247,

814
piezoresistive sensor 593
pigment anomaly 571
PillCam 1171
pilot scan 329
pinch grip device 277
pixel
– based procedure 1148
– based segmentation 1154
– by-pixel subtraction 1145
– clustering 1150
– level 1141
– transform 1142
placebo effect 944
Placido plate imaging 265
planar
– sound wave 662
– x-ray 313
planar detector
– CT 304
– working principle 303
Planck’s blackbody radiation law

372
plan–do–check–act cycle 57
planning
– adaptive 905
– of radiotherapy 335
– process 900
– RT treatment 900
– system 410

planning system 917
– 3-D 898
plate electrode 550
plausibility check 1026
pleth variability index (PVI) 978
plethysmogram 1035
plug socket, safety requirements 45
pneumatic
– actuation therapy 1277
– actuator 1279
– blood pump 724
pneumotachograph 937, 972
pneumotachography 1343
point operation 1143
point-to-point motion 845
point-to-point movement 846
polarizing electrode 123
polyacrylamide hydrogel (PAAM)

1361
polyacrylonitrile (PAN) 602, 603
polyamide (PA) 602, 603
polychromatic
– radiation 331
– x-ray 319
polygraphic signal 162
polyimide microelectrode 1061
polyimide printed circuit board

(PCB) 1359
polymer-based flexible device 809
polyneuropathy 152
polysomnographic signal 166
polysomnography 163, 165
polysulfone (PSu) 602, 603
polyurethane (PUR) 604
polyvinyl difluoride (PVDF) 1361
porcine model 488
portable EEG 135
portable FES system 880
position
– long-term injury 1270
– sensor 360
– tracking 1012
positioning guide 412
positioning of implant 410
positive end-expiratory pressure

(PEEP) 528, 972
positive pressure pulse 645
positron emission tomography (PET)

4, 311, 340, 472, 491, 493, 902,
1005, 1145, 1203

post delivery 1027
post interventional MR imaging

510
postdefibrillation arrhythmia 551
postmarket assessment 859
postoperative complication 572
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postoperative dysfunctions 1049
postoperative therapy 1043
postoperative wound infection 28
postprocessing application 1203
postprocessing methods 1203
postprocessing software 1216
poststroke patient 844
post-ventricular atrial refractory

period (PVARP) 778
potential
– bioelectric 926, 935
– cortical distribution 943
– equalization 42
– galvanic 77
potentiometric
– configuration 1066
– sensor 927
potting material 605
Potts-Smith scissors 1306
power amplifier 1350
power consumption 1341
power density 566
power Doppler 355
power Doppler technique 355
power for coagulation 682
power link rejection 1350
power mattress 1352
power spectral density 1008
power supply (PS) 44
– safe operation 44
power wireless device 1352
preauricular point 125
precise dosage control 559
precision radiotherapy 906
preclinical structural evaluation 863
preclinical study, goals 865
precordial lead 84
predicted values 103
pre-fetching 1201
pregnancy 1027
pre-interventional dataset 412
premature infant 1032, 1037
– pulse oximetry 1036
preoperative data 412
preoperative planning system 1173
preoperative tomographic diagnostics

410
preparation
– for cleaning 1312
– of endoscope, cleaning 388
– of instrument 388
preplanning 900
prepolarized MRI 471
pre-pregnancy 1027
prescription of gain and output

(POGO) 234

presentation of the CTG data 1023
presentation system 1190
pressure
– acoustic 350
– generator 527
– monitor 628
– profile 609
– transducer 964
– ulcer 890
pressure control, biphasic positive

airway pressure (PC-BIPAP) 533
pressure control-airway pressure

release ventilation (PC-APRV)
539

pressure controlled (PC) 531
pressure measurement 593, 937
– intrauterine 1021
– piezoresistive sensor 593
pressure pulse
– duration 652
– effect 658
– medicin 641
– on tissue 658
– parameter 655
– rise time 652
– thermal effects 649
pressure pulse source 660
– electro hydraulic 661
– field parameters 656
– focal parameters 656
– parameters 657
– piezoelectric 663
– spark-gap source 660
pressure sensor 802, 963, 1358
– external 998
– implantable 805
pressure support (PS) 534, 588, 589
– level 534
pressure-controlled mixed ventilation

538
pressure-controlled ventilation (PCV)

533, 589
pressure-cycled mode 531
pressure-volume loop 972
pre-use check 595
prevention costs 50
preventive measure 55
primary acoustic energy 654
primary prevention 1043
priming volume 604
principal component regression

(PCR) 428
principle of windowing 332
print functions 1202
probe 350
– atrial 770

problem-based learning 1189
process control 1010
process oriented record 1101
processing on visual information

823
process-orientated procedure 1112
product
– constraint 859
– development 856
– quality 57
– realization 50
professional standards in healthcare

1169
programmable electrical medical

system (PEMS) 948, 1085
programmed teaching (PT) 1187
project planning 1111
projection integral 324
projection profile 324
projection space 327
projects in telemedicine 1121
prometh adsorber 616
Prometheus system 615, 616
proper storage 1316
proportional assist ventilation (PAV)

534
proportional pressure support (PPS)

534
proportional–integral–derivative

(PID) 839
proprietary module 1350
proprietary network 1090
proprioceptive sensor 792
prospects of life 8
prostate
– biopsy 489
– carcinoma 715
– intervention 489
prostatectomy 1281
prosthesis
– extremity 788
– microelectronic 821
prosthesis-pad 1324
prosthetic cardiac valve, specification

868
prosthetic heart valve 871
– ISO guidelines 871
prosthetic robotics 890
prosthodontics 409
protection
– class 37
– objective 37
– of employees 12
– of patients 12, 37
protective clothing 16
protective device 35
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protective earth (PE) 37, 42
protective measure 43
protective packaging 1315
protein molecule 478
protocol 308
proton density (PD) 446
proton resonance frequency (PRF)

478
proton spectroscopy 453
prototype device 860
prototype testing 864
provocation method 133
pseudarthrosis 643
pseudo coloring 371, 1143
psychiatric disorder 5
psychoacoustic methods 212
psychological disorder 743
psychological shock reaction 742
psychosomatic syndrome 742
psychotherapeutic therapy 175
public healthcare expenditure 1219
pulley–string system 842
pulmonary
– artery catheter 967
– blood flow 432
– dysfunction 726
– fibrosis 110
– gas distribution 104
– gas transport 101
– pressure 805
pulmonary artery pressure (PAP)

958, 963, 965
pulmonary capillary wedge pressure

(PCWP) 965
pulmonary function testing (PF) 95,

971
– cooperation-free 104
– parameters 105
– quality 102
pulmonary vascular resistance (PVR)

969
pulsatile and nonpulsatile absorption

977
pulsatile flow control 628
pulsatile IR signal 978
pulsatile system 727
pulse
– CO-oximetry 978
– generator 772
– monitoring 959
– oximeter 939, 1289
– oximetry 971, 976, 977, 1035,

1037, 1039
– stimulation 546
– working capacity 91
pulse intensity integral (PII) 652

pulse transit time (PTT) 171
pulse wave velocity (PWV) 366
pulse width (PW) 1255
pulsed wave (PW) 353
pulsed-dose rate (PDR) 709
pulseless support 739
pulses per second (pps) 238
pupil localization and diameter 265
pure cut 688
pure tone 193
– audiogram 207
– audiometer 202
PVDF membrane 650
– contact-free 650
pyroelectric sensor 1358

Q

QRS
– class memory 87
– complex 545
– morphology 86
– trigger signal 77
– triggering 547
qualitative imaging 373
quality 50, 1283
– assurance 17
– assurance costs 50
– assurance in medicine 1169
– audit 55
– beam 563
– characteristics 1316
– control 917
– factor 65
– illumination 382
– of cut 1317
– of life 743, 1004
– of product 49
– policy 53
quality management (QM)
– concept 49
– element, ISO 13485 53
– officer 53
– organization 55
quality management system (QMS)

49
– element 54
– implementation 56
– market requirements 50
– objective 50
– organization 54
quality of service (QoS) 1345, 1366
– considerations, e-Health 1367
– solutions for healthcare system

1368
quantitative imaging 461

quantum detection 406
quantum efficiency 319, 321, 371
quantum-well infrared photodetector

(QWIP) 371
quartz microbalance 939
quasi-tripole (QT) 1062
query by example (QBE) 1162
question of meaning 9

R

R peak 171
radial flow MCSS 735
radiation
– biophysical effect 564
– constant 372
– dose 292
– generation of 710
– physics 705
– source 706
radiation therapy (RT) 707, 719,

898
– backward process 716
– high-precision 718
– historical development 704
– percutaneous 708
radio communication 1133
radioactive
– decay 706
– implant 714
– isotope 716
– seed 507
– stent 716
radiochemotherapy (RCTX) 898
radiofrequency (RF) 440, 483, 494,

1342
– artifact 495, 507
– induced heating 505, 516
– interaction 454
– power 1350
– surgery 46, 677
– system 444
– transmission 1133
– wireless neural recording 813
radiographic slice 313
Radiological Society of North

America (RSNA) 324, 1200
radiological window level setting

1211
radiological workflow 1200
radiology 312, 1199
– department, order 1201
– hybrid OR 420
– interventional 419
radiology information system (RIS)

308
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radiology information systems (RIS)
1199

radiolucency 490
radionuclide 711
– therapy 708, 709
radiosurgery 677
radiotherapy
– intraoperative 902
– licensure 917
– treatment, indication 899
radon space 324
railway nystagmus 181
random saccade 180
random stimulation train 882
range of motion (ROM) 275
rapid acquisition with relaxation

enhancement (RARE) 449
RapidArc 904
rarefaction pressure 654
– spatial distribution 654
Raschel technique 1334
raw data level 1141
raw EEG 992, 993
– autoregressive parameter 992
ray casting 1161, 1214
ray-tracing 1161
– aberrometer 262
– sensor 262
reading workflow 1202
reading workplace 419
readout process 300
real ear to coupler difference (RECD)

234
real environment 1169
realistic operator interface 69
reality–virtuality continuum 1169
real-time 3-D interaction 1178
real-time imaging 462
real-time MRI guidance 488
real-time tracking 490
reason for using ventilator 526
rebreathing system 581
receiver coil 463
receiver electronics, noise 463
recharge cycle 1134
Rechtschaffen and Kales 169
reconstructed imaging data 1170
reconstruction 468
– 3-D 304
– axis 408
– of anatomical structure 1176
– pipeline 1176
record and verification system 914
recording
– coil 465

– electrode 77, 122, 151, 152
– program 127
– system 78
recording of bioelectrical potential

122
– surface electrode 928
recovery phase 92
recurrent laryngeal nerve (RLN)

1048, 1051
red alarm 952
red blood cell (RBC) 473
– labeling 473
redox polymer modified ELITEX

1331
reduced lead 83
reduction in blood perfusion 374
redundant array of independent discs

(RAID) 294
redundant data processing 1121
refelected pressure 646
reference electrode 152, 237
reference FET (REFET) 1068
reference frequency response 232
reference information model (RIM)

1107
reference point 914
refertilization 572
reflected sound energy 646
reflection coefficient 345
reflection of ultrasound 933
reflectory excitation process 148
reform medical studies 1189
refraction of sound waves 646
refractometry 252
– automatic 252
region growing 1151, 1157
region level 1141
region merging 1152
region of interest (ROI) 372, 1142
regional IT virtualization 1207
regional lymph nodes 910
region-based segmentation 1151
registration 412, 1145
– 3-D 1170
– indirect 931
regression line 941
regularization 470
regulatory compliance 802
regulatory pathway 804
rehabilitation 105, 242, 749, 822,

835, 877, 1247
– and therapeutic robotics 835
– robot design 837, 839
– robotic machine 850
– robotics 890

rehabilitation therapy
– collaboration 839
– robot-aided 839
ReinHeart 745
Reissner’s membrane 196
relative data 912
relative dose distribution 918
relaxation time 448, 478
release and storage 1316
reliability 1086
reliable design 5
reliable MR safety 518
reliable technology 37
REM sleep 168
remittent fever 987
remote consultation 1029
remote data transmission 1129
remote handling system 1273
remote presence 1282
remote rehabilitation 839
removable table top 1263
René Dutrochet 598
repetition frequency pulse (PRF)

353
repetition time (TR) 447
replacement valve 872
report creation 1204
reprocessing 12
– of intravascular catheters 29
reproducibility 924
– of the patient setup 900
reproducible recording 125
reproductive medicine 7
research 1163
– protocol 865
resectoscope for tissue ablation 393
reservoir bag 580
reservoir capacitor 772
residual current protective device

(RCD) 43
residual risk 36
residual vision 830
residual volume (RV) 101
resistance of germs 21
resistive motion 848, 849
resolution 371, 380
resonance frequency 840
resonance tomographs (MRT) 129
resonant
– marker 485
– stent 495
– stent structure 510
respiration 135, 1032
– artificial 12, 1032
– flow 929, 937
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respiration rate (RR) 971, 1034,
1343

– standard values 1033
respiratory
– amplitude 168
– deficit 1033
– depression 526
– distress 1031
– effort 167
– flow 163
– flow velocity 936
– mechanics 971
– minute volume 581
– monitoring 1329
– monitoring belt 1329
– movement 484
– pattern 1033, 1034
– pause 1031
– rate setting RR 533
– ratio 113
– sensor 780
– volume 936
– work 526
respiratory disturbance index (RDI)

168
respiratory gas 973, 981
– absorption spectra 982
respiratory guided radiotherapy

(RGRT) 902
restenosis 715
resting potential 121
resuscitation quality 549
retina 821
– artificial 829
– cross section 823
retinal
– ganglion cell 828
– implant 787
– message 823
– stimulation 824
– thickness 248
– visual prosthesis 825
retinis pigmentosa 261
retinopathy 257
retinoscopy 263
retinotopic gradient 827
retransmission 1370
retrieval of data 1028
retrocochlear hearing disorder 199
reusable 699
reusable sterilization container,

instrument tray 1314
revenue transparency 1097
reverse osmosis 30
reverse recruitment 882

reversible cell damage 683
rheobase 774
rhizotomy 887
right ventricular insufficiency 741
rigid endoscopes 383
Rinne test 202
RIS/PACS configuration 1199
risk
– analysis 1089
– based infection control measures

13
– estimation 861
– management 40, 49, 1110
– management DIN EN ISO 14971

1088
Robert Koch Institute (RKI) 13,

1311
ROBODOC 1278
robot 1183, 1231
– aided motor therapy 844
– assisted surgery 1183
– for biopsy 1277
– performance 838
– psychological inhibition 1281
– surgical 1183, 1276
– system 1273
robotic
– arm 486
– assistance system 486
– assisted MR 487
– control 489
– technology 419, 835
– therapy, goal-directed 848
rod lens
– endoscope 483
– telescope 384
roller pump 624
room-based
– imaging 718
– laser system 916
root mean square (RMS) 218, 262
Rostock cornea module 252
rotary blood pump 727
rotating anode disk 320
rotation, scale, translation (RST)

1163
rotational speed 88
routine activation method 133
routine EEG 134
RPE atrophy 267
rubber electrode 1361
ruby laser 558, 569
rules
– and argon beamer 698
– in endoscopy 698

S

saccade 180, 185
saccadic eye movement 943
sacro-lumbar anterior root stimulator

implant (SLARSI) 754
safe operation 594
– connection prerequisites 594
– interaction 506
– power supply 44
safe patient positioning 1268
– standard positions 1268
– various surgeries 1268
safe usability 60
safety 59, 749, 754
– class 36
– glass 576
– issue 453
– margin 902
– measure 35, 93, 576
– of drug therapy 1109
– of escape 37
– of ME equipment 37
– requirement 504, 576
– standard 36
safety engineering
– direct 36
– indicative 36
– indirect 36
safety testing
– MR scanner 515
– standard 515
salivary stone lithotripsy 643
saltatory conduction 1249
sampling artifact 328
sarcoidosis 110
sarcomere 274
sarcoplasmic reticulum 882
saturated steam 1315
saturation magnetization 465
saturation of tissue oxygen (StO2)

424
scala tympani 195
scaling factor 426
scalp point 153
scan planning 329
scanning electron microscopy (SEM)

293, 796
scanning frequency 353
scanning laser ophthalmoscope 251
scanogram 329
scatter artifact 328
scattering applicator 564
scene level 1141
scheduling scheme 1201

Su
b
ject

In
d

ex



1490 Subject Index

Scheimpflug examination 267
Scheiner’s principle 253
Schiötz’s impression tonometry 246
scientific exchange 1129
scientific properness 9
scintillation camera 930
scintillation detector 316, 708
scintillator detector 321
scissors
– coronary 1304
– Favaloro 1306
– gynecological 1306, 1308
– hard-metal 1294
– history 1292
– Iris 1301
– ligature 1300
– main parts 1293
– manufacturing 1295
– Mayo and Lexer 1299, 1300
– Metzenbaum 1300
– microsurgical 1302
– Northben 1301
– Potts-Smith 1306
– Sims–Siebold 1309
– Spencer 1301
– Spencer ligature 1302
– spring bow 1292
– surgical 1291, 1295
– titanium 1294, 1296
– toothed 1303
– types 1297
– wire cutting 1302
sclerosis 410
SCORM (sharable courseware object

reference model) 1194
scout view 329
screen configuration 951
screen printing 795
screw electrode 771
search functions 1202
search-coil system 183
second harmonic imaging 347
second stage of labor 1027
secondary digitization 292
secondary layer membrane 608
secondary reconstruction 331
second-generation CT 316
second-order gradiometer 937
sector phased array 362
sector probe 350, 358
seed implantation 714
see-saw breathing 1031
segmentation 412, 1148, 1164
– automatic 1154
– balloon 1158
– of organs 1177

segmented
– dataset 412
– operating table top 1262
selection criteria 782
selection field 464
– gradient 465
selection gradient (GS) 447
selective stimulation 186
self-administration system 1121
self-expanding stent 510
self-standing neuron 1248
semiautomated defibrillator 548
send coil 463
sensing
– electronic 1341
– function 771
– methodology 1357
– technique 1068
sensitive patient data 1086
sensitivity 293
– coil 466
– of sensor 1068
sensitivity encoding (SENSE) 445
sensor 1341, 1357
– biochemical 810
– capacitive 805
– conductometric 927
– dynamic properties 931
– elongation 1329
– embedded 1355
– exteroceptive 792
– finger 976
– flow 97, 98
– force 841
– Hartmann–Shack 262
– hot-wire 593
– implantable 805, 806
– infrared 1358
– ionic 1066
– network 1349
– paramagnetic 592
– piezoceramic 650
– position 360
– potentiometric 927
– principles 594
– pyroelectric 1358
– steel ball 650
– subcutaneous glucose 802
– technology 1067
– temperature 987
– UV radiation 1358
– zero-point stability 998
sensorimotor coordination system

836
sensorimotor rhythm 1007
sensorineural hearing disorder 198

sensory
– conduction disturbance 145
– feedback 1183
– hair cell 195
– neural dysfunction 785
sentence test 209
sentinel lymph node imaging 473
sequential stimulation 883
series element (SE) 278
series-blocking-capacitor 763
service-oriented architecture (SOA)

1124
service-oriented architecture (SOA)

1106
sevoflurane 583
shading 1159, 1161
shaft electrode 790
shape reconstruction 1158
shape-from-contour 1158
shape-from-shading 1158
shape-from-stereo 1158
shape-from-texture 1158
shape-memory metal 482
shared network 1090
shiny reflection 1161
shock
– configuration 546
– front 645
– tube 662
shock current 42
– protection 42, 43
shockwave
– biotechnological application 643
– effect of tumors 643
– generation of 660
– measurement technology 649
– medicin 641
– pulse repetition rate 649
– sensor 649
shockwave lithotripsy
– influences 667
– number of pulses 668
short increment sensitivity index

(SISI) 205
short therapy time 713
short-range telemetric equipment

769
short-tau inversion recovery (STIR)

452
short-term
– monitoring 947
– storage 1207
shortwave 680
short-wavelength infrared (SWIR)

370
shutter glasses 1012
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sick
– newborn infant 1037
– sinus syndrome 555
SIDS monitoring 1035
sieve electrode 791
sieving coefficient (SC) 610
sigmoid psychometric function 208
signal
– acquisition 1347
– adaptation 790
– amplitude 1342
– biochemical 934
– biothermal 940
– classification 790
– evaluation 992
– generation 469
– IQ 978
– recording 122, 166
– strength 466
– transmission 790
signal analysis 135, 940
– frequency domain 943
signal extraction technology (SET)

977
signal processing 166, 187
– artifact 128
– clinical neurophysiology 128
signal-to-noise ratio (SNR) 208,

294, 327, 374, 441, 507
signature 1155, 1156
silicon detector 427
silver bromide 293
silver-coated polyamide fiber 1325
simple sampling recorder 85
Sims–Siebold scissors 1309
simulation 916, 1210
– environment 65, 1170
– haptic 1181
– of surgical instruments 1178
– testbed 1370
simulator 914, 917, 1282
single
– cell recording 1005
– failure safety 773
– port surgery 399
single fiber electromyography (EMG)

144
single photon emission computed

tomography (SPECT) 472, 1145
single-bed display 1026
single-breath method 105, 109
single-breath test 110
– clinical value 110
single-chamber
– ICD 553
– pacemaker 775

single-exposure dual-detector
technique 307

single-fiber electrode 927
single-sided MPI scanner 470
single-use adhesive electrode 90
sinogram of attenuation 324
sinusoidal oscillation 348
sitting position 1268
six-DoF tracking system 1181
size of artifact 510
skeletal muscle 273
skeleton 1150
skeletonization 1144, 1157
skin 14
– cancer 375
– emissivity 373
– marker 900
– surface cooling 374
– surface measurements 989
– temperature 369
– temperature measurement 373
– temperature regulation 1286,

1289
– tumors 571
– vasoconstriction 374
skin blood flow (SkBF) 431, 433
– brain 431
– forearm 431
– thenar 431
skin tissue damage 1269
– locations particularly at risk 1269
skull base surgery 1047, 1049
sleep
– apnea 162
– apnea detection 1229
– architecture 169
– EEG 135
– laboratory 159, 160
– phase classification 168
sleep diagnostic 160
– medical significance 173
– procedure 165
sleep disorder 159
– diagnosis 160
– international classification 174
– multistage 163
– signal recording 166
– therapy 175
slice interpolation 326
slice selection 446
slice-thickness focusing 358
sliding-window approach 904
sliding-window technique 716
slip-ring technology 317, 326
slot-scan method 302
slow AEP (SAEP) 222

slow cortical potentials (SCP) 1007
slow spirometry 96
slow vital capacity 102
smart
– home 1233
– homes project 1233
– textile 1228, 1322, 1325, 1345
SmartShirt 1327
smooth pursuit movement 185
snake algorithm 1152
snoring microphone 167
Sobel operator 1143, 1148
social lifestyle 5
soda lime 585
soft
– tissue window 331
– x-ray 327
solid-state
– detector 322, 916
– laser 567
solo surgery 1275
solvent drag 600, 602, 611
somatosensory evoked potential

(SEP) 140, 149, 152, 1053
sone 201
sonoporation 494
sorbitol/mannitol 690
Sorin tilting disc valve 729
sound
– conduction 345
– frequency 196
– particle velocity 192
– propagation velocity 192
– velocity, nonlinear 347
sound field
– energy parameter 653
– geometry 356
– parameters 657
sound pressure level (SPL) 193
sound wave 192
– diffraction of 647
– generation 344
– impedance of 193
– penetration depth 346
– transmission 346
– travel speed in tissue 345
sound wave at interfaces 645
– transmission and reflection 645
source recording 124
soutage technology 1323
space clamp measurement 1249
spacer fabric 1324, 1333
– 3-D 1323
spacer yarns 605
spark intensity 689
spark-gap source 660
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spatial
– (digital) distribution of physical

density 1210
– distribution 464
– domain 1144
– encoding 446
– gradient of magnetic field 505
– hearing 193
– image 420
– information 410, 446
– mapping 345
– representation 1210
– resolution 292, 317, 371, 466,

479, 1209
spatially resolved refractometer 262
specific absorption rate (SAR) 467,

505, 518
specific MR environment 505
specific thermal capacity 682
speckle reduction 365
spectral analysis 992
spectral entropy 992
spectral radiant exitance 372
spectral response 372
speech audiometry 206
– reliability 209
speech in noise test (SPIN) 209
speech perception threshold (SRT)

206
speech processor 888
speech recognition system, report

creation 1205
speech signal 206
speech test 209
speech transformation 207
speech understanding 231
speed index 845
Spencer
– ligature scissors 1302
– scissors 1301
spherical sound source 663
sphygmomanometer 959, 1341
spike-wave complex 130
spiking neuron model 1250
spin 478
spin echo (SE) 478, 510
spinal cord injury (SCI) 749, 877
spinal reflex circuit 119
spine surgery 394, 1047, 1049,

1052
spin-echo sequence 447, 448
– multi-echo 449
spiral CT 317, 1161
– technology 326
spirometry 95, 96
– calibration 97

– forced 96, 101, 102
– hygiene 97
– measuring range 97
spirometry sensor 98
spoiled gradient recalled acquired

steady state (SPGR) 450
spontaneous activity 143
spontaneous breathing (SB) 534,

536
– activity 531
– support 588
spontaneous control 537
spontaneous emission 559
spontaneous eye movement 179
spontaneous minute volume 537
spontaneous proportional pressure

support (SPN-PPS) 535
spontaneous respiration 983
spontaneous-continuous positive

airway pressure (SPN-CPAP)
536

sports medical application 1326
sports medicine 1326
spray coagulation 683, 691, 693
spring bow scissors 1292
sputtered platinum surface 796
ST measuring program 90
ST segment analysis 1024
ST waveform analysis (STAN)

1020
staff shortage 1232
stages of the QMS 52
stainless-steel medical alloy 494
stand-alone monitor 949
standard deviation 941
standard deviation (SD) 1033
standard EEG recording, recording

method 134
standard flash (SF) 255
standard lead 80
standard position 1268
standard scissors with ceramic

coating 1296
standard scissors with TC 1296
standard temperature and pressure,

dry (STPD) 973
standard titanium scissors 1296
standardization 1164
– commission for ergometry 91
– of ergometry application 90
standardized investigation program

92
standing wave 193
stapedius reflex 214
star shot at different gantry angles

918

Stargardt’s disease 261
static friction 841
static magnetic field 505
stationary incubator 1287
stationary operating table column

1263
statistical classification 1155
statistical KNN classifier 1156
statutory health insurance

competition strengthening act
(GKV-WSG) 1121

statutory health insurance
modernization act (GKV-GMG)
1121

steady-state PERG 257
steady-state visually evoked

potentials (SSVEP) 1007
steam
– disinfection 19
– flow process 19
– quality 1315
– sterilization 21, 1314
steel ball sensor 650
steepening sound wave 647
steered compound imaging (SCI)

364
stem cell labeling 474
stenosis treatment 420
stent 715
– coronary 334
– graft 495
– implantation 419
– radioactive 716
– resonant 495
– self-expanding 510
stereocystoscope 385
stereoendoscope 385
stereotactic body radiation therapy

(SBRT) 907
stereotactic irradiation 902, 907
stereotactic radiosurgery (SRS) 907
stereotactic radiosurgery/radiotherapy

(SRS/SRT) 718
sterility 14
sterilization 389
– ETO 605
– gas 795
– hot air 22
– method 21
– overpressure process 23
– physicochemical proces 22
– process 21
– requirements 24
– steam 21, 1314
– technology standards 32
– vacuum process 23
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stimulated muscle force
– animal model 283
– assessment 279
stimulation 179
– external 750
– extracellular electrical 1250
– fixed-rate ventricular 775
– implant for deep brain 786
– in the atrium 778
– interface 749
– LGN 826
– mode 758, 759
– monitor 455
– parameter 882, 1047, 1255
– parameter modulation 882
– pulse 757
– selective 186
– threshold 774
– threshold curve 774
– transient intracardial 768
stimulation system 772
– equivalent circuit 772
– implantable 750
stimulator
– acoustic 142
– Finetech–Brindley 887
– Grass 798
– implantable 749, 760
stimulator output stage 756
– active control 762
– charge imbalance 762
– monitoring 762
stimulus
– atrial 778
– generation 187
stimulus frequency otoacoustic

emissions (SFOAE) 215
stone comminution 657
stone material data 644
storage
– device 295
– long-term 292
strategic objectives 1097
stray current 46
Strehl number 262
stress intensity 90
stress limit 91
striate cortex 823
stripe projection 1177
stroke
– patient 334
– rehabilitation 1004
stroke volume (SV) 957
strong magnetic field 453
– attraction and torque 453
structural element 1144

structure
– anatomical 1176
– of domestic care system 1130
structured risk assessment 1110
subcutaneous
– defibrillation electrode 554
– glucose sensor 802
subjective loudness 200
subretinal implant 825
sudden deafness 198
sudden infant death syndrome (SIDS)

162, 1034
sunlight 383
super blend cut 688
superconductive quantum

interference device (SQUID)
138, 937

superparamagnetic iron oxide (SPIO)
461

superposition-algorithm 911
super-pulse mode 570
supervised learning 1006
supervised method 428
supervised training 1154
supine position 1268
supporting ventilation mode 531
supra-aural headphone 204
supraventricular extrasystole 551,

1032
surface
– 3-D 363, 1210, 1211
– based rendering 1154, 1160
– based visualization 1160
– charge 928
– coil 444
– compatibility 788
– display 363
– ECG 1326
– electrode 807, 878, 936
– microscope 375
– rendering 333, 1160
– temperature 940
surface electromyography (EMG)

135, 1326
surgery
– keyhole 380
– laryngeal 394
– neck 1053
– noninvasive 5
– open 572, 687
– solo 1275
– spine 394, 1047, 1049, 1052
– thyroid 1047, 1048
– traditional 5
surgical
– dentistry 410

– field 1262
– instrument 1292
– intervention 420
– microscope 394
– operation, exact 1280
– outcome 1170
– planning 411
– robot 1183, 1276
– standard scissors 1297
– steel 482
surgical scissors 1291, 1295
– handling and care 1310
– manufacture 1294
surgically implanted device 867
SurgiScope 1279
surrounding tissue conductivity 506
survival test 64
susceptibility artifact 507, 510
susceptibility-weighted imaging

(SWI) 451
Swan–Ganz catheter 965
switching device 44
switchover behavior 531
symbol chain 1155
symbolic image description 1158
sympathetic tone 119
SynCardia CardioWest TAH 732
synchronized defibrillation 549
synchronized intermittent mandatory

ventilation (SIMV) 590
synchronous operating mode 547
syntactic classification 1155
synthetic liver function 616
system
– adaptive 1005
– integration 392
– matrix 469
systemic arterial pressure (SAP)

995
systemic heparinization 632
systemic vascular resistance (SVR)

969
system-on-a-chip (SOC) 750

T

table column 1264
table top
– conductive 46
– removable 1263
tachycardia 1032
tactile feedback 1276
tagged image file format (TIFF)

1161
TAHROT study 745
TandemHeart 733
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target concept 1113
target volume 909, 910
targeted hygiene measure 12
targeting precision 488
teaching 1163
teaching system
– application scenarios 1195
– architecture 1192
technical
– artifact 136, 934
– component 579
– development in ECG 75
– feature 1295
– imperative 8
– safety 35
technicians’ responsibility 8
technology
– bounds 8
– feasibility and controllability 7
– moral boundary of 8
technophobia 6
teleassistance 1224
téléassistance en soins de plaies

(TASP) 1226
telecommunication 1029
– medical application 1119
teleconsultation 1124, 1232
telemanipulation system 400, 1273
telemanipulator system 1276
– minimally invasive intervention

1274
– psychological inhibition 1281
telematics 5, 1119, 1129
– infrastructure 1124
telemedical concept 1119
telemedicine 387, 392, 1119, 1123,

1140
– control of active implants 1129
– enabled operating theater 1130
– guide, Germany 1119
– home environment 1130
– modern operating theater system

1129
– projects in Germany 1124
telemetric
– approach 1131
– transmission 933
telemetry 803, 932
– device 949
– passive system 803
telenetwork 1281
telepathology 1124
telepresence 1283
teleradiological service 1124
teleradiology 1123, 1206
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