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Abstract. The purpose of the present paper is to examine the relationships be-
tween target and concatenation costs and the quality (with focus on naturalness)
of generated speech. Several synthetic phrases were examined by listeners with
the aim to find unnatural artefacts in them, and the mutual relation between the
artefacts and the behaviour of features used in given unit selection algorithm was
examined.

1 Introduction

The quality of synthetic speech, especially its naturalness, represents an issue which
still remains open. Although the unit selection approach, or the modern HMM–based
synthesis, are able to reach fairly high level of naturalness, there are still unnatural
artefacts of a different nature (depending also on the synthesis method) occurring in
synthesized speech when input text comes from the unlimited domain.

The paper evaluates unnatural artefacts (also called glitches) perceived in speech
generated by unit selection incorporated in our TTS ARTIC [1,2,3], and attempts to
reveal the relation between those artefacts and the behaviour of features used for target
and concatenation costs computing. There have been a number of papers written, mostly
focusing on the relation of human perception to spectral subcost of concatenation cost
only – [4,5,6,7,8,9,10] belong among those most important. However, we aim to look
at the whole unit selection scheme globally, to examine all the expected or potential
factors which can cause the perceived artefacts (for the terminology defining the terms
artefact and factor see [11] or short reminder in Section 2.1). The problem is the greater
number of possible causes of artefacts in the unit selection, as well as usual co-incidence
of several factors leading to perceived artefact.

The paper is organised as follows. Section 2 describes special evaluation methodol-
ogy which has to be used for this task, covering also the related terminology. Section 3
is focused on the procedure of artefact collection, defines the set of expected causes
(factors) of artefacts, and describes, how the artefacts and factors were related together.
The results and the conclusions are presented in Section 4 and Section 5 respectively.
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2 Evaluation Method

It is obvious that the outlined aims of the paper require the human evaluation of syn-
thetic speech, i.e. listening tests. However, as the standard listening tests (e.g. MOS,
CCR or different kinds of decision tests) usually focus either on overall quality (e.g. how
close to natural the synthetic phrase is), or on one kind of artefact (e.g. does a particular
concatenation point sound continuous or not), none of them is suitable for the pro-
posed purposes. We, therefore, used special methodology designed in [11]. Although
the methodology was first used for the evaluation of our single–instance version of our
TTS, it is applicable for the larger set of evaluation types and/or system types. The
disadvantage of the approach is its labour input, but to our knowledge it is the most
straightforward way of analyzing the collected unnatural artefacts.

2.1 Terminology

Let us review terminology for this kind of evaluation, as established in [11]. An artefact
is a term denoting every event or place in synthetic speech which annoys human listen-
ers and causes distortions in synthetic speech being perceived as unnatural; it can also
be distributed to several consecutive phones. Artefacts are represented by various kinds
of glitches, clicks, cracks, murmuring, speech or prosody discontinuities, machine-like
or artificial sounds and so on.

In [11] we also divided artefacts into fragments, as the artefacts determined by listen-
ers overlapped in many ways due to the natural fuzziness of human perception. How-
ever, we do not explicitly build fragments in the present evaluation, as described in
Section 3.1.

Finally, it is clear that artefacts are caused by a coincidence of what is carried out in
the TTS algorithm before speech is created. Therefore, the set of actions which can in-
fluence the synthetic speech is usually explicitly defined, being called the set of factors.

3 Evaluation Procedure

The whole evaluation can be divided into several steps. Synthetic speech must be eval-
uated by the listeners to collect the set of artefacts. The set of factors which are apriori
expected must also be determined from the knowledge of synthesis algorithm (although
the methodology enables adding further artefacts revealed during the evaluation). Fi-
nally, the occurrences of the factors are searched in all phones assigned to the artefacts.

3.1 Artefact Collection

Five listeners did the listening to 50 synthetic phrases generated by our unit selec-
tion version (described in [2,3]), with the aim to determine artefacts which they found
sounding unnatural – the length of each phrase was about 10 seconds. The set of most
expected artefacts was predefined ad-hoc, however, each listener could create “new”
artefact tag, when none of predefined made sense regarding his/her impression of the
perceived distortion. Contrary to [11], listeners were not required to mark artefacts as
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regions, but only to label the subjectively most prominent phone around which an arte-
fact was perceived. It was decided due to the nature of unit selection approach to con-
catenate continuous (thus natural) sequences of units, which are whole expected to be
affected by the artefact.

As the secondary aim of the evaluation is to acquire enough practical experience to
tune the artefact collection process so that it is as easy as possible, the listeners included
the authors and Ph.D. students focusing their research activity on speech synthesis. The
future plan is to involve ordinary people (as potential users of the evaluated TTS) in the
procedure.

The source corpus used for the synthesis of evaluated phrases phrases contains 5,000
phonetically balanced utterances, giving approximately 12.5 hours of speech. It was
read by a semi-professional female speaker (with radio news broadcasting experience)
in a relatively consistent news-like style, and recorded together with glottal signal in an
office at our department. The corpus was segmented automatically, using HMM-based
approach [12,13]. Although the corpus was not originally designed for the unit selection
approach, it was found to be suitable enough for the experiments with this approach,
until a more appropriate corpus is recorded [14].

3.2 Factors in Unit Selection

In [11], where the same evaluation method was used for the single-candidate version
of our TTS, the definition of factors was much easier, based on the well-known prob-
lematic parts – need of signal modification, sensitivity to segmentation inaccuracy and
spectral discontinuity between candidates. On the contrary, artefacts considered in the
present paper are caused almost purely by the choice of inappropriate unit in the se-
lection algorithm (when no further signal processing is carried out, which is our case),
no matter how the “suitability” is measured. In the present paper we, therefore, limit
ourselves to the analysis of factors intuitively expected to decrease speech quality, and
factors directly joined to target and concatenation costs features:

Segmentation inaccuracy (SI). In the case of unit selection with diphone units, the ab-
solute boundary misplacements is not such a problem as it is in the single-candidate
system (due to boundary shift [15], triphones are not taken into account yet [16]).
Instead, we look for units which are missegmented as a whole – especially se-
quences as [la], [ij], [mn] and/or similar tend to have one of phones very short. To
determine if the factor was presented in artefact, the segmentation of units had to
be checked manually – there is no automatic measure available yet (we found out
HMM score not to be useful very much). Once there is such, the missegmented
boundaries could automatically be corrected or the selection can avoid those “bad”
units, and this factor would not have to be considered.

Spectral discontinuity (SD). The measure of spectral smoothness is the standard part
of concatenation cost. Although there were many experiments with various mea-
sures compared to human perception carried out [6,7,8,9,10], Euclidean distance
between MFCC vectors is still often utilized (also in our case) thanks to its simplic-
ity. However, as our experience is increasingly showing us that more appropriate
measure of perceived smoothness must be established, we manually checked the
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discontinuities of spectra around concatenation points for units related to artefact.
Manual inspection is also necessary here, just due to the fact that MFCC seems not
to be good predictor of perceived discontinuities.

Target features mismatch (TFM). This meta-factor covers the whole range of fac-
tors related to target cost, as described in [2,3]. Its aim is to reveal the relation
of artefact occurrences to the mismatch of features used to measure the suitability
of units to express the required prosody (or communication function). Obviously,
it expects that the features used really describe measured requirements (and mis-
match then causes artefact), which does not necessarily have to be true. Therefore,
we work on a new approach of determining target features for unit selection. The
given TFM factors are collected automatically during the synthesis of evaluated
phrases.

Concatenation features mismatch (CFM). It is also a meta-factor covering all factors
used to the measure of concatenation smoothness, see [2,3]. The difference from
SD factor is that while SD handles the real occurrence of spectral discontinuity
in synthetic speech (is/is not), those factors are supposed to provide a relation of
artefact occurrences to the behaviour of features which are expected to ensure both
spectral and prosodic smoothness (differences around join point). The CFM factors
are also collected automatically.

Although listed factors are related to the evaluated TTS, we are convinced that the
results will tend to display similar results for each TTS system using similar features,
features with similar behaviour, or with similar range of values.

3.3 Factors Assignment

As described in Section 3.1, the listeners were asked to mark only the most promi-
nent phone of an artefact perceived. As it can be supposed that artefacts naturally oc-
cur around concatenation points or on very short unit sequences of one or two phones
(except suprasegmental artefacts like inappropriate communication function, which are
not considered by the paper), and as listeners are usually unable to determine the ex-
act phone/phones of artefact either (due to fuzzy nature of perception the place cannot
usually be even defined), the sequence of phones affected by each artefact was defined
aposteriori as follows. The units preceding the phone holding artefact label were exam-
ined until the continuous sequence of at least 3 units was found; similarly for the units
following the phone (in the context of [11], such regions can be considered as frag-
ments). In those regions, only the units around sequence break were further analysed,
as illustrated by the following example:

...
mJ Sentence0457
Ji Sentence0457 >> region beginning (including the diphone)
ix Sentence0457
xo Sentence0457 s1
ov Sentence4569 s1,s2
vj Sentence1775 s2
je Sentence1775
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eC Sentence1775 s3
Ct Sentence2666 s3
ti Sentence2666
iR Sentence2666 << region end
Ri Sentence2666
...

As described in Section 3.2, some of factors needed manual inspection of phones
around sequence breaks – it cannot be done automatically, simply due to the lack of
appropriate automatic measure, which, if it exists, could directly be used by selection
algorithm to avoid the examined artefacts. Due to the laboriousness of the inspection,
only 9 phrases were fully evaluated, which may seem to be a small number for signifi-
cant results. However, the analysed phrases tend to display very similar tendencies, as
shown in Section 4. On the other hand, the manual inspection revealed that some units
around sequence breaks were chosen from phrases differing in the voice quality – it
defined additional factor VQ.

4 Results

There were 90 artefacts collected in the 9 analysed phrases (some determined by more
than one listener), and 127 unique sequence breaks were found in the artefact re-
gions. Let us note that there were 316 sequence breaks in total in the analysed phrases,
and 9 artefacts did not contain any phrase break at all.

The first part of results covers factors which acquired binary values present/absent
in the assignment procedure – SI, SD, VQ, and factors from TFM set. The special treat-
ment was, however, required for “position in prosodic word” feature, which has been
designed not to provide any sharp delimitation of the feature, as described in [2]. The
feature was “sharpened” by splitting the position into 5 equally spaced regions (begin-
ning, beginning-middle, middle, etc.), where match/mismatch could be determined. As
the target cost is measured independently for units i and i + 1 around each sequence
break, the results are collected separately for both units; however, as expected, the re-
sults are very similar. Let us also note that context mismatch is considered if either left
of right context of unit does not fit. Results show that the segmentation inaccuracy can-
not still be neglected, as it was found in almost 24% of sequence breaks. Even worse

Table 1. The occurrences of factors with binary present/absent decision values in all sequence
breaks (127). Features from TFM set are listed separately for units i and i + 1.

factors occurrences percentage

SI 30 23.62
SD 42 33.07
VQ 36 28.35
context i/i + 1 107/106 84.25/83.46
prosodeme i/i + 1 7/ 8 5.51/ 6.30
word pos. i/i + 1 43/ 39 33.86/30.71
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situation is for spectral discontinuity, despite subcost aiming to deal with it. A similar
situation is for word position mismatch, but we need to further analyse the failure cases
to be able to draw a conclusion. The most frequently occurring factor is context mis-
match; however, as it is the least important feature (the least weighted in selection) the
precise match is yielded in favour of target features defined to be more important.

The second part of the results is focused on CFM factors. We compared the behaviour
of individual concatenation subcosts through all sequence breaks (note that concatena-
tion cost is 0 aside sequence breaks), shown in Table 2. Let us note that due to the fact
that the concatenation features acquire continuous values, they cannot be evaluated as
the previous factors. To do so, we would have to define a threshold which would split the
values to correct/failure sets. However, the threshold can, in fact, be chosen randomly,
each choice giving different results.

Table 2. The mean, standard deviation and median values of CFM factors for all sequence breaks.
The F0 values were measured only at the sequence breaks of voiced units i and i + 1.

features mean value std. dev. median

F0 difference [Hz] 6.10 5.23 4.71
F0 cost 0.10 0.08 0.07
intensity cost 0.06 0.07 0.04
spectral (MFCC) cost 0.69 0.22 0.66

Table 3. The behaviour of MFCC cost in relation to the occurrences of SD factor and the voice
of unit transitions

voice i, i + 1 SD occurrence number mean value std. dev. median

voiced y 38 0.70 0.20 0.67
voiced n 46 0.58 0.20 0.54

unvoiced y 4 0.77 0.09 0.77
unvoiced n 39 0.82 0.22 0.84

In addition, we compared the behaviour of spectral measure using Euclidean dis-
tance with MFCC in relation to SD factors, which is shown in Table 3. It can be seen
that the MFCC-related subcost has the largest contribution to the concatenation cost,
and it therefore significantly influences the choice of units to concatenate. However,
it does not seems to be able to measure spectral discontinuity very well – the average
subcosts are relatively close each other (considering also standard deviation), whether
SD occurred or not. Moreover, there are more than 26% of distances in voiced sequence
breaks without SD higher than the average of distances in voiced breaks without SD.
For the unvoiced sequence breaks the numbers are even closer (which, however, was
expected due to the noisy character of unvoiced sounds).

The last part of the results covers the brief comparison of the behaviour of both target
and concatenation costs. While target cost acquired the mean value 0.11 (with std.dev.
0.09) for units i and 0.11 (std.dev. 0.08) for units i + 1 around all sequence breaks, the
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concatenation cost acquired the mean value 0.82 (with std.dev. 0.24), which is almost
8-times higher. In unit selection modules using features similar to ours, it is, therefore,
the concatenation cost (and MFCC cost as its sub-part) which decides which units to
concatenate.

5 Conclusion

Although the speech generated by our TTS has been evaluated as “close to natural” [3],
the present paper showed that there are still a number of issues to focus on. First of all
is the use of different measure for concatenation smoothness which would follow hu-
man perception much more closely (to avoid SD factors). There is a also need to reduce
the mismatch of target features, e.g. the scaling of context features which is required
to express the perceived defect of substitution instead of the difference of phone labels.
Moreover, we work on a new method of target features design based on the analysis-by-
synthesis approach; we expect that it will be able to provide us with the set of features
observed in both natural speech and its synthetic variant. The new costs will also need
to be better balanced, and finally, the work on segmentation precision will continue.
Further analysis of features aside artefacts and/or sequence breaks will yet also be car-
ried out, to get behaviour of the features in speech regions with and without perceived
distortions.

There is also the need to tune the evaluation procedure, as we plan to carry out
such tests involving ordinary people. Moreover, the assignment procedure needs be
simplified not to be so laborious. The evaluation will also be very important for the new
unit selection corpus which we are preparing [14].
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This research was supported by the GAČR 102/06/P205, and by the EU 6th Frame-
work Program no. IST-034434. Our thanks are also due to Zdeněk Hanzlı́ček and Milan
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