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Preface 

Data Warehousing and Knowledge Discovery have been widely accepted as key tech-
nologies for enterprises and organizations to improve their abilities in data analysis, 
decision support, and the automatic extraction of knowledge from data. With the 
exponentially growing amount of information to be included in the decision-making 
process, the data to be processed become more and more complex in both structure 
and semantics. Consequently, the process of retrieval and knowledge discovery from 
this huge amount of heterogeneous complex data constitutes the reality check for 
research in the area. 

During the past few years, the International Conference on Data Warehousing and 
Knowledge Discovery (DaWaK) has become one of the most important international 
scientific events bringing together researchers, developers and practitioners. The 
DaWaK conferences served as a prominent forum for discussing latest research issues 
and experiences in developing and deploying data warehousing and knowledge dis-
covery systems, applications, and solutions. This year’s conference, the Ninth Interna-
tional Conference on Data Warehousing and Knowledge Discovery (DaWaK 2007), 
built on this tradition of facilitating the cross-disciplinary exchange of ideas, experi-
ence and potential research directions. DaWaK 2007 sought to disseminate innovative 
principles, methods, algorithms and solutions to challenging problems faced in the 
development of data warehousing, knowledge discovery and data mining applications. 

The DaWaK 2007 submissions covered broad research areas on both theoretical 
and practical aspects of data warehousing and knowledge discovery. In the areas of 
data warehousing, the topics covered by submitted papers included advanced tech-
niques in OLAP and multidimensional modeling, real-time OLAP, innovation of ETL 
processes and data integration problems, materialized view optimization, data ware-
houses and data mining applications integration, multidimensional analysis of text 
documents, and data warehousing for real-world applications such as medical applica-
tions, spatial applications, and tourist data warehouses. In the areas of data mining 
and knowledge discovery, the topics covered by submitted papers included data min-
ing taxonomy, Web information discovery, stream data analysis and mining, ontol-
ogy-based data and text mining techniques, constraint-based mining, and traditional 
data mining topics such as mining frequent item sets, clustering, association, classifi-
cation, ranking, and applications of data mining technologies to real-world problems. 
It was especially notable to see that some papers covered emerging real-world appli-
cations such as bioinformatics, geophysics, and terrorist networks, as well as integra-
tion of multiple technologies such as conceptual modeling of knowledge discovery 
process and results, integration of the Semantic Web into data warehousing and 
OLAP technologies, OLAP mining, and imprecise or fuzzy OLAP. All these papers 
show that data warehousing and knowledge discovery technologies are becoming 
mature, making impact on real-world applications.  

From 202 submitted abstracts, we received 150 papers from 38 countries. The Pro-
gram Committee finally selected 44 papers, making an acceptance rate of 29.33 % of 
submitted papers. 



VI Preface 

We would like to express our gratitude to all the Program Committee members and 
the external reviewers who reviewed the papers very profoundly and in a timely man-
ner. Due to the high number of submissions and the high quality of the submitted 
papers, the reviewing, voting and discussion process was an extraordinary challenging 
task. We would also like to thank to all the authors who submitted their papers to 
DaWaK 2007, as their contributions formed the basis of this year’s excellent technical 
program. 

Many thanks go to Gabriela Wagner for providing a great deal of assistance in ad-
ministering the DaWaK management issues as well as to Amin Andjomshoaa for the 
conference management software. 

September 2007                                                                                           Il Yeol Song 
Johann Eder 

Tho Manh Nguyen 
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Jose Zubcoff, Jesús Pardillo, and Juan Trujillo

A UML Profile for Representing Business Object States in a Data
Warehouse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209

Veronika Stefanov and Beate List

Selection and Pruning Algorithms for Bitmap Index Selection Problem
Using Data Mining . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221

Ladjel Bellatreche, Rokia Missaoui, Hamid Necir, and Habiba Drias

Clustering

MOSAIC: A Proximity Graph Approach for Agglomerative
Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231

Jiyeon Choo, Rachsuda Jiamthapthaksin, Chun-sheng Chen,
Oner Ulvi Celepcikay, Christian Giusti, and Christoph F. Eick



Table of Contents XV

A Hybrid Particle Swarm Optimization Algorithm for Clustering
Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 241

Yannis Marinakis, Magdalene Marinaki, and Nikolaos Matsatsinis

Clustering Transactions with an Unbalanced Hierarchical Product
Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251

MinTzu Wang, PingYu Hsu, K.C. Lin, and ShiuannShuoh Chen

Constrained Graph b-Coloring Based Clustering Approach . . . . . . . . . . . . 262
Haytham Elghazel, Khalid Benabdeslem, and Alain Dussauchoy

Association Rules

An Efficient Algorithm for Identifying the Most Contributory
Substring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 272

Ben Stephenson

Mining High Utility Quantitative Association Rules . . . . . . . . . . . . . . . . . . 283
Show-Jane Yen and Yue-Shi Lee

Extraction of Association Rules Based on Literalsets . . . . . . . . . . . . . . . . . 293
Ghada Gasmi, Sadok Ben Yahia, Engelbert Mephu Nguifo, and
Slim Bouker

Healthcare and Biomedical Applications

Cost-Sensitive Decision Trees Applied to Medical Data . . . . . . . . . . . . . . . 303
Alberto Freitas, Altamiro Costa-Pereira, and Pavel Brazdil

Utilization of Global Ranking Information in Graph- Based Biomedical
Literature Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 313

Xiaodan Zhang, Xiaohua Hu, Jiali Xia, Xiaohua Zhou, and
Palakorn Achananuparp

Ontology-Based Information Extraction and Information Retrieval in
Health Care Domain . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 323

Tran Quoc Dung and Wataru Kameyama

Classification

Fuzzy Classifier Based Feature Reduction for Better Gene Selection . . . . 334
Mohammad Khabbaz, Kievan Kianmher,
Mohammad Alshalalfa, and Reda Alhajj

Two Way Focused Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 345
Manoranjan Dash and Vivekanand Gopalkrishnan

A Markov Blanket Based Strategy to Optimize the Induction of
Bayesian Classifiers When Using Conditional Independence Learning
Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 355

Sebastian D.C. de O. Galvão and Estevam R. Hruschka Jr.



XVI Table of Contents

Learning of Semantic Sibling Group Hierarchies - K-Means vs.
Bi-secting-K-Means . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 365

Marko Brunzel

Partitioning

Mining Top-K Multidimensional Gradients . . . . . . . . . . . . . . . . . . . . . . . . . . 375
Ronnie Alves, Orlando Belo, and Joel Ribeiro

A Novel Similarity-Based Modularity Function for Graph
Partitioning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 385

Zhidan Feng, Xiaowei Xu, Nurcan Yuruk, and
Thomas A.J. Schweiger

Dual Dimensionality Reduction for Efficient Video Similarity Search . . . . 397
Zi Huang, Heng Tao Shen, Xiaofang Zhou, and Jie Shao

Privacy and Crytography

Privacy-Preserving Genetic Algorithms for Rule Discovery . . . . . . . . . . . . 407
Shuguo Han and Wee Keong Ng

Fast Cryptographic Multi-party Protocols for Computing Boolean
Scalar Products with Applications to Privacy-Preserving Association
Rule Mining in Vertically Partitioned Data . . . . . . . . . . . . . . . . . . . . . . . . . . 418
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A Hilbert Space Compression Architecture for

Data Warehouse Environments

Todd Eavis and David Cueva

Concordia University, Montreal, Canada
eavis@cs.concordia.ca,
cueva@cs.concordia.ca

Abstract. Multi-dimensional data sets are very common in areas such
as data warehousing and statistical databases. In these environments,
core tables often grow to enormous sizes. In order to reduce storage
requirements, and therefore to permit the retention of even larger data
sets, compression methods are an attractive option. In this paper we
discuss an efficient compression framework that is specifically designed
for very large relational database implementations. The primary methods
exploit a Hilbert space filling curve to dramatically reduce the storage
footprint for the underlying tables. Tuples are individually compressed
into page sized units so that only blocks relevant to the user’s multi-
dimensional query need be accessed. Compression is available not only
for the relational tables themselves, but also for the associated r-tree
indexes. Experimental results demonstrate compression rates of more
than 90% for multi-dimensional data, and up to 98% for the indexes.

1 Introduction

Over the past ten to fifteen years, data warehousing (DW) has become increas-
ingly important to organizations of all sizes. In particular, the representation
of historical data across broad time frames allows decision makers to monitor
evolutionary patterns and trends that would simply not be possible with op-
erational databases alone. However, this accumulation of historical data comes
at a price; namely, the enormous storage requirements of the tables that house
process-specific measurements. These fact tables can in fact hold hundreds of
millions of records or more, with each record often housing ten or more distinct
feature attributes.

The growth of the core tables creates two related problems. First, given a
finite amount of storage space, we are limited in both the number of fact tables
that can be constructed, as well as the length of the historical period. Second,
as fact tables grow in size, real time query costs may become unacceptable to
end users. A partial solution to the latter constraint is the materialization of
summary views that aggregate the fact table data at coarser levels of granularity.
But even here, the space available for such views is limited by the size of the
underlying fact tables. As a result, we can conclude that a reduction in fact
table size not only improves space utilization but it allows for the construction of
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additional summary views that may dramatically improve real time performance
on common user queries.

In this paper, we propose a DW-specific compression model that is based upon
the notion of tuple differentials. Unlike previous work in which the compression of
tables and indexes has been viewed as separate processes, we present a framework
that provides an integrated model for the compression of both elements. Specif-
ically, we employ a Hilbert space filling curve to order data points in a way that
allows for the subsequent construction of pre-packed, Hilbert ordered r-tree in-
dexes. The system is therefore able to provide superior performance with respect
to multi-dimensional data warehouse queries, while at the same time dramatically
reducing storage requirements. Furthermore, our methods have been extended to
external memory and can support fact tables of virtually unlimited size. Exper-
imental results demonstrate compression rates of 80%-95% on both skewed and
uniform data and up to 98% compression on multi-dimensional r-tree indexes.

The paper is organized as follows. In Section 2 we discuss related work.
Section 3 presents relevant supporting material while Section 4 describes the
algorithms used for data and index compression, along with a number of per-
formance considerations. Experimental results are presented in Section 5, with
Section 6 offering concluding remarks.

2 Related Work

General compression algorithms have been well studied in the literature and
include Statistical techniques, such as Huffman Coding [9] and Arithmetic Com-
pression [17], as well as dictionary techniques like LZ77 [21]. Database-specific
methods are presented by Ray and Harista, who combine column-specific fre-
quency distributions with arithmetic coding [16]. Westmann at al. [20] propose
a model that utilizes integer, float, and string methods, as well as simple dictio-
naries. DW-specific data characteristics are not exploited however.

Ng and Ravishankar propose a technique called Tuple Differential Coding
(TDC), in which the records of the data set are pre-ordered so as to identify
tuple similarity [14]. Tuple difference values are then calculated and compactly
stored with Run-Length Encoding [4]. Unfortunately, integrated indexing is not
provided, so that it is difficult to assess the query performance on TDC com-
pressed data. A second differential technique, hereafter referred to as GRS, was
subsequently presented by Goldstein et al [3]. GRS computes and stores column-
wise rather than row-wise differentials. In contrast to TDC, the authors of GRS
also discuss the use of indexes in conjunction with their compressed data sets.
Both technique are particularly relevant in the DW setting as they specifically
target multidimensional spaces.

With respect to multi-dimensional indexing, we note that this has historically
been an active area of research [2], though few of the experimental methods
have found their way into production systems. The r-tree itself was proposed by
Guttman [6], while the concept of pre-packing the r-tree for improved storage
and performance was first discussed by Roussopoulos and Leifker [18]. Packing
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strategies were reviewed by Leutenegger et al. [12] and Kamel and Faloutsos
[11]. The former promoted a technique they called Sort Tile Recursion (STR),
while the latter identified Hilbert ordering as the superior approach.

The concept of representing a multi-dimensional space as a single dimensional,
non-differentiable curve began with Peano [15]. Jagadish provides an analysis of
four such curves — snake scan, gray codes, z-order, and Hilbert — and identifies
the Hilbert curve as providing the best overall clustering properties [10], a result
duplicated in [1].

Finally, it is worth noting that non-tabular storage has also been investigated.
For example, the Dwarf cube presented by Sismanis et. al [19] is a tree-based
structure that represents the 2d group-bys found in the d-dimensional data cube
[5]. Compression is achieved via the reduction of path redundancies. However, the
complexity of the Dwarf structure decreases the likelihood of mainstream DBMS
integration. Moreover, the Dwarf tends to be most effective at compressing high
dimensional views, which are least likely to be queried by end users. For both
of these reasons, a more practical solution may be an efficiently compressed fact
table coupled with a subset of small, heavily aggregated summary views.

3 Preliminary Material

As noted in Section 2, Ng and Ravishankar presented a technique called Tuple
Differential Coding (TDC) that was specifically targeted at multi-dimensional
data sets [14]. The algorithm works as follows. Given a relation R, we may
define a schema < A1, A2, ..., Ad > as as sequence of attribute domains Ai =
{1, 2, ..., |Ai|} for 1 ≤ i ≤ d. A d-dimensional tuple in this space exists within a
bounding box of size |A1| × |A2| × ... × |Ad|. In addition, the points in R may
be associated with an ordering rule. This rule is defined by a mapping function
that converts each tuple into a unique integer representing its ordinal position
within the space. In the case of TDC, the mapping function utilizes a standard
lexicographic ordering defined as ϕ : R → NR where NR = {0, 1, ...||R|| − 1}
and ||R|| =

∏d
i=1 Ai: ϕ(a1, a2, ...ad) =

∑d
i=1

(
ai

∏d
j=i+1 |Aj |

)
.

In effect, the TDC ordering algorithm converts a series of tuple attributes into
a single integer that uniquely identifies the position of the associated tuple in
the multi-dimensional space. Consequently, it is possible to convert the ordinal
representation of each tuple into a differential value — that represents the dis-
tance between successive ordinals — with the full sequence relative to a single
reference value stored in each disk block. Simple RLE techniques can then be
used to minimize the number of bits actually required to store the difference
values themselves.

While the lexicographic orderings utilized in TDC (and GRS) allow us to
uniquely order the values of the point space prior to differential calculation,
space filling curves represent a more sophisticated approach to this same general
problem. Such curves were first described by Peano [15] and can be defined
as non-differentiable curves of length sd representing a bijective mapping on the
curve C, with s equivalent to the side width of the enclosing space, and d referring
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to the number of spatial dimensions. Space filling curves have been investigated
in the database context as they allow for the conversion of a multi-dimensional
space to the linear representation of disk blocks. The Hilbert curve, in particular,
has been extensively studied since it was first proposed by David Hilbert [8].
Simply put, the Hilbert curve traverses all sd points of the d-dimensional grid,
making unit steps and turning only at right angles. We say that a d-dimensional
space has order k if it has a side length s = 2k. We use the notation Hd

k to denote
the k-th order approximation of a d-dimensional curve, for k ≥ 1 and d ≥ 2.
Figure 1(a), for example, represents the H2

3 space. The self-similar property of
the Hilbert curve should be obvious.
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form

4 Hilbert Space Differential Compression

In this section,we describe our new compression model. We note at the outset
that our primary objectives are to provide (i) an intuitive tuple-oriented model
that can be easily integrated into current RDBMS servers (ii) competitive com-
pression facilities coupled with the most efficient indexing methods available for
static environments.

4.1 Compressing the Point Data

As has been noted in previous research [10,13,1], the Hilbert curve has consis-
tently been shown to provide superior point clustering properties, as well as very
impressive r-tree packing characteristics. For this reason, we chose to investigate
the use of the Hilbert curve within a multi-dimensional differential model. The
differential mechanism was selected as it allows us to maintain tuple form, along
with page level compression granularity.

To begin, we assume a d-dimensional space and a fact table R consisting
of n tuples of d + 1 fields. The first d fields represent the feature attributes
of R, having cardinalities {|A1|, |A2|, ..., |Ad|}, while the final field provides the
measure value. Note that our focus in this paper is upon compression of the d
feature attributes, not the floating point measure (the same is true of previous
research in the area).
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Algorithm 1. Data compression
Input: An aggregated and arbitrarily sorted relation R, with n tuples consisting of k

feature attributes and one measure. A temporary buffer P . A required block disk
block size B.

Output: A fully compressed cuboid R′ with page level granularity.
1: for all n tuples of R do
2: convert each k-tuple to its Hilbert ordinal value
3: re-sort the n indexes of R
4: for each tuple i, with i ≤ n do
5: read next Hilbert ordinal hi

6: while estimated page size Pest < B do
7: if P is currently empty then
8: record hi as the uncompressed reference value
9: set the page bit count ρ = 0

10: else
11: calculate differential δ as hi+1 − hi

12: compute bit count β required to represent δ
13: if β > ρ then
14: ρ = β
15: write page P to disk, appending the measures as required

Recall that the TDC algorithm converts a multi-dimensional tuple into a
unique integer via a lexicographic ordering rule. This invertible mapping func-
tion is at the heart of differential encoding. The Hilbert curve, however, is
completely incompatible with lexicographic ordering. That being said, the ex-
istence of a Hilbert space bijective mapping can be exploited in order to form
a new invertible ordering rule. Specifically, the sd-length Hilbert curve repre-
sents a unique, strictly increasing order on the sd point positions, such that
CHIL : {1, ..., sd} → {1, ..., s}d. We refer to each such position as a Hilbert ordi-
nal . The result is a two-way mapping between d-dimensional tuples and their as-
sociated ordinals in Hilbert space defined as ϕ(a1, a2, ...ad) = CHIL(a1, a2, ...ad).
Figure 1(b) provides a simple illustration of the 16 unique point positions in H2

2.
Here, for example, we would have ϕ(2, 2) = CHIL(2, 2) = 3.

Algorithm 1 presents the method for providing point compression based upon
this Hilbert ordering rule. We assume the existence of a table R with arbitrary
tuple order. We begin by first converting the multi-dimensional records into
their Hilbert ordinal representaion and then sorting the result. Our immediate
objective is to now fill page size units with compressed tuples, where each page
is equivalent to some multiple of the physical block size. As each new page is
created, we initialize the first record as the uncompressed ordinal reference value
that represents the starting differential sequence. Next, we compute ordinal dif-
ferentials hi+1 − hi until the page has been filled to capacity. We determine
saturation by dynamically adjusting the minimal bit count δ required to rep-
resent the largest differential ρ in the running sequence. Once the capacity has
been reached, the bit compacted indexes and their measures are written to a
physical disk block.
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To illustrate the concept, Figure 1(c) displays two 2-d points along the same
simple H2

2 Hilbert curve. The initial point represents the reference ordinal stored
in the block header, while the second point is the ordinal corresponding to the
next tuple. Figure 1(c) provides the standard differential representation of the
second point which, in this case, would be found nine steps form the origin. In
Figure 1(d), we see the Bit Compacted Differential form for the second point.
Storage required is now just ρ = 9 − 6 = 310, or 112 in binary form. This is 62
bits less that the default encoding for a two dimensional value (assuming 32-bit
integers).

In addition to the tuple count and the uncompressed reference, the block’s
meta data includes the ρ value that indicates the minimum number of bits re-
quired to represent the highest tuple difference seen in the block. Each block
has a unique ρ value, and therefore includes a varying number of compressed
tuples. Note that differences are stored across byte or word boundaries, so as
to maximize the compression rate. To de-compress, the query engine need only
retrieve the reference tuple and then consecutively add each of the differences to
obtain the original Hilbert ordinals. Subsequently, the ordinals are transformed
back to multi-dimensional tuple form as required.

Finally, we note that in multi-dimensional environments, difference values can
exceed the capacity of standard 32-bit or even 64-bit registers. Specifically, for a
d-dimensional space, the maximum differential value is equivalent to

∏d
i=1 |Ai|

for dimension cardinalities |A1|, |A2|, ..., |Ad|. In a 10-dimensional space, for ex-
ample, differentials can reach 100 bits, assuming uniform cardinalities of just
1000. Consequently, the Hilbert differential model has been extended to support
integers of arbitrary length. To this end, the GNU Multiple Precision Arithmetic
Library (GMP) has been integrated into our Hilbert transformation functions
and seamlessly provides efficient index-to-tuple and tuple-to-index transforma-
tions for arbitrarily large Hilbert spaces.

4.2 Compression of the Indexes

One of the primary advantages of the use of the Hilbert curve is that it allows
for the clean integration of data and index compression. Specifically, the same
Hilbert order that provides the differential based mapping for point compression
can also be used to support state-of-the-art pre-packing of multi-dimensional
r-trees [11]. Moreover, the packed indexes can then be further processed in order
to produce extremely high compression ratios. Recall that the GRS method also
provides indexing but, in this case, relies on a very simple linearization of points
that ultimately depends upon an unrealistic uniform distribution assumption.
As we will see in Section 5, indexing efficiency suffers as a result.

Algorithm 2 illustrates the method for generating and compressing the in-
dex. As with data compression, the algorithm fills page size units, equivalent
to a multiple of the physical block size. Each of the pages corresponds to a
node n of the r-tree. Geometrically, a node constitutes a hyper-rectangle cover-
ing a delimited section of the point space. Therefore, compressed data blocks are
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Algorithm 2. Index compression
Input: A cuboid C′ containing b blocks andcompressed with the Hilbert Differential

method. Temporary buffers P and T . A required disk block size B.
Output: A fully compressed r-tree index I with one node per page.
1: for all b blocks of R′ do
2: calculate Vmin and Vmax vertexes of b,

V = {A1, A2, ..., Ak}
3: write node Nb

0 = {Vmin , Vmax} to T uncompressed
4: repeat
5: retrieve number of nodes nN from level L
6: for each i, with i ≤ nN do
7: read one node NL = {Vmin, Vmax} from level L
8: if page P is empty then
9: create node NL+1 in level L + 1

10: initialize NL+1 = NL

11: else
12: include vertexes of NL in NL+1

13: recalculate pivot of NL+1: G = minL+1

14: recalculate bit count β needed to represent Vmax in NL+1

15: if estimated page size Pest > B then
16: rollback last inclusion
17: write NL+1 to page P uncompressed
18: for all NL nodes of level L do
19: for all k attribute of each vertex VL of NL do
20: calculate differential ψ as VL(k) − G(k)
21: write ψ to P using Bit Compaction
22: until number of nodes nN == 1

naturally defined as the leaf nodes of the r-tree. The rest of the index structure
is built bottom-up from level-0 (i.e., the leaf level) to the root.

We start with a relation R′, which has already been compressed using our
Hilbert Differential method. For each of the leaf nodes, we record its enclosing
level-0 hyper-rectangle as a pair of d-dimensional vertexes. These two points
represent the attribute values corresponding to the block’s local minima, which
we refer to as the pivot , and the maxima. Next, we create the nodes in level-1
by including each hyper rectangle from level-0. We initialize the pivot of the
node in level-1 with the one located in the current leaf. For each dimension, we
calculate the bits β necessary to represent the difference between the maxima
and minima. For each new hyper-rectangle, the pivot and bit strings are updated,
along with the point count, until saturation is achieved. Once the page is full, the
vertexes are bit compacted and written to a physical block that simply stores
the per-dimension differences with respect to the pivot value. This process is
then repeated until we reach a single root node at the tree’s apex.

Index block meta data includes the following values: the number of child
nodes, the bit offset of the first child, and an array indicating the number of
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bits ψ used to represent each dimension in the current block. As with the data
compression, blocks may house a varying number of compressed vertexes. Note
that the pivot value is not included in the block, but rather compressed in the
node immediately above. Because searching the index always requires traversing
its nodes top down, we can guarantee that the pivots required to uncompress
nodes in level L have already been decompressed in level L + 1.

Note that the compressed indexing model supports query resolution for both
range and point queries (if required). To retrieve data the query engine performs
a standard top-down index traversal. Each time a node is visited, exactly one
page P is read and decompressed. To decompress P we read each hyper-rectangle
N formed by the two vertexes Vmin,Vmax, adding to every dimension attribute
the value of its corresponding attribute in the current pivot vertex GL. If the
query lies inside the boundary formed by Vmin and Vmax, a new task is created.
The task is included in a FIFO queue as {GL+1, o}, where Vmin becomes the
pivot GL+1 when the task is to be resolved on the next tree level, and o is
the offset of N in the disk file. When the query engine reaches a leaf node, a
data page is loaded. At that point, tuple decompression is performed as per the
description in Section 4.1.

4.3 Optimizations for Massive Data Sets

Given the size of contemporary data warehouses, practical compression methods
must concern themselves not only with expected compression ratios, but with
performance and scalability issues as well. As such, the framework supports
a comprehensive buffering subsystem that allows for streaming compression of
arbitrarily large data sets. This is an end-to-end model that consists of the
following pipelined stages: generation of Hilbert indexes from multi-dimensional
data, secondary memory sorting, Hilbert index alignment, Hilbert differential
data compression, and r-tree index compression.

To minimize sorting costs during the initial compression phase, we note the
following. Given an O(n lg n) comparison based sort, we can assume an average
of lg n Hilbert comparisons for each of the n tuples. Since tuple conversions are
identical in each case, signficant performance improvements can be realized by
minimizing the number of Hilbert transformations. Consequently, our framework
uses a pre-processing step in which the n tuples of R are converted into ordinal
form prior to sorting. This single optimization typically reduces costs by a factor
of 10 or more, depending on dimension count. To support larger data sets, we
extend the compression pipeline with an external memory sorting module that
employs a standard P -way merge on intermediate partial runs. P is maximized
as �m/b�, where b is the available in-memory buffer size and m is the size of
the disk resident file. With the combination of the streaming pipeline, ordinal
pre-processing, and the P -way sort, there is currently no upper limit on the
size of the files to be compressed other than the limitations of the file system
itself.
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5 Experimental Results

In this section, we provide experimental results that assess the compression ratios
on both data and indexes, as well as comparative results versus the original
TDC algorithm, GRS, and the Dwarf cube. All tests are conducted a 3.2 GHz
workstation, with 1 GB of main memory and a 160 GB disk drive operating
at 7200 RPM. We utilize both real and synthetically generated data. For the
query evaluations, we use the standard approach of timing queries in batch
mode. In our case, an automated query generator constructs batches of 1000
range queries, in which high/low ranges are randomly generated for each of k
attributes, randomly selected from the d-dimensional space, k ⊆ d. For all tests,
compression is expressed as a percentage indicating the effective size reduction
with respect to the original table, where the fields of each record are initially
represented as 32 bit integers. High numbers are therefore better.

We begin by looking at the effect of compression on data sets of one million
records, with cardinalities randomly chosen in the range 4–10000, as dimension
count increases from two to ten. The methods evaluated include TDC, GRS, and
our own Hilbert Space Compression methods, referred to as HSC. Figure 2(a)
displays the results for a fairly typical zipfian skew of one, while Figure 2(b)
illustrates the effect of more extreme clustering produced by a zipfian value of
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three. Several observations can be made. First all differential algorithms demon-
strate compression ratios in excess of 80%, with TDC slightly above the Hilbert
method. This difference is primarily attributable to the fact that the Hilbert axes
must be rounded up to the nearest “power of two”, thereby sacrificing a half bit
on average. Second, the increased clustering produced by data skew leads to
extremely high compression rates. TDC and HSC, in particular, hover between
95% and 98%. GRS trails the other two methods, largely due to its unrealistic
uniformity assumption. Third, there is a general decline in the compression ratio
as dimensions increase due to the point space becoming significantly larger.

In practice, record counts in data warehouse environments are extremely large.
Figure 2(c), therefore illustrates the effect of increasing the data set size from
100,000 to 10 million. Here we see a marked increase in compression ratios as
record count grows. Again, this is expected for differential methods as increased
record count leads to elevated density that, in turn, reduces the distance between
points. For TDC and HSC in particular, compression rates reach approximately
90% percent at just 10 million rows. We also performed a single HSC compression
test on a data set of four dimensions and 100 million rows (skew = 1, mixed
cardinalities). The rows occupied approximately 1.6 GB in uncompressed form,
but were reduced to just 58 MB with the Hilbert methods. The final compression
rate was 96.36%. Again, the very high compression rates are heavily influenced
by the increased density of large sets. We note that the associated compressed
index occupied just 553 KB.

Figure 2(d) provides another direct comparison, this time on a weather data
set commonly used in DW evaluations [7]. The set consists of 1.1 million records,
and nine dimensions with cardinality varying between 2 and 7037. In this case,
the positions of TDC and GRS are reversed, a result reflective of the fact that
the modest skew of the real data set closely models the uniformity assumption of
GRS. The compression for HSC is almost completely consistent with Figure 2(a),
as one would expect with the Hilbert curve.

In Figure 2(e), we see a direct compression comparison with HSC and the
Dwarf cube showing the two techniques on data sets of varying record counts.
We note that we use a smaller data set here due to a limited Dwarf implementa-
tion. Given the current parameters, we see a simple trend indicating improved
performance for the Hilbert methods at higher record counts. This is likely due
to the increased ability to exploit space density. We note that additional testing
did show advantages for the Dwarf in very high dimensions, though again we
stress that users seldom issue queries in this region of the space.

Figure 2(f) illustrates the compression rates for the index components for
record counts varying from 100000 to 10 million (zipf = 1, mixed cardinalities).
Here, we can see ratios from 94.90% up to 99.20% for the largest data sets. We
note that comparable index compression numbers for GRS were never provided.
Figure 2(g) examines the effect of varying the dimension count. As dimensions
increase from two to 12, the compression ratio varies from 96.64% to 98.50%.
In contrast to data compression, increased dimension count is not a problem for
the indexing methods. Specifically, the compact pivot-based representation for
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the bounding boxes does not deteriorate as we increase the the number of axes
of the enclosing hyper-rectangle.

Finally, we examine the impact of compression on query performance (using
the data sets of test [a]). Figure 2(h) indicates that the average number of disk
blocks retrieved during a query batch when using compressed Hilbert r-trees
is about 10% of the number retrieved when using uncompressed data. Recall
the GRS is the only other differential method that describes a possible indexing
approach. In [3], the authors indicate that IO costs for their compressed methods
are approximately 40%-50% of the costs of the uncompressed benchmark. The
elevated I/O costs, relative to HSC, likely result from a linearization strategy
that less effectively exploits the increased fanout of the compressed blocks. This
is a crucial observation with respect to practical implementations.

Finally, in Figure 2(i), we look at the time taken during these same query
runs to uncompress records and place them into the result set, versus the time
to do so with completely uncompressed records. Here, we see the ratio increase
from about a factor of two in low dimensions to about a factor of 4 in higher
dimensions. We note, however, that we currently working with a simple Hilbert
library and that further performance optimizations would almost certainly re-
duce the decompression costs. We expect that even modest improvements would
eventually allow the decompression methods to keep pace with the raw IO.

6 Conclusions

In this paper, we have presented a broad compression framework for use in
practical data warehouse settings. Building upon the extensively studied Hilbert
space filling curve, the new methods identify multi-dimensional point clustering
in order to minimize differential calculations. Impressive compression ratios are
provided for a variety of parameter sets. Most importantly, the Hilbert ordering
logic is incorporated into the index compression process so as to create a sin-
gle coordinated framework. The indexes in particular are extremely small and
are associated with an order of magnitude reduction in the number of blocks
drawn from the disk. Various external memory extensions allow the framework
to function in environments of almost unlimited size. Taken as a whole, we be-
lieve the current model represents the most effective and most comprehensive
compression framework for today’s vast multi-dimensional environments.
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Abstract. Data warehouse (DW) evolution usually means evolution of
its model. However, a decision support system is composed of the DW
and of several other components, such as optimization structures like
indices or materialized views. Thus, dealing with the DW evolution also
implies dealing with the maintenance of these structures. However, prop-
agating evolution to these structures thereby maintaining the coherence
with the evolutions on the DW is not always enough. In some cases prop-
agation is not sufficient and redeployment of optimization strategies may
be required. Selection of optimization strategies is mainly based on work-
load, corresponding to user queries. In this paper, we propose to make
the workload evolve in response to DW schema evolution. The objective
is to avoid waiting for a new workload from the updated DW model. We
propose to maintain existing queries coherent and create new queries to
deal with probable future analysis needs.

Keywords: Data warehouse, Model, Evolution, Optimization strategy,
Workload, Query rewriting.

1 Introduction

Data warehouses (DW) support decision making and analysis tasks by providing
consolidated views. These consolidated views are built from the multi-dimensional
model, based on heterogeneous data sources, of the DW. The multi-dimensional
model being the most important component of a decisional architecture, the key
point for the success of this type of architecture is the design of this model accord-
ing to two factors: available data sources and analysis needs. As business environ-
ment evolves, several changes in the content and structure of the underlying data
sources may occur. In addition to these changes, analysis needs may also evolve,
requiring an adaptation of the existing multi-dimensional model. Thus the DW
model has to be updated.

DWs containing large volume of data, answering queries efficiently required
efficient access methods and query processing techniques. One issue is to use
redundant structures such as views and indices. Indeed, among the techniques
adopted in relational implementations of DWs to improve query performance,
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view materialization and indexing are presumably the most effective ones [1]. One
of the most important issues in DW physical design is to select an appropriate
set of materialized views and indices, which minimizes total query response time,
given a limited storage space.

A judicious choice in this selection must be cost-driven and influenced by the
workload experienced by the system. Indeed, it is crucial to adapt the perfor-
mance of the system according to its use [2]. In this perspective, the workload
should correspond to a set of users’ queries. The most recent approaches syntac-
tically analyze the workload to enumerate relevant candidate (indices or views)
[3]. For instance, in [4], the authors propose a framework for materialized views
selection that exploits a data mining technique (clustering), in order to deter-
mine clusters of similar queries. They also propose a view merging algorithm
that builds a set of candidate views, as well as a greedy process for selecting a
set of views to materialize. This selection is based on cost models that evaluate
the cost of accessing data using views and the cost of storing these views.

The workload is supposed to represent the users’ demand on the DW. In the
literature, most of the proposed approaches rely on the existence of a reference
workload that represents the target for the optimization [5]. However, in [6],
the authors argue that real workloads are much larger than those that can be
handled by these techniques and thus view materialization and indexing success
still depends on the experience of the designer. Thus, they propose an approach
to build a clustered workload that is representative of the original one and that
can be handled by views and indices selection algorithms.

In views selection area, various works concern their dynamical selection [7,8,9].
The dynamic aspect is an answer to workload evolution. However, workload evo-
lution can also be considered from different points of views. In [9], the authors
consider that the view selection must be performed at regular maintenance in-
tervals and is based on an observed or expected change in query probabilities. In
[7,8], the authors suppose that some queries are added to the initial workload.
Thus these works assume that previous queries are always correct. However, we
affirm that it is not always the case.

In this paper, we want to define a different type of workload evolution. Indeed,
we have to consider that the DW model update induces impacts on the queries
composing the workload. Our key idea consists in providing a solution to make
the workload queries evolve. The objective is to maintain the queries coherent
with the DW model evolution and to create new queries expressing forthcoming
analysis needs if required. Since the processing time for answering queries is
crucial, it is interesting to adopt a pro-active behaviour. That is we propose to
make the workload evolve in response to the model evolution. In this paper, we
present our preliminary work concerning this issue.

The remainder of this paper is organized as follows. First, we detail the prob-
lem of query evolution in Section 2. Then, we present the DW schema evolu-
tions and their impacts on the workload queries in Section 3. In Section 4, we
focus on our approach to adapt queries of an existing workload, as a support for
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optimization strategy evolution. Next, we present an example of our approach
applied to a simplified case study in Section 5. We finally conclude and provide
future research directions in Section 6.

2 The Query Evolution Problem

The problem of query evolution in DWs has been addressed in an indirect way.
We evoked in the introduction the problem of materialized view maintenance.
However, we have to consider the duality of views, which are both sets of tuples
according to their definition of extension and queries according to their defi-
nition of intention. Indeed, a view corresponds to the result of a query. Thus
the question of view evolution can be treated as the query evolution problem.
This perspective is followed in [10], where the impact of data sources schema
changes is examined to each of the clauses of the view query (structural view
maintenance).

However, in data warehousing domain, the issue of query evolution has not yet
been addressed as a problem in itself. This point is important because queries are
not only used to define views; for instance, in a decisional architecture, queries
are also used in reporting (predefined queries) or to test the performance of the
system when they form a workload.

The problem of query maintenance has been evoked in the database field.
Some authors think that model management is important for the entire envi-
ronment of a database. Indeed, queries maintenance should also involve the sur-
rounding applications and not only be restricted to the internals of a database
[11]. Traditional database modeling techniques do not consider that a database
supports a large variety of applications and provides tools such as reports, forms.
A small change like the deletion of an attribute in this database might impact
the full range of applications around the system: queries and data entry forms
can be invalidated; application programs accessing this attribute might crash.

Thus, in [12], the authors first introduce and sketch a graph-based model that
captures relations, views, constraints and queries. Then, in [13], the authors ex-
tend their previous work by formulating a set of rules that allow the identification
of the impact of changes to database relations, attributes and constraints. They
propose a semi-automated way to respond to these changes. The impact of the
changes involves the software built around the database, mainly queries, stored
procedures, triggers. This impact corresponds to an annotation on the graph,
requiring a tedious work for the administrator.

In this paper, we focus on the query evolution aspect in data warehousing
context. More particularly, we focus on the performance optimization objective
through the evolution of the workload. As compared to previous presented work,
we do not consider annotations for each considered model. We propose a gen-
eral approach to make any workload evolve. These evolutions are made possible
by using the specificity of multidimensional model that encapsulates semantic
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concepts such as dimension, dimension hierarchy. Indeed, these concepts induce
roles that are recognizable in any model.

To achieve ourworkload evolution objective, we first define a typology of changes
applied to the model (more precisely we focus on schema evolution) and their im-
pacts on the workload. In this context, we tend to follow two goals: (1) maintaining
the coherence of existing queries according to schema updates; (2) defining new
queries when the schema evolution induces new analysis possibilities.

3 Data Warehouse Schema Evolution and Consequences

In this paper, we focus on the DW schema changes. We do not deal with data
updating.

In a relational context, schema changes can occur on two levels: table or
attribute. In the DW context, we cannot deal only with this concept. We have
to introduce the DW semantic. Indeed, we have to consider that updates on a
dimension table and on a fact table do not have the same consequences.

In Figure 1, we represent these changes and their impact on queries. We
define what “concept” is modified, what kind of modification it is and the conse-
quence on the workload. We consider three consequences: (1) updating queries;
(2) deleting queries; (3) creating queries.

Role in the model Type Operation Query
Updating

Query
Deleting

Query
Creating

Dimension and level Table Creating YES

Dimension and level Table Deleting YES YES

Dimension and level Table Updating (Renaming) YES

Fact Table Updating (Renaming) YES

Measure Attribute Creating

Measure Attribute Deletion YES YES

Measure Attribute Updating (Renaming) YES

Dimension descriptor Attribute Creating YES

Dimension descriptor Attribute Deleting YES YES

Dimension descriptor Attribute Updating (Renaming) YES

Fig. 1. Schema evolution possibilities and consequences on the workload queries

First, we note that we do not deal with the creation or the deletion of a fact
table. In this case, there is an impact on dimension tables also. We think that
these changes make the DW model evolve in an important way, so that the
previous queries expressing analysis needs are no longer coherent or we are not
able to define future analysis needs due to a large number of possibilities.

Concerning the query updating, it consists in propagating the change on the
syntax of the implied queries. More precisely, the syntax of the queries’ clauses
have to be rewritten when they use a concept that has changed. For the creation
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of a level, several possible queries can be created. However, we suppose in this
paper that we only create one query that integrates the created level.

For the deleting operation, we can observe two consequences: propagation and
deletion. This means that if rewriting (propagation) is not possible, the query is
deleted.

Furthermore, when a measure is created, we propose no consequence on the
workload. Indeed, these changes do not induce coherence problems on existing
queries. Thus it implies neither query updating nor query deletion. Moreover,
since the workload allows for performance study, we do not create additional
queries. Indeed, choosing one or another measure does not have any impact on
the query performance.

4 Workload Evolution: Our Approach

In this section, we detail various aspects of our proposal. First, we provide the
general architecture of our approach. Then, we detail the algorithm for the work-
load evolution. Finally, we provide some explanations about the implementation.

4.1 General Architecture

Our proposal of workload evolution is placed in a global architecture (Figure 2).
According to the use of a DW, an initial workload is defined, containing the
users’ queries. A selection of the optimization strategy can be carried out, on
the basis of this workload. When the administrator makes the DW model evolve,
the queries can become incoherent, i.e. they can no longer be executed on the
updated DW.

Taking into account both the initial workload and the changes applied on the
DW model, a workload evolution process is applied. This allows for the creation

Fig. 2. Architecture for workload updating
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of an updated workload that contains queries which can be executed on the
updated DW. This workload contains not only queries that have been updated
but also new queries if the DW changes induce new analysis possibilities. Note
that this framework can be used for each DW model evolution. In the remainder
of this paper we focus on schema (i.e. structure) evolution.

4.2 Algorithm

To achieve the workload evolution, we propose an algorithm which considers
the DW schema evolutions and the initial workload as the input parameters
(Algorithm 1).

First of all, concerning the rewriting process after the renaming of a concept,
it consists in analyzing each clause of each query in the workload (SELECT,
FROM, WHERE, GROUP BY) to find the old names and to replace them by
the new ones.

Concerning the deletion of a concept, if a rewriting process fails, the corre-
sponding query is deleted. The rewriting process can fail if the query no longer
makes sense. For instance, if a dimension is deleted in the model and the existing
query is an analysis according this dimension and no other dimension, we have
to delete this one. Note that, as mentioned in the algorithm, we do not consider
the deletion of measure even if it is the only one.

Concerning the creation of a concept (dimension table or attribute), we define
a decisional query according to this new attribute or table. In such a query, we
apply the operator AVG by default on a measure of the fact table. In the case of
a table creation (resp. attribute), we can deal with the primary key of the new
table (resp. this attribute) as a group by element.

4.3 Implementation

We implemented our approach according to a client/server architecture, with
the Oracle 10g DBMS interfaced with PHP scripts. We suppose that a tool is
used by the administrator to manage the DW model, and this tool provides the
various changes that are carried out on the model. These changes are stored
into two relational tables: one for changes on tables, and one for changes on
attributes. These tables present some useful information such as the evolution
type, the name of the object that has changed.

Furthermore, we exploit the DW meta-model which is stored in a relational
way. For instance, it allows for determining what are the dimension hierarchies,
the links between tables in order to write new queries. This meta-model contains
the semantic induced by the DW model, particularly for the dimension hierar-
chies. Indeed, a dimension hierarchy corresponds to a set of semantical relations
between values.

The queries of the workload are prepared to be transformed into a relational
representation. More precisely, a table gathers the ID of the query, the SELECT
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Algorithm 1. Workload Evolution Process
Require: workload W , set of DW schema evolutions E
Ensure: updated workload W ′

1: Copying the queries of W into W ′

2: for all evolution e ∈ E do
3: if e=“renaming dimension, level table” OR “renaming fact table” OR “renaming measure”

OR “renaming dimension descriptor” then
4: Rewriting the implied decisional queries according to the new names
5: end if
6: if e=“creating granularity level, dimension” OR “creating a dimension descriptor” then
7: Searching for relational link from the fact table to the concerned level table
8: Writing a decisional query according to the new level: (created attribute or table key in

the SELECT clause)
9: Adding the query to the workload W ′

10: end if
11: if e=“deleting granularity level or dimension” then
12: Searching for another level in the same dimension
13: Rewriting the implied decisional queries according to the replaced level or deleting the

queries if rewriting is not possible
14: end if
15: if e=“deleting a measure” then
16: Searching for another measure in the same fact table

{We suppose that there is another measure, on the contrary, it is a fact table deletion and
not only a measure deletion }

17: Rewriting the implied decisional queries according to the replaced measure
18: end if
19: if e=“deleting a dimension descriptor” then
20: Searching for another dimension descriptor in the same level (table key by default)

{Rewriting the implied decisional queries according to the replaced attribute}
21: end if
22: end for
23: return workload W ′

clause, the FROM clause, the WHERE clause, the GROUP-BY clause. The
changes are carried out on this table, before computing the workload file.

5 Example

To illustrate our approach, we use a case study defined by Le Crédit Lyonnais
french bank1. The DW model concerns data about the annual Net Banking
Income (NBI). The NBI is the profit obtained from the management of customers
account. It is a measure observed according to several dimensions: CUSTOMER,
AGENCY and YEAR (Figure 3). The dimension AGENCY comprises a hierarchy
with the level COMMERCIAL DIRECTION. Each commercial direction corresponds
to a group of agencies.

According to the use of the DW, a workload is defined from users’ queries.
Usually, in an OLAP environment, queries require the computation of aggregates
over various dimension levels. Indeed, given a DW model, the analysis process
allows to aggregate data by using (1) aggregation operators such as SUM or AVG;
and (2) GROUP BY clauses. Here, we consider a simple example with a small
workload comprising five queries that analyze the sum or the average of NBI
according to various dimensions at various granularity levels (Figure 4).

1 Collaboration with LCL-Le Crédit Lyonnais (Rhône-Alpes Auvergne).
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Fig. 3. Initial DW model for the NBI analysis

Fig. 4. Initial Workload for the NBI analysis

Fig. 5. Updated DW model for the NBI analysis

Due to evolutions of data sources and analysis needs, the following changes
are applied on the DW model, resulting an updated model (Figure 5):

– adding the attribute Segment in the CUSTOMER dimension;
– renaming the COMMERCIAL DIRECTION level to DIRECTION;
– renaming the CommercialDirectionID and the CommercialDirectionLabel attributes

respectively to DirectionID and DirectionLabel;
– inserting the COMMERCIAL UNIT level between AGENCY and DIRECTION

levels.

After the schema evolution, our algorithm is applied, and an updated work-
load is provided (Figure 6). We can note that queries’ syntax is updated to
remain coherent with the DW model. Indeed, the schema’s updates have been
propagated to the required queries. Moreover, two queries have been added,
to take into account potential analysis needs which concern the newly created
COMMERCIAL UNIT level and the newly created Segment attribute.
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Q1: SELECT  AgencyLabel, YearLabel, AVG (NBI) FROM AGENCY, YEAR, TF-NBI WHERE AGENCY.AgencylD=TF-NBI.AgencylD
AND YEAR.YearID=TF-NBI.YearlD GROUP BY AgencyLabel, YearLabel;  

Q 2: SELECT Direct ionLabel,  YearLabel,  AVG (NBI) FROM AGENCY, DIRECTION, TF-NBI WHERE  AGENCY.AgencylD=TF-
NBI.AgencylD AND DIRECTION.Di rectionl D=AGENCY.Di rectionlD GROUPBY Direct ionLabel, YearLabel; 

Q3: SELECT MaritalStatus, YearLabel, SUM (NBI) FROM CUSTOMER, TF-NBI WHERE CUSTOMER.CustomerlD=TF-NBI.CustomerlD
GROUP BY MaritalStatus, YearLabel; 

Q4: SELECT Direct ionLabel,  YearLabel,  SUM (NBI) FROM AGENCY, DIRECTION,  TF-NBI WHERE AGENCY.AgencylD=TF-

Q5: SELECT AgencyLabel, AVG (NBI) FROM AGENCY, DIRECTION, TF-NBI WHERE AGENCY.AgencylD=TF-NBI.AgencylD AND
DIRECTION.DirectionlD=AGENCY.DirectionlD AND YearLabel='2000' AND DirectionLabel='Lyon' GROUP BY AgencyLabel;

Q6: SELECT  UnitLabel, AVG (NBI) FROM AGENCY, COMMERCIAL_UNIT, TF-NBI WHERE AGENCY.AgencylD=TF-NBI.AgencylD
AND COMMERCIAL_UNIT.UnitID=AGENCY.UnitlD GROUP BY UnitLabel;

Q7: SELECT Segment, AVG (NBI) FROM CUSTOMER, TF-NBI WHERE CUSTOMER.CustomerlD=TF-NBI.CustomerlD AND GROUP
BY Segment;

NBI.AgencylD AND DIRECTION.Directionl D=AGENCY.DirectionlD AND YearLabel='2000'GROUP B Y DirectionLabel, YearLabel;

Fig. 6. Updated Workload for the NBI analysis

6 Conclusion

In this paper, we presented a preliminary work to address the problem of query
evolution in DWs. We focused particularly on the problem of workload evolution
to support optimization strategy evolution. We proposed a global approach to
achieve this task and an algorithm. We presented a simplified example based on
a case study to illustrate our approach. The main advantage of our approach is
to support the administrator by a pro-active method. Firstly it ensures that the
existing queries remain coherent according to the schema evolution. Secondly it
provides new queries to take into account possible analysis needs.

There are still many aspects to be explored. First of all, we want to develop
a tool based on our proposal that helps the DW administrator in the evolution
process. In this case, the workload evolution process can be extended to propose
several consequences to be applied in a semi-automatic way and to create more
complex queries by involving the administrator. For instance, for the deletion of
a level which is between two others, the administrator can choose to rewrite the
queries according to the higher level, or the lower level or both. Furthermore, in
addition to the schema evolutions, we have to integrate the evolution of data in
our approach. For instance, we can consider value evolution of a foreign key. This
type of changes induces update on WHERE clauses of the queries. Moreover, we
have to carry out a performance study in order to precisely determine in which
context our approach is more interesting (instead of a manual evolution made
by the administrator himself). We may study parameters such as the number of
queries in the workload, the importance of changes in the DW. Finally, we want
to integrate the evolution aspect in a benchmark. Indeed a benchmark allows
for deciding of optimization strategies before the real use of the DW. And it can
help to evaluate the impact of a change and to decide whether the change has
to be applied or not. This issue requires to equip benchmarks with evolution
operators in order to make the benchmark evolve.

Acknowledgments. The authors would like to thank Mohamed Bekhouche,
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Abstract. In this paper, we deal with the problem of performing what-if 
analysis for changes that occur in the schema/structure of the data warehouse 
sources. We abstract software modules, queries, reports and views as 
(sequences of) queries in SQL enriched with functions. Queries and relations 
are uniformly modeled as a graph that is annotated with policies for the 
management of evolution events. Given a change at an element of the graph, 
our method detects the parts of the graph that are affected by this change and 
indicates the way they are tuned to respond to it.  

1   Introduction 

Data warehouses are complicated software environments where data stemming from 
operational sources are extracted, transformed, cleansed and eventually loaded in fact 
or dimension tables in the data warehouse. Once this task has been successfully 
completed, further aggregations of the loaded data are also computed and stored in 
data marts, reports, spreadsheets, and other formats. The whole environment involves 
a very complicated architecture, where each module depends upon its data providers 
to fulfill its task. This strong flavor of inter-module dependency makes the problem of 
evolution very important in a data warehouse environment.  

Figure 1 depicts a simplified version of an Extraction-Transformation-Loading 
(ETL) process. Data are extracted from sources and they are transferred to the Data 
Staging Area (DSA), where their contents and structure are modified; example 
transformations include joins, addition of new attributes produced via functions, and 
so on. Finally, the results are stored in the data warehouse (DW) either in fact or 
dimension tables and materialized views. During the lifecycle of the DW it is possible 
that several counterparts of the ETL process may be evolved. For instance, assume 
that an attribute is deleted from the underlying database S1 or it is added to the source 
relation S2. Such changes affect the entire workflow, possibly all the way to the 
warehouse (tables T1 and T2), along with any reports over the warehouse tables 
(abstracted as queries over view V3).  

Research has extensively dealt with the problem of schema evolution, in object-
oriented databases [1, 11, 15], ER diagrams [22], data warehouses [6, 16, 17, 18] and 
materialized views [2, 5, 7, 8]. However, to the best of our knowledge, there is no 
global framework for the management of evolution in the described setting. 
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Fig. 1. A simple ETL workflow 

In this paper, we provide a general mechanism for performing what-if analysis [19] 
for potential changes of data source configurations. We introduce a graph model that 
uniformly models relations, queries, views, ETL activities, and their significant 
properties (e.g., conditions). Apart from the simple task of capturing the semantics of 
a database system, the graph model allows us to predict the impact of a change over 
the system. We provide a framework for annotating the database graph with policies 
concerning the behavior of nodes in the presence of hypothetical changes. In addition, 
we provide a set of rules that dictate the proper actions, when additions, deletions or 
updates are performed to relations, attributes, and conditions. (All the above concepts 
are treated as first-class citizens in our model.)  Assuming that a graph construct is 
annotated with a policy for a particular event (e.g., an activity node is tuned to deny 
deletions of its provider attributes), the proposed framework has the following 
features: (a) it performs the identification of the affected subgraph; and (b) if the 
policy is appropriate, it automates the readjustment of the graph to fit the new 
semantics imposed by the change. Finally, we experimentally assess our proposal. 
 

Outline. Section 2 presents the graph model for databases. Section 3 proposes a 
framework of graph annotations and readjustment automation for database evolution. 
Section 4 presents the results of a case study for our framework. Section 5 discusses 
related work. Finally, Section 6 concludes and provides insights for future work.  

2   Graph-Based Modeling of ETL Processes 

In this section, we propose a graph modeling technique that uniformly covers 
relational tables, views, ETL activities, database constraints, and SQL queries as first 
class citizens. The proposed technique provides an overall picture not only for the 
actual source database schema but also for the ETL workflow, since queries that 
represent the functionality of the ETL activities are incorporated in the model.  

The proposed modeling technique represents all the aforementioned database parts 
as a directed graph G=(V,E). The nodes of the graph represent the entities of our 
model, where the edges represent the relationships among these entities. Preliminary 
versions of this model have been presented in our previous work [9,10]. 

The constructs that we consider are classified as elementary, including relations, 
conditions and queries/views and composite, including ETL activities and ETL 
processes. Composite elements are combinations of elementary ones. 
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Relations, R. Each relation R(Ω1,Ω2,…,Ωn) in the database schema can be either a table 
or a file (it can be considered as an external table). A relation is represented as a 
directed graph, which comprises: (a) a relation node, R, representing the relation 
schema; (b) n attribute nodes, Ωi∈Ω, i=1..n, one for each of the attributes; and (c) n 
schema relationships, ES, directing from the relation node towards the attribute nodes, 
indicating that the attribute belongs to the relation.  
 

Conditions, C. Conditions refer both to selection conditions of queries and views, and 
constraints of the database schema. We consider three classes of atomic conditions 
that are composed through the appropriate usage of an operator op belonging to the 
set of classic binary operators, Op (e.g., <, >, =, ≤, ≥, !=, IN, EXISTS, ANY): (a) Ω op 
constant; (b) Ω op Ω’; and (c) Ω op Q. (Ω, Ω’ are attributes of the underlying 
relations and Q is a query). A condition node is used for the representation of the 
condition. The node is tagged with the respective operator and it is connected to the 
operand nodes of the conjunct clause through the respective operand relationships, O. 
Composite conditions are easily constructed by tagging the condition node with a 
Boolean operator (e.g., AND or OR) and the respective edges, to the conditions 
composing the composite condition.  
 

Queries, Q. The graph representation of a Select - Project - Join - Group By (SPJG) 
query involves a query node representing the query and attribute nodes corresponding 
to the schema of the query. Thus, the query graph is a directed graph connecting the 
query node with all its schema attributes, through schema relationships. In order to 
represent the relationship between the query graph and the underlying relations, the 
query is resolved into its essential parts: SELECT, FROM, WHERE, GROUP BY, HAVING, 
and ORDER BY, each of which is eventually mapped to a subgraph.  
 

Select part. Each query is assumed to own a schema that comprises the attributes 
appearing in the SELECT clause, either with their original or alias names. In this 
context, the SELECT part of the query maps the respective attributes of the involved 
relations to the attributes of the query schema through map-select relationships, EM, 
directing from the query attributes towards the relation attributes. 
 

From part. The FROM clause of a query can be regarded as the relationship between 
the query and the relations involved in this query. Thus, the relations included in the 
FROM part are combined with the query node through from relationships, EF, directing 
from the query node towards the relation nodes. 
 

Where and Having parts. We assume the WHERE and/or HAVING clauses of a query in 
conjunctive normal form. Thus, we introduce two directed edges, namely where 
relationships, Ew, and having relationships, EH, both starting from a query node 
towards an operator node corresponding to the conjunction of the highest level. 
 

Group and Order By part. For the representation of aggregate queries, two special 
purpose nodes are employed: (a) a new node denoted as GB∈GB, to capture the set of 
attributes acting as the aggregators; and (b) one node per aggregate function labeled 
with the name of the employed aggregate function; e.g., COUNT, SUM, MIN. For the 
aggregators, we use edges directing from the query node towards the GB node that are 
labeled <group-by>, indicating group-by relationships, EG. The GB node is connected 
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Fig. 2. Graph of an example aggregate query annotated with policies [10] 

with each of the aggregators through an edge tagged also as <group-by>, directing 
from the GB node towards the respective attributes. These edges are additionally 
tagged according to the order of the aggregators; we use an identifier i to represent 
the i-th aggregator. Moreover, for every aggregated attribute in the query schema, 
there exists an edge directing from this attribute towards the aggregate function node 
as well as an edge from the function node towards the respective relation attribute. 
Both edges are labeled <map-select> and belong to EM, as these relationships 
indicate the mapping of the query attribute to the corresponding relation attribute 
through the aggregate function node. The representation of the ORDER BY clause of 
the query is performed similarly, whereas nested queries and functions used in queries 
are also incorporated in our model [21]. 
 

Views, V. Views are considered either as queries or relations (materialized views), 
thus, V ⊆ R∪Q. 

Figure 2 depicts the proposed graph representation for an example aggregate query. 
Q:  SELECT EMP.Emp# as Emp#, Sum(WORKS.Hours) as T_Hours 

   FROM   EMP, WORKS 
   WHERE EMP.Emp#=WORKS.Emp# 

            GROUP BY EMP.Emp# 

As far as modification queries are concerned, their behavior with respect to 
adaptation to changes in the database schema can be captured by SELECT queries. For 
lack of space, we simply mention that (a) INSERT statements can be dealt as simple 
SELECT queries and (b) DELETE and UPDATE statements can also be treated as 
SELECT queries, possibly comprising a WHERE clause. 
 

ETL activities, A.. An ETL activity is modeled as a sequence of SQL views. An ETL 
activity necessarily comprises: (a) one (or more) input view(s), populating the input of 
the activity with data coming from another activity or a relation; (b) an output view, 
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over which the following activity will be defined; and (c) a sequence of views defined 
over the input and/or previous, internal activity views. 
 

ETL summary, S. An ETL summary is a directed acyclic graph Gs=(Vs,Es) which 
acts as a zoomed-out variant of the full graph G [20]. Vs comprises of activities, 
relations and views that participate in an ETL process. Es comprises the edges that 
connect the providers and consumers. Conversely, to the overall graph where edges 
denote dependency, edges in the ETL summary denote data provision. The graph of 
the ETL summary can be topologically sorted and therefore, execution priorities can 
be assigned to activities. Figure 1 depicts an ETL summary. 
 

Components. A component is a sub-graph of the graph in one of the following 
patterns: (a) a relation with its attributes and all its constraints, (b) a query with all its 
attributes, functions and operands. Modules are disjoint and they are connected 
through edges concerning foreign keys, map-select, where, and so on.  

3   Adapting ETL Workflows for Evolution of Sources 

In this section, we formulate a set of rules that allow the identification of the impact 
of changes to an ETL workflow and propose an automated way to respond to these 
changes. Evolution changes may affect the software used in an ETL workflow (like 
queries, stored procedures, and triggers) in two ways: (a) syntactically, a change may 
evoke a compilation or execution failure during the execution of a piece of code; and 
(b) semantically, a change may have an effect on the semantics of the software used.  

The proposed rules annotate the graph representing the ETL workflow with actions 
that should be taken when a change event occurs. The combination of events and 
annotations determines the policy to be followed for the handling of a potential 
change. The annotated graph is stored in a metadata repository and it is accessed from 
a what-if analysis module. This module notifies the designer or the administrator on 
the effect of a potential change and the extent to which the modification to the 
existing code can be fully automated, in order to adapt to the change. To alleviate the 
designer from the burden of manually annotating all graph constructs, a simple 
extension of SQL with clauses concerning the evolution of important constructs is 
proposed in the long version of this paper [21]. 

3.1   The General Framework for Schema Evolution 

The main mechanism towards handling schema evolution is the annotation of the 
constructs of the graph (i.e., nodes and edges) with elements that facilitate what-if 
analysis. Each such construct is enriched with policies that allow the designer to 
specify the behavior of the annotated construct whenever events that alter the 
database graph occur. The combination of an event with a policy determined by the 
designer/administrator triggers the execution of the appropriate action that either 
blocks the event or reshapes the graph to adapt to the proposed change. 

The space of potential events comprises the Cartesian product of two subspaces. 
The space of hypothetical actions (addition, deletion, and modification) over graph 
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Algorithm Propagate changeS (PS) 
Input: an ETL summary S over a 
graph Go=(Vo,Eo) and an event e 
Output: a graph Gn=(Vn,En) 
Variables: a set of events E, and 
an affected node A  
Begin 
  dps(S, Go, Gn, {e}, A) 
End 

dps(S, Gn, Go, E, A) { 
  I = Ins_by_policy(affected(E)) 
  D = Del_by_policy(affected(E)) 
  Gn = Go – D ∪ I 
  E = E–{e}∪action(affected(E)) 
  if consumer(A)≠nil  
    for each consumer(A) 
      dps(S,Gn,Go,E,consumer(A)) 
} 

Fig. 3. Algorithm Propagate changeS (PS) 

constructs sustaining evolution changes (relations, attributes, and conditions). For 
each of the above events, the administrator annotates graph constructs affected by the 
event with policies that dictate the way they will regulate the change.  

Three kinds of policies are defined:  

(a) propagate the change, meaning that the graph must be reshaped to adjust to the 
new semantics incurred by the event;  

(b) block the change, meaning that we want to retain the old semantics of the graph 
and the hypothetical event must be blocked or, at least, constrained, through some 
rewriting that preserves the old semantics [8, 14]; and  

(c) prompt the administrator to interactively decide what will eventually happen. 

For the case of blocking, the specific method that can be used is orthogonal to our 
approach, which can be performed using any available method [8, 14]. 

Our framework prescribes the reaction of the parts of the system affected by a 
hypothetical schema change based on their annotation with policies. The mechanism 
that determines the reaction to a change is formally described by the algorithm 
Propagate changeS (PS) in Figure 3. Given an ETL summary S over a graph Go and 
an event e, PS produces a new ETL summary Gn, which has absorbed the changes. 
 

Example. Consider the simple example query SELECT * FROM EMP as part of an 
ETL activity. Assume that provider relation EMP is extended with a new attribute 
PHONE. There are two possibilities: 

- The * notation signifies the request for any attribute present in the schema of 
relation EMP. In this case, the * shortcut can be treated as “return all the attributes 
that EMP has, independently of which these attributes are”. Then, the query must 
also retrieve the new attribute PHONE. 

- The * notation acts as a macro for the particular attributes that the relation EMP 
originally had. In this case, the addition to relation EMP should not be further 
propagated to the query. 

A naïve solution to a modification of the sources; e.g., addition of an attribute, would 
be that an impact prediction system must trace all queries and views that are 
potentially affected and ask the designer to decide upon which of them must be 
modified to incorporate the extra attribute. We can do better by extending the current  
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Fig. 4. Propagating addition of attribute PHONE 

modeling. For each element affected by the addition, we annotate its respective graph 
construct (i.e., node, edges) with the policies mentioned before. According to the 
policy defined on each construct the respective action is taken to correct the query.  

Therefore, for the example event of an attribute addition, the policies defined on 
the query and the actions taken according to each policy are:  

- Propagate attribute addition. When an attribute is added to a relation appearing in 
the FROM clause of the query, this addition should be reflected to the SELECT 
clause of the query.  

- Block attribute addition. The query is immune to the change: an addition to the 
relation is ignored. In our example, the second case is assumed, i.e., the SELECT * 
clause must be rewritten to SELECT A1,…,An without the newly added attribute.  

- Prompt. In this case (default, for reasons of backwards compatibility), the designer 
or the administrator must handle the impact of the change manually; similarly to 
the way that currently happens in database systems. 

The graph of the query SELECT * FROM EMP is shown in Figure 4. The annotation 
of the FROM edge as propagating addition indicates that the addition of PHONE node 
will be propagated to the query and the new attribute is included in the SELECT 
clause of the query. If a FROM edge is not tagged with this additional information, 
then a default case is assumed and the designer/administrator is prompted to decide. 

4   Case Study 

We have evaluated the effectiveness of our setting via the reverse engineering of real-
world ETL processes, extracted from an application of the Greek public sector. We 
have monitored the changes that took place to the sources of the studied data 
warehouse. In total, we have studied a set of 7 ETL processes, which operate on the 
data warehouse. These processes extract information out of a set of 7 source tables, 
namely S1 to S7 and 3 lookup tables, namely L1 to L3, and load it to 9 tables, namely 
T1 to T9, stored in the data warehouse. The aforementioned scenarios comprise a total 
number of 53 activities. 

Table 1 illustrates the changes that occurred on the schemata of the source and 
lookup tables, such as renaming source tables, renaming attributes of source tables, 
adding and deleting attributes from source tables, modifying the domain of attributes  
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and lastly changing the primary key of lookup tables. After the application of these 
changes to the sources of the ETL process, each affected activity was properly 
readjusted (i.e., rewriting of queries belonging to activities) in order to adapt to the 
changes. For each event, we counted: (a) the number of activities affected both 
semantically and syntactically, (b) the number of activities, that have automatically 
been adjusted by our framework (propagate or block policies) as opposed to those (c) 
that required administrator’s intervention (i.e., a prompt policy). 

Table 1. Analytic results 

Activities (53) Source Name Event Type 
Affected Autom. adjusted Prompt % 

S1 Rename  14 14 0 100% 
 Rename Attributes 14 14 0 100% 
 Add Attributes 34 31 3 91% 
 Delete Attributes 19 18 1 95% 
 Modify Attributes 18 18 0 100% 

S4 Rename 4 4 0 100% 
 Rename Attributes 4 4 0 100% 
 Add Attributes 19 15 4 79% 
 Delete Attributes 14 12 2 86% 
 Modify Attributes 6 6 0 100% 

S2 Rename 1 1 0 100% 
 Rename Attributes 1 1 0 100% 
 Add Attributes 4 4 0 100% 
 Delete Attributes 4 3 1 75% 

S3 Rename 1 1 0 100% 
 Rename Attributes 1 1 0 100% 

S5 Modify Attributes 3 3 0 100% 
S6 NO_CHANGES 0 0 0 - 
S7 Rename 1 1 0 100% 
 Rename Attributes 1 1 0 100% 

L1 NO_CHANGES 0 0 0 - 
L2 Add Attributes 1 0 1 0% 
L3 Add Attributes 9 0 9 0% 
 Change PK 9 0 9 0% 
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Fig. 5. Evaluation of our method 
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Figure 5a depicts the correlation between the average number of affected activities 
versus automatically adapted activities w.r.t. the total number of activities contained 
in ETL scenarios. For ETL processes comprising a small number of activities most 
affected activities are successfully adjusted to evolution changes. For longest ETL 
processes, the number of automatically adjusted activities increases proportionally to 
the number of affected activities. 

Furthermore, Table 1 shows that our framework can successfully handle and 
propagate evolution events to most activities, by annotating the queries included in 
them with policies. Activities requiring administrator’s intervention are mainly 
activities executing complex joins, e.g., with lookup tables, for which the 
administrator must decide upon the proper rewriting. Figure 5b presents the average 
amount of automatically adapted activities w.r.t. the complexity of activities. 
Complexity refers to the functionality of each activity; e.g., the type of transformation 
it performs or the types of queries it contains. In general, our framework handles 
efficiently simple activities. More complex activities, e.g., pivoting activities, are also 
adequately adjusted by our approach to evolution changes. 

5   Related Work 

Evolution. Related research work has studied in the past the problem of database 
schema evolution. A survey on schema versioning and evolution is presented in [13], 
whereas a categorization of the overall issues regarding evolution and change in data 
management is presented in [12]. The problem of view adaptation after redefinition is 
mainly investigated in [2, 5, 7], where changes in views definition are invoked by the 
user and rewriting is used to keep the view consistent with the data sources. In [6], the 
authors discuss versioning of star schemata, where histories of the schema are 
retained and queries are chronologically adjusted to ask the correct schema. The 
warehouse adaptation for SPJ views is studied in [2]. Also, the view synchronization 
problem considers that views become invalid after schema changes in the underlying 
base relations [8]. Our work in this paper builds mostly on the results of [8], by 
extending it to incorporate attribute additions and the treatment of conditions. The 
treatment of attribute deletions in [8] is quite elaborate; we confine to a restricted 
version to avoid overcomplicating both the size of requested metadata and the 
language extensions. Still, the [8] tags for deletions may be taken into consideration in 
our method. Finally, the algorithms for rewriting views when the schemas of their 
source data change (e.g., [2, 5]), are orthogonal to our approach. Thus, our approach 
can be extended in the presence of new results on such algorithms.  
 

Model mappings. Model management provides a generic framework for managing 
model relationships, comprising three fundamental operators: match, diff, and merge 
[3,4]. Our proposal assigns semantics to the match operator for the case of model 
evolution, where the source and target models of the mapping are the original and 
resulting database graph, respectively, after evolution management has taken place.  
A similar framework for the management of evolution has been proposed [14]. Still, 
the model of [14] is more restrictive, in the sense that it is intended towards retaining 
the original semantics of the queries. Our work is a larger framework that allows the 



32 G. Papastefanatos et al. 

restructuring of the database graph (i.e., model) either towards keeping the original 
semantics or towards its readjustment to the new semantics.  

6   Conclusions and Future Work 

In this paper, we have discussed the problem of performing what-if analysis for 
changes that occur in the schema/structure of the data warehouse sources. We have 
modeled software modules, queries, reports and views as (sequences of) queries in 
SQL extended with functions. Queries and relations have uniformly been modeled as 
a graph that is annotated with policies for the management of evolution events. We 
have presented an algorithm that detects the parts of the graph that are affected by a 
given change and highlights the way they are tuned to respond to it. Finally, we have 
evaluated our approach over cases extracted from real world scenarios. 

Future work may be directed towards many goals, with patterns of evolution 
sequences being the most prominent one. 
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Abstract. Data quality is a critical issue both in operational databases and in 
data warehouse systems. Data quality assessment is a strong requirement 
regarding the ETL subsystem, since bad data may destroy data warehouse 
credibility. During the last two decades, research and development efforts in the 
data quality field have produced techniques for data profiling and cleaning, 
which focus on detecting and correcting bad values in data. Little efforts have 
been done considering data quality when it relates to the well-formedness of 
coarse grained data structures resulting from the assembly of linked data 
records. This paper proposes a metadata model that supports the structural 
validation of linked data records, from a data quality point of view. The 
metamodel is built on top of the CWM standard and it supports the specification 
of data structure quality rules in a high level of abstraction, as well as by means 
of very specific fine grained business rules. 

Keywords: Data Quality, Metadata, Metamodel, CWM. 

1   Introduction 

Low data quality (DQ) has been recognized as a major problem associated with the 
information systems inside an organization, as it can induce low productivity, increase 
costs and reduce customer satisfaction. Specifically, considering the impact data has 
in the effectiveness of the decision process, low data quality may prevent an 
organization from devising a good business strategy, as important business facts may 
be obscured by incorrect, missing or badly structured data records. Therefore, 
regarding decision support systems, special emphasis must be put on data quality 
features. Specifically regarding data warehousing systems, significant requirements 
for data quality and cleaning are generally advisable and implemented along the 
Extract Transform and Load (ETL) chain, in order to ensure the quality of the data 
flowing from operational data sources to the data warehouse. 

Whether the goals regarding data quality are for the highest performing data 
cleaning procedures, or for simple data profiling features intended to filter out data 
bellow an acceptable quality level, the ability to detect bad data is a fundamental 
requirement for the ETL layer. 

The last decades’ data quality R&D efforts have focused mainly on detecting 
incorrect values, null values and duplicate records [3]. On the contrary, very few 
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pieces of work have considered data quality as an issue related to the well-formedness 
of composite data structures, that result from the assemblage of multiple, interrelated 
data records. 

Data quality has been characterized in literature as a concept that is founded on 
several criteria. Data correctness, completeness, consistency and timeliness, for 
instance, are all requirements for data quality. Some of these assessment dimensions 
may be negatively affected by incorrectly linked data records. For instance, in an 
academic data context, if a student data record is connected to an exam result of a 
course not belonging to that student’s degree, the database includes incorrect 
information about that student. In another example, in a retailing context, if an invoice 
includes 8 invoice items and the corresponding order record is linked to 9 items, 
either the invoice is incomplete or a return took place and it was not registered in the 
database. In either case there are missing records, resulting in a penalty regarding the 
completeness criteria for data quality. This paper is focused on detecting data 
problems such as the ones mentioned.  

In a previous paper [6] we focused on the problem of specifying metadata that 
could support the validation and cleaning of attribute values in individual data 
records. In the present paper we are mainly focused on detecting composite data 
structures containing badly or poorly connected data records. This paper aims at 
proposing a metadata model (metamodel) for this purpose. The presented metamodel 
is intended to be used in an ETL context and for this reason it was developed on top 
of CWM, a reference metadata standard for data warehousing [9]. 

Most of the data quality problems associated with semantically cohesive groups of 
connected data records could be treated as well as data integrity problems. Although 
some data quality problems are not typical data integrity problems, the ones we are 
concerned about in this paper are. Data integrity/quality is traditionally specified in 
one of three ways: 

1st By means of structural relationships, as the ones provided by traditional 
modeling techniques, like Entity-Relationship and UML; 

2nd By means of high level of abstraction structural constraints, such as UML’s 
Subset, Xor and Redefines constraints [2]; 

3rd By means of detailed and specific business rules, typically expressed using 
some constraint language, like SQL/DDL or OCL (Object Constraint Language) [10]. 

Although those methods and tools are in place to support the development of 
information systems’ capabilities for ensuring data integrity on data entry, too often 
data integrity is overlooked and becomes a data quality issue, which must be dealt 
with in a later phase of the data management process. Data integrity becoming a data 
quality issue is also common when it comes to non-relational data sources, as well as 
when it comes to multiple data source integration, both being commonplace for ETL. 

In this paper we are mainly concerned with the 2nd and 3rd types of data integrity 
constraints, for the following reasons: (1) they tend to be more complex, (2) they are 
usually application bound instead of directly encoded in the data layer of the 
information system and (3) they are more prone to be overlooked by analysts and 
project managers. Therefore, the need for proper tools that ease their validation is 
clearly more urgent. 

The 2nd type of constraint specification provides an adequate high level of 
abstraction view of the data structure and it is fairly supported by database design 



36 J. Farinha and M.J. Trigueiros 

tools. However, such support mainly happens for documentation purposes, as the 
corresponding code generation facilities are usually absent from such tools. Regarding 
the 3rd type, business rules are flexible and commonly supported by database systems. 
However, their specification tends to be laborious, and difficult to read and interpret. 
Therefore, it seemed to us that the appropriate approach to data structure quality 
assessment would be one that integrates those two types of specification, in order to 
capitalize on the advantages of both. We propose a method supported on metadata 
that promotes the definition of new constraints of the 2nd type through generalization 
of constraints of the 3rd type. 

The metamodel proposed in this paper allows for the definition and storage of DQ 
Rule Templates, which are high level of abstraction patterns of data integrity 
constraints that can be applied to business data models, under certain, predefined 
conditions. Rule templates are then mapped to generic, fine grained business rules, 
which are supported by means of expression metadata based on the OCL metamodel 
proposed in [12]. Once represented as expression metadata, data structure quality 
rules are then easily translated to SQL/DML.  

The paper is structured as follows: section 2 presents some related work; section 3 
presents the metamodel for rule template definition; section 4 illustrates the 
applicability of rule templates to some recurring data quality problems; and finally, 
section 5 concludes. 

The case study examples presented in this paper are part of an academic data 
repository under a relational database whose structure is modeled in UML. It is 
assumed that every modeling construct in the UML business data model is already 
enforced by the database. 

Some conventions used along this paper are as follows. Class names are always 
capitalized and printed in italic. When referring to objects of a specific class, the 
name of the class is used in small caps and italic; for instance, “a structural feature” 
denotes an object belonging to class StructuralFeature or any of its subclasses. 
Classes belonging to CWM are presented in diagrams with a shortcut arrow symbol 
on the bottom-left corner. 

2   Related Work 

There are plenty of tools and methods for DQ assessment and management, both from 
the industry and from the research fields. In the research field, the most notable are 
[5] and [11].  

Specifically regarding cross-referencing DQ with metadata, scientific approaches 
are very sparse. We presented the foundational layer of our DQ metamodel in [6]. [7] 
and [8] are other identifiable pieces of work, although somehow lacking in 
thoroughness ([7]) or in formality ([8]). 

Approaches to data quality assessment and management through business rule 
programming are very common, [4] for instance. Several approaches to data 
constraint pattern specification exist in research efforts associated to OCL, like [1] 
and [13]. 
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3   Data Structure Quality Rules Defined by Template 

The integrity and quality of data structures is highly prone to be business domain 
specific [4]. The proper way to specify quality conformance rules in such cases is 
using expressions that capture the semantics of the corresponding business rules. Such 
expressions may be expressed in a constraint language, like OCL, and may be stored 
as metadata. CWM’s Expressions package standardizes a general data model for this 
purpose. However, we think higher levels of readability and computational efficiency 
may be achieved if a metamodel more specific to OCL is used. Therefore, we 
developed an extension to this package that closely follows the OCL metamodel 
proposed in [12]. 

Regardless of this considerable tendency to be business specific, there are patterns 
of quality rules that apply recurrently. Therefore, it seemed to us that an adequate 
approach to data quality rule specification should be one that, while supporting very 
specific rules, would also allow the setting up of high level specification concepts that 
could be applied in a more abstract way. We developed such an approach introducing 
the concept of rule templates.  

3.1   Rule Template Declaration Metaclasses 

A rule template is an abstract expression that establishes structure conformance rules 
without specifying the exact classes and structural features (attributes and 
associations) those rules actually apply. The process of applying such structure 
conformance rules to specific structural features is called the instantiation of the rule 
template, and this is the process that really produces an actual data quality rule. 

Rule Template is the metaclass where rule templates are recorded (Fig. 1). Since 
rule templates always include an underlying defining expression, Rule Template is 
connected to Boolean Expression. Rule Template inherits from ModelElement, 
CWM’s top most class, which provides some CWM’s general features to rule 
templates, as for instance a name attribute and the ability to map to business 
nomenclature terms and concepts. The metamodel also accepts the definition of new 
rule templates as a refinement of others, through inheritance. 

A rule template always possesses at least one parameter. Template parameters, 
which are stored in class Template Parameter, generically represent the profile of 
structural features the template may be applied to. Template parameters have a role 
similar to traditional function parameters in programming languages. However, 
differently from parameters in programming languages, template parameters within a 
single rule template are allowed to be structurally interrelated. Our metamodel allows 
for the establishment of structural relationships among parameters within a single rule 
template (or within multiple ones related by inheritance) in order to effectively profile 
the metadata that template(s) may be applied to. 

There are two possible types of template parameters, represented by the subclasses 
Structural Feature Template and Navigation Parameter. 

Structural Feature Template stores parameters that profile individual structural 
features. On template instantiation, such parameters should be replaced by a single  
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Attribute template Association end template  

Fig. 1. Rule templates and parameters metaclasses 

feature (attribute or association end), which must comply with certain, specified 
requirements. These may be type requirements and other structural requirements, 
whose specification is done by means of Structural Feature Template combined with 
Class Template.  

Structural Feature Template’s attributes are used to declare requirements for an 
actual feature if it is to be assigned to a template parameter on instantiation. If a 
structural feature template metaobject contains the multiplicity attribute filled in with 
value 1..* (for instance) it states a requirement on the multiplicity of an actual feature. 
Other attributes in that metaobject with assigned values serve as additional constraints 
on actual features. Contrarily, attributes containing null values mean there are no 
requirements regarding the aspect they represent. For instance, if ordering is null, 
actual features may be either ordered or not ordered.  

Class Template allows to further profile template parameters, namely, it is 
intended to specify how actual structural features must aggregate into classes. As an 
example, if two structural feature templates are connected to a single class template 
this means the rule template may only be applied to two structural features belonging 
to the same class in the business data model.  

Navigation Parameter stores the second type of template parameters. A navigation 
parameter may be replaced by any sequence of association ends representing a 
navigation chain (or join path) between objects of two specified classes. Every 
navigation parameter may be constrained regarding two aspects: the required profiles 
for the classes at the beginning and at the end of the actual association chain, which is 
done through source and target (Fig. 1); and the overall multiplicity profile for the 
association chain, done by assigning values to the source multiplicity and target 
multiplicity attributes. 

As a full example, Fig. 2 shows the object diagram of a rule template that has three 
parameters, corresponding to two attributes and one navigation chain; these elements 
must comply with the following constraints in the business data model: both attributes  
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Fig. 2. Example of a rule template and associated parameters 

must be of type Integer (1); those attributes must belong to different classes (2); those 
classes must be connected by a one-to-many association chain (3).  

3.2   Extending the CWM’s Expressions Package 

Rule templates establish DQ constraints by means of expression templates, which 
are expressions that don’t refer to ordinary features, only to template parameters. This 
leads to the need of extending the CWM’s Expressions package (Fig. 3). 

1
feature

*
featureNode
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argument
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Fig. 3. Extending CWM’s Expression package towards expression templates 

CWM’s Expressions package allows for the build of tree-like metadata structures 
for expressions [9]. The novelty in our metamodel is class Parameter Node, which 
allows building expression node trees that include references to template parameters. 
A well-formedness constraint states that the expression nodes that belong to an 
expression template may not include CWM’s FeatureNode objects. A second 
constraint states that it must at least include one parameter node. 

3.3   Instantiating Rule Templates 

Actual data quality rules are then specified by instantiating rule templates. The 
instantiation is performed by storing a new object in class Rule Defined by Template , 
connecting it to the desired rule template and then assigning actual structural features 
to template parameters, which is performed by inserting objects in classes Actual 
Struct Feature and Actual Navigation Chain (Fig. 4). An actual struct feature must 
always be connected to a StructuralFeature object, in order to identify the attribute or 
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Fig. 4. Metamodel for rule template instantiation 

association end that should be assigned to the corresponding parameter, while every 
actual navigation chain must identify a sequence of association ends. 

Rule Defined by Template inherits from Data Quality Rule, the top most metaclass 
in our DQ extension to CWM. Data Quality Rule provides several DQ related  
metadata features. This includes, for instance, the ability to specify a weight 
representing the relevance of every DQ rule, which is important for DQ assessment of 
a data source, both globally and specifically to individual business processes; also 
includes the ability to record actual DQ problems found in business data, to log data 
cleaning transformations, etc. [6]. 

4   Examples of Rule Templates and Their Instantiation 

This section shows some data structure quality rules produced through template 
instantiation. 

Subset. The UML Subset constraint among associations ([2], p. 88) is frequently 
applicable in data models. Although advisable, its enforcement on data entry as well as 
on data integration is quite frequently absent. Therefore, its verification becomes a data 
quality issue for the sake of data correctness. Our first example is a specification of 
Subset as a rule template, defined as a constraint between two generic association chains. 

Fig. 5 shows a business data model fragment regarding which the Subset constraint 
is advisable. In this database, it is expected that, for every object e ∈ Exam, the set  
of students that can be reached joining data through association class Result is 
constrained by the record set that can be reached through the chain 
e.course.degree.students. Specifically, it is expected that the former set of students is 
a subset of the latter, since a student can only have a result at an exam if he/she is 
enrolled in the corresponding degree. 

This constraint can be specified by the following OCL expression: 
 

context Exam inv:  
  self.student.forAll (s | self.course.degree.students->includes (s)) 
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Fig. 5. Business example of a Subset rule 

This OCL invariant might be expressed through the following rule template: 

 

Fig. 6. Expression template and parameters for the Subset rule template. For clarity reasons, the 
expression tree is presented by its logical structure, and not by the real instance diagram. 

In the expression node tree, self refers to an object belonging to the source class of 
the corresponding navigation parameter. 

Such a rule template might then be instantiated as shown by the following object 
diagram: 
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Fig. 7. Instantiation of the Subset rule template. The bold lines depict instantiation metadata. 
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Enclosure. Our second example is a rule template that states that a numeric value in a 
data object must be enclosed within a numeric range whose highest and lowest values 
are established by a second object. We decided to name this template Enclosure. 
Regarding the data model fragment in Fig. 8, the following business rule would apply: 
exam dates must be within the corresponding exam period.  

1 0..* 1 0..*
School year

year

Exam period

Start date
End Date

Exam

Date

 

Fig. 8. Case study example of an Enclosure rule 

This constraint can be specified by the following OCL expression: 
context Exam inv: 
  self.date >= self.examPeriod.startDate and  
  self.date <= self.examPeriod.endDate 

This OCL invariant may be generalized by the following rule template: 
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Fig. 9. Metadata instance diagram of the Enclosure rule template. For clarity reasons, the 
expression tree is presented by its logical structure and not by the real instance diagram. 

This rule template might then be instantiated as shown by the following object diagram: 

type
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Fig. 10. Instantiation of the Enclosure rule template. Bold lines depict instantiation metadata. 
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5   Conclusions and Future Work 

In this paper we presented a metadata model for storing data quality rules regarding 
structures of linked data records. The concept of rule template was presented as a 
mean to specify general data quality patterns that occur in a recurrent way. Some rule 
template application examples were presented in the paper, which were taken from a 
wider set of cases developed for the purpose of experimentally prove the effectiveness 
and expressiveness of rule templates. 

Although rule templates are a concept with a larger applicability than the focus of 
this paper, the need for rule templates has been instilled by issues of data structure 
quality management, because of the need to balance requirements for supporting very 
specific rules with requirements for providing an highly abstract way of specification. 

On going work aims at extending the metamodel for supporting the specification of 
duplicate detection and merging. Also, the application layer on top of the metamodel 
is under development, as experimental work that has been done so far was based on 
an API. Specifically, user interface paradigms for efficient manipulation of metadata 
are under special focus. 
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Abstract. A federated data warehouse is a logical integration of data ware-
houses applicable when physical integration is impossible due to privacy policy 
or legal restrictions. In order to enable the translation of queries in a federated 
approach, schemas of the federated and the local warehouses must be matched. 
In this paper we present a procedure that enables the matching process for 
schema structures specific to the multidimensional model of data warehouses: 
facts, measures, dimensions, aggregation levels and dimensional attributes. 
Similarities between warehouse-specific structures are computed by using lin-
guistic and structural comparison, where calculated values are used to create 
necessary mappings. We present restriction rules and recommendations for ag-
gregation level matching, which builds the most complex part of the process. A 
software implementation of the entire process is provided in order to perform its 
verification, as well as to determine the proper selection metric for mapping dif-
ferent multidimensional structures. 

1   Introduction 

Increasing competitiveness in business and permanent demands for greater efficiency 
(either in business or government and non-profit organizations) enforce independent 
organizations to integrate their data warehouses. Data warehouse integration enables a 
broader knowledge base for decision-support systems, knowledge discovery and data 
mining than each of the independent warehouses could offer separately. Large corpo-
rations integrate their separately developed regional warehouses, newly merged com-
panies integrate their warehouses to enable the business to be run centrally, while 
independent organizations join their warehouses leading to a significant benefit to all 
participants and/or their customers. 

Copying data from the source heterogeneous warehouses to a new central location 
would be the easiest way to perform the integration. However, the privacy policy of 
the organizations, as well as the legal protection of sensitive data in the majority of 
cases prohibits the data to be copied outside the organizations where they are stored. 
Hence, a federated data warehouse is created, which implies that the integration must 
be performed from a logical point of view, using a common conceptual model, while 
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the heterogeneous source warehouses exist physically. The user of such a federated 
solution observes the whole federation as a single unit i.e. she must not notice that 
several heterogeneous parts of the warehouse actually exist. The logical existence of 
the federated warehouse does not have any impact on the users of local component 
warehouses [13]. In [3, 12], we developed the conceptual model of a federated data 
warehouse that unifies data warehouses of different health insurance organizations. 

Queries on the federated data warehouse must be translated into sub-queries that 
correspond to the schemas of local warehouses. Since the multidimensional data 
model prevails in data warehouse design, it is necessary for the query translation to 
discover mappings between particular structures of the federated multidimensional 
conceptual model (facts, measures, dimensions, aggregation levels and dimensional 
attributes) and their matching counterparts in the multidimensional conceptual models 
of the local warehouses. 

In this paper, the process of creating the mappings between the matching ware-
house-specific components will be automated as much as possible in order to shorten 
the data warehouse integration process as a whole. The contribution of our work is to 
describe a match discovery procedure for data warehouse-specific structures, with 
particular emphasis to aggregation levels. We enhance the match discovery tech-
niques for database schemas, enabling their application to data warehouse schemas. 
Software that automates the integration process is provided and the entire procedure 
evaluated on an example. 

The paper is structured as follows. Section 2 gives an overview of the related work. 
Basic strategies for matching multidimensional structures are presented in Section 3. 
Similarity functions for multidimensional structures are explained in Section 4, while 
the mapping strategies are shown in Section 5. Section 6 evaluates the performance of 
the algorithm that matches data warehouse schemas automatically. Conclusions are 
drawn in Section 7. 

2   Related Work 

There exist two basic approaches to automated matching of database schemas, semi-
structured data schemas and ontologies: schema-based and instance-based [10]. 

Schema-based matching considers only schema information, not instance data. The 
most prominent approaches are ARTEMIS-MOMIS [1], Cupid [7] and “similarity-
flooding” [8, 9]. ARTEMIS/MOMIS and Cupid are based on linguistic matching. 
Using a word thesaurus, structure names are compared and their similarity is ex-
pressed as a probability function. Complex structures are decomposed into substruc-
tures where linguistic comparison can be performed and thereafter a formula is used 
to compute the similarity of complex structures. The “similarity-flooding” algorithm 
translates database tables or semi-structured sources into graphs whose structures are 
then compared. Names of the graph vertices are simply compared as strings and no 
semantic knowledge is required. 

Instance-based approaches apply various learning and mining techniques to com-
pare instance data, together with schema metadata (thus being able to outperform 
schema-based techniques). iMAP [5] is a comprehensive approach for semi-automatic 
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discovery of semantic matches between database schemas, which uses neural net-
works and text searching methods. 

An automated check of match compatibility between data warehouse dimensions is 
performed in [4], but match candidates must first be proposed manually by the integra-
tion designer. To the best of our knowledge, none of the existing frameworks for auto-
mated schema matching can be successfully applied to match data warehouses, due to 
the specific features of the multidimensional conceptual model of data warehouses. 

3   Matching Strategy for Solving Heterogeneities Among 
Multidimensional Structures 

Our algorithm aims at automating the matching of data warehouse schemas in cases 
when the access to data warehouse content is prohibited (e.g. medical data ware-
houses). Hence, we develop a matching algorithm that is based exclusively on analyz-
ing data warehouse schemas. 

3.1   Classification of Schema Heterogeneities 

Heterogeneities in data warehouse schemas arise either when (1) different structures 
(relational, multidimensional etc.) are used to represent the same information, or (2) 
different specifications (i.e. different interpretations) of the same structure exist. A sur-
vey of heterogeneities that arise in “multidatabase systems”, i.e. the integration of dif-
ferent relational databases is given in [6]. Attribute conflicts are due to different names 
and domains and can be divided into one-to-one (see Fig. 1: city in table insurant corre-
sponding to municipality in table patient is an example of naming conflict while two 
country attributes with different data types is an example of domain conflict), and -to-
many (street_name and street_number in table insurant corresponding to a single attrib-
ute address). Table conflicts occur when two tables in different databases describe the 
same information, but different names, data types or constraints are used to represent the 
information (there is a table conflict between insurant and patient).  

first_name 
(string)

last_name 
(string)

street_name 
(string)

street_number 
(string)

city 
(string)

country 
(string)

given_name 
(string)

middle_name 
(string)

family_name 
(string)

address 
(string)

municipality 
(string)

country 
(character)

INSURANT

PATIENT
 

Fig. 1. To compatible tables with different attribute and table conflicts 

Heterogeneities that are specific to data warehouses and the multidimensional con-
ceptual model are analyzed in [2]. Diverse aggregation hierarchies can manifest 
either as the lowest level conflict or inner level conflict. In the first case, two semanti-
cally corresponding dimensions (e.g. time dimensions in DWH1 and DWH2 in Fig. 2) 
have different lowest (i.e. basic) grain level (hour and day) which means that the 
granularity of their facts is also different. In the second case there is a common aggre-
gation level (not necessarily the lowest), but the aggregation at coarser grain levels 
takes different ways (levels month and week in DWH1 and DWH2).  
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The dimensionality conflict corresponds to a different number of dimensions asso-
ciated to the same fact (the hour and time dimensions in DWH1 corresponding to a 
single time dimension in DWH2). Finally, schema-instance conflicts appear when 
some context of the fact in one data warehouse becomes the content (value) of dimen-
sions in the other (insurance and patient are part of measure names in DWH1, while 
being values of cost_type dimension in DWH2). 

month

year

TREATMENT

cost_insurance

cost_patient hour

TREATMENT

cost

day hour
day

week
yearcost_type

DWH1 DWH2

 

Fig. 2. Data warehouses with heterogeneities specific to the multidimensional model 

3.2   The Matching Algorithm 

The matching process determines that two multidimensional structures S1 and S2, 
belonging to data warehouses DWH1 and DWH2, respectively, are mutually equiva-
lent. The two structures, S1 and S2, may be either be facts, measures, dimensions, 
aggregation levels or dimensional attributes, but we state that both of them must be-
long to the same type of multidimensional structures. Mapping cardinalities can be 
one-to-one, one-to-many or many-to-many. -to-many mappings are more to be ex-
pected for attributes and measures than for aggregation levels, dimensions or facts. 

The algorithm that automatically matches heterogeneous data warehouse schemas 
consists of two basic phases: (1) comparison of match target structures and (2)  
creation of mappings. During the first phase the equivalence of multidimensional 
structures is determined as the value of a probability function called similarity func-
tion. Similarity between multidimensional structures is calculated (using a heuristic 
algorithm given in Section 4) by comparing their names as well as their data types 
(for attributes and measures) or substructures (for aggregation levels, dimensions and 
facts). While the same basic idea is used by ARTEMIS/MOMIS and Cupid, these 
frameworks cannot solve the heterogeneities that specifically occur in the multidi-
mensional model of data warehouses, especially the hierarchical organization of ag-
gregation levels in dimensions. In the second phase, heuristic rules are applied to 
determine which structures should be mapped as equivalent, among a much larger 
number of possible matches. The result of the automated matching process must as 
much as possible commensurate with the solution that a data warehouse designer 
would produce manually. 

Our matching algorithm recognizes four levels of matching: (1) facts, (2) dimen-
sions and measures, constructing the facts, (3), aggregation levels, constructing the 
dimensions, and (4) dimensional attributes, constructing the aggregation levels. 

Similarity calculation, as the first part of the matching algorithm, starts with atomic 
structures, dimensional attributes and measures, as their similarity is computed from 
the similarity of their names and data types. Similarity between aggregation levels is 
calculated next, taking into account their names and the already calculated similarity 
between attributes of which they consist. The process continues with dimension  
similarity, while similarity between facts is determined at the end. 
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On the other hand, we opine that mapping (the second phase of the automated match-
ing process) must start with the most complex multidimensional structures: the facts. If 
we determine that two facts are compatible (i.e. that they match), we map their measures 
and dimensions in the next phase. The mapping candidates are only dimensions and 
measures of the two facts and no other measures and dimensions in the warehouse 
schema. Next, we proceed to aggregation levels and then, finally, to attributes. 

3.3   Mapping Aggregation Levels 

Mapping facts, measures, dimensions and dimensional attributes is similar to match-
ing database structures. For instance, given two corresponding aggregation levels L1 
and L2, an attribute A1i, which belongs to L1 can be mapped to any attribute A2j be-
longing to L2. Each attribute is mapped to its most similar counterpart according to the 
value of the similarity function. 

Hierarchical structure imposes several inherent limits to aggregation level match-
ing, as the existing partial order must be preserved. The limitations and additional 
heuristic recommendations are shown in the rest of this section. 

Prohibition of mappings that violate the partial order in hierarchies. Let D1 and 
D2 be two mapped dimensions, each of them (for reasons of simplicity) consist of a 
single hierarchy. Let L1i be an aggregation level in D1 and L2j an aggregation level in 
D2. Let L1i and L2j be equivalent, matching levels and let their mapping be already 
registered, as shown in the left part of Fig. 3. No level in D1 representing finer 
granularity than L1i can be mapped to a level in D2 representing coarser granularity 
than L2j. Similarly, no level in D1 representing coarser granularity than L1i can be 
mapped to a level in D2 representing finer granularity than L2j. The mapping between 
L1i and L2j is represented by a solid line. Invalid mappings are showed as dashed lines. 
The coherence of the partial orders in dimensions has also been stated as a necessary 
condition for dimension compatibility in [4]. 

L1(i-1)

L1i

L1(i+1)

L2(j-1)

L2j

L2(j+1)

no no day1

week1

year1

day2

month2

year2

month1

quarter1

year1

day2

month2

year2  

Fig. 3. Preserving the partial order in hierarchies 

Mapping unmatched levels to the counterparts of their parent levels. This strat-
egy is used to solve inner level conflicts. Let us suppose that the equivalent levels 
day1 and day2 have already been mapped (see the middle part of Fig. 3). The low 
value of the similarity function between week1 and month2 proves their incompatibil-
ity. Week records in D1 and month records in D2 are both aggregations obtained by 
summing the day records. Thus, week1 can be mapped to the counterpart of its parent 
(i.e. the nearest finer) level, day1, which is day2. Similarly, month2 can be mapped to 
day1. When a query on D1 concerning week1 is translated in order to correspond to D2, 
records of the level day2 need to be summed. 
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Prohibition of mapping unmatched levels to the counterparts of their descendants. 
The rule is not inherent to the multidimensional model like both previous rules (it would 
be possible to create valid mappings that are not in accordance with it), but is experi-
ence-based. Mapping L1i to L2(j+1) or L2(j+2), as well as L2j to L1(i+1) or L1(i+2) (see the left 
part of Fig. 4) should be forbidden. An explanation can be obtained by watching the 
matching process in the other direction. The goal of the mapping process is to map 
every level to the coarsest possible counterpart that semantically corresponds to the 
target (in order to preserve the richness of the hierarchy). Supposing that L1(i+2) is 
equally similar to L2j and L2(j+2) we prefer mapping it to L2(j+2). Back to the initial prob-
lem, mapping L2j to L1(i+2), can be viewed in the opposite direction, as mapping L1(i+2) to 
L2j (the right part of Fig. 4). L1(i+2) is already mapped to L2(j+2), which is coarser than L2j, 
so mapping it also to L2j would be redundant and useless. 

L1i

L1(i+1)

L2j

L2(j+1)

L1(i+2) L2(j+2)

L1i

L1(i+1)

L2j

L2(j+1)

L1(i+2) L2(j+2)

no

 

Fig. 4. Mapping unmatched levels to the counterparts of their descendants 

4   Similarity Functions for Multidimensional Structures 

As stated in Section 3, the process of schema matching starts with calculating simi-
larities between various multidimensional structures and then applying a match selec-
tion algorithm based on those similarities. 

The basic idea for similarity calculation is the fact that complex structures’ similar-
ity is computed from the similarities between their less complex substructures, by 
means of some mathematical expression. Therefore, the similarity between any two 
complex multidimensional structures of the same kind can recursively be translated 
into a set of calculations at the atomic level: the level of dimensional attributes and 
measures. 

We introduce a new formula for calculating similarity between two attributes or 
two measures. Their similarity is obtained from the similarity of their names (nsim) 
and data type compatibility coefficient tcoeff raised to the power determined by a non-
negative real number texp (the latter enables us to calibrate the formula): 

simatt (A1, A2) = nsim(A1, A2) ⋅ tcoeff(A1, A2)
texp,      texp ∈[0, ∞). (1) 

Similarity of names is actually the semantic similarity of words that stem from the 
name. Semantic similarity functions present the degree of relatedness of two input 
words (word senses), which is calculated by using WordNet [14], a large thesaurus of 
English language, hand-crafted by psycholinguists. WordNet organizes terms accord-
ing to human, native speaker’s perception, providing a list of synonyms, antonyms 
and homonyms, as well as the subordination-superordination hierarchy and part-
whole relations.  

We use the semantic similarity calculation method presented by Yang and Powers 
[15] to calculate name similarity. Words (word senses) in WordNet are interpreted as 
graph vertices, connected by edges representing subordination-superordination and 
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part-whole relations (each edge is given a weight according to the relation type). All 
possible paths between two target vertices are constructed and weights multiplied 
across paths. The highest weight product becomes the linguistic similarity between 
two target words. 

We assume the notion of data type compatibility such that attributes sharing their 
data type are more related than those that do not. We reduce the data types to four 
basic ones: numeric, string, datetime and boolean. Rarely appearing data types (date, 
boolean) are more indicative than the frequent string and numeric types, either when 
their compatibility indicates a higher similarity or when their incompatibility suggest 
that attributes do not correspond. We empirically determine the following values of 
tcoeff for two compatible basic types: 1.0 for two datetime or boolean attributes, and 
0.9 for two numeric or two string attributes. Different combinations of incompatible 
data types imply the following values of tcoeff: 0.8 for numeric-string, 0.7 for 
datetime-boolean and 0.75 for other combinations. 

Similarity between complex multidimensional structures S1 and S2 is expressed as a 
weighted sum (i.e. linear combination) of their name similarity (nsim) and structural 
similarity (ssim), as stated in by Madhavan et al. [7]: 

sim(S1,S2) = wname ⋅ nsim(S1,S2) + (1 – wname) ⋅ ssim(S1,S2),       wname ∈[0, 1]. (2) 

In [7] structure similarity is calculated recursively, with some initial values being 
adjusted in several steps. We use a different approach, adapting the formula for calcu-
lating semantic similarity among entity classes of different ontologies [11]. Neighbor-
hood similarity between two entity classes not only takes into account their names, 
but also other classes surrounding them within a certain radius. We therefore make an 
analogy between aggregation levels (and dimensions and facts, respectively) and 
entity classes. Attributes (and aggregation levels and dimensions/measures, respec-
tively) surrounding them correspond to neighborhood classes within radius one (each 
attribute is directly related to the target aggregation level). 

5   Mapping Multidimensional Structures 

Creation of mappings is the second main phase of the algorithm for automated ware-
house schema matching. This process is determined by two basic factors: (1) constraints 
and (2) selection metrics. While there are no particular constraints to mapping facts, 
dimensions, measures and dimensional attributes, the aggregation level mapping is 
restricted by the rules given in Section 3.3, in order to preserve the partial order in hier-
archies. A selection metric defines how the calculated similarity values are used to de-
termine which mappings are “better” or “best” among all possible mappings. 

The selection metric issue has long been studied in graph theory as the problem of 
stable marriage in bipartite graphs. Bipartite graphs consist of two disjoint parts such 
that no edge connects any two vertices in the same part (i.e. vertices in the same part are 
of the same sex, while an edge symbolizes a possible marriage and can thus exists only 
between vertices in different parts of the graph). Each edge is given a weighting coeffi-
cient that corresponds to the similarity between multidimensional structures represented 
by the vertices. The task of a selection metric (which is also called a filter), is to select  
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an appropriate subset of edges as mappings and eliminate all others. In the original 
version of the stable marriage problem, only 1:1 mappings (i.e. the monogamous 
ones) are allowed. 

In [9] six different filters were tested. We implemented three of them: best sum, 
threshold and outer. The best sum filter maps combinations with the highest possible 
total sum of edge similarities. For the graph given in the left part of Fig. 5, it would 
produce combinations (a1,b2) and (a2,b1) as their sum, 1.20, is greater than the sum of 
the other possible combination (1.04). The threshold and outer filter allow each of the 
partners to make the choice of their own. First, relative similarities are computed as 
fractions of the absolute similarities of the best match candidates for any given  
element: 

),( jR basim  = ),(max/),( j
j

j basimbasim . (3) 

Vertices with the highest relative similarity choose first (if there are several such 
vertices, one of the two vertices that are adjacent to the edge with the highest absolute 
similarity will take the lead; in particular case a1 or b1). The threshold filter creates a 
mapping if relative similarities at both sides of the selected edge are greater than a 
threshold. Thus, only mapping (a1,b1) is created (the right part of Fig. 5). The outer 
filter checks the threshold only at the side that “proposed” a match, mapping (a2,b2) as 
the second pair. 
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a1 b1

b2
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0.72 0.48
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a1 b1

b2

1

0.60.9

1

0.5

1 1
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OUTER
thr=0.4 thr=0.4

(a1�b1)=1>0.4
OK

(a2�b2)=0.5>0.4
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Fig 5. Mapping the same structures differently using the best sum, threshold and outer filter 

Polygamous (i.e. 1:N and M:N) matches are allowed for multidimensional struc-
tures. The standard best sum, threshold and outer filter can be applied to map facts, 
dimensions, measures and attributes. Restriction rules to mapping aggregation levels 
create additional dynamic constraints. If we falsely map level quarter1 to day2 (see the 
right part of Fig. 3), we will not be able to produce the correct mapping between 
month1 and month2. 

6   Evaluation of Algorithm Performance 

The quality of the automated matching process is measured by its accuracy, as de-
fined in [8, 9]. The measure estimates how much effort it costs the user to modify the 
automatically proposed match result P={(x1, y1),…,(xn, yn)} into the intended result 
I={(a1, b1), … ,(am, bm)}, i.e. how many additions and deletions of map pairs have to 
be made. Let c = |P∩I| be the number of correct suggestions. The difference (n–c) is 
the number of false positives to be removed from P, and (m–c) the number of missing  
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matches that need to be added. Assuming (for the reason of simplicity) that deletions 
and additions of match pairs require the same amount of effort, accuracy, i.e. the labor 
savings obtained by using our matching technique is defined as: 

1 – [(n – c)+(m – c)] / m. (4) 

In a perfect match, n = m = c, resulting in accuracy 1. Negative accuracy (for c/n < 
0.5 i.e. when more than half of the created matches are wrong) suggests that it would 
take the user more effort to correct the automatically proposed map than to perform 
the matching manually from scratch. 

We evaluate the proposed algorithm by matching the schema of the federated data 
warehouse for health insurance organizations developed in [3, 12] to the local ware-
house of one of the organizations. Both warehouses consist of mutually compatible 
three facts representing patient encounters, performed therapies and medicine prescrip-
tions. In both cases facts share dimensions (many, but not all which are compatible). 

The values of match accuracy for each of the three filters are given in Table 1. The 
outer and threshold filter perform best with relative similarity thresholds between 0.8 
and 0.7. For the most critical part of the matching process, aggregation levels, the 
outer and best sum filter outperform threshold. Threshold outperforms other filters 
when mapping other multidimensional structures. 

Table 1. Comparison of three mapping selection metrics (filters) 

OUTER THRESHOLD BEST SUM  
n m c acc n m c acc n m c acc 

facts 3 3 3 1.00 3 3 3 1.00 3 3 3 1.00 
measures 6 6 6 1.00 6 6 6 1.00 6 6 6 1.00 
dimensions 8 7 7 0.86 7 7 7 1.00 7 7 7 1.00 
agg. levels 24 24 22 0.83 22 24 20 0.75 24 24 22 0.83 
dim. attrib. 122 57 51 -0.35 64 57 47 0.52 64 57 44 0.42 

7   Conclusion 

This paper presents an approach to automating the schema matching process for het-
erogeneous data warehouses in order to shorten the warehouse integration process. 
The approach is based on analyzing warehouse schemas and can be used when the 
access to data content is restricted. We defined a match discovery procedure capable 
of solving heterogeneities among data warehouse-specific structures: facts, measures, 
dimensions, aggregation levels and dimensional attributes. A particular relevance was 
given to aggregation level matching, as the partial order in dimension hierarchies 
must be preserved. A software implementation of the approach has been developed 
and different selection filters tested on a case study example. The best sum and outer 
filter performed better than threshold when mapping aggregation levels, while the 
latter was the best solution for other multidimensional structures. 
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Abstract. In a data warehouse design context, a set of views is selected for ma-
terialization in order to improve the overall performance of a given workload.
Typically, the workload is a set of queries and updates. In many applications,
the workload statements come in a fixed order. This scenario provides additional
opportunities for optimization. Further, it modifies the view selection problem
to one where views are materialized dynamically during the workload statement
execution and dropped later to free space and prevent unnecessary maintenance
overhead. We address the problem of dynamically selecting and dropping views
when the input is a sequence of statements in order to minimize their overall ex-
ecution cost under a space constraint. We model the problem as a shortest path
problem in directed acyclic graphs. We then provide a heuristic algorithm that
combines the process of finding the candidate set of views and the process of
deciding when to create and drop materialized views during the execution of the
statements in the workload. Our experimental results show that our approach per-
forms better than previous static and dynamic approaches.

1 Introduction

Data warehousing applications materialize views to improve the performance of work-
loads of queries and updates. The queries are rewritten and answered using the materi-
alized views [10]. A central issue in this context is the selection of views to materialize
in order to optimize a cost function while satisfying a number of constraints [14,2].
The cost function usually reflects the execution cost of the workload statements that
is, the cost of evaluating the workload queries using possibly the materialized views
and the cost of applying the workload updates to the affected base relations and mate-
rialized views. The constraints usually express a restriction on the space available for
view materialization [11], or a restriction on the maintenance cost of the materialized
views [9], or both [13]. Usually the views are materialized before the execution of the
first statement and remain materialized until the last statement is executed. This is the
static view selection problem which has been studied extensively during the last decade
[11,15,9]. Currently most of the commercial DBMSs (e.g. IBM DB2, MS SQL Server,
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Oracle) provide tools that recommend a set of views to materialize for a given workload
of statements based on a static view materialization scheme [18,1,6].

If a materialized view can be created and dropped later during the execution of the
workload, we face a dynamic version of the view selection problem. A dynamic view
selection problem is more complex than its static counterpart. However, it is also more
flexible and can bring more benefit since a materialized view can be dropped to free
useful space and to prevent maintenance overhead. When there is no space constraint
and there are only queries in the workload, the two view materialization schemes are
the same: any view that can bring benefit to a query in the workload is materialized
before the execution of the queries and never dropped.

Although in most view selection problems the workload is considered to be unknown
or a set of statements without order, there are many applications where the workload
forms a sequence of statements. This means that the statements in the workload are
executed in a specific order. For example, in a typical data warehousing application,
some routine queries are given during the day time of every weekday for daily reports;
some analytical queries are given during the weekend for weekly reports; during the
night the data warehouse is updated in response to update statements collected during
the day. This is, for instance, a case where the workload is a sequence of queries and
updates. Such a scenario is shown in Figure 1. The information on the order of the
statements in the workload is important in selecting materialized views.

UpdatesQueries Queries

Qt1 , Qt2 , ..., QtnQm1 , Qm2 , ..., Qmn Um1 , Um2 , ..., Umn

Fig. 1. A workload as a sequence

S3S1

(+V1, +V2)
{V1, V2}

(+V3,−V1)

S2

{V1, V3}
(−V1)

{V3}

Fig. 2. Output of the problem

The solution to the view selection problem when the input is a sequence of statements
can be described using a sequence of create view and drop view commands before the
execution of every statement. An alternative representation determines the views that
are materialized during the execution of every statement. Figure 2 shows these two
representations. +Vi (−Vi) denotes the materialization (de-materialization) of view Vi.

In this paper we address the dynamic view selection problem when the workload
is a sequence of query and update statements. This problem is more complex than the
static one because we not only need to decide about which views to materialize, but
also when to materialize and drop them with respect to the workload statements. Our
main contributions are as follows:

1. We exploit the problem as a shortest path problem in a directed acyclic graph (DAG)
[4]. Unlike that approach, our approach generate the DAG in a dynamic way. There-
fore, it is autonomous in the sense that it does not rely on external modules for
constructing the DAG.

2. In order to construct the nodes in the DAG, we extract “maximal” common subex-
pressions of queries and/or views. We also produce rewritings of the queries using
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these common subexpressions thus avoiding the application of expensive processes
that match queries to views.

3. We suggest a heuristic approach that controls the generation of nodes for the DAG
based on nodes generated in previous steps.

4. We have implemented our approach and conducted an extensive experimental eval-
uation. Our results show that our approach performs better than previous static and
dynamic approaches.

The next section reviews related work. In Section 3, we formally defined the prob-
lem. In Section 4, we present its modeling as a shortest path problem and provide an
optimal solution. In Section 5, we show our heuristic approach for the case where no
update statements are presented in the workload and in Section 6, we discuss how it
can be extended to include also update statements. We present our experiment results
in Section 7 and conclude in Section 8.

2 Related Work

In order to solve a view selection problem, one has to determine a search space of can-
didate views from which a solution view set is selected [16]. The most useful candidate
views are the common subexpressions on queries since they can be used to answer more
than one query. Common subexpression for pure group-by queries can be determined
in a straightforward way [11]. In [8] this class of queries is extended to comprise, in
addition, selection and join operations and nesting. In [5] the authors elaborate on how
to common subexpressions of select-project-join queries without self-join can be found.
This results are extended in [16] to consider also self-joins. Currently, most major com-
mercial DBMSs provide utilities for constructing common subexpressions for queries
[3,17]. More importantly, they provide utilities to estimate the cost of evaluating queries
using materialized views. The What-If utility in Microsoft SQL Server [1] and the EX-
PLAIN utility in IBM DB2 [19] are two such examples.

One version of the dynamic view selection problem has been addressed in the past in
[7] and [12]. Kotidis et al. [12] show that using a dynamic view management scheme,
the solution outperforms the optimal solution of the static scheme. Both approaches
focus on decomposing and storing the results of previous queries in order to increase
the opportunity of answering subsequent queries partially or completely using these
stored results. However, both approaches are different to ours since they assume that
the workload of statements is unknown. Therefore, they focus on predicting what views
to store in and what views to delete from the cache.

Agrawal et al. [4] consider a problem similar to ours. They model the problem as a
shortest path problem for a DAG. However, their approach assumes that the candidate
view set from which views are selected for materialization is given. This assumption
is problematic in practice because there are too many views to consider. In contrast,
our approach assumes that the input to the problem is a sequence of queries and update
statements from which it constructs candidate views by identifying common subexpres-
sions among the statements of the sequence.
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3 Problem Specification

We assume a sequence S = (S1, S2, ..., Sn) of query and update statements is provided
as input. The statements in the sequence are to be executed in the order they appear
in the sequence. If no views are materialized, the total execution cost of S includes
(a) the cost of evaluating all the queries in S over the base relations, and (b) the cost
of updating the base relations in response to the updates in S. Let’s now assume that
we create and materialize a view just before the execution of statement Si and drop it
before the execution of statement Sj . Then, the total execution cost includes (a) the cost
of evaluating the queries in (S1, ..., Si−1) and in (Sj , ..., Sn) over the base relations,
(b) the cost of materializing view V (i.e., the cost of computing and storing V ), (c)
the cost of evaluating all queries in (Si,..., Sj−1) using the materialized view V (V is
used only if it provides some benefit), (d) the cost of updating view V in response to the
changes of the base relations resulting by the update statements in (Si,..., Sj−1), and (e)
the cost of updating the base relations in response to the updates in S. We ignore here
for simplicity the cost of dropping the materialized view V . The total execution cost of
S when multiple materialized views are created and dropped on different positions of
sequence S is defined in a similar way. Since the cost of updating the base relations in
response to updates in S is fixed, we consider it an overhead cost, and we ignore it in
the following.

The problem we are addressing in this paper can be now formulated as follows. Given
a sequence of n queries and updates (S1, S2, ..., Sn) and a space constraint B, find a
sequence (O1, O2, ..., On) of sets of “create view” and “drop view” statements such
that (a) the total execution cost of S is minimized and, (b) the space used to materialize
views during the execution of S does not exceed B. Each create view statement contains
also the definition of the view to be created. The set Oi of create view and drop view
statements is executed before the execution of the statement Si

The output of this dynamic view selection problem can also be described by a se-
quence of sets of views C = (C1, C2, ..., Cn). Each set Ci contains the views that have
been created and not dropped before the evaluation of the statement Si. We call C a
solution to the problem. Further, if the views to be materialized can only be selected
from a set of candidate views V , we call C a solution to problem for the view set V .

4 Modeling the Dynamic View Selection Problem

In this section, we show how the dynamic view selection problem for a sequence of
query and update statements can be modeled as a shortest path problem on a directed
acyclic graph. We follow the approach introduced by [4]. That approach assumes that
the set of candidate views (i.e. the pool from which we can choose view to material-
ize) is given. Our approach is different. As we show later in this section, the candidate
views are dynamically constructed from the workload statement by considering com-
mon subexpressions among them.

We show below how [4] models the problem assuming that a candidate set of views
V is given and contains only one view V . Then, there are only two options for each
statement Si in the workload: either the view V is materialized or not. Those two op-
tions are represented as C0

i = {} and C1
i = {V } respectively in a solution where Ci is
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the set of views that are materialized before the execution of Si. We can now construct
a directed acyclic graph (DAG) as follows:

1. For each statement Si in the workload, create two nodes N0
i and N1

i which represent
the execution of statement Si without and with the materialized view V respectively.
Create also two virtual nodes N0 and Nn+1 which represent the state before and
after the execution of the workload respectively. Label the node N0

i by the empty set
{} and the node N1

i by the set {V }.
2. Add an edge from each node of Si to each node of Si+1 to represent the change in

the set of materialized views. If both the source node and the target node are labeled
by the same set, then label the edge by a empty sequence “()”. If the source node is
labeled by {} and the target node is labeled by {V }, then label the edge by a sequence
(+V ) to represent the operation “create materialized view V ”. If the source node is
labeled by {V } and the target node is labeled by {}, then label the edge by (−V ) to
represent the operation “drop materialized view V ”.

3. Compute the cost of each edge from a node of Si to a node of Si+1 as the sum of: (a)
the cost of materializing V , if a (+V ) labels the edge, (b) the cost of dropping V , if
(−V ) labels the edge, and (c) the cost of executing the statement Si+1 using the set
of views that label the target node of the edge.

Figure 3 shows the DAG constructed the way described above. Each path from the
node N0 to the node Nn+1 represents a possible execution option for the workload.
The shortest path among them represents the optimal solution for the dynamic view
selection problem. The labels of the edges in the path denote the solution represented
as a sequence of “create view” and “drop view operations”. The labels of nodes in the
path denote the solution represented as a sequence of sets of materialized views.

Nn+1

{} {} {}

{} {}

{V } {V } {V }

(+V )

() ()

()

()
(+V ) (+V )

()

(−V ) (−V )
(−V )

()

S1 S2 Sn

N0

N0
1 N0

2 N0
n

N1
1 N1

2 N1
n

Fig. 3. Directed acyclic graph for candidate view set {V }

For a candidate set V of m views, we can construct a DAG in a similar way. Instead of
having two nodes for each statement in the workload, we create 2m nodes, one for each
subset of V . Again, the shortest path represents the optimal solution for the dynamic
view selection problem.

The shortest path problem for a DAG can be solved by well known algorithms in
linear time on the number of edges of the DAG. Therefore the complexity of the process



60 W. Xu et al.

is O(n · 22m) where m is the number of candidate views and n is the number of
statements in the workload. To compute the cost of each edge, an optimizer can be
used to assess the cost of executing the target statement using the corresponding set of
materialized views. This is too expensive even for a small number of candidate views.
In practice, the set of candidate views is expected to be of substantial size. The dynamic
view selection problem is shown to be NP-hard [4]. Therefore, a heuristic approach
must be employed to efficiently solve this problem.

In practice, we cannot assume that the set of candidate views is given. It has to
be constructed. Tools that suggest candidate views for a static view selection problem
[4] are not appropriate for determining candidate views for a dynamic view selection
problem. Our approach constructs candidate views which are common subexpressions
of queries in the workload and of views. More specifically, we consider subexpressions
of two queries which represent the maximum commonalities of these two queries as
these are defined in [16]. An additional advantage of this approach is that the rewritings
of the queries using the common subexpressions are computed along with the common
subexpressions. These rewritings can be fed to the query optimizer to compute the cost
of executing the queries using the materialization of the common subexpressions. If a
view V is defined as a common subexpression of a set of queries Q, we call each query
Q ∈ Q a parent of the V . Every Q ∈ Q can be answered using V . We consider only
rewritings of a query Q using its common subexpression with other queries and views.
A major advantage of this approach is that we do not have to check whether a query
matches a view (i.e., check if there is a rewriting of the query using the view) which
is in general an expensive process. In the following, we ignore a rewriting of a query
using a common subexpression if the cost of evaluating this rewriting is not less than
the cost of evaluating the query over base relations.

To solve the dynamic view selection problem, we can generate different views that are
common subexpressions of subsets of the queries in the workload.Finding the solution for
this problem using the shortest path algorithm is expensive because of the large number
of candidate views and the large number of nodes in the DAG. In the next section, we
introduce a heuristic approach that combines the process of generating candidate views
with the process of selecting views for a solution of the view selection problem.

5 A Heuristic Approach

For the heuristic approach, we start by considering that there are only queries in the
workload. In the next section, we discuss how our method can be extended to the case
where there are also update statements in the workload.

Our heuristic approach uses two solution merging functions Merge1 and Merge2.
Each function takes as input two solutions to the dynamic view selection problem, each
one for a specific set of candidate views, and outputs a new solution.

Consider two solutions l1 = (C1
1 , C1

2 , ..., C1
n) and l2 = (C2

1 , C2
2 , ..., C2

n), for the
candidate view sets V1 and V2 respectively. Function Merge1 is analogous to function
UnionPair [4]. It first creates a DAG as follows: for each statement Si in the workload,
it creates two nodes, one labeled by C1

i , the other labeled by C2
i . If the new view set
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Function 1. Merge2
Input: solution l1, solution l2, space constraint B
Output: solution l
1: Create a list of solutions L which initially contains l1 and l2
2: for each view V1 in l1 and each view V2 in l2 do
3: Find the set of common subexpressions V12 of V1 and V2

4: for each view V ∈ V12 do
5: Find the solution for the candidate view set {V } and add it into L
6: end for
7: end for
8: Find the solution l from L with the lowest execution cost and remove it from L
9: for all solutions in L do

10: Find the solution l′ with the lowest execution cost and remove it from L
11: l = Merge1(l, l′)
12: end for
13: Return the solution l

Ci = C1
i ∪ C2

i satisfies the space constraint B, it also creates another node labeled by
Ci. In addition it creates two virtual nodes representing the starting and ending states.
Finally it creates edges as explained earlier from nodes of query Si to nodes of query
Si+1. Once the DAG is constructed, it returns the solution corresponding to the shortest
path in the DAG.

Function Merge1 does not add new views to the set of candidate views. Instead, for
each statement, it might add one more alternative which is the union of two view sets.
In contrast, function Merge2 shown in the previous page introduces new views into the
set of candidate views.

Our heuristic approach for the dynamic view selection problem is implemented by
Algorithm 2 shown above. Algorithm 2 first generates an initial set of candidate views
which are common subexpressions of each pair of queries. For each view, it finds a so-
lution. Then, it uses Function Merge2 to introduce new views into the set of candidate
views.

Algorithm 2. A heuristic algorithm for the dynamic view selection problem
Input: list of queries S , space constraint B
Output: solution l
1: Create a set of solutions L which is initially empty
2: for each pair of queries Si and Sj ∈ S do
3: Find the set of common subexpressions Vij of Si and Sj

4: Find the solution for each view set V = {V } where V ∈ Vij and add it into L
5: end for
6: Find the solution l from L with the lowest execution cost and remove it
7: for all solutions in L do
8: Find the solution l′ lowest execution cost and remove it from L
9: l = Merge2(l, l′)

10: end for
11: Return the solution l
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6 Considering Update Statements in the Sequence

In general, an update statement that involves updating more than one base relations can
be modeled by a sequence of update statements each of which updates one base relation.
For the updates we follow an incremental view maintenance strategy.

Let us assume that a view V contains an occurrence of the base relation R, and an
update statement U in the workload updates R. Then, if V is materialized when U is
executed, V has to be updated. This incurs a maintenance cost. An optimizer can assess
the cost for maintaining U . Roughly speaking, we define the unaffected part of a view V
with respect to an update U to be the set of subexpressions of V resulting by removing
R from V . If an expression of the unaffected part of a view is materialized or if it can
be rewritten using another materialized view, the maintenance cost of V can be greatly
reduced. For example, the unaffected part of a view V = R �� σA>10(S) �� σC=0(T )
with respect to R is the view V ′ = σA>10(S) �� σC=0(T ). View V can be maintained
in response to changes in R either incrementally or through re-computation much more
efficiently if V ′ is materialized.

If there are update statements in the sequence, we still start the heuristic approach
with a set of candidate views which are common subexpressions of pairs of queries in
the workload sequence. Then, for each view and each update statement, we add to the
candidate set of views the unaffected parts of the view with respect to the updates. If
two update statements update the same base relation, only one is used to generate the
unaffected parts of a view. Finally we apply the heuristic algorithm using the new set
of views as a candidate view set.

7 Experimental Evaluation

We implemented the heuristic algorithm for the dynamic view selection problem for a
sequence of query and update statements. In order to examine the effectiveness of our
algorithm, we also implemented a static view selection algorithm similar to the one pre-
sented in [18]. Further, we implemented the greedy heuristic algorithm GREEDY −
SEQ presented in [4]. We provide as input to GREEDY − SEQ a set of candidate
views recommended by the static view selection algorithm. We consider select-project-
join queries. We compute “maximal” common subexpressions of two queries using the
concept of closest common derivator as is defined in [16]. In order to deal with update
statements, we take into account the unaffected parts of the views with respect to the
update statements. We use a cost model that assesses the cost of a query (or an update
statement) when this is rewritten completely or partially using one or more materialized
views.

We measure the performance of each approach as a percentage using the percent-
age of the total execution cost of a workload using the set of materialized view suggest
by the approach to the execution cost of the same workload without using any view.
For each experiment, we consider three schemes, Static (the static view selection ap-
proach), Dynamic (the view selection approach presented in this paper), GREEDY -
SEQ (the algorithm in [4] fed with the result of Static).

First, we study the effect of the space constraint on the three algorithms. We consider
two workloads W1 and W2 each of which consists of 25 queries (no updates). The
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queries in W1 have more overlapping than that of W2. The space constraint varies from
1 to 10 times the total size of the base relations. The results are shown in Figures 4 and
5 for W1 and W2 respectively. When the space constraint is restrictive, the dynamic
view selection schemes have better performance than the static one. This superiority is
the result of the capacity of these approaches for creating and dropping materialized
views dynamically. As expected, when the space constraint relaxes, all view selection
schemes generate similar results. Among the two dynamic view selection approaches,
Dynamic performs better than the GREEDY − SEQ algorithm. This shows that
a statically selected view set is not appropriate for a dynamic view selection scheme.
Our approach does not suffer from this shortcoming since its set of candidate views is
constructed dynamically.

Then, we consider the effect of update statements on the three approaches. We con-
sider two series of workloads WS1 and WS2, each workload contains the same 25
queries. However we vary the number of update statements in each workload from 1
to 10. Each update statement updates 30% tuples of base relation chosen randomly. In
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the workloads of WS1, all the update statements follow all the queries. In the work-
loads of WS2, the update statements are interleaved randomly with the queries. The
space constraint is fixed to 10 times the total size of the base relations. The results are
shown in Figures 6 and 7 respectively. In all cases, when the number of update state-
ments in the workload increases, the dynamic view selection approaches perform better
compared to the static one. This is expected since the dynamic algorithms can drop ma-
terialized views before the evaluation of update statements and save the maintenance
time of these views. The static view selection scheme does not depend on the order
of query and update statements in the workload. Thus, for both workload series, the
static view selection scheme performs the same. The dynamic view selection scheme
depends on the order of query and update statements in the workload. When the up-
date statements follow the queries, the dynamic view selection schemes perform better.
The reason is that materialized views that are needed for queries are dropped after the
queries are executed and therefore do not contribute to the maintenance cost. In any
case, the Dynamic outperforms the GREEDY − SEQ.

8 Conclusion

We addressed the problem of dynamically creating and dropping materialized views
when the workload is a sequence of query and update statements. We modeled it as
a shortest path problem in DAGs where the nodes of the DAG are dynamically con-
structed by exploiting common subexpressions among the query and update statements
in the workload. We designed a heuristic algorithm that combines the process of finding
the candidate set of views and the process of deciding when to create and drop materi-
alized views during the execution of the statements in the workload. An experimental
evaluation of our approach showed that it performs better than previous static and dy-
namic ones. We are currently working towards studying alternative algorithms and we
are also addressing a similar problem where the input query and update statements form
a partial order.
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Abstract. In this paper we investigate some issues related to the design
of a simple Data Warehouse (DW), storing several aggregate measures
about trajectories of moving objects. First we discuss the loading phase
of our DW which has to deal with overwhelming streams of trajectory
observations, possibly produced at different rates, and arriving in an un-
predictable and unbounded way. Then, we focus on the measure presence,
the most complex measure stored in our DW. Such a measure returns
the number of trajectories that lie in a spatial region during a given tem-
poral interval. We devise a novel way to compute an approximate, but
very accurate, presence aggregate function, which algebraically combines
a bounded amount of measures stored in the base cells of the data cube.

1 Introduction

Modern location-aware devices and applications deliver huge quantities of spatio-
temporal data concerning moving objects, which must be either quickly pro-
cessed for real-time applications, like traffic control management, or carefully
mined for complex, knowledge discovering tasks. Even if such data usually orig-
inate as timed, located observations of well identified objects, they must often
be stored in aggregate form, without identification of the corresponding moving
objects, either for privacy reasons, or simply for the sheer amount of data which
should be kept on-line to perform analytical operations. Such an aggregation
is usually a complex task, and prone to the introduction of errors which are
amplified by subsequent aggregation operations.

For these reasons, we propose an approach to the problem which is based on
classical Data Warehouse (DW) concepts, so that we can adopt a well estab-
lished and studied data model, as well as the efficient tools and systems already
developed for such a model. Our DW is aimed at defining, as basic elements of
interest, not the observations of the moving objects, but rather their trajectories,
so that we can study properties such as average speed, travelled distance, max-
imum acceleration, presence of distinct trajectories. We assume the granularity
of the fact table given by a regular three-dimensional grid on the spatial and
temporal dimensions, where the facts are the set of trajectories which intersect
each cell of the grid, and the measures are properties related to that set.
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One of the main issues to face is the efficient population of the DW from
streams of trajectory observations, arriving in an unpredictable and unbounded
way, with different rates. The challenge is to exploit a limited amount of buffer
memory to store a few incoming past observations, in order to correctly recon-
struct the various trajectories, and compute the needed measures for the base
cells, reducing as much as possible the approximations.

The model of our DW and the corresponding loading issues have been intro-
duced in [1]. In this paper we discuss in detail the loading and computation of a
complex aggregate measure, the presence, which can be defined as the number
of distinct trajectories lying in a cell. Such a measure poses non trivial compu-
tational problems. On one hand, in the loading phase, only a bounded amount
of memory can be used for analysing the input streams. This suffices for tra-
jectory reconstruction, but in some cases we may still count an object, with
multiple observations in the same cell, more than once. Hence the measure pres-
ence computed for base cells is in general an approximation of the exact value.
A second approximation is introduced in the roll-up phase. In fact, since the
roll-up function for the measure presence is, as distinct count, a holistic func-
tion, it cannot be computed using a finite number of auxiliary measures starting
from sub-aggregates. Our proposal is based on an approximate, although very
accurate, presence aggregate function, which algebraically combines a bounded
amount of other sub-aggregate measures, stored in the base cells of the grid.

The paper will provide a thorough analysis of the above mentioned technique,
focusing, in particular, on the errors introduced by the approximations. From
our tests, our method turned out to yield an error which is sensibly smaller than
the one of a recently proposed algorithm [10], based on sketches, which are a
well known probabilistic counting method in database applications [4].

The rest of the paper is organised as follows. In § 2 we discuss the issues related
to the representation of trajectories. In § 3 we recall our trajectory DW model
and in § 4 we discuss the loading phase of the measure presence and the aggregate
functions supporting the roll-up operation. Then in § 5 the approximation errors
of the loading and roll-up phases are studied, both analytically and with the help
of suitable tests. Finally, § 6 draws some conclusion.

2 Trajectory Representation

In real-world applications the movements of a spatio-temporal object, i.e. its
trajectory, is often given by means of a finite set of observations. This is a finite
subset of points, called sampling, taken from the actual continuous trajectory.
Fig. 1(a) shows a trajectory of a moving object in a 2D space and a possible
sampling, where each point is annotated with the corresponding time-stamp. It
is reasonable to expect that observations are taken at irregular rates for each
object, and that there is no temporal alignment between the observations of
different objects.

Formally, let T S be a stream of samplings of 2D trajectories T S =
{Ti}i∈{1,...,n}. Each Ti is the sampling for an object trajectory: Ti = (IDi, Li),
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where IDi is the identifier associated with the object and Li = {L1
i , L

2
i , . . . , L

Mi

i }
is a sequence of observations. Each observation Lj

i = (xj
i , yj

i , tji ) represents the
presence of an object at location (xj

i , yj
i ) and time tji . The observations are

temporally ordered, i.e., tji < tj+1
i .
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Fig. 1. (a) A 2D trajectory with a sampling, (b) a DW example, and (c) a concept
(set-grouping) hierarchy

In many situations, e.g., when one is interested in computing the cumulative
number of trajectories in a given area, an (approximate) reconstruction of each
trajectory from its sampling is needed. Among the several possible solutions,
in this paper we will use linear local interpolation, i.e., objects are assumed
to move straight between two observed points with constant speed. The linear
(local) interpolation seems to be a quite standard approach to the problem (see,
for example, [9]), and yields a good trade-off between flexibility and simplicity.

Starting from the stream of samplings, T S, we want to investigate if DW
technologies [3,7], and thus the concept of multidimensional and multilevel data
model, can be used to store and compute specific aggregate measures regarding
trajectories.

3 Facts, Dimensions, Measures and Aggregate Functions

We define a DW model by means of a star schema, as simple and generic as
possible. The facts of our DW are the set of trajectories which intersect each
cell of the grid. Some typical properties we want to describe, i.e., the measures,
are the number of trajectories, their average, maximum/minimum speed, the
covered distance. The dimensions of analysis consist of the spatial dimensions
X , Y ranging over spatial intervals, and the temporal dimension T ranging over
temporal intervals. We assume a regular three-dimensional grid carried out by
discretizing the corresponding values of the dimensions and then we associate
with them a set-grouping hierarchy. A partial order can thus be defined among
groups of values, as illustrated in Fig. 1(c) for a temporal or a spatial dimension.
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Note that in the star model of Fig. 1(b), the basic information we represent
concerns the set of trajectories intersecting the spatio-temporal cell having for
each X, Y, or T dimensions as minimum granularity 30 units, measured in the
corresponding unit of measure.

It is interesting to investigate whether some pre-computation must be carried
out on the trajectory observations in order to feed the DW. Some measures
require little pre-computation, and can be updated in the DW as soon as single
observations of the various trajectories arrive, others need all the observations
of a trajectory to be received, before updating the DW. In [1] we classified
the measures according to an increasing amount of pre-calculation effort. For
instance, in order to compute the average, maximum/minimum speed and the
covered distance by the trajectories intersecting a cell we need two consecutive
observations since we have to infer the trajectory route through interpolation.
On the other hand, the measure number of observations falling in a cell can be
updated directly using each single observation.

We can build the spatial data cube [6] as the lattice of cuboids, where the
lowest one (base cuboid) references all the dimensions at the primitive abstraction
level, while the others are obtained by summarising on different subsets of the
dimensions, and at different abstraction levels along the concept hierarchy. In
order to denote a component of the base cuboid we will use the term base cell,
while we will simply use cell for a component of a generic cuboid.

In order to summarise the information contained in the base cells, Gray et
al. [6] categorise the aggregate functions into three classes based on the space
complexity needed for computing a super-aggregate starting from a set of sub-
aggregates already provided, e.g., the sub-aggregates associated with the base
cells of the DW. The classes are the following:

1. Distributive. The super-aggregates can be computed from the sub-
aggregates.

2. Algebraic. The super-aggregates can be computed from the sub-aggregates
together with a finite set of auxiliary measures.

3. Holistic. The super-aggregates cannot be computed from sub-aggregates, not
even using any finite number of auxiliary measures.

For example, the super-aggregates for the distance and the maximum/minimum
speed are simple to compute because the corresponding aggregate functions are
distributive. In fact once the base cells have been loaded with the exact measure,
for the distance we can accumulate such measures by using the function sum
whereas for maximum/minimum speed we can apply the function max/min. The
super-aggregate for the average speed is algebraic: we need the pair of auxiliary
measures 〈distance, time〉 where distance is the distance covered by trajectories
in the cell and time is the total time spent by trajectories in the cell. For a
cell C arising as the union of adjacent cells, the cumulative function performs
a component-wise addition, thus producing a pair 〈distancef , timef 〉. Then the
average speed in C is given by distancef/timef .
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4 The Measure Presence

In this paper we focus on the measure presence which returns the number of dis-
tinct trajectories in a cell. A complication in dealing with such a measure is due
to the distinct count problem: if an object is observed in the query region for sev-
eral time-stamps during the query interval, we have to avoid counting it multiple
times in the result. This has an impact on both the loading of the base cells and
on the definition of aggregate functions able to support the roll-up operation.

4.1 Aggregate Functions

According to the classification presented in § 3, the aggregate function to com-
pute the presence is holistic, i.e., it needs the base data to compute the result in
all levels of dimensions. Such a kind of function represents a big issue for DW
technology, and, in particular, in our context, where the amount of data is huge
and unbounded. A common solution consists in computing holistic functions in
an approximate way.

We propose two alternative and non-holistic aggregate functions that approx-
imate the exact value of the Presence. These functions only need a small and
constant memory size to maintain the information to be associated with each
base cell of our DW, from which we can start computing a super-aggregate.

The first aggregate function is distributive, i.e., the super-aggregate can be
computed from the sub-aggregate, and it is called PresenceDistributive . We assume
that the only measure associated with each base cell is the exact (or approximate)
count of all the distinct trajectories intersecting the cell. Therefore, the super-
aggregate corresponding to a roll-up operation is simply obtained by summing up
all the measures associated with the cells. This is a common approach (exploited,
e.g., in [8]) to aggregate spatio-temporal data. However, our experiments will
show that this aggregate function may produce a very inexact approximation of
the effective presence, because the same trajectory might be counted multiple
times. This is due to the fact that in the base cell we do not have enough
information to perform a distinct count when rolling-up.

The second aggregate function is algebraic, i.e., the super-aggregate can be
computed from the sub-aggregate together with a finite set of auxiliary measures,
and it is called PresenceAlgebraic. In this case each base cell stores a tuple of
measures. Besides the exact (or approximate) count of all the distinct trajectories
intersecting the cell, the tuple includes other measures which are used when we
compute the super-aggregate. These are helpful to correct the errors, caused by
the duplicates, introduced by the function PresenceDistributive .

More formally, let Cx,y,t be a base cell of our cuboid, where x, y, and t
identify intervals of the form [l, u), in which the spatial and temporal dimensions
are partitioned. The tuple associated with the cell consists of Cx,y,t.presence ,
Cx,y,t.crossX , Cx,y,t.crossY , and Cx,y,t.crossT .

– Cx,y,t.presence is the number of distinct trajectories intersecting the cell.
– Cx,y,t.crossX is the number of distinct trajectories crossing the spatial border

between Cx,y,t and Cx+1,y,t.
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Cx,y+1,t

Cx,y,t Cx+1,y,t

Cx+1,y+1,t

(a)

Cx,y+1,t Cx+1,y+1,t

Cx,y,t Cx+1,y,t

(b)

Fig. 2. A trajectory (a) that is correctly counted, and (b) that entails duplicates during
the roll-up

– Cx,y,t.crossY is the number of distinct trajectories crossing the spatial bor-
der between Cx,y,t and Cx,y+1,t.

– Cx,y,t.crossT is the number of distinct trajectories crossing the temporal
border between Cx,y,t and Cx,y,t+1.

Let Cx′,y′,t′ be a cell consisting of the union of two adjacent cells with respect
to a given dimension, namely Cx′,y′,t′ = Cx,y,t ∪ Cx+1,y,t. In order to compute
the super-aggregate corresponding to Cx′,y′,t′ , we proceed as follows:

PresenceAlgebraic(Cx,y,t ∪ Cx+1,y,t) = Cx′,y′,t′ .presence =

= Cx,y,t.presence + Cx+1,y,t.presence − Cx,y,t.crossX
(1)

The other measures associated with Cx′,y′,t′ can be computed in this way:

Cx′,y′,t′ .crossX = Cx+1,y,t.crossX

Cx′,y′,t′ .crossY = Cx,y,t.crossY + Cx+1,y,t.crossY

Cx′,y′,t′ .crossT = Cx,y,t.crossT + Cx+1,y,t.crossT

Equation (1) can be thought of as an application of the well known Inclu-
sion/Exclusion principle: |A∪B| = |A|+ |B|− |A∩B| for all sets A, B. Suppose
that the elements included in the sets A and B are just the distinct trajectories
intersecting the cells Cx,y,t and Cx+1,y,t, respectively. Hence, their cardinalities
|A| and |B| exactly correspond to Cx,y,t.presence and Cx+1,y,t.presence . Then
Cx,y,t.crossX is intended to approximate |A∩B|, but, notice that, unfortunately,
in some cases Cx,y,t.crossX is not equal to |A∩B|, and this may introduce errors
in the values returned by PresenceAlgebraic . Figure 2(a) shows a trajectory that
will be correctly counted, since it crosses the border between the two cells to be
rolled-up. Conversely, Fig. 2(b) shows a very agile and fast trajectory, which will
be counted twice during the roll-up, since it is not accounted in Cx,y,t.crossX ,
even if it should appear in |A ∩ B|. In fact, the trajectory intersects both Cx,y,t

and Cx+1,y,t, but does not cross the border between the two cells.
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4.2 Loading Phase

In this section we deal with the problem of feeding the DW, i.e., the base cells of
our base cuboid, with suitable sub-aggregate measures, from which the aggregate
functions compute the super-aggregates.

We recall that trajectory observations arrive in streams at different rates, in
an unpredictable and unbounded way. In order to limit the amount of buffer
memory needed, it is essential to store information only about active, i.e., not
ended trajectories. In our simple model of trajectory sampling, since we do not
have an end-mark associated with the last observation of a given trajectory,
the system module that is responsible for feeding data decides to consider a
trajectory as ended when for a long time interval no further observation for the
object has been received.

In the following we present two options to compute the sub-aggregates stored
in each base cell Cx,y,t, namely Cx,y,t.presence , Cx,y,t.crossX , Cx,y,t.crossY , and
Cx,y,t.crossT , which are used by the aggregate functions PresenceDistributive and
PresenceAlgebraic .

1. Single observations. Considering a single observation at a time, without
buffering any past observations, we can only update/increment the mea-
sure Cx,y,t.presence. As a consequence, we cannot compute PresenceAlgebraic ,
since Cx,y,t.crossX , Cx,y,t.crossY and Cx,y,t.crossT are not available.

2. Pairs of observations. We consider a pair of observations consisting of
the currently received observation Lj

i of trajectory Ti, with the previously
buffered Lj−1

i . Using this pair of points, we can linearly interpolate the tra-
jectory, thus registering further presences for the cells only traversed by Ti.

Moreover, if we store in the buffer not only Lj−1
i , but also the last base

cell Cx,y,t that was modified on the basis of trajectory Ti, we can reduce the
number of duplicates by simply avoiding updating the measure when Lj

i falls
into the same Cx,y,t. It is worth noting that since this method only exploits
a very small buffer, it is not able to remove all the possible duplicates from
the stored presence measures. Consider, for example, three observations of
the same trajectory, all occurring within the same base time interval. If the
first and the third points fall into the same cell Cx,y,t, but the second one
falls outside (e.g., into Cx,y+1,t), this method will store a duplicate count in
Cx,y,t.presence when the third observation is encountered.

Finally, by exploiting linear interpolation, we can also identify the cross
points of each base cell, and accordingly update the various sub-aggregates
Cx,y,t.crossX , Cx,y,t.crossY , and Cx,y,t.crossT .

4.3 Accuracy of the Approximate Aggregate Function

Let us give an intuitive idea of the errors introduced by the aggregate function
PresenceAlgebraic , starting from the measures loaded in the base cells by the
method Pairs of observations. Notice that the overall error can be obtained as
the sum of the errors computed for each single trajectory in isolation.
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First of all we consider the simplest case: a trajectory is a line segment l.
In this case, no roll-up errors are introduced in the computation of presence.
In fact, let Cx′,y′,t′ be the union of two adjacent cells, Cx,y,t and Cx+1,y,t, i.e.,
Cx′,y′,t′ = Cx,y,t

⋃
Cx+1,y,t, and l intersect Cx′,y′,t′ . Then by definition:

PresenceAlgebraic(Cx,y,t

⋃
Cx+1,y,t) =

Cx,y,t.presence + Cx+1,y,t.presence − Cx,y,t.crossX

If l intersects the X border, then correctly PresenceAlgebraic(Cx′,y′,t′) = 1+1−1.
Otherwise, Cx,y,t.crossX = 0, but l intersects only one of the two cells. Hence
PresenceAlgebraic(Cx′,y′,t′) = 1 + 0− 0 or PresenceAlgebraic(Cx′,y′,t′) = 0 + 1− 0.

This result can be extended to a trajectory which is composed of a set of line
segments whose slopes are in the same octant of the three-dimensional coordinate
system. Let us call uni-octant sequence a maximal sequence of line segments
whose slopes are in the same octant. Clearly, every trajectory can be uniquely
decomposed in uni-octant sequences and, in the worst case, the error introduced
by the aggregate function PresenceAlgebraic will be the number of uni-octant
sequences composing a trajectory.

5 Evaluating Approximate Spatio-temporal Aggregates

In this section we evaluate our method to approximate the measure presence
and we are also interested in comparing it with a distributive approximation
recently proposed [10]. The method is based on sketches, a traditional technique
based on probabilistic counting, and in particular on the FM algorithm devised
by Flajolet and Martin [4].

5.1 FM Sketches

FM is a simple, bitmap-based algorithm to estimate the number of distinct
items. In particular, each entry in the sketch is a bitmap of length r = log UB,
where UB is an upper bound on the number of distinct items. FM requires a hash
function h which takes as input an object ID i (in our case a trajectory identifier),
and outputs a pseudo-random integer h(i) with a geometric distribution, that is,
Prob[h(i) = v] = 2−v for v ≥ 1. Indeed, h is obtained by combining a uniformly
distributed hash function h′, and a function ρ that selects the least significant
1-bit in the binary representation of h′(i). The hash function is used to update
the r-bit sketch, initially set to 0. For every object i (e.g., for every trajectory
observation in our stream), FM thus sets the h(i)-th bit. In the most naive and
simple formulation, after processing all objects, FM finds the position of the
leftmost bit of the sketch that is still equal to 0. If k is this position, then it can
be shown that the overall object count n can be approximated with 1.29 × 2k.

Unfortunately, this estimation may entail large errors in the count approxi-
mation. The workaround proposed in [4] is the adoption of m sketches, which
are all updated by exploiting a different and independent hash function. Let
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k1, k2, . . . , km be the positions of the leftmost 0-bit in the m sketches. The
new estimate of n is 1.29 × 2ka , where ka is the mean of the various ki values,
i.e. ka = (1/m)

∑m
i=1 ki. This method reduces the standard error of the estima-

tion, even if it increases the expected processing cost for object insertion. The
final method that reduces the expected insertion cost back to O(1) is Proba-
bilistic Counting with Stochastic Averaging (PCSA). The trick is to randomly
select, for each object to insert, one of the m sketches. Each sketch thus becomes
responsible for approximately n/m (distinct) objects.

An important feature of FM sketches is that they can be merged in a dis-
tributive way. Suppose that each sketch is updated on the basis of a different set
of objects occurrences, and that each object can be observed in more than one
of these sets. We can merge a pair of sketches together, in order to get a sum-
mary of the number of distinct items seen over the union of both sets of items,
by simply taking the bitwise-OR of the corresponding bitmaps. We can find a
simple application of these FM sketches in our trajectory DW. First, we can ex-
ploit a small logarithmic space for each base cuboid, used to store a sketch that
approximates the distinct count of trajectories seen in the corresponding spatio-
temporal region. The distributive nature of the sketches can then be used to
derive the counts at upper levels of granularities, by simply OR-ing the sketches
at the lowest granularities.

5.2 Experimental Setup

Datasets. In our experiments we have used several different datasets. Most of
them are synthetic ones, generated by the traffic simulator described in [2], but
also some real-world sets of trajectories, presented in [5], were used.

Due to space limitations, we present only the results produced for one of the
synthetic datasets and for one real dataset. The synthetic dataset was generated
using a map of the San Juan road network (US Census code 06077), and contains
the trajectories of 10000 distinct objects monitored for 50 time units, with an
average trajectory length of 170k space units. The real-world dataset contains
the trajectories of 145 school buses. The average number of sample points per
trajectory is 455, and, differently from the case of synthetic data, not all points
are equally distant in time. Since the setting does not suggest a specific granu-
larity, we define as a standard base granularity for each dimension the average
difference of coordinate values between two consecutive points in a trajectory.
We will specify granularities as multiples of this base granularity g. For the syn-
thetic dataset g = (1, 2000, 2000) and for the school buses one g = (2, 100, 100),
where the granularities of the three dimensions are in the order: t, x, y.

Accuracy assessment. Vitter et al. [11] proposed several error measures. We
selected the one based on absolute error, which appears to be the most suited
to represent the error on data that will be summed together. Instead of the
∞−norm, however, we preferred to use the 1−norm as a normalisation term,
since it is more restrictive and less sensible to outliers.
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The formula we used to compute the normalised absolute error for all the
OLAP queries q in a set Q is thus the following:

Error =

∥
∥
∥M̃ − M

∥
∥
∥

1

‖M‖1
=

∑
q∈Q |M̃q − Mq |
∑

q∈Q Mq
(2)

where M̃q is the approximate measure computed for query q, while Mq is its
exact value. The various queries q may either refer to base cells, or to cells
at a coarser level of granularity. In particular, we used this error measure for
evaluating the loading errors at the level of base cells, and the roll-up errors at
the level of coarser cells. In all these cases, we always applied Equation (2) to
evaluate the errors entailed by a set Q of queries at uniform granularity.

5.3 Experimental Evaluation

First we evaluate the errors in the loading phase of our DW. During this phase,
the reconstruction of the trajectories takes place. Figures 3.(a) and 3.(b) show
the accuracy of the loaded (sub-aggregate) presence, for different granularities
of the base cells. In particular, the two figures illustrate the normalized absolute
error as a function of the size of base cells for the two datasets.

Let us focus on the curves labelled single observations. In this case we sim-
ply feeded the DW with each single incoming trajectory observation, without
introducing any additional interpolated point. For small granularities, errors are
mainly due to the fact that some cells are traversed by trajectories, but no ob-
servation falls into them. On the other hand, for very coarse granularities, the
main source of errors is the duplicate observations of the same trajectory within
the same cell. There exists an intermediate granularity (around 2 g for these
particular datasets) which represents the best trade-off between the two types
of errors, thus producing a small error.

Then consider the curves labelled as observation pairs. In this case the pres-
ence (sub-aggregate) measure of the base cells of the DW is loaded by exploiting
a buffer, which stores information about active trajectories. For each of these tra-
jectories, the buffer only stores the last received observation. This information is
used to reduce the errors with respect to the previous feeding method, by adding
interpolated points, and also avoiding to record duplicates in the base cells. The
resulting normalized absolute error is close to 0 for small granularities, and it
remains considerably small for larger values. For very large granularities, a buffer
that only stores information about the last previously encountered observation
does not suffice to avoid recording duplicates in the base cells.

The other curves in Figures 3(a) and 3(b) represent the error introduced in
the base cell by approximating the presence (sub-aggregate) measure by using
sketches. It is worth noting that also to load the sketch-base cells, we added further
interpolated observations, by using the buffer during the loading phase. Although
the error slightly decreases when a larger number of sketches, m, is used for each
cell, it remains considerably larger than the curve labelled as observation pairs,
except for coarse granularities and a large number of sketches (m = 40).
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Fig. 3. Errors on different datasets during the load and roll-up phases as a function of
the granularity. Granularity is expressed as a multiple of the minimal granularity g for
load and of the base granularity g for roll-up (note logarithmic scale for both axes).

The second set of tests, whose results are reported in Figures 3(c) and 3(d),
regards the errors introduced by rolling-up our cube, starting from the base cells
at granularity g. In all the tests, the error is averaged by submitting many queries
at a given granularity g′ > g, g′ = n · g. Each query computes the presence
measure associated with a distinct coarse-grain cell, obtained by aggregating
different adjacent base cells. As an example of query, eight adjacent base cells
are aggregated to make one cell of granularity 2 · g.

We evaluated PresenceDistributive and PresenceAlgebraic, assuming that the
base cells have been loaded by using pairs of consecutive observations of each
trajectory. As shown by the corresponding curves, the distributive aggregate
function (sum) quickly reaches very large errors as the roll-up granularity in-
creases. This is due to the duplicated counting of the same trajectories, when
they are already counted by multiple sub-aggregates. Conversely, we obtained
very accurate results with our algebraic method, with an error always smaller
than 10%, for most granularities (except for very coarse ones and 40 sketches).

Finally, the distributive function (or) used to aggregate sketches produce much
larger errors than our method, even because such large errors are already present
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in the sketches stored in the base cells. However, a nice property of sketches is
that the cumulative errors do not increase, and, are actually often reduced when
rolling-up, but sketches also exploit much more memory per cell. In case of
m = 40, the memory usage of the sketch-based method is one order of magnitude
larger than our algorithm. Thus it is remarkable that our method achieves a
better accuracy in most cases, in spite of this unfavourable bias.

6 Conclusions

In this paper we discussed some relevant issues arising in the design of a DW
devised to store measures regarding trajectories. In particular, we focused on
the research problems related to storing and aggregating the holistic measure
presence. We contributed a novel way to compute such a measure in an approx-
imate, but nevertheless very accurate way. We also compared our approximate
function with the sketch based method proposed in [10], showing, with the help
of various experiments, that in our case the error is in general much smaller.
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Abstract. We propose a privacy-preserving protocol for computing aggregation 
queries over the join of private tables. In this problem, several parties wish to 
share aggregated information over the join of their tables, but want to conceal the 
details that generate such information. The join operation presents a challenge to 
privacy preservation because it requires matching individual records from private 
tables. We solve this problem by a novel sketching protocol that securely com-
putes some randomized summary information over private tables. It ensures that 
during the query computation process, no party will learn other parties’ private 
data, including the individual records and data distributions. Previous works have 
not provided this level of privacy for such queries. 

1   Introduction 

In many scientific and business applications, collaborations among various autono-
mous data holders are necessary in order to obtain global statistics or discover trends. 
When private sources are involved in such practices, their privacy concerns must be 
addressed. For example, a hospital keeps a table H of patients’ medical histories, and a 
research institute has a table R of patients’ DNA samples. Both tables contain a 
common attribute “Patient_Name” (not necessarily a key attribute if a patient has 
several diseases or DNA samples). To establish the relationships between diseases and 
DNA anomalies, the research institute wants the answer to the following query: 

SELECT  H.Disease, R.DNA_Characteristics, COUNT(*) 
FROM  H, R 
WHERE  H.Patient_Name = R.Patient_Name 
GROUP BY H.Disease, R.DNA_Characteristics 

 

This query returns the number of occurrences for each combination of disease and 
DNA characteristics, providing helpful insights into their relationships. For example, 
from <d,c,70> and <c,100>, where d is a disease and c is a DNA characteristic, it can be 
learnt that if a patient has the DNA characteristic c, he/she has the disease d with a 70% 
chance. While there is need to answer such queries, due to privacy restrictions such as 
the HIPAA policies (http://www.hhs.gov/ocr/hipaa/), neither party is willing to disclose 
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local patient-specific information (such as patient names) to the other party. This is an 
example of private join aggregate queries that we want to consider in this paper. 

Private Join Aggregate Queries. In general, a join aggregate query has the form: 

SELECT  group-by-list, agg(exp) 
FROM  T1,…,Tn 
WHERE  J1=J1

’ and … and Jm=Jm
’ 

GROUP BY group-by-list 
 

where each Ti is a table; Ji and 'Ji
 are join attributes from different tables; group-by-list 

is a list of group-by attributes possibly from different tables; exp is an arithmetic ex-
pression over aggregation attributes; agg is an aggregation function. In this paper, we 
consider the aggregation functions COUNT and SUM. Conceptually, the tables in 
FROM are joined according to the predicates in WHERE, and the joined records are 
then grouped on the group-by-list. The query result contains one row for each group 
with agg(exp) being computed over the group. If the optional GROUP BY is missing, 
there is only one group and one row in the result. We can assume that a table contains 
only join attributes, aggregation attribute and group-by attributes; all other attributes 
are invisible to the query and thus are safe to be ignored for our purpose. 

In a private join aggregate query, each Ti is a private table owned by a different 
party. These parties wish to compute and share the query result as specified in 
SELECT, but not any other information, including join attribute values and their dis-
tributions. This level of privacy was not provided by previous solutions, which will be 
discussed in more details in Section 2. 

We assume the honest-but-curious behavior [12]: The parties follow the protocol 
properly with the exception that they may keep track of all intermediate computations 
and received messages, and try to induce additional information. Our focus is on pri-
vacy protection in the computation process, not against the answers to queries. Our 
assumption is that, when the participating parties wish to share the query result, in-
formation inferred from such results is a fair game [2]. Protection against query results 
has been studied in statistical databases [1] and is beyond the scope of this paper. 
 
Our Contributions. We present a novel solution to private join aggregate queries 
based on the sketching technique previously studied for join size estimation and data 
stream aggregations [4][7]. None of these works involves privacy issues. The basic idea 
of sketching is that each table maintains a summary structure, called atomic sketch, 
which is later combined to estimate the query result. A striking property of atomic 
sketches is that they are computed locally without knowing any data in other tables, 
which makes them promising for privacy protection. However, we will show that a 
straightforward way of combining atomic sketches would allow a party to learn the 
distribution of join values owned by other parties. We will analyze the source of such 
privacy leakage and determine the types of information that need to be concealed. We 
then propose a private sketching protocol where each party holds a “random share” of 
the same atomic sketch so that collectively they represent the atomic sketch, but  
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individually they are useless. We show how the query can be estimated directly from 
such random shares in a way such that no party learns private information (both indi-
vidual values and their distributions) from other parties. 

Due to space limit, we will mainly discuss our protocol for computing the join ag-
gregate COUNT(*) with two parties. It should be noted that this protocol is extendable 
to multiple parties and on more general aggregates. 

2   Related Work 

In general secure computations, the trusted third party model [14] allows all parties to 
send data to a “trusted” third party who does the computation. Such a third party has to 
be completely trusted and is difficult or impossible to find. In the secure multi-party 
model [21], given two parties with inputs x and y, the goal is to compute a function 
f(x,y) such that the two parties learn only f(x,y) and nothing else. In theory, any 
multi-party computation can be solved by simulating a combinatorial circuit. However, 
its communication cost is impractical for data intensive problems. 

In [8], privacy-preserving cooperative statistical analysis was studied for vertically 
or horizontally partitioned data. With vertically partitioned data, n records {(x1,y1),…, 
(xn,yn)} are distributed at two parties such that Alice holds {x1,…, xn} and Bob holds 
{y1,…,yn}. In this case, the join relationship is one-to-one and is implicit by the se-
quential ordering of records. A similar data partition based on a common key identifier 
is assumed in [9][19]. In real world, it is odd that the data owned by two mutually 
un-trusted parties are about the exactly same set of entities. In [3], horizontally parti-
tioned data is considered where each party possesses some records from the same un-
derlying table. In this paper, we consider general join relationships specified by the 
SQL statement, which can be foreign-key based join or many-to-many join. 

Another recent work [10] also discussed aggregations such as SUM queries over 
several private databases. However, it assumes all parties contain the same pair of 
attributes: a “key” and a “value” field. The SUM query is to aggregate the values with 
the same key from all parties. In contrast, we deal with tables with different attributes 
and general join relationships, where the aggregation is defined over the joined table. 
The closest work to ours is [2] that studied the private join size problem. It proposed 
a scheme for encrypting join values but required exchanging the frequency of en-
crypted values. As noted in [2], if the frequency of some join values is unique, the 
mapping of the encryption can be discovered by matching the frequency before and 
after the encryption. So the privacy of join values is compromised. We do not have 
such problem. 

Another related problem is the restriction-based inference control in OLAP queries 
[20][22]. The goal of inference control is to prevent values of sensitive data from being 
inferred through answers to OLAP queries. These works mainly dealt with the privacy 
breaches that arise from the answers to multiple queries; they do not consider the pri-
vacy breaches during query processing. The inference control problem has been studied 
largely in statistical databases, for example, see [1]. 
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3   Preliminaries 

First, we review some basic techniques that are the building blocks of our solution. 

Sketching. Sketching is a randomized algorithm that estimates the join aggregate result 
with a random variable, called sketch. The sketch is obtained by multiplying some 
atomic sketches, which are computed at each table. The expected value of the sketch is 
shown to be equal to the aggregate result with bounded variance [4][7]. 

As an example, consider the query SUM(A) over 3 tables T1, T2 and T3, with join 
conditions T1.J1=T2.J2 and T2.J3=T3.J4, where A is an aggregation attribute in T1. The 
table containing A (in this case, T1) will be called the aggregation table. Each pair of 
the join attributes (J1, J2) or (J3, J4) is called a join pair. J2 and J3 may be the same at-
tribute in T2, but conceptually they belong to different join pairs and are treated sepa-
rately. Let Di denote the domain of Ji. Each join pair shares the same domain. For 
simplicity, we assume Di={1,…,|Di|}. For any table Ti, let JSi be the set of join attrib-
utes in Ti. Suppose JSi contains m join attributes, then a value instance V on JSi is a set 
that contains one value for each of the m attributes, i.e. V={x1,…,xm} where xi is a value 
of a distinct join attribute in JSi. Let Ti(V) be the set of records in Ti having the value 
instance V on JSi. For an aggregation table Ti, we define Si(V) to be the sum of aggre-
gation attribute values over all records in Ti(V); for any non-aggregation table Ti, we 
define Fi(V) to be the number of records in Ti(V). Thus, T1 will have S1(V) defined; T2 
and T3 will have F2(V) and F3(V) defined. The sketch is constructed as follows: 

The ε family: For each join pair (Ji, Jj), select a family of 4-wise independent binary 
random variables {εk, k=1,…,|Di|}, with each εk∈{1,-1}. That is, each join value k is 
associated with a variable εk whose value is randomly selected from {1,-1} and any 4 
tuple of such ε variables is jointly independent. The set of values for all εk variables is 
called a ε family. In this example, there are two independent ε families, one for each 
join pair. In table Ti, with a join value instance V, for each join value x in V (x is a value 
of some join attribute J), there is one εx variable from J’s ε family. Let Ei(V)= Πx∈V εx. 

Atomic sketches: There is one atomic sketch for each table. For the aggregation table 
T1, its atomic sketch X1=ΣV[S1(V)×E1(V)], i.e. the sum of S1(V)×E1(V) over all distinct 
V in T1, called S-atomic sketch (S for summary); the atomic sketch for T2 and T3 is X2= 
ΣV[F2(V)×E2(V)] and X3=ΣV[F3(V)×E3(V)], called F-atomic sketches (F for frequency). 
The sketch: The sketch is defined as Πi (Xi), the multiplication of atomic sketches over 
all tables. The expected value of the sketch can be shown to be equal to SUM(A) with 
bounded variance. We refer interested readers to [4][7] for details. 

Because sketch is a random variable, the above computation must be repeated many 
times to get a good average. [5] suggests a procedure of boosting where the number of 
trials is α×β. For every α trials, the average of their sketches is computed, resulting in β 
averages. The final estimator is the median of these β averages. Note the ε families are 
chosen independently in each trial. We will refer to this process as αβ-boosting. The 
time complexity of sketching with αβ-boosting is O(α×β×Σi|Ti|), where |Ti| denotes the 
number of records in table Ti. Experiments from previous works and our experiences 
show it is usually accurate (error rate < 5%) with moderate size of α (~50) and β (~5). 
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Private Shared Scalar Product Protocol. The private scalar product protocol was 
first discussed in [8]. Given two d-dimensional vectors U =<U1,…,Ud> and 
V =<V1,…,Vd> owned by two honest-but-curious parties, this protocol computes U V×  
such that the two parties obtain no additional knowledge other than U V× . 

In some applications, a scalar product U V×  is needed as a part of the computation, 
but the value of U V×  needs to be concealed. Such problems can be addressed by the 
private shared scalar product (SSP) protocol [11]. Each party obtains a random share 
of U V× , denoted as R1 and R2, such that R1+R2=U V× . R1 and R2 are complementary to 
each other with their sum being U V× , but the sum is unknown to both parties. The 
range of R1 and R2 can be the real domain, thus it is impossible to guess U V×  from any 
single share. Efficient two-party SSP protocols are available with linear complexity 
[6][8][9]. The multi-party SSP protocol was studied in [11]. In the rest of this paper, we 
will use SSP(V 1,…,V k) to denote the SSP protocol on input vectors V 1,…,V k. 

4   Private Sketching Protocol 

We illustrate our protocol on the basic join aggregate COUNT(*) over two private ta-
bles, i.e. the join size of two tables. Note that our protocol can be extended to other 
queries. We will first analyze the privacy breaches in the standard sketching process, 
from which we derive the requirements on the types of information that must be con-
cealed. We then show how to conceal such information using our protocol. 

Assume that Alice holds table T1 and Bob holds T2 with a common join attribute J. 
Let D1 be the set of join values in T1, D2 be the set of join values in T2. Thus, J’s active 
domain D= D1 ∪ D2. First, a ε family for J is selected. Then both parties use this same ε 
family to compute their atomic sketches. For illustration purposes, assume D has two 
values v1 and v2 (|D|=2); there are two variables {ε1, ε2} in the ε family. Let Fi(v) denote 
the number of records with join value v in table Ti. F1(v) belongs to Alice and should be 
concealed from Bob; F2(v) belongs to Bob and should be concealed from Alice. 

The two parties compute their atomic sketches Xi as follows: 

Alice (T1): 

Bob (T2): 

X1 = F1(v1) × ε1 + F1(v2) × ε2, 

X2 = F2(v1) × ε1 + F2(v2) × ε2. 

(1) 

(2) 

So far, the computation of Xi is done locally, using the shared ε family and locally 
owned Fi(vj) values without any privacy problem. Because the ε family is just some 
random value, knowing it will not lead to any private information about the other party. 

Next, the sketch X1×X2 needs to be computed. Suppose Alice sends her atomic 
sketch X1 to Bob. Now, Bob knows X1, X2 and the ε family. In Equation (1) and (2), 
with only F1(v1) and F1(v2) being unknown, Bob can infer some knowledge about 
F1(vj). For example, knowing ε1=1 and ε2=-1, if X1 is positive, Bob knows that v1 is 
more frequent than v2 by a margin of X1 in T1. The problem may be less obvious when 
there are more values in D, however, it still leaks some hints on F1(vj). Furthermore, in 
the αβ-boosting process, the above computation is repeated α×β times and there is  
one pair of Equation (1) and (2) for each of the α×β trials. With the ε family being 
independently chosen in each trial, each pair of equations provides a new constraint on 
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the unknown F1(vj) values. If the number of trials is equal to or greater than |D|, Bob 
will have a sufficient number of Equation (1) to solve all F1(vj) values. Therefore, even 
for a large domain D, the privacy breach is severe if Bob knows both atomic sketches. 

On the other hand, even if Bob only knows his own X2, given the result of X1×X2, he 
can easily get X1. Now, if the individual sketch X1×X2 in each trial is also concealed 
from Bob, because both parties agree to share the final result which is an average of 
X1×X2, by comparing the final result with his own X2’s, Bob may still infer some ap-
proximate knowledge on X1. The situation is symmetric with Alice. Therefore, to 
prevent any inference on other party’s Fi(vj), all atomic sketches should be unknown to 
all parties. This implies that the ε families should also be concealed from all parties. 

Now suppose all atomic sketches Xi and ε families are concealed. If the sketch 
X1×X2 is known to Bob, Bob may still learn X1 in some extreme cases. For example, 
knowing X1×X2=0, and F2(v1)=10 and F2(v2)=5, since X2≠0 for any value of ε1 and ε2, 
Bob can infer that X1=0. Additionally, from Equation (1), X1=0 holds only if F1(v1)= 
F1(v2) (because ε1,ε2∈{1,-1}). Consequently, Bob learns that the two join values are 
equally frequent in T1. To prevent this, the individual sketch in each trial should also be 
concealed from all parties. Therefore, the only non-local information that a party is 
allowed to know is the final query result which will be shared at the end. Because the 
final result is something that has been averaged over many independent trials, dis-
closing one average will not let any party infer the individual sketches or underlying 
atomic sketches. Note that with the current problem definition where parties agree to 
share the final result, we cannot do better than this. 

Since the ε families must be concealed from Alice and Bob, we need a semi-trusted 
third party [15], called Tim, to generate the ε families. To fulfill its job, Tim must also 
be an honest-but-curious party who does not collude with Alice or Bob. In real world, 
finding such a third party is much easier than finding a trusted third party. The protocol 
must ensure that Tim does not learn private information about Alice or Bob or the final 
query result, i.e. Tim knows nothing about atomic sketches, sketches or Fi(vj) values. 
The only thing Tim knows is the ε families which are just some random variables. On 
the other hand, Alice owns F1(vj) and Bob owns F2(vj), both should know nothing about 
the other party’s Fi(vj), the ε families, atomic sketches or individual sketches. 

Information Concealing. Let Y denote an average of sketches over α trials in 
αβ-boosting. There will be β number of such Y’s in total. A protocol satisfying the 
following requirements is called IC-conforming: Alice learns only Y’s and local F1(vi); 
Bob learns only Y’s and local F2(vi); Tim learns only the ε families; atomic sketches Xi 
and individual sketches X1×X2 are concealed from all parties. 

Theorem 1. A IC-conforming protocol conceals Fi(v) from all non-owning parties 
throughout the computation process.                                                                              ■ 

Proof: First, Tim knows only the ε families and nothing about Fi(v). Consider Alice and 
Bob. From IC-conformity, the only non-local knowledge gained by Alice or Bob is the 
value of Y, which is an average of sketches over α trials. With α≥2, such an average 
provides no clue on any individual sketch because each sketch is computed with an 
independent and random ε family. Even if there is a non-zero chance that Tim chooses 
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the same ε family in all α trials, therefore Y is equal to each individual sketch, Alice or 
Bob will have no way of knowing it because the ε families are unknown to them. 

Alice or Bob knows that Y is an approximation of the query result F1(v1)×F2(v1)+... 
+F1(vk)×F2(vk). However, this approximation alone does not allow any party to solve 
the other party’s Fi(v) because there are many solutions for the unknown Fi(v). It does 
not help to use different averages Y in αβ-boosting because they are instances of a 
random variable and do not act as independent constraints.                                          ■ 

4.1   IC-Conforming Protocol for Two-Party COUNT(*) Query 

Assume Bob is the querying party who issues the query. The overall process of our 
protocol is shown below. The α×β trials are divided into β groups, each containing α 
trials. Each trial has the ε-phase and the S-phase. The ε-phase generates the ε family and 
the S-phase computes atomic sketches. For each group, the α-phase computes the 
sketch average over α trials. Finally the β-phase finds the median of the β averages. 

1. for i=1 to β do   
2.  for j=1 to α do 
3.   ε-phase; 
4.   S-phase; 
5.  α-phase; 
6. β-phase;  

ε-phase. In this phase Tim generates the ε family. Let D1 be the set of join values in T1 
(Alice’s table); D2 be the set of join values in T2 (Bob’s table). D=D1 ∪ D2. To generate 
the ε family, Tim needs |D|, |D1|, |D2| and the correspondence between ε variables and 
join values. Alice and Bob can hash their join values by a cryptographic hash function 
H [18]. H is (1) pre-image resistant: given a hash value H(v), it is computationally 
infeasible to find v; (2) collision resistant: it is computationally infeasible to find two 
different inputs v1 and v2 with H(v1)=H(v2). Industrial-strength cryptographic hash 
functions with these properties are available [16]. The ε-phase is as follows. 

1. Alice and Bob agree on some cryptographic hash function H and locally compute 
the hashed sets of their join values S1={H(v)|v∈D1} and S2={H(v)|v∈D2} using H. 

2. Alice sends S1 and Bob sends S2 to Tim. 
3. Tim computes S=S1 ∪ S2. 
4. Tim assigns a unique ε variable to each value in S, generating a ε family E 1 for 

S1 and a separate ε family E 2 for S2. 

Security analysis. Alice and Bob do not receive information from any party. With the 
cryptographic hash function H, Tim is not able to learn original join values from the 
hashed sets. Since Tim does not know H, it is impossible for Tim to infer whether a join 
value exists in T1 or T2 by enumerating all possible values. What Tim does learn is the 
domain size |D1|, |D2|, |D1 ∪ D2| and |D1 ∩ D2|. But they will not help Tim to infer 
atomic sketches or sketches. Therefore, this phase is IC-conforming. 
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S-phase. This phase computes the atomic sketches X1 for T1 and X2 for T2. Let F i be 
the vector of Fi(v) values where v∈Di, arranged in the same order as in E i. Xi is ac-
tually the scalar product F i× E i where F i is owned by Ti and E i is owned by Tim. 
To conceal E i, F i and Xi, the three parties can use SSP protocol to compute Xi. 

1. Alice and Tim compute SSP( E 1, F 1), where Alice obtains RA and Tim obtains 
TA, with RA+TA=X1. 

2. Bob and Tim compute SSP( E 2, F 2), where Bob obtains RB and Tim obtains TB, 
with RB+TB=X2. 

Security analysis. The SSP protocol ensures that E i, F i and Xi are concealed. Tim 
obtains two non-complementary random shares of different atomic sketches, which are 
not useful to infer any atomic sketch. Thus, this phase is IC-conforming. 
 

α-phase. This phase computes the average of sketches for every α trials. The sketch in 
the jth trial is X1j×X2j, where X1j and X2j are atomic sketches for T1 and T2. However, at 
the end of S-phase, no party knows X1j or X2j; rather, Tim has TAj and TBj, Alice has 
RAj and Bob has RBj, such that X1j=TAj+RAj and X2j=TBj+RBj. After α trials, let RA  
be the vector <RA1,…,RAα> and let RB ,TA ,TB  be defined analogously. Alice owns 
RA , Bob owns RB , Tim owns TA  and TB . The sketch average Y over the α trials is: 
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The numerator is the sum of several scalar products. To compute these scalar 
products, if we allow the input vectors to be exchanged among parties, a party obtaining 
both complementary random shares immediately learns the atomic sketch, thereby 
violating the IC-conformity. Therefore we use the SSP protocol again as follows. 

1. Alice and Bob compute SSP( RA , RB ). 
2. Tim and Bob compute SSP(TA , RB ). 
3. Tim and Alice compute SSP(TB , RA ). 
4. Tim computes TA ×TB  (no SSP is needed). 
5. Tim sums up all his random shares and TA ×TB , sends the sum to Alice. 
6. Alice adds all her random shares to the sum from Tim, forwards it to Bob. 
7. Bob adds all his random shares to the sum from Alice, divides it by α. In the end, 

Bob has the average Y over the α trials. 

Security analysis. The SSP protocols ensure that RA , RB ,TA ,TB  are concealed from a 
non-owning party; therefore, no party learns atomic sketches. After SSP computations, 
a party may obtain several non-complementary random shares. For example, Alice 
obtains one random share of RA × RB  and one random share of TB × RA , which will not 
help her learn anything. A party may receive a partial sum during sum forwarding. 
However, each partial sum always contains two or more non-complementary random 
shares. It is impossible for the receiver to deduce individual contributing random shares 
from such a sum. Therefore, this phase is IC-conforming. 
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β-phase. Repeating the α-phase β times would yield the averages Y1, …, Yβ at Bob. In 
the β-phase, Bob finds the median of them, which is the final query estimator. 

Security analysis. This phase is done entirely by Bob alone and there is no infor-
mation exchange at all. Thus the level of privacy at all parties is unchanged. 

Cost Analysis. Let |Ti| be the number of records in Ti. Let CH denote the computation 
cost of one hash operation. Let CSP(d) denote the computation cost and S(d) denote the 
communication cost for executing the SSP protocol on d-dimensional vectors. 

The running time of our protocol is as follows. (1) ε-phase: hashing and generating ε 
families takes O(CH×|D|+Σi|Ti|+α×β×|D|) time. Note that hashing is done only once for 
all trials, but the ε family is generated independently in each trial. (2) S-phase: com-
puting atomic sketches takes O(α×β×ΣiCSP(|D|)). (3) α-phase: computing the β aver-
ages takes O(β×CSP(α)). (4) β-phase: finding the median of β averages takes O(β) time. 

The communication cost is 2|D| for generating ε families, 2αβ×S(|D|) for computing 
atomic sketches, 3β×S(α) for computing averages. 

4.2   Protocol Extensions 

Our protocol can be extended to n-party queries. Using only one third party Tim, each 
party securely computes their atomic sketches with Tim and the sketch averages are 
computed over n parties using the n-party SSP protocol. Our protocol also works with 
SUM(A) queries. The only difference is that the table with attribute A will compute 
S-atomic sketches instead of F-atomic sketches. Such change only affects local com-
putations in that table. We can even handle more general forms of aggregations like 
SUM(A×B×C) or SUM(A+B+C). Group-by operators can also be handled, where each 
group can be considered a partition of original tables and there is a sketch for each 
partition. In addition, our protocol is extendable to perform roll-up/drill-down opera-
tions [13], by rolling-up/drilling-down on local random shares. For details on our 
protocol extensions, please refer to a full version of our paper [17]. 

5   Experiments 

We implemented the two-party protocol on three PCs in a LAN to simulate Alice (T1), 
Bob (T2) and Tim. All PCs have Pentium IV 2.4GHz CPU, 512M RAM and Windows 
XP. The cryptographic hash function was implemented using QuickHash library 3.0 
(http://www.slavasoft.com/quickhash/). We use the SSP protocol in [9]. Tests were 
done on synthetic datasets with various table sizes and join characteristics. |D| varies 
from 100 to 10000, |T1| from 10000 to 1 million, join values follow zipf distribution. T2 
was generated such that for every join value in T1, B number (1~10) of records are 
generated in T2 with the same join value. Thus, |T2|=B×|D| and the join size 
|T1∞T2|=B×|T1|. In our experiments, with α ranging from 50 to 300 and β from 5 to 20, 
the error rate in all runs is no more than 6%. For large α and β, the error is usually less 
than 2%. This shows that the approximation provided by sketching is sufficient for 
most data mining applications where the focus is on trends and patterns, instead of 
exact counts. As analyzed in Section 4, the protocol is very efficient and finishes within 
seconds in all runs. Please see [17] for more details. 
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6   Conclusions 

We proposed a privacy-preserving protocol for computing join aggregate queries over 
private tables. The capabilities of computing such queries are essential for collaborative 
data analysis that involves multiple private sources. By a novel transformation of the 
sketching technique, we achieve a level of protection not provided by the previous 
encryption method. The key idea is locally maintaining random shares of atomic 
sketches that provide no clue on the data owned by other parties. 
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Abstract. This paper deals with an annotation-based decisional system. The de-
cisional system we present is based on multidimensional databases, which are 
composed of facts and dimensions. The expertise of decision-makers is mod-
elled, shared and stored through annotations. These annotations allow decision-
makers to make an active reading and to collaborate with other decision-makers 
about a common analysis project. 

Keywords: Multidimensional Database, Annotation, Expertise Memory. 

1   Introduction and Motivations 

Multidimensional data analysis consists in manipulations through aggregations of data 
drawn from various transactional databases. This approach is often based on multidi-
mensional databases (MDB). MDB schemas are composed of facts (subjects of 
analysis) and dimensions (axes of analysis) [11]. Decision-making consists in analys-
ing these multidimensional data. Nevertheless, due to its numeric nature it is difficult 
to interpret business data. Decision-makers must analyse and interpret data. This ex-
pertise, which can be considered as an immaterial capital, is very valuable but it is not 
exploited in traditional multidimensional systems. 

As paper annotations convey information between readers [10], we argue that an-
notations may support this immaterial capital on MDB. We consider an annotation as 
a high value-added component of MDB from the users’ point of view. Such compo-
nents can be used for a personal use to remind any information concerning studied 
data as well as for a collective use to share information that makes complex analyses 
easier. This collective use of annotations would be the base to build an expertise 
memory that stores previous decisions and commentaries. 

This paper addresses the problem of integrating the annotation concept into MDB 
management systems. Annotations are designed with the objective of assisting deci-
sion-makers and making their expertise persistent and reusable. 

Related works and discussion. To the best of our knowledge, the integration of an-
notations in MDB has not been studied yet. The closest works are related to annota-
tion integration in Relational DataBase Management Systems (RDBMS). First, in the 
DBNotes system [13, 1, 2, 5] zero or several annotations are associated to a relation 
element. Annotations are transparently propagated along as data is being transformed 
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(through SQL queries). This annotation system traces the origin and the flow of data. 
Second, the authors in [6] and [7] specify an annotation oriented data model for the 
manipulation and the querying of both data and annotations. This model is based on 
the concept of block to annotate both a single value and a set of values. A prototype, 
called MONDRIAN, supports this annotation model. Third, similar to the previous 
systems, the works described in [3] and [4] consist in annotating relational data. 
DBNotes and MONDRIAN use relational data to express annotations whereas this 
last work models annotations using eXtensible Markup Language (XML). The model 
allows users to cross-reference related annotations. 

As conceptual structures of a MDB are semantically richer, the outlined works 
cannot be directly applied to our context. 

− Contrary to RDBMS where a unique data structure is used to both store and dis-
play data, in our MDB context, the storage structures are more complex and a 
specific display is required.  

− In RDBMS framework, annotations are straightforwardly attached to tuples or 
cell values [1]. Due to the MDB structures, the annotations must be attached to 
more complex data; e.g., dimension attributes are organised according to hierar-
chies and displayed decisional data are often calculated from aggregations. 

To annotate MDB we specify a specific model having the following properties: 
− An annotation is characterised by a type, an author, and a creation date. 
− Annotations can be traced according to an ancestor link. These cross-references 

are stored to facilitate collaborative work through discussion threads. 
− Each annotation is associated to an anchor, which is based on a path expression 

associating the annotations to the MDB components (structure or value). Thanks 
to this anchor, annotations can be associated to different data granularities. 

− To facilitate user interactions, annotations are defined and displayed through a 
conceptual view of the MDB where the annotations are transparently propagated 
and stored into R-OLAP structures. 

Paper outline. Section 2 extends the conceptual multidimensional model defined in 
[11] for integrating annotations. Section 3 describes an R-OLAP system to manage 
annotations into MDB. 

2   An Annotation-Featured Multidimensional Model 

2.1   Multidimensional Concepts 

The conceptual model we define represents data as a constellation [9] regrouping sev-
eral subjects of analysis (facts), which are studied according to several axes of analy-
sis (dimensions). 

Definition. A constellation is defined as (NC, FC, DC, StarC, AnnotateC) where NC is 
the constellation name, FC is a set of facts, DC is a set of dimensions, StarC: FC→2DC 
associates each fact to its linked dimensions, AnnotateC is a set of global annotations 
of the constellation elements (see section 3). 

A dimension reflects information according to which subjects will be analysed. A 
dimension is composed of parameters organised through one or several hierarchies. 
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Definition. A dimension Di is defined by (NDi, ADi, HDi, ExtDi) where NDi is the di-
mension name, ADi = {a1,…, aq} is a set of dimension attributes, HDi = {HDi

1,…, 
HDi

W} is a set of hierarchies, ExtDi = {iDi
1,…, iDi

Y} is a set of dimension instances. 
Dimension attributes are modelled according to one or several hierarchies. 

Definition. A hierarchy HDi
j is defined by (NHDi

j, P
HDi

j, WAHDi
j) where NHDi

j is the 
hierarchy name, PHDi

j = <Id, p1,… ,ps ,All> is an ordered set of dimension attributes, 
called parameters, ∀k∈[1..s], pk∈ADi. Each parameter specifies a granularity level of 
the analysis. The WAHDi

j : P
HDi

j → 2ADi function associates each parameter to a set of 
weak attributes for adding semantic information to the parameter. 

A fact regroups indicators called measures that have to be analysed. 

Definition. A fact Fi is defined by (NFi, MFi, ExtFi, IStarFi) where NFi is the fact name, 
MFi = {f1(m1),…, fp(mp)} is a set of measures m1,…, mp associated to aggregation 
functions f1,…, fp, ExtFi = {iFi

1,…, iFi
x} is a set of fact instances. IStarFi: Ex-

tFi→ExtStar(Fi) associates each fact instance to its linked dimension instances. 

Example. Fig. 1 shows a multidimensional schema that supports analyses about 
amount orders and ordered product quantities. It is composed of one fact, named Or-
der, and three dimensions, named Time, Customer, and Product. 

 

Fig. 1. Example of constellation schema 

The visualisation of constellations consists in displaying one fact according to sev-
eral dimensions into a multidimensional table (MT). A MT is more complex than re-
lations because it is organised according to a non-clear separation between structural 
aspects and data contents [8].  

Definition. A multidimensional table T is defined as (ST, LT, CT, RT, AnnotateT) 

− ST = (F, {f1(m1), …,  fp(mp)}) is the subject of analysis, which is represented by 
the fact and its displayed measures f1(m1),…, fp(mp), 

− LT = (DL, HL, PL) is the horizontal analysis axis where PL=<pHL
max, …, pHL

min> 
are displayed parameters of DL∈StarC(F) and HL∈HDL is the current hierarchy, 

− CT = (DC, HC, PC>) is the vertical analysis axis where PC=<pHC
max, …, 

pHC
min>, HC∈HDC and DC∈StarC(F), HC is the current hierarchy of DC, 

− RT = pred1 ∧ … ∧ preds is a normalised conjunction of predicates. 
− AnnotateT is a set of local annotations of the MT elements (see section 2.3). 
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Example. Fig. 2 depicts an MT example that displays amount orders according to the 
temporal axis and the customer axis. Note that a MT represents an excerpt of data 
recorded in a constellation. T1 = (S1, L1, C1, R1, ∅) with S1=(F_ORDER, 
{SUM(Amount)}), L1=(D_TIME, HTPS, <All, YEAR, MONTH_NUMBER>), 
C1=(D_CUSTOMER, HGEO, <All, COUNTRY, CITY>) and R1=true. 

 

Fig. 2. Example of MT 

2.2   An Integrated Annotation Model 

In order to annotate a MDB, we provide a specific annotation model that is directly 
integrated into the multidimensional model. The proposed annotation model is col-
laboration-oriented. It provides functionalities that allow users to share information 
and to discuss directly in context during the data analysis. Therefore, an annotation 
can be defined at two specific levels of the MDB. 

− A global annotation concerns a conceptual component of a constellation (fact, 
measure, dimension, hierarchy, parameter, weak attribute). Such annotations are 
displayed in any MT including the globally annotated element. 

− A local annotation concerns a specific component of a given MT. These annota-
tions are only displayed in a specific context corresponding to a MT. 

As for paper, an MDB annotation is twofold; it consists in: 
− subjective information that corresponds to its content (e.g. a text typed by deci-

sion-makers) and at least one type to understand easier without having to read 
its content. We define some specific types: a commentary, a question, an answer 
to an existing annotation, a conclusion… 

− objective data (also called meta-data) that corresponds to its unique identifier, its 
creation date, its creator identifier, a link to the parent annotation (when answer-
ing to another annotation) and an anchor to annotated data. 

The system automatically generates the set of objective data whereas the annota-
tion creator formulates the set of subjective information. 

During an analysis, decision makers visualize synthesized data through MT. These 
MT can be manipulated by the use of commands defined by the related algebra [11]. 
Thus annotations should follow the MT changes. That is why anchors cannot be 
specified with a coordinate-based system. That is why we define a unique anchoring 
structure. This later relies on a path-like notation that can be generalized to any MT. 
An anchor attaches both local and global annotations. 
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In next definitions, ^ corresponds to an empty path. Let us consider CONS as a 
constellation, MT as a multidimensional table, Fact as a fact, measure as a measure, 
f(m) as an aggregation function applied to a measure m, val as a specific measure 
value, Dim as a dimension, Hier as a hierarchy, param as a dimension attribute  
(parameter or weak attribute) and valueP as a value of a dimension attribute. 

Definition. An anchor is defined as (S, D1, D2) where 

− S = ^ | {CONS | MT}[.Fact[[/measure | /f(m)][=val]?]*]? designates a path to 
any fact or measure used in a constellation or in a MT, 

− D1 = ^ | Dim[.Hier[/param[=valueP]?]*]? designates a path concerning the a 
first dimension (row or column of the MT), 

− D2 = ^ | Dim[.Hier[/param[=valueP]?]*]? designates a path concerning the sec-
ond dimension (row or column of the MT). 

If the two dimensions D1 and D2 are given, the system is able to identify a specific 
cell in the MT. Thanks to this anchoring structure and to the different combinations of 
values that it allows, annotations can be easily stored in the MDB be retrieved and 
displayed in a specific MT for instance. 

Example. In Fig. 3, two users annotate the constellation C1 and a multidimensional 
table MT1. The first user, noted U1, annotates MT1 with A7, A8, A9, and A10. The 
annotation A9 is a question. This is the root of a discussion thread. The second user, 
noted U2, has annotated C1 with the annotations from A1 to A6. He also answers to 
A9 through the annotation A11. The anchor for each annotation is: 

− A1: (^, D_CUSTOMER, ^) or (^, ^, D_CUSTOMER). This anchor supposes that the 
annotation concerns the D_CUSTOMER dimension. The annotation is displayed 
every time D_CUSTOMER is used. To associate this annotation to this dimension 
when it is only linked to the fact F_ORDER the anchor should be transformed in 
(C1.F_ORDER, D_CUSTOMER, ^). 

− A2: (^,D_CUSTOMER.HGEO, ^) or (^, ^, D_CUSTOMER.HGEO). 
− A3: (^, D_CUSTOMER.HGEO/YEAR, ^) or (^, ^, D_CUSTOMER.HGEO/YEAR). 
− A4: (^,D_CUSTOMER.HGEO/YEAR/DATE_DESC, ^). 
− A5: (C1.F_ORDER, ^, ^). 
− A6: (C1.F_ORDER/AMOUNT, ^, ^). 
− A7: (MT1, D_TIME.HTPS/YEAR=‘2007’, ^). 
− A8: (MT1, D_CUSTOMER.HGEO/COUNTRY=‘France’/CITY=‘Toulouse’, ^). 
− A9: (MT1.F_ORDER/SUM(AMOUNT), D_TIME.HTPS/YEAR = ‘2007’/ 

MONTH_NUMBER = ‘6’, D_CUSTOMER.HGEO/COUNTRY = ‘France’/CITY = ‘Tou-
louse’). To annotate one value corresponding to a specific measure of this cell, 
the annotation should be transformed in: (MT1.F_ORDER/ AMOUNT.SUM = 
‘4293’, D_TIME.HTPS/YEAR = ‘2007’/MONTH_NUMBER = ‘6’, 
D_CUSTOMER.HGEO/ COUNTRY = ‘France’/CITY = ‘Toulouse’) 

− A10: (MT1, D_TIME.HTPS/YEAR=‘2007’, ^). 
− A11: The path of A11 is identical to A9, only its content is different. 
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Fig. 3. Example of annotations on a MT as well as on the MDB schema 

3   R-OLAP Implementation 

As mentioned in Fig. 4, the architecture of our annotation management system is 
composed of three main modules. 

− The display interfaces (GUI) allow decision-makers (1) to annotate the constel-
lation schema and the MT via global and local annotations, (2) to display analy-
ses through annotated MT. 

− The query engine translates user interactions into SQL queries. Correctness of 
query expressions is validated through meta-data. These SQL queries are sent to 
the databases; results are sent back to the GUI.  

− The R-OLAP data warehouse is an RDBMS storing multidimensional data, 
meta-data and annotations.  

 

Fig. 4. Threefold annotation management system for MDB s architecture 

3.1   Metabase 

Constellations are implemented in an R-OLAP context. To store the multidimensional 
structures, we have defined meta-tables that describe the constellation 
(META_FACT, META_DIMENSION, META_HIERARCHY…). For example, 
Fig. 5 describes the constellation structure illustrated in Fig. 1. 
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Fig. 5. Metabase for storing a constellation 

3.2   Snowflake Database 

An important challenge for storing annotations is the implementation of anchors. To 
associate each annotation to a unique row in the R-OLAP database, we adopt a snow-
flake data schema [9]. It consists in normalising dimensions according to hierarchies 
to eliminate redundancy; the annotation anchors designate a unique data. 

Example. Fig. 6 shows the R-OLAP implementation of the constellation illustrated in 
Fig. 1 according to a snowflake modelling. 

 

Fig. 6. R-OLAP snowflake schema 

Note that these tables of the snowflake schema must be completed with pre-
aggregated tables for improving query performances. Moreover, as argued in [1], add-
ing and propagating annotations in RDBMS must drop down performances. Their 
experimentation results show that for larger databases (500MB and 1GB), the queries 
integrating annotations took only about 18% more time to execute than their corre-
sponding SQL queries.  
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3.3   Annotation Storage 

We have to provide a mechanism for storing global and local annotations into the 
same structure. The main problem consists in implementing the formal anchoring 
technique meanwhile providing a homogeneous way to manage the annotations such 
that some annotations may be anchored to detailed data, aggregated data or meta-data. 

Our solution consists in storing annotations into a single table whose schema is 
composed of the following columns: 

− PK is the annotation identifier, 
− NTABLE is the table or a meta-table where the annotated data is stored, 
− ROW is an internal row identifier used in the database system related to the an-

notated data of the NTABLE, 
− COL stores the attribute name of annotated data. If the annotation is anchored to 

the multidimensional structure, it is anchored to a row in a meta-table (COL is 
null) whereas if the annotation is associated to a value, COL is valued. 

− DESC stores the annotation content. 
− LOCAL represents the annotation scope. When the annotation is local to a MT, 

then this attribute is valued. 
− TYPE describes the annotation type (comment, question, answer…). 
− DATE stores the creation date of the annotation. 
− PARENT represents a relationship between annotations. The attribute is used to 

store a discussion thread (for example, an answer following a question). 
− AUTHOR is the author of the annotation. 

Example. The following table (Fig. 7) stores annotations defined in section 2.2. 

ANNOTATION
PK NTABLE ROW COL DESC LOCAL TYPE DATE PARENT AUTHOR

1 META_DIMENSION @2 A1 Comment 02/04/2007 U2
2 META_HIERARCHY @7 A2 Comment 02/04/2007 U2
3 META_ATTRIBUTE @23 A3 Comment 02/04/2007 U2
4 META_ATTRIBUTE @20 A4 Comment 02/04/2007 U2
5 META_FACT @41 A5 Comment 02/04/2007 U2
6 META_MEASURE @43 A6 Comment 02/04/2007 U2
7 D_YEAR @100 YEAR A7 Comment 02/04/2007 U1
8 D_CITY @101 CITY A8 V1 Question 02/04/2007 U1
9 MV1 @200 AMOUNT A9 V1 Comment 02/04/2007 U1

10 META_ATTRIBUTE @18 A10 V1 Comment 02/04/2007 U1
11 MV1 @200 AMOUNT A11 V1 Answer 03/04/2007 9 U2  

Fig. 7. Storage of the annotations 

These annotations are anchored to three levels. 

− Annotations A1 to A6 as well as A10 are associated to the meta-data tables; 
e.g. A1, stored in the 1st row and conceptually noted (^, D_CUSTOMER, ^), is 
anchored to the row identified by @2 into META_DIMENSION table. 

− The global annotation A7 and the local annotation A8 are anchored to detailed 
values (of parameters). The attributes named ROW and COL are used to locate 
these annotated data. In Fig. 7 we assume that D_YEAR and D_CITY contain 
respectively the rows [@100, y1, 2007] and [@101, ci1, Toulouse, co1]. 
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− The annotations A9 and A11 are anchored to aggregated values of the measure 
AMOUNT. In order to define the anchor, aggregated data must be materialised. 
The MT is calculated from the following SQL query, noted V1: 

SELECT year, month_number,country,city,SUM(amount) AS amount 
FROM F_ORDER or,D_CUSTOMER cu,D_CITY ci,D_COUNTRY co,D_TIME 
ti,D_MONTH mo,D_YEAR ye 
WHERE or.idc=cu.idc AND cu.idci=ci.idci AND ci.idco=co.idco 
  AND or.idt=ti.idt AND ti.idm=mo.idm   AND mo.idy=ye.idy 
GROUP BY year,month_number,country,city; 

To store these annotations we define the materialized view of V1, noted MV1 that 
stores only annotated aggregated values as illustrated in Fig. 8. 

MV1
ROWID year month_number country city amount
@200 2007 6 France Toulouse 4293  

Fig. 8. Storage of annotated aggregated values 

4   Concluding Remarks and Future Works 

This paper described an implementation of an annotation management system for 
MDB. Every piece of multidimensional data can be associated with zero or more su-
perimposed information called annotations. We conceive annotations with the objec-
tive of storing decision-makers remarks about multidimensional data that would  
otherwise have not been kept in a traditional database. We provide annotations for a 
personal use to remind any information concerning analysed data as well as for a col-
lective use to materialise and to share decision-makers’ expertise to facilitate collabo-
rative analyses and decisions. 

Our solution allows decision-makers to annotate multidimensional data at various 
levels of granularities – fact, dimension, hierarchy, attributes, detailed or aggregated 
values. Annotations assist users in understanding MDB structures and decisional 
analysis expressed through MT. Global annotations are expressed on the MDB 
schema components and they are transparently propagated into the MT where local 
annotations are added according to the analysis context. 

We investigated how the global and local annotations can be stored into a homoge-
neous structure. We develop a relational meta-database describing constellation com-
ponents; these metadata are associated to global annotations. We also described an  
R-OLAP environment where multidimensional data are stored into snowflake rela-
tions. The normalised dimensions allow the system to annotate detailed multidimen-
sional data. In this normalised framework, we are interested in determining which 
aggregated information to materialise annotated values. The implementation solution 
we describe provides straightforward, uniform and efficient storage structures of deci-
sional annotations over multidimensional data. 

In our current system, global annotations are propagated into local analysis con-
texts. In addition, it would also be interesting to prospect how to detect similarities 
between analyses in order to propagate annotations from the local analysis context to 
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similar analysis contexts. We also investigate opportunities for integrating annotations 
into the lattice of materialised views to improve query computation in our current 
approach. Future works will revisit materialised view selection algorithms for deter-
mining relevant materialised views according to annotations. A new challenge raised 
compared to RDBMS context is the annotation propagation along aggregated data. 
The aggregation of decisional data implies aggregations of associated textual annota-
tions with specific aggregation functions [12]. 
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Abstract. Although multidimensionality has been widely accepted as
the best solution for conceptual modelling, there is not such agreement
about the set of operators to handle multidimensional data. This paper
presents a comparison of the existing multidimensional algebras trying
to find a common backbone, as well as it discusses the necessity of a
reference multidimensional algebra and the current state of the art.

1 Introduction

OLAP tools are conceived to exploit the data warehouse (DW) for analysis tasks
based on multidimensionality, the main feature of these tools. The multidimen-
sional conceptual view of data is distinguished by the fact/dimension dichotomy
and it is characterized by representing data as if placed in an n-dimensional
space, allowing us to easily analyze data in terms of facts and dimensions show-
ing the different points of view where a subject can be analyzed from.

Lots of efforts have been devoted to multidimensional modelling, and up to
now, several models have been introduced in the literature (see [1], [2]). However,
we can not yet benefit from a standard multidimensional model, and a common
framework in which to translate and compare the research efforts in the area is
missing. As discussed in [3] and [4], experiences in the field of databases have
proved that a common framework to work with is crucial for the evolution of the
area: (1) conceptual modelling is vital for the design, evolution and optimization
of a DW, whereas (2) a multidimensional algebra is crucial for a satisfactory
navigation and analysis (i.e. querying) of data contained in the DW. Specifi-
cally, a reference set of operators would help to develop design methodologies
oriented to improve querying, better and accurate indexing techniques as well
as to facilitate query optimization; issues even more critical than in an oper-
ational database, due to the huge amount of data stored in a DW. However,
although multidimensionality (i.e. to model in terms of facts and dimensions)
has been widely accepted as the best solution to DW modelling, there is no such
agreement about the set of operators to handle multidimensional data. To our
knowledge, does a comparison of algebras not even exist in the literature.

Thus, section 3 compares existing multidimensional algebras trying to find a
common backbone, whereas section 4 discusses why the relational algebra (used
by ROLAP tools) does not directly fit to multidimensionality. Due to the lack of a
reference model, section 2 presents the multidimensional framework used in this
paper. Section 5 discusses about the necessity of a reference multidimensional
algebra as well as the current state of the art, and section 6 concludes this paper.
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2 Our Framework

Due to the lack of a standard multidimensional model, and hence, the lack of
a common notation, we need a reference framework in which to translate and
compare the multidimensional algebras presented in the literature. Otherwise, a
comparison among all those different algebras would be rather difficult. In this
section we introduce a multidimensional data structure and a set of operators
(introduced in detail in [5]) used in this paper to concisely and univocally define
the multidimensional concepts, as well as to provide a common notation. From
here on, these concepts will be bold faced for the sake of comprehension.

First, we introduce our framework data structure, where a Dimension con-
tains a hierarchy of Levels representing different granularities (or levels of detail)
to study data, and a Level contains Descriptors. We differentiate between
identifier Descriptors (univocally identifying each instance of a Level) and
non-identifier. On the other hand, a Fact contains Cells which contain Mea-
sures. One Cell represents those individual cells of the same granularity that
show data regarding the same Fact (i.e. a Cell is a “Class” and cells are its
instances). We denote by a Base a minimal set of Levels identifying univocally
a Cell, that would result in “primary key” in ROLAP tools. A set of cells placed
in the multidimensional space with regard to the Base is called a Cube. One
Fact and several Dimensions to analyze it give rise to a Star.

Next, we present our reference multidimensional operations set that was
proved to be closed, complete and minimal (see [5] for further information):

– Selection: By means of a logic clause C over a Descriptor, this opera-
tion allows to choose the subset of points of interest out of the whole n-
dimensional space.

– Roll-up: It groups cells in the Cube based on an aggregation hierarchy.
This operation modifies the granularity of data by means of a many-to-one
relationship which relates instances of two Levels in the same Dimension,
corresponding to a part-whole relationship. As argued in [6] about Drill-
down (i.e. the inverse of Roll-up), it can only be applied if we previously
performed a Roll-up and did not lose the correspondences between cells.

– ChangeBase: This operation reallocates exactly the same instances of a
Cube into a new n-dimensional space with exactly the same number of
points, by means of a one-to-one relationship. Actually, it allows two dif-
ferent kinds of changes in the space Base: we can just rearrange the mul-
tidimensional space by reordering the Levels or, if more than one set of
Dimensions identifying the cells (i.e. alternative Bases) exist, by replac-
ing the current Base by one of the alternatives.

– Drill-across: This operation changes the subject of analysis of the Cube by
means of a one-to-one relationship. The n-dimensional space remains exactly
the same, only the cells placed on it change.

– Projection: It selects a subset of Measures from those shown in the Cube.
– Set Operations: These operations allow to operate two Cubes if both are

defined over the same n-dimensional space. We consider Union, Difference
and Intersection as the most relevant ones.
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Table 1. Summary of the comparison between multidimensional algebras

Union

Algebra Operator Selection Projection Roll-up changeBase Drill-across Difference Remarks

Drill-down Intersection

“Add Dimension” �p
“Transfer” ∼

[7] “Cube Aggr.” �
“Rc-join” �
“Union” �
“Push” �p Semantic

Rels.
“Pull” D �p Semantic

[8] Rels.
“Destroy Dimension” D �p

“Restriction” �
“Join” �

“Merge” �
“Selection” �
“Projection” �

“Cartesian Product” ∼
[9] “Union/Diff./Inters.” �

“Fold/Unfold” �p
“Classification” D

“Summarization” D
“Restriction” �

“Metric Projection” �
“Aggregation” �

“Cartesian Product” ∼
[10] “Join” �

“Union/Diff.” �
“Extract” �p Semantic

Rels.
“Force” �p Semantic

Rels.

“Slicing” �
“Roll-up/Drill-down” �

[11] “Split/Merge” ∼
“Implicit/Explicit Aggr.” �p

“Cell Operators” Derived
Measures

“Cartesian Product” ∼
“Natural Join” �

“Roll-up” D
“Aggregation” D

[12] “Level Description” �p Semantic
Rels.

“Scalar Function App.” Derived
Measures

“Selection” �
“Simple Projection” � �p

“Abstraction” �+ �p+
“Restrict” �
“Destroy” �p

[13] “join” �
“Join” �+ �+
“Aggr” �

“Selection” �
“Projection” �
“Union/Diff.” �

“Identity-based Join” ∼
“Aggregate Formation” �p

[14] “Value-based Join” �
“Duplicate Removal” Base

definition
“SQL-like Aggr.” �p

“Star-join” �+ �+
“Roll-up/Drill-down” �

“Navigate” �
[15] “Selection” �

“Split Measure” �
“Derived Measures” Derived

Measures
[16] “Join” �p

“Slice/Multislice” �
“Union/Diff./Inters.” �

“Selection Cube” �
[17] “Decoration” �p

“Fed. Gen. Projection” �+ �+ �+

3 The Multidimensional Algebras

This section presents a thorough comparison among the multidimensional al-
gebras presented in the literature. To the best of our knowledge, it is the first
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comparison of multidimensional algebras carried out. In [2], a survey describing
the multidimensional algebras in the literature is presented. However, unlike us,
it does not compare them.

Results presented along this section are summarized in table 1. There, rows,
representing an algebraic operator, are grouped according to which algebra they
belong to (also ordered chronologically), whereas columns represent multidimen-
sional algebraic operators in our framework (notice Roll-up and Drill-down
are considered together since one is the inverse of the other).

The notation used is the following: a � cell means that those operations
represent the same conceptual operator; a ∼ stands for operations with similar
purpose but different proceeding making them slightly different; a �p means that
the operation partially performs the same data manipulation as the reference
algebra operator despite the latter also embraces other functionalities, and a
�+ means that this operation is equal to combine the marked operators of our
reference algebra, meaning it is not an atomic operator. Analogously, there are
some reference operators that can be mapped to another algebra combining more
than one of its operators. This case is showed in the table with a D (from derived).
Keep in mind this last mark must be read vertically unlike the rest of marks.
Finally, notice we have only considered those operations manipulating data and
therefore, those aimed to manipulate the data structure are not included:

[7] introduces a multidimensional algebra as well as its translation to SQL. To
do so, they introduce an ad hoc grouping algebra extending the relational one
(i.e. with grouping and aggregation operators). This algebra was one of the first
multidimensional algebras introduced, and authors main aim was to construct
Cubes from local operational databases.

More precisely, it defines five multidimensional operators representing map-
pings between either Cubes or relations and Cubes. The “Add dimension” and
“Transfer” operators are aimed to rearrange the multidimensional space similar
to a changeBase: while “Add dimension” adds a new analysis Dimension to
the current Cube, “Transfer” transfers a Dimension attribute (i.e. a Descrip-
tor) from one Dimension to another via a “Cartesian Product”. Since multi-
dimensional concepts are directly derived from non-multidimensional relations,
Dimensions may be rather vaguely defined, justifying the transfer operator;
the “Cube Aggregation” operator performs grouping and aggregation over data,
being equivalent to Roll-up and finally, the “Rc-join” operator, that allows us
to join a relational table with a Dimension of the Cube, Selects those Di-
mension values also present in the table. This low level operator is tightly
related to the multidimensional model presented, and it is introduced to relate
non-multidimensional relations with relations modelling Cubes.

[8] presents an algebra composed by six operators rather relevant, since they
inspired many following algebras. First, “Push” and “Pull” transform a Measure
into a Dimension and viceversa, since in their model Measures and Dimen-
sions are handled uniformly. In our framework they would be equivalent to
define semantic relationships between the proper Dimensions and Cells and
then, Drill-across and changeBase respectively; “Destroy Dimension” drops
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a Cube Dimension rearranging the multidimensional space and hence, be-
ing equivalent to changeBase, whereas the “Restriction” operator is equivalent
to Selection; “Merge” to Roll-up and “Join” to an unrestricted Drill-across.
Consequently, the latter can even be performed without common Dimensions
between two Cubes, giving rise to a “Cartesian Product”. However, a “Cartesian
Product” does not make any multidimensional sense if it is not restricted, since
it would not preserve disjointness when aggregating data ([18]). Finally, notice
we can Project data by means of “Pull”ing the Measure into a Dimension
and performing a “Destroy Dimension” over it.

[9] presents an algebra based on the classical relational algebra operations.
Therefore, it includes “Selection”, “Projection”, “Union” / “Intersection” / “Dif-
ference” and the “Cartesian Product”; all of them being equivalent to their anal-
ogous operators in our reference algebra, except for the latter which is mappable
to an unrestricted Drill-across as discussed above. The “Fold” and “Unfold”
operators add / remove a Dimension, like in a changeBase; whereas Roll-up
is decomposed in two operators: “Classification of Tables” (i.e. grouping of data)
and “Summarization of Tables” (aggregation of data). Hence, this algebra pro-
poses to differentiate grouping (i.e. the conceptual change of Levels through a
part-whole relationship or in other words, the result of mapping data into groups)
from aggregation (i.e. aggregating data according to an aggregation function).

[10] and [19] present an algebra with eight operators based on [8]. Therefore,
the “Restriction” operator is equivalent to Selection; the “Metric Projection”
to Projection; the “Aggregation” to Roll-up and the “Union” / “Difference”
operators to those with the same name in our reference algebra. Moreover, like
in [8], Measures can be transformed into Dimensions and viceversa. Hence,
the “Force” and “Extract” operators are equivalent to the “Push” and “Pull” ones.
Finally, they rename the “Join” operator in [8] as “Cubic Product”, and denote by
“Join” an specific “Cubic Product” over two Cubes with common Dimensions
(i.e. preserving disjointness if joined through their shared Dimensions) since,
in general, a “Cartesian Product” does not make multidimensional sense.

[11] presents an algebra composed by five operators. “Roll-up” and “Drill-
down” and the “Split” and “Merge” operators are equivalent to Roll-up and
Drill-down. According to its model data structure that differentiates two anal-
ysis phases of data, these four operations are needed because “Roll-up” and “Drill-
down” find and interesting context in a first phase, whereas “Split” and “Merge”
modify the data granularity dynamically along the “dimensional attributes” (non-
identifiers Descriptors) defined in the “classification hierarchies” nodes of the
data structure. It also introduces two operators to aggregate data: the “Implicit”
and the “Explicit” aggregation. The first one is implicitly used when navigat-
ing by means of “Roll-up”s, whereas the second one can be explicitly stated by
the end-user. Since they are equivalent, these operators are just differentiated
because of the conceptual presentation followed in the paper. Finally, “Slicing”
operator reduces the multidimensional space in the same sense as Selection,
whereas the “Cell-oriented operator” derives new data preserving the same mul-
tidimensional space by means of “unary operators” (-, abs and sign) or “binary
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operators” (*, +, -, /, min and max). “Binary operators” ask for two multidi-
mensional objects aligned (i.e. over the same multidimensional space). In our
framework it is obtained defining Derived Measures in design time.

[12], [20] and [21] present an algebra with nine operators where, similar to
[9], Roll-up is decomposed into “Roll-up” (i.e. grouping) and “Aggregation”.
“Level description” is equivalent to changeBase: it changes a Level by another
one related through a one-to-one relation to it. In our framework we should de-
fine a semantic relationship among Levels involved and perform a changeBase;
“Simple projection” projects out selected Measures and reduces the multidimen-
sional space by dropping Dimensions: it can just drop Measures (equivalent
to Projection), Dimensions (to changeBase) or combine both. Finally, “Ab-
straction” is equivalent to the “Pull” operator in [8] and “Selection”, “Cartesian
Product” and “Natural Join” to those discussed along this section.

[13] presents an algebra based on Description Logics developed from [8]. There-
fore, it also introduces “Restrict”, “Destroy” (equivalent to “Destroy Dimension”)
and “Aggr” (equivalent to “Merge”). Furthermore, the “join” and “Join” opera-
tors can be considered an extension of the “Join” operator in [8]: both operators
restrict it to make multidimensional sense and consequently, being equivalent to
Drill-across; despite the second one also allows to group and aggregate data
before showing it (i.e. being equivalent to Drill-across plus Roll-up).

[14] presents an algebra where “Selection”, “Projection”, “Union” / “Difference”
and Roll-up and Drill-down are equivalent to those with the same name pre-
sented in our framework, whereas the “Value-based join” is equivalent to Drill-
across and the “Identity-based join” to “Cartesian product”. Moreover, it also
differentiates the “Aggregate operation” from the “Roll-up” (i.e. grouping); the
“Duplicate Removal” operator is aimed to remove cells characterized by the same
combination of dimensional values. In our framework it can never happen be-
cause of the Base definition introduced. Finally, it presents a set of non-atomic
operators; the “star-join” operator combines a Selection with a Roll-up, by
the same aggregation function, over a set of Dimensions, and the “SQL-like
aggregation” applies the “Aggregate operation” to a certain Dimensions and
projects out the rest (that is, performs a changeBase).

[15] presents an algebra with three operators. “Navigation” allows us to Roll-
up, and according to [22] it is performed by means of “Level-Climbing” (reducing
the granularity of data), “Packing” (grouping data) and “Function Application”
(aggregating by an aggregation function). Finally, “Split a Measure” is equivalent
to Projection and “Selection” to Selection.

[17] presents an algebra over an XML and OLAP federation: “Selection Cube”
allows us to Select data; “Decoration” adds new Dimensions to the Cube (i.e.
mappable to a changeBase) and “Federation Generalized Projection” (FGP)
Roll-ups the Cube and removes unspecified Dimensions (changeBase) and
Measures (Projection). Notice that despite Roll-up is mandatory, FGP can
combine it with a Projection or/and a changeBase.

An algebra with four operations is presented in [16]. “Slice” and “Multislice”
Select a single or a range of dimensional values; “Union” / “Intersection” /
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Fig. 1. Schema of a multidimensional Cube

“Difference” combine two aligned Cubes, whereas “Join” is rather close to Drill-
across but in a more restrictive way, forcing both Cubes to share the same
multidimensional space. “Derived Measures” derives new Measures from al-
ready existent. In our framework, as already said, derived Measures should be
defined in design time. Finally, notice that Roll-up is not included in their set
of operators, since it is considered in their model data structure.

Finally, to conclude our comparison, we would like to remark that some of
these approaches have also presented an equivalent calculus besides the algebra
introduced above (like [9] and [12]). Moreover, [23] presents a query language to
define the expected workload for the DW. We have not included it in table 1
since it can not be smoothly compared to algebraic operators one per one. Any-
way, analyzing it, we can deduce many of our reference operators are also sup-
ported by their model like Selection, Projection, Roll-up, Union and even
a partial Drill-across as they allow to overlap fact schemes.

4 Multidimensional Algebra vs. Relational Algebra

In our study, we also need to place the relational algebra in our framework
since, nowadays, ROLAP tools are the most widely spread approach to model
multidimensionality and therefore, multidimensional queries are being translated
to SQL and (eventually) to the relational algebra.

This section aims to justify the necessity of a semantic layer (the multidimen-
sional algebra) on the top of an RDBMS (i.e. the relational algebra). Despite we
believe ROLAP tools are a good choice to implement multidimensionality, we
present, by means of a conceptual comparison between the multidimensional and
the relational algebra operators, why the relational algebra (and therefore SQL)
does not directly fit properly to multidimensionality. Furthermore, we emphasize
on those restrictions and considerations needed to be made over the relational
algebra with regard to multidimensionality.

In this comparison we consider the relational algebra presented in [24]. Thus,
we consider “Selection” (σ), “Projection” (π), “Union” (∪), “Difference” (−) and
“Natural Join” (	
) as the relational algebra operators. We talk about “Natural
Join”, or simply “Join”, instead of “Cartesian Product” (the one presented in
[24] and where “Join” can be derived from) since a “Cartesian Product” without
restrictions is meaningless in the multidimensional model, as discussed in [18].

For the sake of comprehension, since we focus on a conceptual comparison,
and to avoid messing results with considerations about the DW implementation,
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we can assume, without loss of generality, that each multidimensional Cube
is implemented as a single relation (i.e. a denormalized relational table). So
that, considering the Cube depicted in figure 1 we would get the following
relation: {City, Day, Product, Daily Stock, Country, Month, Year}. The un-
derlined fields denote the multidimensional Base and therefore, the relation
“primary key”. Along this section, we will refer to this kind of denormalized
relation as the multidimensional table.

Table 2 summarizes the mapping between both set of algebraic operators.
Notice we are considering the “group by” and “aggregation” as relational op-
erators, and both will be justified consequently below. Since multidimensional
tables contain (1) identifier fields (i.e. identifier Descriptors) identifying data,
for instance: City, Day and Product in the above example, (2) numerical fields,
Daily Stock, representing multidimensional data (i.e. Measures) and (3) de-
scriptive fields, Country, Month and Year, (i.e. non-identifier Descriptors), we
use the following notation in the table: �Measures if the multidimensional oper-
ator is equivalent to the relational one but it can be only applied over relation
fields representing Measures, �Descs if the multidimensional operator must be
applied over Descriptors fields and finally, �Descsid

if it can be only applied
over identifier Descriptors fields. Consequently, a � without restrictions means
both operators are equivalent, without additional restrictions. If the translation
of a multidimensional operator combines more than one relational operator, the
subscript + is added. Next, we clearly define the relational algebra proper subset
mappable to the multidimensional algebra:

– The multidimensional Selection operator is equivalent to a restricted rela-
tional “Selection”. It can only be applied over Descriptors and then, it is
equivalent to restrict the relational “Selection” just over Level data. Accord-
ing to our notation, we express the multidimensional Selection in terms of
the relational algebra as σDescriptors.

– Similarly, the multidimensional Projection operator is equivalent to the
relational one restricted to Measures; that is, specific Cell data. In terms
of the relational algebra we could express it as πMeasures.

– OLAP tools emphasize on flexible data grouping and efficient aggregation
evaluation over groups, and it is the multidimensional Roll-up operator the
one aimed to provide us with powerful grouping and aggregation of data.
In order to support it, we need to extend the relational algebra to provide

Table 2. Comparison table between the relational and the multidimensional algebras

Reference Operator “Selection” “Projection” “Join” “Union”/“Diff.” “Group by” “Aggregation”
Selection �Descs
Projection �Measures
Roll-up �Descsid+ �Measures+

Drill-across �Descsid+ �Descsid+
Add Dim. �Descsid

changeBase Remove Dim. �Descsid
Alt. Base �Descsid+ �Descsid+

Union/Difference �
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grouping and aggregation mechanisms. This topic has already been studied
and previous works like [7], [25] and [26] have already presented extensions
of the relational algebra to what is also called the grouping algebra. All of
them introduce two new operators; one to group data and apply a simple
addition, counting or maximization of a collection of domain values and
the other one to compute the aggregation of a given attribute over a given
nested relation. Following the [26] grouping algebra, we will refer to them as
the “group by” and the “aggregation” operators. In terms of this grouping
algebra, a Roll-up operator consists of a proper “group by” operation along
with an “aggregation” of data.

– A consistent Drill-across typically consists of a “Join” between two multi-
dimensional tables sharing the same multidimensional space. Notice that to
“Join” both tables it must be performed over their common Level identifiers
that must univocally identify each cell in the multidimensional space (the
Cube Base). Moreover, once “joined”, we must “project” out the columns
in the multidimensional table drill-acrossed to, except for its Measures.
Formally, Let A and B be the multidimensional tables implementing, respec-
tively, the origin and the destination Cells involved. In the relational algebra
it can be expressed as:

πDescriptorsA,MeasuresA ,MeasuresB (A 	
 B)

– As stated in section 2, changeBase allows us to rearrange our current mul-
tidimensional space either by changing to an alternative Base (adding /
removing a Dimension or replacing Dimensions) or reordering the space
(i.e. “pivoting” as presented in [3]).
When changing to an alternative Base we must assure it does not affect the
functional dependency of data with regard to the Cube Base. Hence:
• To add a Dimension it must be done through its All Level (i.e. one

instance representing the whole Dimension) or fixing just one value
at any other Level by means of a Selection, to not lose cells (i.e.
representing the whole Dimension as a unique instance as discussed
in section 2). Therefore, in the relational algebra adding a Dimension
is achieved through a “cartesian product” between the multidimensional
table and the Dimension table (that would contain a unique instance).
Specifically, if C is the initial multidimensional table and D the relation
implementing the added Dimension, it can be expressed as:

C × D, where |D| = 1
• To remove a Dimension it is just the opposite, and we need to get rid

of the proper Level identifier projecting it out in the multidimensional
table.

• To change the set of Dimensions identifying each cell, that is, choos-
ing an alternative Base to display the data, we must perform a “join”
between both Bases and project out the replaced Levels Descriptors
in the multidimensional table. In this case, the “join” must be performed
through the identifier Descriptors of Levels replaced and Levels in-
troduced. Formally, let A be the multidimensional table, B the table
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showing the correspondence between both Bases and d1, ..., dn the iden-
tifier Descriptors of those Dimensions introduced. In the relational
algebra, it is equivalent to:

πDescriptorsB(d1 ,...,dn ),MeasuresA (A 	
 B)

• Finally, pivoting just asks to reorder the Levels identifiers using the
SQL “order by” operator, not mappable to the relational algebra. For
that reason, it is not included in table 2.

– The multidimensional Union (Difference) unites (differences) two Cubes
defined over the same multidimensional space. In terms of the relational al-
gebra, it is equivalent to “Union” (“Difference”) two multidimensional tables.

5 Discussion

By means of a comparison of the multidimensional algebras introduced in the
literature, section 3 has been able to identify a multidimensional backbone shared
by all the algebras. Firstly, Selection, Roll-up and Drill-down operators are
considered in every algebra. It is quite reasonable since Roll-up is the main op-
erator of multidimensionality and Selection is a basic one, allowing us to select
a subset of multidimensional points of interest out of the whole n-dimensional
space. Projection, Drill-across and Set Operations are included in most
of the algebras. In fact, along the time, just two of the first algebras presented
did not include Projection and Drill-across. We may include Set Opera-
tions in our algebra depending on the transformations that the model allows
us to perform over data and indeed, it is a personal decision to make. How-
ever, we do believe that to unite, intersect or difference two Cubes is a kind of
navigation desirable. Finally, changeBase is also partially considered in most
of the algebras. Specifically, they agree on the necessity of modifying the n-
multidimensional space by adding / removing Dimensions, and they include
it as a first class citizen operator. Moreover, our framework provides additional
alternatives to rearrange the multidimensional space (i.e. to change the multidi-
mensional space Base and “pivoting”). In general, we can always rearrange the
multidimensional space in any way, if we preserve the functional dependencies
of the cells with regard to the Levels conforming the Cube Base; that is, if
the replaced Dimension(s) and the new one(s) are related through a one-to-one
relationship.

Finally, we would like to underline the need to work in terms of a multidimen-
sional algebra. As shown in section 4, the multidimensional data manipulation
should be performed by a restricted subset of the relational algebraic opera-
tors (used by ROLAP tools). Otherwise, the results of the operations performed
either would not conform a Cube (since the whole relational algebra is not
closed with regard to the multidimensional model) or would introduce aggre-
gation problems ([18]). In other words, the multidimensional algebra represents
the proper subset of the relational algebra applicable to multidimensionality.

Summing up, all the algebras surveyed are subsumed by our framework; that
is also strictly subsumed by the relational algebra. Thus, we have been able to
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(1) identify an implicit agreement about how multidimensional data should be
handled and to (2) show that this common set of multidimensional operators
can be expressed as a subset of the relational algebra.

6 Conclusions

The comparison of algebras presented in this paper has revealed many implicit
agreements about how multidimensional data should be handled. We strongly
believe that a reference set of operators such as the multidimensional backbone
identified in our study could be used to develop design methodologies oriented to
improve querying, better and accurate indexing techniques and to facilitate query
optimization. That is, provide us with all the benefits of a reference framework.
Moreover, we have shown that this common set of multidimensional operators
can be expressed as a proper subset of the relational algebra; essential to give
support to ROLAP tools.
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Abstract. The emerging area of business process intelligence aims at
enhancing the analysis power of business process management systems
by employing data warehousing and mining technologies. However, the
differences in the underlying assumptions and objectives of the business
process model and the multidimensional data model aggravate a straight-
forward solution for a meaningful convergence of the two concepts.

This paper presents the results of an ongoing project on providing
OLAP support to business process analysis in the innovative application
domain of Surgical Process Modeling. We describe the deficiencies of the
conventional OLAP technology with respect to business process mod-
eling and formulate the requirements for an adequate multidimensional
presentation of process descriptions. The modeling extensions proposed
at the conceptual level are verified by implementing them in a relational
OLAP system, accessible via a state-of-the-art visual analysis tool. We
demonstrate the benefits of the proposed analysis framework by present-
ing relevant analysis tasks from the domain of medical engineering and
showing the type of the decision support provided by our solution.

1 Introduction

Modern enterprises increasingly integrate and automate their business processes
with the objective of improving their efficiency and quality, reducing costs and
human errors. However, the prevailing business process management systems
focus on the design support and simulation functionalities for detecting perfor-
mance bottlenecks, with rather limited, if any, analysis capabilities to quantify
performance against specific business metrics [1]. The emerging field of Busi-
ness Process Intelligence (BPI), defined as the application of performance-driven
management techniques from Business Intelligence (BI) to business processes,
claims that the convergence of BI and business process modeling (BPM) tech-
nologies will create value beyond the sum of their parts [2]. However, the task
of unifying the flow-oriented process specification and the snapshot-based mul-
tidimensional design for quantitative analysis is by far not trivial due to very
different and even partially incompatible prerequisites and objectives of the un-
derlying approaches.

I.Y. Song, J. Eder, and T.M. Nguyen (Eds.): DaWaK 2007, LNCS 4654, pp. 111–122, 2007.
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This research was inspired by practical data warehousing issues encountered in
the medical domain. An emerging field of surgical process analysis fosters
intelligent acquisition of process descriptions from surgical interventions for the
purpose of their clinical and technical analysis [3]. A medical engineering term
Surgical Workflows describes the underlying methodological concept of this acqui-
sition procedure. The process data is obtained manually and semi-automatically
by monitoring and recording the course of a surgical intervention. Apparently, a
well-defined formal recording scheme of the surgical process is required to sup-
port such data acquisition [4]. Surgical workflow use cases are manifold, ranging
from the preoperative planning support by retrieving similar precedent cases to
the postoperative workflow exploration, from discovering the optimization poten-
tial for instrument and device usage to verifying medical hypotheses, etc.

The prevailing process modeling standards, such as Business Process Modeling
Notation (BPMN) [5] or the reference model of Workflow Management Coalition
(WfMC) [6], tend to be too general to adequately address the domain-specific
requirements. Multidimensional modeling seems a promising solution as it allows
to view the data from different perspectives, define various business metrics and
aggregate the data to the desired granularity.

To be admitted into an OLAP system, business process descriptions have to
undergo the transformation imposed by the underlying multidimensional data
model. This model categorizes the data into facts with associated numerical
measures and descriptive dimensions characterizing the facts [7]. For instance, a
surgical process can be modeled as a fact entry SURGERY characterized by the
dimensions Location, Surgeon, Patient and Discipline. The values of a dimension
are typically organized in a containment type hierarchy (e.g., location ↗ hospital
↗ city) to support multiple granularities.

1.1 Business Process Modeling

Business process models are employed to describe business activities in the real
world. Basic BPM entities are objects, activities, and resources. Activities are
the work units of a process that have an objective and change the state of the
objects. Resources are consumed to perform activities. Relationships between
the entities may be specified using control flow (consecutive, parallel, or alterna-
tive execution) and/or hierarchical decomposition. The differentiation between
the notions business process and workflow consists in the levels of abstraction:
business processes are mostly modeled in a high-level and informal way, whereas
workflow specifications serve as a basis for the largely automated execution [8].

A process is “a co-ordinated (parallel and/or serial) set of process activity(s)
that are connected in order to achieve a common goal. Such activities may con-
sist of manual activity(s) and/or workflow activity(s)” [6]. Workflow refers to
automation of business processes as a whole or in part, during which documents,
information or tasks are passed from one participant to another for action, ac-
cording to a set of procedural rules [6]. Different workflow specification methods
coexist in practice, with net-based, or graph-based as the most popular ones.
Activity and state charts are frequently used to specify a process as an oriented



OLAP Technology for Business Process Intelligence 113

graph with nodes representing the activities and arcs defining the ordering in
which these are performed. Other popular approaches are logic-based, or tempo-
ral, methods and Event-Condition-Action rules. [9]

Surgical Process Modeling, classified as a specific domain of BPM [3], adopts
the concepts from BPM and Workflow Modeling (WfM). The WfM approach
of decomposing a workflow into activities is useful for providing a task-oriented
surgery perspective. However, since surgical work steps are predominantly man-
ual and involve extensive organizational context, such as participants and their
roles, patients and treated structures, instruments, devices and other resources,
high-level BPM abstractions are used to model such domain-specific elements.

The remainder of the paper is structured as follows: Section 2 provides an
overview of the related work, Section 3 describes our approach to gaining a
multidimensional perspective of a process scheme, followed by the conceptual
design and its relational implementation in Section 4. Section 5 demonstrates a
prototype implementation of the model in a visual frontend tool and presents
an exemplary analysis task. Concluding remarks are given in Section 6.

2 Related Work

In this section we describe the related contributions in the fields of BPI data
warehousing and discuss their relationships to our approach.

Grigori et al. present a BPI tool suite based on a data warehouse approach [10].
The process data is modeled according to the star schema, with process, service,
and node state changes as facts and the related definitions as well as temporal
and behavioral characteristics as dimensions. While this approach focuses on
the analysis of process execution and state evolution, we pursue the task-driven
decomposition, with activities as facts and their characteristics, corresponding to
the factual perspectives (e.g., behavior, organization, information etc.) proposed
in [11] as well as domain ontologies as dimension hierarchies.

An approach to visual analysis of business process performance is given in [12].
The proposed visualization tool VisImpact is based on analyzing the schema and
the instances of a process to identify business metrics, denoted impact factors.
A metric along with its related process instances are mapped to a symmetric
circular graph showing the relationships and the details of the process flows.

Pedersen et al. proposed an extended multidimensional data model for meet-
ing the needs of non-standard application domains and used a medical appli-
cation scenario as a motivating case study [13]. Jensen et al. formulated the
guidelines for designing complex dimensions in the context of spatial data such
as location-based services [14]. Our previous work [15] presents the limitations
of current OLAP systems in handling complex dimensions and describes an ex-
tended formal model and its implementation in a visual analysis tool.

Interdisciplinary research in the field of surgical workflow modeling, analysis
and visualization is carried out at the Innovation Center Computer Assisted
Surgery (ICCAS) located in Leipzig, Germany [3,16,4].
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3 Multidimensional Perspective of a Process

Surgeons, medical researchers and engineers are interested in obtaining a formal
model of a surgical process that would lay a fundament for a systematic accu-
mulation of the obtained process descriptions in a centralized data warehouse to
enable its comprehensive analysis and exploration. The initial design phase aims
at identifying a multidimensional perspective of the process scheme. Figure 1
shows the general structure of a surgical workflow in the UML class notation.
The properties of a process are arranged according to vertical decomposition:

1. Workflow level : The upper part of the diagram contains the characteristics
describing the surgery as a whole, such as Patient and Location, and thus
building a workflow granularity level.

2. Work step level : Properties belonging to particular components (e.g., events,
activities) within a workflow, such as Instrument used in Activity, refer to the
intra-workflow granularity level.

Further, we account for two complimentary data acquisition practices, namely
the task-driven and the state-based structuring. Activity describes a surgical task,
or work step, as perceived by a human observer (e.g., “the irrigation of a vessel
with a coaugulator”). The state-based perspective uses the concepts of State and
Event to describe the state evolution of involved subsystems and the events that
trigger the transition. Subsystem is a heterogeneous class comprising participants
and patients and their body parts, instruments and devices, etc. For instance,
the gaze direction of the surgeon’s eyes can be modeled as states, while the
surgeon’s directives to other participants may be captured as events.
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Fig. 1. Recording scheme of a surgical process model as a UML class diagram
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Fig. 2. Examples of the multidimensional views of a surgical process

Vertical decomposition is followed by a horizontal one according to the factual
perspectives [11], similar to identifying the dimensions of a data cube. For exam-
ple, Instrument refers to the operation perspective, Input and Output build the
information perspective, etc. Figure 2 presents examples of multidimensional
views of a surgery as a whole (left) and at work step level (right), as well as
a behavioral perspective of the relationships between components (e.g., input
component ‘Event X’ caused output component ‘State Y’).

3.1 Modeling Challenges

In addition to classical OLAP constraints, such as summarizability of dimension
hierarchies and disallowance of NULL values in fact entries, the context of BPM
confronts the data warehouse designer with the following modeling challenges:

– Many-to-many relationships between facts and dimensions are very common.
For instance, within a single work step, multiple surgical instruments may
be used by multiple actuators.

– Heterogeneity of fact entries. Processes consist of heterogeneous components.
Modeling Component as one fact type leads to loss of subclass properties,
while mapping subclasses to separate fact types disables treating all compo-
nents as the same class in part of their common properties.

– Interchangeability of measure and dimension roles. In conventional data
warehousing, the measure attributes of a data cube, which form the focus
of the analysis, are known at design time. However, “raw” business process
data may contain no explicit quantitative characteristics and the measures
of interest vary from one query to another. Therefore, it is crucial to enable
runtime measure specification from virtually any attribute.

– Interchangeability of fact and dimension roles. Surgery has dimensional char-
acteristics of its own (Location, Patient, etc.) and therefore, deserves to be
treated as a fact type. However, with respect to single work steps, Surgery
clearly plays the role of a dimension (e.g., Event rolls-up to Surgery).

3.2 Formalization

In relational OLAP systems, facts and dimensions are stored in relational tables
and, therefore, each entry is a tuple that adheres to the schema of its relation.
Fact table schema F is a set of attributes AF = {Ai, i = 1, . . . , k}, and dimension
table schema D is a set of attributes AD = {Aj, j = 1, . . . , l}.
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An n-dimensional fact schema S is composed of the fact schema F and a set
of corresponding dimension schemata {Di, i = 1, . . . , n}.

A dimension schema D is obtained by grouping the attributes of AD into a
set of hierarchical categories CD = {Cm, m = 1, . . . , p} and the partial order
�D on those categories. A dimension has two distinguished categories �D ∈ CD

and ⊥D ∈ CD as its respective top and bottom levels. �D serves as a root
hierarchy element with the value ’all’. ⊥D represents the dimension’s finest
granularity, i.e., the one to which the fact entries are mapped. A category schema
C is a subset of the dimension’s attributes AC ⊆ AD including a distinguished
hierarchy attribute ĀC and property attributes, functionally dependent on the
former: ∀Aj ∈ AC : ĀC → Aj .

A fact schema F is derived from F by assigning each attribute to either the set
of dimensional attributes DimF or to the set of measures MeasF . In a standard
measure definition, any measure attribute is functionally dependent on the set
of the associated dimensional attributes: ∀Ai ∈ MeasF : DimF → Ai. We nullify
this restriction to enable query-specific measure definition from any attribute.
Instead, the measure is defined as a function Measure(Ai, Aggr) where Ai is any
actual or derived attribute from S and Aggr is an aggregation function from the
set of SQL functions {SUM, COUNT, AVG, MIN, MAX}. By defining the measure
as a function and not as a property, we enable symmetric treatment of fact and
dimension roles as well as of measure and dimension attributes.

As the measure is specified at query time, the set of predefined measure at-
tributes may be empty: MeasF = ∅, in which case the resulting fact schema
is called measure-free. As long as no user-defined measures exist, the default
measure COUNT(*), i.e. mere counting of the qualifying fact entries, is implied.

Optionally, F disposes of a distinguished fact identifier attribute ĀF , ĀF ∈ AF,
which is a single-valued primary key of the respective fact table. For instance,
Surgery fact entries are identified by SurgeryID. ĀF owes its existence to the fact of
data warehousing non-cumulative data: fact entries in a business process scenario
are not some derived measurements, but the actual process data. Formally, fact
identifiers may be assigned neither to DimF nor to MeasF .

4 Conceptual Design and Its Relational Mapping

The resulting structure of the surgical recording scheme in terms of facts (“boxed”
nodes) and dimension hierarchies (upward directed graphs of “circular” category
nodes) is presented in Figure 3 in the notation similar to the Dimensional Fact
Model [17]. Solid arrows show the roll-up relationships while dashed arrows
express the “is a” relationships between fact types, such as identity and gener-
alization, explained later in this section. Shared categories are displayed without
redundancy, thus helping to recognize valid aggregation and join paths in the en-
tire scheme. The vertical ordering (bottom-up) of the facts and the category nodes
corresponds to the descending order of their granularity.

Fact tables in our model have shared dimensional categories and, therefore,
build a complex structure called fact constellation[18]. As expected, different
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Fig. 3. The Dimensional Fact Model of a surgical workflow scheme

facts are potentially joinable to each other along their shared axes. In our sce-
nario, apart from the shared dimensions, facts may be related to each other via
fact identifiers. We define the following special cases of fact constellation:

– Fact rollup, or fact hierarchy, reflects the vertical decomposition, as is the
case with COMPONENT that rolls-up to SURGERY.

– Satellite fact is a special case of fact rollup and is a result of “extracting”
each many-to-many relationship between a fact and a dimension into a sub-
fact, or bridge table. This solution has been inspired by a related concept
of dimensional modeling, namely mapping non-strict hierarchies to bridge
tables [19]. For example, SURGERY DISCIPLINE handles multidisciplinarity
of surgeries by storing each value in a separate tuple.

– Fact generalization results from unifying heterogeneous fact types into a com-
mon superclass, as may be observed with ACTIVITY, STATE, and EVENT,
generalized as COMPONENT. Thereby, multiple classes can be treated as the
same class in part of their common characteristics. A further advantage is the
ability to uniformly model the relationships between the heterogeneous com-
ponents in form of a satellite fact COMPONENT BEHAVIOR. The concept of
fact generalization has also been inspired by the related approach in the di-
mensional modeling [20,15].

In part of dimensional hierarchy modeling, the major challenges lie in identi-
fying various hierarchy types and normalizing them for correct aggregation. In
literature, numerous guidances for handling complex dimensions may be found
[13,14,20,15], and, therefore, we skip the detailed description and proceed with
presenting the implementation challenges.
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4.1 Relational Implementation

Star schema and snowflake schema are the two options of the relational data
warehouse design. Star schema places the entire dimension hierarchy into a single
relation by pre-joining all aggregation levels, while snowflake schema decom-
poses complex dimensions into separate tables according to the relational nor-
malization rules. Snowflake schema becomes the only option when dimensional
hierarchies are prone to irregularities, such as heterogeneity, non-strictness, miss-
ing values, mixed granularity etc. We extend the classical snowflake schema

Surgery
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StateID

Start Time

Stop Time

Subsystem

Description

Actor

Treated Structure

Instrument

Instrument Group

Instrument Name

MEASURES

Value
FUNCTIONS

COUNT DISTINCT
COUNT

Fig. 5. Navigation hierarchy of
the data cube STATE

to include additional table types, such as satel-
lite fact and generalization tables. Figure 4 shows
the examples of creating a superclass fact table
COMPONENT and a superclass dimension Sub-
system as materialized views, defined as a union
of all subclass tables, projected to the subset of
their common attributes.

Another benefit of the “schema-aware” snowf-
lake design is the ability to automatically retrieve
the metadata by tracing the outgoing foreign key
relationships. Notice how the navigation struc-
ture of Subsystem in Figure 5 corresponds to its
relational structure in Figure 4. Metadata, such
as the description of the fact tables, their di-
mensions and valid aggregation paths, applica-
ble aggregation functions, etc., provides the input
for generating a navigation hierarchy for a visual
frontend. Figure 5 demonstrates the intuition be-
hind the visual exploration approach at the ex-
ample of the navigation fragment for the data
cube STATE. To facilitate the translation of the

navigation events into database queries, we supplemented the snowflake schema
by a star-schema view of each homogeneous subdimension.
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5 Visual Analysis
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Fig. 6. Defining a measure

Visual analysis and interactive exploration have
grown to be the prevailing methods of modern
data analysis at the end-user level. Therefore, the
ultimate value of the proposed conceptual and
relational model extensions is determined by the
easiness of incorporating those extensions into vi-
sual OLAP tools. In this section we provide some
insights into a prototypical implementation of an
end-user interface for multidimensional business
process analysis.

Visual query specification evolves in a predom-
inantly “drill-down” fashion, i.e. gradually de-
scending from coarsely grained overviews towards the desired level of detail.
Queries are specified interactively via a navigation hierarchy, as the one depicted
in Figure 5. Compulsory elements of any analytical query are 1) a measure spec-
ified as an aggregation function (e.g., sum, average, maximum etc.) and its input
attribute, and 2) a set of dimension categories defining the granularity of the
aggregation. In addition to the standard measures, i.e., those that have been
pre-configured at the metadata level, in our application scenario it is imperative
to enable runtime measure specification.
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Recorder

Fig. 7. Navigation fragment
with a user-defined measure

Our prototype provides a wizard for specify-
ing a user-definde measure as a 3-step procedure,
depicted in Figure 6:

1. Selecting the aggregation function from the
function list;

2. Specifying the measure attribute via a
“drag&drop” of a category from the navi-
gation, as shown in Figure 6 where Hospital
category is being dragged into the measure
window;

3. Specifying whether the duplicates should be
eliminated from the aggregation by activat-
ing the DISTINCToption. This option is crucial
in the presence of many-to-many relationships
between facts and dimensions.

Optionally, the newly defined measure may be
supplied with a user-friendly name. Once defined,
the measure is permanently added to the list of pre-configured measures. Let
us consider an example of analyzing the number of hospitals,by choosing the
category Hospital from Location as the measure attribute. Obviously, to support
this measure, the data cube SURGERY needs to be aggregated to the Hospital
level, Hospital category as well as the granularities below Hospital, i.e., Room
and Building, are removed from the navigation path of their dimension Location
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because those granularities become invalid in the defined query context. The
adapted navigation fragment of the affected data cube SURGERY is presented
in Figure 7.

5.1 Experiments

In this section we present an application case of analyzing the use of instru-
ments in the surgical intervention type discectomy. The intervention goal of a
discectomy is the partial removal of the herniated intervertebral disc. A typical
expert query in this scenario focuses on the occurrence of different instruments
with the same surgical objective. During a discectomy parts of the vertebra
are removed using different bone ablating surgical instruments: surgical punch,
trephine, and/or surgical mallet/chisel. To query the frequency of the use of bone
ablating instruments or the duration of the usage periods, one has to navigate
to the entry ‘bone ablating’ in the category Instrument Group and apply filtering
to reduce the selection to the instrument of interest mentioned above. Figure 8
contains a pivot-table with the result of the following two queries:

Query 1. For each of the interventions of type discectomy, summarize the oc-
currences of using the specified bone ablating instruments by the surgeon (i.e.,
the number of surgery activities, in which the respective instrument is used).

The measure of this query, i.e., the number of activities (COUNT(DISTINCT
ActivityID)), is rolled-up by SurgeryID and Instrument with a selection con-
dition along Instrument Group. The input data cube is obtained by joining the
fact table ACTIVITY with its satellite fact ACTIVITY INSTRUMENT.

Query 2. For each of the interventions of type discectomy, calculate the average
usage time for each of the specified instruments used by the surgeon (i.e., the
average duration of the respective surgery activities).

The duration of a work step equals the time elapsed between its start and
end, therefore, the required measure is specified as AVG(StopTime-StartTime)
and produces the values of data type time.

The above queries describe a real-world example from medical engineering.
The aggregation results for the bone ablating instruments are used to predict
the success of a new surgical instrument in this field [4], namely a milling sys-
tem whose evolution speed is controlled by its spatial position in relation to the

Measures

! Occurrence ! Average duration

Dimensions SurgeryID

Instrument Group Instrument A B C D A B C D

- bone ablating mallet/chisel 0 3 0 1 00:00 00:23 00:34 00:50

punch 9 22 10 9 02:38 00:35 00:46 01:27

trephine 3 0 7 0 02:18 00:00 00:43 00:00

bone ablating Total 12 25 17 10 02:33 00:33 00:45 01:24

Fig. 8. Obtained query results on instrument usage statistics as a pivot table
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patient’s body [21]. This system is intended to replace the conventional instru-
ments surgical punch, trephine and mallet/chisel. To predict the chance of its
success, the pre-development analysis of the instrument usage patterns is crucial.

6 Conclusions

Motivated by the growing research interest to the evolving area of business pro-
cess intelligence, we attempted to provide OLAP support to business process
analysis. Conventional BPM tools are rather limited in the types of supported
analytical tasks, whereas the data warehousing techniques appear more suitable
when it comes to managing large amounts of data, defining various business
metrics and running complex queries. As a challenging real-world application
scenario, we chose an innovative and promising domain of Surgical Process Mod-
eling, concerned with designing a recording scheme for acquiring process descrip-
tions from surgical interventions for their subsequent analysis and exploration.

We demonstrated the deficiencies of the standard relational OLAP approach
with respect to the requirements of our case study and proposed an extended
data model that addresses such challenges as non-quantitative and heteroge-
neous facts, many-to-many relationships between facts and dimensions, runtime
definition of measures, and interchangeability of fact and dimension roles. We
also described a prototypical implementation of the proposed model extensions
in a relational OLAP system, in which the data is stored according to the fact
constellation schema and can be queried with standard SQL.

The feasibility of the proposed modeling solution is presented by demonstrat-
ing the results of its incorporation in an advanced visual analysis tool that sup-
ports flexible measure definition at runtime. The work is concluded by presenting
a relevant analysis scenario from the domain of medical engineering and demon-
strating what type of decision support in the field of process analysis is provided
by the presented data warehouse framework.
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Abstract. In large companies, On-Line Analytical Processing (OLAP)
technologies are widely used by business analysts as a decision sup-
port tool. Nevertheless, while exploring the cube, analysts are rapidly
confronted by analyzing a huge number of visible cells to identify the
most interesting ones. Coupling OLAP technologies and mining meth-
ods may help them by the automation of this tedious task. In the scope
of discovery-driven exploration, this paper presents two methods to de-
tect and highlight interesting cells within a cube slice. The cell’s degree
of interest is based on the calculation of either test-value or Chi-Square
contribution. Indicators are computed instantaneously according to the
user-defined dimensions drill-down. Their display is done by a color-
coding system. A proof of concept implementation on the ORACLE 10g
system is described at the end of the paper.

Keywords: OLAP, Data cube, Olap Mining, Data Mining, Atypical
Values, Chi-Square, Test-value, Oracle 10g.

1 Introduction

Most of large companies have identified the importance and the strategic value of
the information contained in their Data Warehouses. But those Data Warehouses
are of interest only if the knowledge they contain is correctly extracted, format-
ted, summarized, presented and shared by business analysts, in order to create
added value. That is why EDF (Electricité de France), the main French energy
supplier and electricity producer, has resort to On-Line Analytical Processing
(OLAP) applications to analyze internal and external data. OLAP multidimen-
sional view of data is easily understandable by business analysts who can become
direct end-users of the corresponding commercial software. Nevertheless, as soon
as multidimensional databases become very large, the number of cells of the cube
dramatically increases. Analysts are rapidly confronted to a difficult and tedious
task in order to identify the most interesting cells of a cube. Coupling Data
Mining methods and OLAP applications allow to carry out such detection.
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This work is in the scope of discovery-driven exploration of a data cube. In
our approach, two analyses are considered. The first one consists in analyzing
rapidly a slice, by highlighting the most significant cells. The second one fa-
cilitates the whole process of exploration of the data cube by giving the most
relevant dimensions to drill-down. For example, in the marketing domain of the
EDF business, a goal could be to automatically identify the criteria which influ-
ence customers’ energy consumption or to detect unusual energy consumption
for a specific market segment. In this paper, we focus on the first kind of analysis.
Given a user-defined dimensions drill-down, it consists in identifying which cells
are the most interesting. A cell is said to be interesting if its measure is very
different from the other selected cells. Detection of interesting cells is performed
thanks to built-in indicators computed instantaneously during exploration with-
out any pre-computation.

The paper is organized as follows. In section 2, we outline relevant works in the
context of discovery-driven exploration. In section 3, the two different operators
are detailed. Finally, section 4 presents the implementation on the ORACLE 10g
system.

2 Related Works

Since the last decade, there have been growing interests in coupling Data Mining
methods and OLAP tools. Different approaches have been studied to perform
Data Mining techniques on a data cube, to facilitate user-exploration and to
enrich OLAP tools with statistical operators.

Historically, researches focused on the first aspect. In 1997, Han et al. [5]
proposed a new tool, DB Miner, which aimed at mining multidimensional data
at different levels of aggregation. Several functions were investigated such as
association rules, classification or clustering. Nevertheless, most of the other
contributions focused on the association rules algorithms [7], [13]. Closely related
to this problem, Imielinski et al. [6] defined the cubegrade query in order to
explain main trends in the data cube.

The second aspect concerns discovery-driven exploration of a data cube to fa-
cilitate user exploration [4], [9]. New operators were introduced to automatically
detect relevant cells in a data cube (SelfExp operator) or to identify the best
path in exploring data. Operators are based on the notion of degree of exception
of a cell. A cell measure is said to be an exception if it differs significantly from
the value predicted with saturated log-linear model or analysis of variance one.
Going on this approach, Sarawagi proposed several discovery-driven operators
like Diff, Inform and Relax [10], [11], [12].

More recently, some authors have studied how to enrich the data cube manipu-
lation by statistical operators. The aim is to improve the data cube visualization
thanks to model reorganization. This is achieved by values permutation within
a dimension [2] or by dimension hierarchy building [3].

Our approach is similar to the SelfExp operator. Nevertheless, we stress two
main contributions compared to the previous ones. The degree of exception of a
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cell is not based on a saturated model. While considering a cross-product involv-
ing a great number of dimensions, we are often faced to sparse datacube. In such
cases, saturated models lead to unstable solution. In our work, a straightfor-
ward approach is adopted since no hypothesis is made on the exploration path.
Consequently, the degree of interest is computed without regard to interactions
between dimensions. This guarantees the business analyst an easier and more
robust interpretation of the most interesting cells. The other contribution lies
in the way indicators are built. We take advantages of OLAP functionalities so
that indicators are embedded within the OLAP engine. This approach differs
from [9] who proposed a tool attachment to an OLAP data source. Implementa-
tion under Oracle 10g is discussed in part 4. The approach leads to an enriched
OLAP tool without any need of pre-computation task.

3 Detection of Interesting Cells

Our framework is the static analysis of a cube slice (also called table). Given a
current cube slice (or sub-cube in the case of restriction), this method is able to
take into account, in an interactive way, the changes of criteria that the end-user
could operate during his analysis.

3.1 Introduction

Our method is based on the computation of built-in indicators. Built-in indica-
tors defined below are generic since they can be computed whenever any OLAP
operations are performed (roll-up, drill-down, restriction, slice...). Within the
data cube, dimensions are usually built with hierarchies that specify aggregate
levels. Given dimensions hierarchies, built-in indicators can be evaluated either
at a detailed dimension level or at an aggregated one. They are also insensitive
to the pivot operator.

Two methods are developed, one for a count measure and the other for a
quantitative measure. The first one is based on the computation of the cell
contribution to the total Chi-Square of the cube slice. The second one is based
on the calculation of the test-value [8].

The display of these methods is done by a color-coding system which proposes
to the end-user several levels colors depending on the degree of interest of the
cells.

3.2 Working Example

We illustrate our approach with an example, issued from EDF marketing context.
In this example, we consider the following simplified customer detailed table
CUSTOMER(#CUST,CONTRACT,DWELLING,HEATING,CONSUMPTION).

One tuple of Tab. 1 is related to one EDF customer and will be called a statisti-
cal unit in this article. On this detailed table, with added attributes (OCCUPATION,
WATER HEATING, OLDNESS OF HOUSE, DATE OF CONTRACT SUBSCRIPTION,

CUSTOMER (#CUST, CONTRACT, DWELLING, HEATING, CONSUMPTION)
OCCUPATION
WATER_HEATING
OLDNESS_OF_HOUSE
DATE_OF_CONTRACT_SUBSCRIPTION
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Table 1. Example of customers detailed table

#CUST CONTRACT DWELLING HEATING CONSUMPTION

1 Tariff 1 House Electrical 212 

2 Tariff 2 Flat Gas 153 

3 Tariff 1 Flat Electrical 225 

4 Tariff 2 Flat Gas 142 

5 Tariff 3 House Fuel 172 

… … … … … 

GEOGRAPHY), we build a datacube structured by 8 dimensions and the following
measures: number of customers and mean of electrical consumption.

A hierarchy City→Province→Region is defined on the dimension GEOGRAPHY.
In our snapshots, the category ’TOT’ stands for the common word ’ANY’ or ’ALL’
which represents the total aggregated level of a dimension.

3.3 Notations

Let us note X̃ one measure of the cube, structured by several dimensions (in our
experiments, more than 10 dimensions may occur).

With the dimensions values selected on the page axes, we define a sub-cube
(also called sub-population) E of the whole cube (also called population) P . If
no selection is made on the page axes, E = P .

Once E is fixed, we call t the slice resulting from the crossing of the dimensions
selected in lines and columns. A line or a column of the table where the value
is TOT, is called a margin of the table (it corresponds to the ANY position).
The margins of the table are not included in this slice t and are shaded when
color-coding is applied. The slice t is defined by the crossing of kt dimensions
Dt = {d1, . . . , dr, . . . , dkt} and the choice of a measure X̃ .

Example 1
On Fig. 1, E is the sub-population of the customers who are home owners
(STOC=O) and who live in their main home (TYPRES=P). In this table with
two dimensions, t is framed by a dotted line.

Let us note:

– ni the size of the cell i ∈ t as the number of statistical units in the cell i,
– nE the size of the sub-population E, we notice that ∀t, nE =

∑
i∈t ni,

– Mdr the number of distinct values on the dimension dr at the current aggre-
gated level of dr hierarchy (’TOT’ is excluded),

– x
(i)
j the value of X̃ for the statistical unit j in the cell i of the slice t.

The cell i ∈ t is at the crossing of the values mi(d1), . . . , mi(dr), . . . , mi(dkt) of
the kt dimensions.

GEOGRAPHY
City
Province
Region
GEOGRAPHY
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Fig. 1. Definition of sub-population and slice t

Example 2
For the cell i such as i = d1’A’× d2’]1975− 1985]’, mi(d1) = ’A’ and mi(d2) =
’]1975− 1985]’.

Let n
[dr]
i be the size of the cell i at the crossing of value mi(dr) for dimen-

sion dr and value ’TOT’ for all other dimensions in Dt\{dr}. It corresponds to
the number of statistical units with value mi(dr) in sub-population E.
In addition, we will denote:

- the relative frequency of value mi(dr) in the sub-population E as

f
[dr]
i =

n
[dr]
i

nE
,

- the relative frequency of cell i in the sub-population E as

fi =
ni

nE
,

- the product of the relative frequencies for all margins of a cell i as

f̃i =
kt∏

r=1

f
[dr]
i ,

- the average of the variable X̃ for the cell i of the slice t as

X i =
1
ni

ni∑

j=1

x
(i)
j ,

- the average of the variable X̃ on all sub-population E as

XE =
1

nE

∑

i∈t

ni∑

j=1

x
(i)
j .

Without any specific hypothesis, we can define the following variances:
- empirical variance on the sub-population E of study for variable X as

S2
E =

1
nE − 1

[
∑

i∈t

ni∑

j=1

[x(i)
j ]2 − nEX

2

E ],
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- theoretical variance of X̃i (in the case where the dataset is not a sample of a
population) as

S̃2
i =

nE − ni

nE

S2
E

ni
.

The last formula allows to calculate the theoretical variance of Xi in the case of
a simple random sampling without replacement of the ni individuals in cell i.

3.4 Case 1: Count Measure

The problem is to compute the level of interest of each cell of the current slice
according to a count measure. Dealing with a count measure, x

(i)
j = 1 for all

statistical units j in the cell i of the slice t.

Basic Idea. The method is based on the comparison between the observed
value in the cell and the theoretical value computed under independence model
hypothesis. If two dimensions d1 and d2 are independent, the frequency in the
cells at each crossing of a value of d1 and a value of d2 only depends on the
margins of the table.

Let us define Ni as the random variable associated to the theoretical number
of statistical units in a cell i, whereas ni is the observed number. The expected
value of the frequency Ni in the cell i defined by the crossing of d1 and d2 can
be written as follows:

E(Ni) = E(nEP
[d1,d2]
i ) = nEE(P [d1,d2]

i ) = nEE(P [d1]
i ∩ P

[d2]
i ) = nEfi = ni.

If d1 and d2 are independent, it could be rewritten:

E(Ni) = nEE(P [d1]
i ) × E(P [d2]

i ) = nEf
[d1]
i × f

[d2]
i = nE

n
[d1]
i

nE

n
[d2]
i

nE
=

n
[d1]
i n

[d2]
i

nE
.

Let us illustrate this idea with the following example.

Example 3
In this example (based on Tab. 2), the measure of the data cube is a count mea-
sure which represents the number of customers whose specific characteristics
are organized by dimensions d1 and d2.

Let us focus on the pointed-out cell (d1 ’A’ et d2 ’F’). If d1 and d2 were
independent, instead of the observed value 19 062, we should have a value
close to the product of the two margins values (underlined values) (43 195 and
47 628) divided by the size of the sub-population (i.e. here 172 075). So, in
the case of independency between the two dimensions, that given cell should
contain a value close to 11 956, instead of 19 062.

We generalize the independence concept to several dimensions d1, . . . , dkt as

E(Ni) = nE f̃i = nE

kt∏

r=1

f
[dr]
i .
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Table 2. Count measure with two dimensions

d1

d2

A B C D Total 

H 12 034 716 24 398 370 37 518

F 19 062 20 973 2 759 401 43 195

G 16 532 11 800 10 368 52 662 91 362

Total 47 628 33 489 37 525 53 433 172 075

Construction of the Indicator. Let us now define the theoretical framework
of this formulation. Denote Cχ2(i) the contribution of a cell i to the table chi-
square. In the general case of kt dimensions, this contribution can be written:

Cχ2(i) =
(nEfi − nE f̃i)2

nE f̃i

= nE
(fi − f̃i)2

f̃i

.

Based on this contribution, we define the level of interest of the cell i by the
following built-in indicator as

IC(i) =
Cχ2(i)

∑
j∈t Cχ2(j)

.

We notice that
∑

i∈t IC(i) = 1. IC will be the built-in indicator for a count
measure in order to detect interesting cells.

General Interpretation of the Indicator IC. By definition 0 ≤ IC(i) <
1. If IC(i) = 0, the cell i corresponds to an homogeneous distribution of the
statistical units with regard to the margins values. The more IC(i) is close to
1, the farthest the distribution of the statistical units is from the situation of
independence. It thus means that the cell i abnormally either attracts or rejects
the statistical units of slice t. They are identified as interesting cells. Moreover,
we can notice that

IC(i) =
e2(i)

∑
j∈t e2(j)

where e(i) is the standardized residual of the log-linear model of independence
[1] and can be written with our notations e(i) =

√
Cχ2(i).

Highlighting Cells. Research of interesting cells. At this stage, the indicator
IC(i) is calculated for each cell. The problem to be solved now is to select the
cells for which indicators values are the highest, in order to color them in a
suitable way. To perform that, two ways are investigated in parallel: a statisti-
cal (based on a clustering method) and an analytical approach (based on the
detection of gaps on the distribution curve of the IC(i)). In our experiments, the
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Fig. 2. Research of thresholds for IC(i)

results of both approaches are very close. With regard to time performance, the
second approach gives better results while implemented in the OLAP manage-
ment system. So we retained this latter. In our method, we actually have defined
two thresholds (labeled 1 and 2 on Fig. 2) in order to distinguish two levels of
interest for the cells. Cells having an indicator value greater than threshold 1
are colored in dark color; those having an indicator value between threshold 1
and threshold 2 are colored in light color. The other cells are not colored. The
color will be specified in the following paragraph.

Example 4
In the working example, we have obtained 12 values for IC(i) (as shown on left
side of Fig. 2). We sort them decreasingly and plot them to obtain the distri-
bution curve of IC values (as shown on right side of Fig. 2). This corresponds
to the selection of two dimensions (as shown on Tab. 2). One cell of the slice
will be colored in dark color while two cells in light color. The margin cells will
be shaded to indicate that they do not contribute to analysis.

Definition of attraction and repulsion zones. For a business analyst, it may be
relevant to know whether a highlighted cell corresponds to an attraction or a
repulsion case. Each computed contribution can be signed:

– If fi − f̃i > 0 then the cell is an attraction zone of the statistical units.
It means that the cell contains more statistical units than expected under

Table 3. Colored cells

d1

d2

A B C D Total 

H 12 034 716 24 398 370 37 518

F 19 062 20 973 2 759 401 43 195

G 16 532 11 800 10 368 52 662 91 362

Total 47 628 33 489 37 525 53 433 172 075
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independence hypothesis. These cells are colored in green with two levels of
intensity: light green and dark green.

– If fi− f̃i < 0 then the cell is a repulsion zone of the statistical units. It means
that the cell contains less statistical units than expected in the independence
case. These cells are colored in red with two levels of intensity: light red and
dark red.

Let us illustrate on the working example.

Example 5
In Tab. 3, the cell defined by d1=’C’ and d2=’H’ corresponds to fi = 0.14179
and f̃i = 0.04755. This cell will be colored in dark green while two other ones
will colored in light green (cells defined by d1=’B’ and d2=’F’ and by d1=’D’
and d2=’G’).

3.5 Case 2: Quantitative Measure

Basic Idea. Studying a quantitative measure X̃ such as electric consumption,
the test-value [8] is chosen to detect interesting cells. The general idea is to
compare the real value of the measure X̃ in a cell with its average on the whole
sub-population for the given slice t. The test-value enables to order the difference
between the estimated value (e.g. the mean value) and the cell aggregated one.
It makes possible to compare the gap between the average on a sub-population
(for example the average consumption of all the customers whatever their central
heating energy is.) and the average for a combination of dimensions values (for
example the average consumption of the customers with an electric heating sys-
tem and hot water system). With regard to the measure X̃ , the more important
this variation is, the more different the cell is. The test-value thus provides an
indicator of exception.

Construction of the Indicator. The assumption for the use of the test-
value is that the ni statistical units of cell i are randomly sampled without
replacement. The measure X i represents the average of the measure in the cell
with E(X i) = XE and V (Xi) = S̃2

i .
According to the previous formulas, the test-value is defined as

vt(i) =
Xi − XE

S̃i

.

Thus, if the test-value is high (corresponding to a low probability of equality
between the studied averages), we can consider that the average in the cell
significantly differs from the average of the population under study. We use this
indicator to order the cells according to their level of interest.

Research of a Threshold. According to the test-value definition [8], the cells
with an absolute test-value up to 1.96 are said to be relevant. We can indeed
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consider that all test-values are distributed among a normal distribution N (0, 1)
(1.96 is the 0.975 quantile). Nevertheless, while applying such a threshold, we
are still confronted to a large number of interesting cells. At this stage, we have
to find a method to identify the cells with the highest absolute test-value. We
color a percentage of cells with the highest indicators value. This percentage is
interactively chosen by the business analyst.

4 Implementation with Oracle

Some EDF OLAP databases are built with Oracle 10g. It enables to build a
Web application with different reports and graphs on a specific part of the EDF
activity such as marketing, human resources... The two presented built-in indi-
cators (Chi-Square contribution and test-value) and thresholds detection (based
on geometrical approach) have been implemented in a convenient way thanks
to Oracle 10g OLAP DML language. For each cell of a given slice (explored
interactively by the user), the appropriate indicator is calculated depending on
the kind of the measure. Then, the cell is colored depending on the value of
the indicator (red or green colored since they correspond to an abnormally low
or high measure’s value). On all reports, either a count measure or a quanti-
tative measure is provided. When a user analyzes a cube slice, he or she may
be helped using the extra ”Detect and color” button. The exploration can be
made even if a great number of dimensions has been drilled-down. All compu-
tations are done after the user has defined his data view. An example is given
on Fig. 3 where the shaded margins help the understanding of the slice defined
by the three dimensions. A facsimile of the Oracle schema is also shown in this

Detect

and color

Data View

Fig. 3. Facsimile in Oracle 10g (Administration and web view)
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figure. The program OM CC MARGE first detects the table’s margins and shades
those cells in order to facilitate the reading of the table. Then the program
OM DETECT CAS is executed to choose the appropriate algorithm, whether the
measure is a count or a quantitative one. The computation of all indicators
(test-value or Chi-Square contribution) is done by the OM DETECTION program.
Finally, the program OM COLORCODING is run to return the right color. When the
business analyst has chosen the dimensions of interest, the display of the table
with colored cells is instantaneous. Nevertheless, two factors can influence the
processing time. As the system is based on a client-server architecture, computa-
tion is dependent on network performance. Furthermore, the number of chosen
dimensions influences the system response time but it never exceeds 2-3 seconds.

5 Conclusion and Future Works

In this paper, we describe an original work to facilitate business analysts in-
teractive multidimensional data exploration. We have devised a novel approach
to detect and highlight interesting cells within a data cube slice. Our approach
differs from previous work by the fact that the degree of exception of a cell is
not based on a saturated model but on the computation of statistical built-in
indicators embedded within the OLAP engine.

We consider two cases depending on the kind of measure. For a count measure,
the indicator is based on the computation of the cell contribution to the total
Chi-Square of the analyzed data cube slice. For a quantitative measure, we use
test-value. In both cases, without any pre-computation, those indicators are
computed on the fly according to the user-defined dimensions chosen to structure
the slice. The display is done by a color-coding system. As a proof of concept,
those algorithms have been implemented under Oracle 10g on a client-server
architecture.

The work presented in this paper allows a static analysis of a multidimen-
sional cube by highlighting the most relevant cells after the business analyst has
performed the OLAP transformations he wished. We are extending the present
work in order to facilitate the whole process of exploration of the data cube
by developing a new method that proposes the most pertinent dimensions to
drill-down. This future work will enable a discovery-driven dynamic exploration.
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Abstract. In various approaches, data cubes are pre-computed in order
to efficiently answer Olap queries. Such cubes are also successfully used
for multidimensional analysis of data streams. In this paper, we address
the issue of performing cube comparisons in order to exhibit trend rever-
sals between two cubes. Mining such trend changes provides users with
a novel and specially interesting knowledge. For capturing the latter, we
introduce the concept of emerging cube. Moreover, we provide a con-
densed representation of emerging cubes which avoids to compute two
underlying cubes. Finally, we study an algorithmic way to achieve our
representation using cube maximals and cube transversals.

1 Introduction and Motivations

Computing data cubes for data warehouse or Olap database management has
been widely investigated. Such cubes provide summaries, according to various
points of view or dimensions, of a given “population”. However when various
datasets are collected, for instance from different sources or at different periods
along time, it is of great interest to perform comparisons between them. The de-
cision maker can then be provided with significant differences between two pop-
ulations or with meaningful evolutions of a population: apparition, disappearing
or clear-cut change in the behavior or characteristics of the studied population.
This kind of knowledge is also specially relevant in Olap(Sarawagi et al., 1998;
Imielinski et al., 2002) and data stream applications (Han et al., 2005; Han),
where the reactions to changes must be performed in real time, or for dynamic
classification in databases.

In this paper, inspired from the concept of emerging patterns in a classifi-
cation context (Dong and Li, 2005), we introduce the concept of emerging cube
which captures, in an aggregated way,the significant differences or trend reversals
between two categorical database relations. Moreover, motivated by the huge
amounts of results to be handled, we characterize a condensed representation
of emerging cubes through borders using cube maximals ans cube transversals
(Casali et al., 2003a). Finally we show that these borders can be computed by
existing algorithms proved to be very efficient.
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The paper is organized as follows. In section 2, we summarize the framework
in which our contribution fits: a suitable search space called the cube lattice.
The following section is devoted to the emerging cube. Section 4 focuses on the
computation of emerging cube borders. An outline and research perspectives are
given in conclusion.

2 Background: Cube Lattice Framework

In this section, we recall the concepts of cube lattice (Casali et al., 2003b) and
convex cube (Nedjar et al., 2006) which are used to formalize the new structure
proposed in this paper.

Throughout the paper, we make the following assumptions and use the in-
troduced notations. Let r be a relation over the schema R. Attributes of R are
divided in two sets (i) D the set of dimensions, also called categorical or nominal
attributes, which correspond to analysis criteria and (ii) M the set of measures.

2.1 Search Space

The multidimensional space of the categorical database relation r groups all
the valid combinations built up by considering the value sets of attributes in
D, which are enriched with the symbolic value ALL. The latter, introduced in
(Gray et al., 1997) when defining the operator Cube-By, is a generalization of
all the possible values for any dimension.

The multidimensional space of r is noted and defined as follows: Space(r) =
{×A ∈ D(Dim(A) ∪ ALL)} ∪ {(∅, . . . , ∅)} where × symbolizes the Cartesian
product, Dim(A) is the projection of r on the attribute A and tuple (∅, . . . , ∅)
stands for the combination of empty values. Any combination belonging to the
multidimensional space is a tuple and represents a multidimensional pattern.

The multidimensional space of r is structured by the generalization/special-
ization order between tuples, denoted by �g. This order has been originally
introduced by T. Mitchell (Mitchell, 1997) in the context of machine learning.
In a datawarehouse context, this order has the same semantic as the opera-
tor Rollup/Drilldown (Gray et al., 1997) and is used, in the quotient cube
(Lakshmanan et al., 2002), to compare tuples (cells).

Let u, v be two tuples of the multidimensional space of r:

u �g v ⇔

⎧
⎨

⎩

∀A ∈ D such that u[A] �= ALL,
u[A] = v[A]

or v = (∅, . . . , ∅)

If u �g v, we say that u is more general than v in Space(r). In other words, u
captures a similar information than v but at a rougher granularity level.

Example 1. Let us consider the relation Document1 (cf Table 1) yielding the
quantities sold by Type, City and Publisher. In the multidimensional space of our
relation example, we have: (Novel, ALL, ALL) �g (Novel, Marseilles, Hachette),
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Table 1. Relation example Document1

RowId Type City Publisher Qty

1 Novel Marseilles Hachette 2
2 Novel Marseilles Collins 2
3 Textbook Paris Collins 1
4 Essay Paris Collins 6
5 Textbook Marseilles Collins 1

i.e. the tuple (Novel, ALL, ALL) is more general than (Novel, Marseilles, Ha-
chette) and (Novel, Marseilles, Hachette) is more specific than (Novel, ALL, ALL).

The two basic operators provided for tuple construction are: Sum (denoted by
+) and Product (noted •). The Sum of two tuples yields the most specific tuple
which generalizes the two operands. Let u and v be two tuples in Space(r),

t = u + v ⇔ ∀A ∈ D, t[A] =
{

u[A] if u[A] = v[A]
ALL otherwise.

We say that t is the Sum of the tuples u and v.

Example 2. In our example, we have (Novel, Marseilles, Hachette) + (Novel,
Marseilles, Collins)=(Novel, Marseilles, ALL). This means that the tuple (Novel,
Marseilles, ALL) is built up from the tuples (Novel, Marseilles, Hachette) and
(Novel, Marseilles, Collins).

The Product of two tuples yields the most general tuple which specializes the
two operands. If it exists, for these two tuples, a dimension A having distinct
and real world values (i.e. existing in the original relation), then the only tuple
specializing them is the tuple (∅, . . . , ∅) (apart from it, the tuple sets which can
be used to retrieve them are disjoined). Let u and v be two tuples in Space(r),
then:

t = u • v ⇔

⎧
⎨

⎩

t = (∅, . . . , ∅) if ∃A ∈ D such that u[A] �= v[A] �= ALL,

otherwise ∀A ∈ D
{

t[A] = u[A] if v[A] = ALL
t[A] = v[A] if u[A] = ALL.

We say that t is the Product of the tuples u and v.

Example 3. In our example, we have (Novel, ALL, ALL) • (ALL, Marseilles,
ALL) = (Novel, Marseilles, ALL). This means that (Novel, ALL, ALL) and
(ALL, Marseilles, ALL) generalize (Novel, Marseilles, ALL) and this latter pat-
tern participates to the construction of (Novel, ALL, ALL) and (ALL, Mar-
seilles, ALL) (directly or not). The tuples (Novel, ALL, ALL) and (Textbook,
ALL, ALL) have no common point apart from the tuple of empty values (i.e.
the tuple (∅, ∅, ∅)).
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By providing the multidimensional space of r with the generalization order be-
tween tuples and using the above-defined operators Sum and Product, we define
an algebraic structure which is called cube lattice. Such a structure provides a
sound foundation for several multidimensional data mining issues.

Theorem 1. Let r be a categorical database relation over D∪M. The ordered set
CL(r) = 〈Space(r),�g〉 is a complete, graded, atomistic and coatomistic lattice,
called cube lattice in which Meet (

∧
) and Join (

∨
) elements are given by:

1. ∀ T ⊆ CL(r),
∧

T = +t∈T t
2. ∀ T ⊆ CL(r),

∨
T = •t∈T t

2.2 Convex Cubes

We recall the definitions of monotone/antimonotone constraints according to �g

and the convex cubes (Casali et al., 2007).

Definition 1 (Monotone/antimonotone constraints)

1. A constraint Const is monotone according to the generalization order if and
only if: ∀ t, u ∈ CL(r) : [t �g u and Const(t)] ⇒ Const(u).

2. A constraint Const is antimonotone according to the generalization order if
and only if: ∀ t, u ∈ CL(r) : [t �g u and Const(u)] ⇒ Const(t).

Theorem 2. The cube lattice with monotone and/or antimonotone constraints
is a convex space which is called convex cube, ConvexCube(r) = {t ∈ CL(r) such
that Const(t)}. Its upper set U and lower set L are: L = min�g (ConvexCube(r))
and U = max�g (ConvexCube(r)).

The upper set U represents the most specific tuples satisfying the
constraint conjunction and the lower set L the most general tuples respecting such
a conjunction.ThusU andL result in condensed representations of the convex cube
faced with a conjunction of monotone and/or antimonotone constraints.

3 Emerging Cubes

In this section, we introduce the concept of emerging cube. Such cubes cap-
ture trends which are not relevant for the users (because under a threshold) but
which grow significant or on the contrary general trends which soften but not
necessarily disappear. They are of particular interest for data stream analysis
because they exhibit trend reversals (Han). For instance, in a web application
where continuous flows of received data describe in a detailed way the user nav-
igation, knowing the craze for (in contrast the disinterest in) such or such URL
is specially important for the administrator in order to allow at best available
ressources according to real and fluctuating needs.

In the remainder of the paper, we only consider the aggregative functions
Count and Sum. Furthermore to preserve the antimonotone property of Sum,
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we assume that the measure values are strictly positive. Let us introduce a
relative version of these functions.

Definition 2 (Relative Aggregative Functions). Let r be a relation, t ∈
CL(r) a tuple, and f ∈ {Sum, Count} an aggregative function. We call frel(r, .)
the relative aggregative function of f for the relation r. frel(r, t) is the ratio
between the value of f for the tuple t and the value of f for the whole relation
r (in other words for the tuple (ALL, . . . , ALL)).

frel(t, r) =
f(t, r)

f((ALL, . . . , ALL), r)

For instance, the function Countrel(t, r) merely corresponds to Freq(t, r) (the
frequency of a multidimensional pattern t in the relation r). We use Sumrel in
all our examples because its semantics is intuitive and easy to catch.

Remark 1. According to our assumptions, f is additive and the measure values
are strictly positive, we have 0 < f(t) < f((ALL, . . . , ALL)) and thus 0 <
frel(t, r) < 1.

Definition 3 (Emerging Tuple). A tuple t ∈ CL(r1 ∪ r2) is said emerging
from r1 to r2 if and only if it satisfies the two following constraints C1 and C2:

{
frel(t, r1) < MinThreshold1 (C1)
frel(t, r2) ≥ MinThreshold2 (C2)

where MinThreshold1 and MinThreshold2 ∈ ]0, 1[

Example 4. Let MinThreshold1 = 1/3 be the threshold for the relation Docu-
ment1 (cf. Table 1) and MinThreshold2 = 1/5 the threshold for Document2

(cf. Table 2), the tuple t1 = (Textbook, Paris, ALL) is emerging from Document1

to Document2 because Sumrel(t1, r1) = 1/12 and Sumrel(t1, r2) = 3/15. In con-
trast, the tuple t2 = (Essay, Marseilles, ALL) is not emerging because Sumrel(t2,
r2) = 1/15.

Table 2. Relation example Document2

RowId Type City Publisher Qty

1 Textbook Marseilles Hachette 3
2 Textbook Paris Collins 3
3 Textbook Marseilles Collins 1
4 Novel Marseilles Hachette 3
5 Essay Paris Collins 2
6 Essay Paris Hachette 2
7 Essay Marseilles Collins 1

Definition 4 (Emerging Cube). We call emerging cube the set of all tuples
of CL(r1 ∪ r2) emerging from r1 to r2. The emerging cube, noted EmergingCube
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(r1, r2), is a convex cube with the hybrid constraint “t is emerging from r1 to r2”.
Thus it is defined by: EmergingCube(r1, r2) = {t ∈ CL(r1 ∪ r2) | C1(t) ∧
C2(t)}, with C1(t) = frel(t, r1) < MinThreshold1 and C2(t) = frel(t, r2) ≥
MinThreshold2.

EmergingCube(r1, r2) is a convex cube with the conjunction of a monotone
constraint (C1) and an antimonotone one (C2). Thus we can use its borders (cf
Theorem 2) to assess whether a tuple t is emerging or not.

Definition 5 (Emergence Rate). Let r1 and r2 be two unicompatible rela-
tions, t ∈ CL(r1 ∪ r2) a tuple and f an additive function. The emergence rate
of t from r1 to r2, noted ER(t), is defined by:

ER(t) =

⎧
⎪⎪⎨

⎪⎪⎩

0 if frel(t, r1) = 0 and frel(t, r2) = 0
∞ if frel(t, r1) = 0 and frel(t, r2) �= 0
frel(t, r2)
frel(t, r1)

otherwise.

Example 5. Table 3 presents the set of emerging tuples fromDocument1 to Doc-
ument2 for the thresholds MinThreshold1 = 1/3 and MinThreshold2 = 1/5.

Table 3. Set of emerging tuples from Document1 to Document2

Produit Ville Publisher ER

Textbook ALL ALL 2.8
Textbook Paris ALL 2.4
Textbook ALL Collins 1.6
Textbook Paris Collins 2.4
Textbook ALL Hachette ∞
Textbook Marseilles ALL 3.2
Textbook Marseilles Hachette ∞

ALL ALL Hachette 3.2
ALL Marseilles Hachette 2.4
Novel ALL Hachette 1.2
Novel Marseilles Hachette 1.2

We observe that when the emergence rate is greater than 1, it characterizes
trends significant in r2 and not so clear-cut in r1. When the rate is lower than
1, on contrary it highlights immersing trends, relevant in r1 and not in r2.

Example 6. From the two relations Document1 and Document2, we compute
ER((Textbook, Paris, ALL)) = 2.4. Of course more the emergence rate is high,
more the trend is distinctive. Therefore, the quoted tuple means a jump for the
textbook sales in paris between Document1 and Document2.

Proposition 1. Let MinRatio = MinThreshold2
MinThreshold1

, ∀t ∈ EmergingCube(r1, r2),
we have ER(t) ≥ MinRatio.
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The proposition consequence is that emerging tuples have an “ interesting ”
emergence rate. For instance let us consider MinThreshold1 = 1/3 and Min
Threshold2 = 1/5, then all the emerging tuples have an emergence rate greater
than 5/3.

The emerging cube being a convex cube, it can be represented by its borders
without computing and storing the two underlying cubes. This capability is
specially attractive because trend reversals, jumping or plunging down, can be
very quickly isolated and at the lowest cost.

4 Mining Borders of Emerging Cubes

For computing borders of the cube EmergingCube(r1, r2), we give another for-
mulation of the constraints in order to take benefit of existing algorithms proved
to be efficient: (i) Max-Miner (Bayardo, 1998) or GenMax (Gouda and Zaki,
2001) for the computation of cube maximals and (ii) Trans (Eiter and Gottlob,
1995), CTR (Casali et al., 2003a), MCTR (Casali, 2004) and (Gunopulos et al.,
1997) for mining minimal cube transversals.

4.1 Cube Transversals

We present the concept of cube transversal, a particular case of hypergraph
transversals (Berge, 1989; Eiter and Gottlob, 1995).

Definition 6 (Cube Transversal). Let T be a set of tuples (T ⊆ CL(r))
and t ∈ CL(r) be a tuple. t is a cube transversal of T over CL(r) iff ∀t′ ∈
T, t �g t′. t is a minimal cube transversal iff t is a cube transversal and ∀t′ ∈
CL(r), t′ is a cube transversal and t′ �g t ⇒ t = t′. The set of minimal cube
transversals of T are denoted by cT r(T ) and defined as follows:

– cT r(T ) = min�g ({t ∈ CL(r) | ∀t′ ∈ T, t �g t′})

Let A be an antichain of CL(r) (A is a set of tuple such that all tuples of A are
not comparable using �g). We can constrain the set of minimal cube transversals
of r using A by enforcing each minimal cube transversal t to be more general
than at least one tuple u of the antichain A. The new related definitions are the
following:

– cT r(T, A) = {t ∈ cT r(T ) | ∃u ∈ A : t �g u}

Example 7. With our relation example, we have the following result: cT r(Docu-
ment1) = { (Novel, Paris, ALL), (Essay, ALL, Hachette), (Essay, Marseilles,
ALL), (Textbook, ALL, Hachette), (ALL, Paris, Hachette) }.

4.2 Characterizing Emerging Tuple Using Cube Maximals and
Cube Transversals

We come down the constraint “t is an emerging tuple” in the search for the fre-
quent cube maximals and minimal cube transversals. It is shown that (C1) is
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Table 4. Set M1 of maximal frequent
tuples of Document1

Type City Publisher

Novel Marseilles Hachette
Essay Paris Collins

Table 5. Set M2 of maximal frequent
tuples of Document2

Type City Publisher

Novel Marseilles Hachette
Textbook Marseilles Hachette
Textbook Paris Collins

Essay Paris ALL
Essay ALL Collins

a monotone constraint and (C2) is an antimonotone constraint for the general-
ization order. The emerging tuples can be represented by the borders: U which
encompasses the emerging maximal tuples and L which contains all the emerging
minimal tuples.

⎧
⎨

⎩

L = min�g ({t ∈ CL(r1 ∪ r2) | C1(t) ∧ C2(t)})

U = max�g ({t ∈ CL(r1 ∪ r2) | C1(t) ∧ C2(t)})

Proposition 2. Let M1 and M2 be the maximal frequent tuples in the relations
r1 and r2:

M1 = max�g ({t ∈ CL(r1) such that frel(t, r1) ≥ MinThreshold1})
M2 = max�g ({t ∈ CL(r2) such that frel(t, r2) ≥ MinThreshold2})
We can characterize the borders U and L of the set of emerging tuples as follows:

1. L = cT r(M1, M2)
2. U = {t ∈ M2 : ∃u ∈ L : u �g t}

Proof

1. t ∈ L ⇔ t ∈ min�g ({u ∈ CL(r1 ∪ r2) : frel(u, r1) ≤ MinThreshold1 and
frel(u, r2) ≥ MinThreshold2})
⇔ t ∈ min�g ({u ∈ CL(r1 ∪ r2) : frel(u, r1) ≤ MinThreshold1}) and ∃v ∈
M2 : t �g v
⇔ t ∈ min�g ({u ∈ CL(r1 ∪ r2) : �v ∈ M1 : u �g v}) and ∃v ∈ M2 : t �g v
⇔ t ∈ cT r(M1) and ∃v ∈ M2 : t �g v
⇔ t ∈ cT r(M1, M2)

2. True because EmergingCube(r1, r2) is a convex space; thus we can find
t ∈ U which does not generalize any v ∈ L. ��

Remark 2. This new characterization using the minimal cube transversals can
be applied, in a binary context, for computing emerging patterns (Dong and Li,
2005), as well as borders of patterns constrained by an hybrid conjunction
(Raedt and Kramer, 2001) by using the classical concept of transversal
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Table 6. Upper set of EmergingCube
(Document1, Document2)

Type City Publisher

Textbook Marseilles Hachette
Novel Marseilles Hachette

Textbook Paris Collins

Table 7. Lower set of EmergingCube
(Document1, Document2)

Type City Publisher

ALL ALL Hachette
Textbook Marseilles ALL

(Eiter and Gottlob, 1995). It is in the very same spirit of the theoritical connec-
tion between positive and negative borders introduce by Mannila et al.
(Mannila and Toivonen, 1997) to study the complexity of frequent pattern
mining.

Example 8. Let us consider the relations r1 = Document1 and r2=Document2.
The sets M1 and M2 are given in Tables 4 and 5.

The borders of EmergingCube(r1, r2) with MinThreshold1 = 1/3 and Min-
Threshold2 = 1/5 are presented in Tables 6 and 7. Provided with these borders,
we know that there is a jump in textbook sales in Marseilles because (Textbook,
Marseilles, ALL) generalizes the tuple (Textbook, Marseilles, Hachette) which
belongs to L. In contrast, nothing can be said about the tuple (Textbook, ALL,
Collins) because it does not generalize any tuple of L.

5 Conclusion

In this paper, we have presented the concept of emerging cube which captures
trend reversals between two categorical database relations along with a suitable
and condensed representation through the borders U and L. We have shown that
existing and efficient algorithms can be used for computing such borders. As a
future work, we would like to answer the following questions. Are the borders
U and L the smallest representation of emerging cubes? Does a more concise
representation exist? The borders U and L do not make possible to retrieve
the measures of any emerging tuple. Thus another research perspective is to
investigate a new representation, the emerging closed cube, based on the cube
closure (Casali et al., 2003a) and show how to extract an emerging cuboid from
the emerging closed cube.

References

Bayardo, R.: Efficiently mining long patterns from databases. In: Proceedings of the
International Conference on Management of Data, SIGMOD, pp. 85–93 (1998)

Berge, C.: Hypergraphs: combinatorics of finite sets, North-Holland, Amsterdam (1989)
Casali, A.: Mining borders of the difference of two datacubes. In: Kambayashi, Y., Mo-

hania, M.K., Wöß, W. (eds.) DaWaK 2004. LNCS, vol. 3181, pp. 391–400. Springer,
Heidelberg (2004)



144 S. Nedjar et al.

Casali, A., Cicchetti, R., Lakhal, L.: Extracting semantics from datacubes using cube
transversals and closures. In: Proceedings of the 9th ACM SIGKDD International
Conference on Knowledge Discovery and Data Mining, KDD, pp. 69–78. ACM Press,
New York (2003a)

Casali, A., Cicchetti, R., Lakhal, L.: Cube lattices: a framework for multidimensional
data mining. In: Proceedings of the 3rd SIAM International Conference on Data
Mining, SDM, pp. 304–308 (2003b)

Casali, A., Nedjar, S., Cicchetti, R., Lakhal, L.: Convex Cube: Towards a Unified
Structure for Multidimensional Databases. In: Proceedings of the 18th international
conference on database and expert systems applications, dexa (2007)

Dong, G., Li, J.: Mining border descriptions of emerging patterns from dataset pairs.
Knowledge Information System 8(2), 178–202 (2005)

Eiter, T., Gottlob, G.: Identifying The Minimal Transversals of a Hypergraph and
Related Problems. SIAM Journal on Computing 24(6), 1278–1304 (1995)

Gouda, K., Zaki, M.: Efficiently Mining Maximal Frequent Itemsets. In: Proceedings
of the 1st IEEE International Conference on Data Mining, ICDM, pp. 3163–3170.
IEEE Computer Society Press, Los Alamitos (2001)

Gray, J., Chaudhuri, S., Bosworth, A., Layman, A., Reichart, D., Venkatrao, M., Pel-
low, F., Pirahesh, H.: Data cube: A relational aggregation operator generalizing
group-by, cross-tab, and sub-totals. Data Mining and Knowledge Discovery 1(1),
29–53 (1997)

Gunopulos, D., Mannila, H., Khardon, R., Toivonen, H.: Data mining, hypergraph
transversals, and machine learning. In: Proceedings of the 16th Symposium on Prin-
ciples of Database Systems, PODS, pp. 209–216 (1997)

Han, J.: Mining dynamics of data streams in multi-dimensional space, http://
www-faculty.cs.uiuc.edu/ hanj/projs/streamine.htm

Han, J., Chen, Y., Dong, G., Pei, J., Wah, B.W., Wang, J., Cai, Y.D.: Stream cube: An
architecture for multi-dimensional analysis of data streams. Distributed and Parallel
Databases 18(2), 173–197 (2005)

Imielinski, T., Khachiyan, L., Abdulghani, A.: Cubegrades: Generalizing association
rules. Data Mining and Knowledge Discovery, DMKD 6(3), 219–257 (2002)

Lakshmanan, L., Pei, J., Han, J.: Quotient cube: How to summarize the semantics of
a data cube. In: Proceedings of the 28th International Conference on Very Large
Databases, VLDB, pp. 778–789 (2002)

Mannila, H., Toivonen, H.: Levelwise Search and Borders of Theories in Knowledge
Discovery. Data Mining and Knowledge Discovery 1(3), 241–258 (1997)

Mitchell, T.M.: Machine learning. MacGraw-Hill Series in Computer Science (1997)
Nedjar, S., Casali, A., Cicchetti, R., Lakhal, L.: Cocktail de cubes. In: Actes des 22ème

journées Bases de Données Avancées, BDA (2006)
Raedt, L., Kramer, S.: The Levelwise Version Space Algorithm and its Application to

Molecular Fragment Finding. In: Proceedings of the 17th International Joint Con-
ference on Artificial Intelligence, IJCAI, pp. 853–862 (2001)

Sarawagi, S., Agrawal, R., Megiddo, N.: Discovery-driven exploration of olap data
cubes. In: Schek, H.-J., Saltor, F., Ramos, I., Alonso, G. (eds.) EDBT 1998. LNCS,
vol. 1377, pp. 168–182. Springer, Heidelberg (1998)

http://www-faculty.cs.uiuc.edu/~hanj/projs/streamine.htm
http://www-faculty.cs.uiuc.edu/~hanj/projs/streamine.htm


Domination Mining and Querying

Apostolos N. Papadopoulos, Apostolos Lyritsis, Alexandros Nanopoulos,
and Yannis Manolopoulos

Department of Informatics, Aristotle University,
Thessaloniki 54124, Greece

{papadopo,lyritsis,ananopou,manolopo}@csd.auth.gr

Abstract. Pareto dominance plays an important role in diverse appli-
cation domains such as economics and e-commerce, and it is widely be-
ing used in multicriteria decision making. In these cases, objectives are
usually contradictory and therefore it is not straightforward to provide
a set of items that are the “best” according to the user’s preferences.
Skyline queries have been extensively used to recommend the most dom-
inant items. However, in some cases skyline items are either too few, or
too many, causing problems in selecting the prevailing ones. The num-
ber of skyline items depend heavily on both the data distribution, the
data population and the dimensionality of the data set. In this work, we
provide a dominance-based analysis and querying scheme that aims at
alleviating the skyline cardinality problem, trying to introduce ranking
on the items. The proposed scheme can be used either as a mining or as
a querying tool, helping the user in selecting the mostly preferred items.
Performance evaluation based on different distributions, populations and
dimensionalities show the effectiveness of the proposed scheme.

1 Introduction

Preference queries are frequently used in multicriteria decision making appli-
cations, where a number of (usually) contradictory criteria participate towards
selecting the most convenient answers to the user. Each item is represented as a
multidimensional point.

Assume that someone is interested in purchasing a PDA device. Unfortunately,
there are a lot of criteria that should be balanced before a wise choice is made.
Assume further that the customer focuses on two important parameters of a
PDA, the price, and the weight of the device. Therefore, the “best” PDAs are
the ones that are cheap and light-weighted. Unfortunately, these two criteria
are frequently contradictory and therefore, the number of candidates should be
carefully selected.

In this example, we have two attributes, and the user is interested in items
that have values in these attributes as minimum as possible. Depending on the
semantics of each attribute, in other cases the user may ask for maximization of
the attributes, or any combination (minimization in some attributes and maxi-
mization in the others). For example, if the user focuses on price and available
memory, the “best” PDAs are the ones that are as cheap as possible and have

I.Y. Song, J. Eder, and T.M. Nguyen (Eds.): DaWaK 2007, LNCS 4654, pp. 145–156, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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the largest available memory. Without loss of generality, in the sequel we focus
on minimizing the attributes of interest.

A fundamental preference query is the skyline query. The skyline of a set
of points S comprises all points that are not dominated. A point pi dominates
another point pj , if pi is as good as pj in all dimensions and it is better than
pj in at least one of the dimensions. Let d be the total number of attributes
(dimensions) and pi.am denote the m-th dimension value of point pi. Since we
have assumed that “smaller is better”, pi is better than pj in dimension am if
pi.am < pk.am.
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Fig. 1. Skyline example

The PDA example is depicted in Figure 1. In Figure 1(a) each PDA is repre-
sented by a two-dimensional point (each dimension corresponds to an attribute).
PDA records are shown in Figure 1(b). Points connected by the dashed line com-
prise the skyline of the set of points (PDAs). Any point falling on the right and
top of the dashed line is dominated by at least on skyline point.

The black dots of Figure 1(a) represent the skyline. These points are not
dominated by any other point. On the other hand, points p6, p1, p3, p4 are
dominated by at least one other point. For example, PDA p6 is dominated by
p5 because p5.weight = p6.weight, but p5.price < p6.price. Therefore, none of
these points can be part of the skyline. The skyline is therefore consists of points
p5, p7, p8, p9 and p2.

The number of skyline points depends heavily on the dimensionality of the
data set (number of attributes) and the data distribution. Therefore, according
to these factors, in some cases the number of skyline points are too few, too
many. Moreover, in some cases the skyline points may not be available. In our
PDA example, it is expected that PDAs belonging to the skyline are too popular,
and therefore purchase may not be possible due to lack of stock. In these cases, a
ranking should be enforced to the multidimensional points, and interesting items
should be presented to the user. This is exactly the topic of this paper. More
specifically, we provide a meaningful way of ranking multidimensional points
according to their domination power, towards presenting the items to the user
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in an incremental manner. The proposed techniques constitute a way to facilitate
mining and querying for dominance relationships.

The rest of thework is organized as follows. Section 2presents the relatedwork in
the area, anddescribes our contributions shortly.Ourproposal is given inSection 3,
whereas Section 4 gives some representative experimental results. Finally, Section
5 concludes the work and briefly describes future work in the area.

2 Related Work

Skyline queries have received considerable attention recently, due to their aid in se-
lecting themostpreferred items,especiallywhen the selectioncriteriaarecontradic-
tory.Although theproblemhasbeenattacked in thepastbyanumberof researchers
[2,8], only recently it has been tackled under a database point of view [3].

The current literature is rich in algorithms and organization schemes to facili-
tate skyline query processing. In [11] an efficient skyline query processing scheme
has been proposed based on branch-and-bound, which utilizes the R-tree spatial
access method [5,1]. This method shows significant improvement over previously
proposed methods. This scheme however, assumes that the skyline is computed
over the whole set of attributes, which in many cases may not be meaningful.

Recently, alternative solutions have been proposed towards helping the user
even further in selecting the most promising items. The output of a skyline
query may contain too few, or too many answers, posing difficulties in selecting
the best items. Towards alleviating this problem, k-dominant skylines have been
proposed in [4]. According to this method, the definition of dominance is relaxed,
in order to enable some points to be dominated, reducing the cardinality of the
skyline point-set.

Another approach has been followed by [6] where the proposed technique
searches for thick skylines. The thick skyline is composed of some skyline points
and some additional points which are close to skyline points but not necessarily
contained in the skyline set. This way, only points in these dense areas are
proposed to the user.

In the same lines, an algorithm is proposed in [10] for selecting skyline points
according to their domination capabilities. More specifically, the algorithm se-
lects a subset of the skyline points aiming at maximizing the number of domi-
nated points. However, this method is NP-hard for high-dimensional spaces, and
therefore approximation algorithms are required towards fast computation.

In [9] the authors study dominance relationships between different data sets
(e.g., products and customers). The authors propose DADA cube, an organiza-
tion scheme to support a number of significant query types towards analyzing
dominance relationships. DADA cube has been designed in accordance to data
cubes utilized in data warehouses.

Finally, [7] study algorithmic techniques to compute approximately domi-
nating representatives (ADRs). ADRs can be computed by appropriately post-
processing the result of a skyline query. The authors show that The authors show
that the problem of minimizing the number of points returned can be solved in
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polynomial time in two dimensions, whereas it is NP-hard in higher dimension-
alities. However, there is a polynomial-time logarithmic approximation.

Our research focuses on helping the user quantify the significance of items
based on domination power. Therefore, the proposed scheme is mostly related
to research contributions [6,10,9] because: (i) as in [6] items other than skyline
items may be proposed, (ii) as in [10] our scheme returns items according their
domination abilities, and (iii) as in [9] we investigate dominance relationships,
However, our work differs significantly from the previous contributions. A trans-
formation is applied which maps the items from the original d-dimensional space
to a 2-dimensional one. Mining and ranking of items is performed to the new
space (target space), avoiding the excess skyline cardinality that appears in high
dimensions. Additionally, our proposed scheme handles cases where the skyline
points are too few (e.g., in correlated data sets).

3 Domination Mining and Querying

Some skyline points are more significant than others. The quantification of the sig-
nificance can be performed in a number of ways. For example, significance can be
measuredbymeans of the number of points dominated by a skyline point. A skyline
point pi is more significant than another skyline point pj if the number of points
dominated by pi is larger than that dominated by pj . This is the main concept of
the scheme proposed in [10] for selecting the most representative skyline points.

However, in several cases we have to consider non-skyline points as well, which
may also be of interest to the user. This becomes more clear by investigating
Figure 1. It is evident that p2 is a skyline point. However, although the weight
of this PDA is very low, its price is high in relation to the other devices (in fact it
has the largest price of all). It would be better, if PDAs p3 and p4 are also proposed
to the user, since they better compromise the weight/price tradeoff. This example
shows that it would be more appropriate to extend the concept of significance for
all points in the data set, instead of considering skyline points only as in [10].

Another observation is that thick skylines that have been proposed in [6] do
not solve our problem either, since a skyline point belonging to a dense area
does not necessarily means that is more important than a skyline point lying
in a sparse area. For example, consider a new PDA p with p.price = 100, and
p.weight = 50. Evidently, although this point belongs to a sparse area, it is the
most important skyline point since it has the smallest price and the smallest
weight in comparison to all other PDAs. Moreover, we argue that sparse skyline
points may be very important, since they are far from the competition.

3.1 Determining the Target Space

In the sequel we present three different transformation methods towards taking
into account the domination power of each point. Points with large domination
power should be proposed to the user before points with less domination power.
According to our example, it is evident that the PDA represented by point p8
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has more domination power than that represented by p5. In the sequel we will
define domination power in a more formal way.

The first transformation (T1), is the simplest to implement. Each multidi-
mensional point p is transformed to a 2-dimensional point T1(p) = (da(p), 1 −
DA(p)/a), where da(p) is the area dominating p, whereas DA(p) is the area
dominated by p. Evidently, the values of da(p) and DA(p) are distribution in-
dependent, since they are computed based only on the location of p in the data
space. This transformation may be used when only the domination potential of
points is of interest.

T1(p) =
(

da(p)
a

, 1 − DA(p)
a

)

(1)

The second transformation (T2), tries to capture the fact that the significance
of a point p is increased when, the number of points dominating p decreases, and
the number of points dominated by p increases. Based on this observation, each
point p is transformed to T2(p) = (dps(p), 1 − DSP (p)/n), where dps(p) is the
number of points dominating p, and DPS(p) is the number of points dominated
by p. In contrast to the previous transformation, this one is distribution depen-
dent, since only domination information is being taken into account, whereas
the absolute location of p in the data space is completely ignored. This transfor-
mation should be used when the domination relationships among points needs
to be investigated.

T2(p) =
(

dps(p)
n

, 1 − DPS(p)
n

)

(2)

The next transformation (T3) tries to combine the previous two, by proposing
a hybrid scheme. Each point p is transformed to T3(p) = (da(p)/a, DPS(p)/n),
where again da(p) is the area that dominates p and DPS(p) is the set of points
dominated by pp.

T3(p) =
(

da(p)
a

, 1 − DPS(p)
n

)

(3)

Note that, all methods transform the d-dimensional points of P to 2-d, in
order to reduce the cardinality of skyline sets in the target space, and provide a
more convenient space for mining and querying dominance relationships.

Next we define two important measures, the domination power of a point and
the domination distance between two points. The first one aims to quantify the
significance of each point, whereas the second one quantifies the difference be-
tween two points in terms of their distance to the target space. Note that, since
the target space is defined in the unit square, the measures assume values in the
interval [0,2].

Definition 1 (domination power)
The domination power P (p) of a point p is the cityblock distance of its image p′

point to the origin of the target space. More formally:

P (p) = p′.x + p′.y (4)
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Definition 2 (domination distance)
The domination distance D(p, q) between two points p and q, is the cityblock
distance of their images p′ and q′ in the target space. More formally:

D(p, q) = |p′.x − q′.x| + |p′.y − q′.y| (5)

3.2 Creating and Maintaining the Target Space

There are two important issues to be resolved regarding the generation of the tar-
get space: (i) target space generation and (ii) target space maintenance. Among
the three different transformations described previously, the simplest to generate
and maintain is the first one (T1), since the image p′ of a point p depends only
on the location of the point itself in the original space. On the other hand, the
most expensive transformation is the second (T2), because the image of a point
depends on the locations of the other points. Moreover, the insertion/deletion
of a point may cause changes in the images of other points. In the sequel, we
describe the generation of the target space according to T2, since the process for
T1 and T3 are similar and less demanding regarding computations.

Without loss of generality, we assume the existence of an R-tree access method
[5,1] to organize the points in the original space. Other hierarchical access meth-
ods can be utilized equally well. The main issue regarding T2 is that for every
point p we need to calculate the values for dps(p) and DPS(p). A naive approach
to follow is for each point to apply two range queries in the R-tree, one for the
region da(p) and one for the region DA(p). Evidently, da(p) contains all points
that dominate p, whereas DA(p) contains all points dominated by p. By using
an arbitrary examination order, it is expected that significant I/O overhead will
take place. Instead, we use an approach which better exploits locality of refer-
ences. This approach is based on the Hilbert space filling curve. In the first phase
the value dps(p) is calculated for every point p. In the second phase the DPS(p)
value is calculated. Both phases respect the Hilbert order in visiting the points.
Internal nodes are prioritized based on the Hilbert value of their MBR centroid.

A significant improvement can be applied to both algorithms towards reducing
the number of I/O requests. This involves the utilization of batched processing.
When a leaf node is reached, instead of executing multiple range queries for each
point in the leaf, we execute only one in each phase. Our intuition regarding the
efficiency of this variation is verified by the computational and I/O time required
to build the target space as shown in the experimental results. The improved
algorithm can be used both when all data are memory-resident or disk-based.
The outline of the final algorithm is illustrated in Figure 2.

Since the suggested methodology is focused on analysis and mining, keeping the
target space up-to-date upon every insertion and deletion is not our primary con-
cern. However, if such a synchronization action is required this is easily achieved
for T1. More specifically, if a new point p is inserted in the original space, its im-
age is directly calculated by using Equation 1. For T2, two range queries must be
executed in the R-tree, one for da(p) and one for DA(p) to produce the image of
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Algorithm CreateTargetSpace (Rtree)
Rtree: the R-tree organizing the original space
minheap: the priority queue of tree entries prioritized by increasing Hilbert values
maxheap: the priority queue of tree entries prioritized by decreasing Hilbert values

1. treeNode = root of the Rtree
2. place entries of treeNode into minHeap
3. while (minHeap not empty)
4. heapEntry = top of minHeap
5. if (heapEntry points to a leaf node)
6. leafNode = the leaf pointed by heapentry
7. execute range query using upper-right corner of leaf MBR
8. update dominance information
9. else
10. internalNode = node pointed by heapEntry
11. calculate Hilbert values and insert all entries of internalNode into minHeap
12. end if
13. end while
14. treeNode = root of the Rtree
15. place entries of treeNode into maxHeap
16. while (maxHeap not empty)
17. heapEntry = top of maxHeap
18. if (heapEntry points to a leaf node)
19. leafNode = the leaf pointed by heapentry
20. execute range query using lower-left corner of leaf MBR
21. update dominance information
22. else
23. internalNode = node pointed by heapEntry
24. calculate Hilbert values and insert all entries of internalNode into maxHeap
25. end if
26. end while

Fig. 2. Outline of CreateTargetSpace algorithm

p. Moreover, a complete synchronization requires additional updates because: (i)
the total number of points has been changed, (ii) for each point px that dominated
p the value DPS(px) must be updated, and (iii) for each point px dominated by p
the value dps(px) must be updated. The case of T3 is slightly more efficient, since
only one range query is required, but several updates of images may be required.
To avoid increased maintenance costs when T2 or T3 is being used, updates in the
target space may be performed periodically. T3 is the best compromise between
maintenance efficiency and perception of domination information.

3.3 Utilizing the Target Space

Domination power and domination distance allow for a number of important
querying and mining operations to be supported. The first important operation
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is the determination of the “best” points, by executing a skyline computation
algorithm in the target space, such as the one proposed in [11]. If the user is
not satisfied by the answers, the next layer of skylines can be computed, by
ignoring the previously returned points. This process may continue according to
the user’s request. Note that, since the dimensionality of the target space is 2
and the distribution of the images show a high degree of correlation, the number
of skyline points is not expected to be large. By supporting multiple skyline
layers we alleviate the problem of the small skyline cardinality.

Another important operation is the top-k query, which given an integer k,
returns the k best points, according to domination power. Since the target space
is already computed, such a top-k query is immediately supported by applying
a branch-and-bound search algorithm with a priority queue.

The third operation is related to nearest-neighbors in the target space. Given
a point q, a k-nearest-neighbor (k-NN) query returns the k points closest to q′,
according to the domination distance measure. This way, one can determine which
points “threaten” q with respect to domination distance. A similar query can be
defined by given the query point q and a domination distance threshold e. In this
case, we are interested in determining which point images p′ are within distance
e from q′ (range query). Evidently, if two images are close in the target space, it
is not necessary that the original points will be close to each other in the original
space, and in fact this is one of the most important properties of the target space.

Apart from using the target space in a online fashion, data mining techniques
can be applied to discover useful knowledge and support the online part in a
number of ways. A useful operation is to detect the outliers in the target space.
Points that are quite “isolated” from the competition are the candidates for being
outliers. Regarding domination relationships, an outlier may be significant, and
therefore it is important to give the chance to the user to check it. However, not
all outliers need to be presented, but only the most significant ones with respect
to domination power. It is up to the user to select all or the most significant
ones for further inspection.

A data mining task related to outlier detection is clustering. In fact, many
clustering algorithms support outlier detection (e.g., DBSCAN). The application
of clustering in the target space will partition the images of points to a number
of groups. Each group is expected to contain “similar” points regarding their
domination characteristics. Additionally, clustering can be utilized towards par-
titioning the target space and then use the partitions to suggest items to users.
This way, instead of proposing single points, a whole cluster of points is sug-
gested to the user. Cluster selection may be applied by using the domination
power of the cluster centroid. Therefore, the cluster whose centroid is closer to
the origin of the target space is proposed first.

4 Experiments and Results

In the sequel, we present some representative results. All experiments have been
conducted on a Pentium IV machine at 3GHz, with 1GB RAM running Windows
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Table 1. Cost for target space generation (10,000 points in 2-d)

data set NAIVE (IO/CPU) 2P (IO/CPU) 2P-BATCH (IO/CPU)

IND 1199297/117.73 973156/115.78 25719/4.13

ANTI 412939/32.80 137797/31.34 7873/1.53

CORR 1644380/165.68 1430990/162.70 33747/5.40

GAUSS 1253231/116.45 1030278/113.87 25849/4.00

XP Prof. We have used four synthetically generated data sets with different
distributions: (i) anticorrelated (ANTI), (ii) indepednent (IND), (iii) gaussian
(GAUSS) and (iv) correlated (CORR). The data sets have been generated by
using the generation process reported in [3].

Initially, we present some representative results regarding the efficiency of tar-
get space generation, by comparing the naive method (algorithm NAIVE), with
the two-phase Hilbert-based method (algorithm 2P) and the improved batch-
enabled alternative (algorithm 2P-BATCH). Table 1 illustrates some represen-
tative performance comparison results for 2-dimensional data sets. CPU cost is
measured in seconds, whereas the I/O cost corresponds to the number of disk
accesses performed due to buffer misses. Figure 3 shows the scalability of the
algorithms for different dimensionalities for the IND data set. An LRU-based
buffer has been used which maintains the 25% of the total storage requirements.
Each experiment has been executed on a data set containing 10,000 multidimen-
sional points, whereas the page size of the R-tree has been set to 2 KBytes. It
is evident, that 2P-BATCH has the best overall performance, both in terms of
computational time and I/O cost.

In the sequel, we investigate how clustering algorithms can aid towards explo-
ration of the target space. Figure 4 illustrates the distribution of the point images
in the target space for all available transformation methods (T1, T2, and T3), for
the ANTI data set containing 1,000 points. We have chosen this set because the
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Fig. 4. Target spaces for ANTI data set (1,000 points in 2 dimensions)

number of skyline points in the original space is quite large, and therefore there
are difficulties in proposing some representative points to the user.

By inspecting Figure 4 we can see that the distribution of points in the target
space is completely different than that in the original one. The transformation
performed offers an opportunity to select the “best” points much more easily.
This can be performed by other using the queries described in Section 3.3 or by
performing a partitioning of the target space by means of clustering. To illustrate
this issue, we have applied two fundamental clustering algorithms: (i) DBSCAN
and (ii) K-means. By using DBSCAN we aim at discovering outliers whereas
the use of K-means aims at space partitioning.

Figure 5 shows the outliers determined for ANTI, CORR and GAUSS by using
the transformationT3. In addition to the target space ((a), (b) and (c)), the position
of the each outlier is also given in the original space ((d), (e) and (f)). As we have
already mention, outliers may contain important information since they refer to
points that are away from the competition, and therefore these points may require
further investigation. In fact, as it is shown in Figures 5(a), (c), (e) and (f), some
of the outliers are really important because their domination power is significant.
It is up to the user to request the outliers towards further study.

Let us see now how K-means clustering can help. By applying K-means on the
target space, the points are partitioned into groups. We apply clustering based
on the cityblock distance of the points. Figure 6 gives the clustering results for
GAUSS data set, for all transformations. Only the original space partitioning is
shown. Clustering has been performed for 7 clusters. However, other values can
be used as well. By inspecting Figure 6 we observe that clusters in T1 are more
crisp, in the sense that points are grouped together with respect to the diagonal
they belong. This was expected since T1 is based on the coordinates of each point
only, and the image of each point is generated without taking into account the
other points locations. On the other hand, T2 and T3 better express the notion
of domination power. In both transformations, the shape of the clusters is quite
different than that produced with T1. For example, in T2, the points indicated
by arrows although they belong to the skyline, they receive a lower rank because
the number of points they dominate is zero or very small. Moreover, notice
that points in the same cluster does not necessarily share nearby positions in
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Fig. 5. Outlier detection for ANTI, CORR and GAUSS data sets (1,000 points in 2
dimensions)
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Fig. 6. Data partitioning with K-means for K = 7 (1,000 points, GAUSS data set)

the original space. The points enclosed by the two ellipses belong to the same
cluster. T3 produces similar results to those of T2, but the emphasis is given on
the number of points that dominate a particular point and the area that this
point dominates (not the number of points dominated).

5 Concluding Remarks

Although the literature is rich in studying efficient algorithms for domination
computation, only recently the issue of analyzing domination relationships has
received some attention. Towards this direction, we have focused on applying
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well-established data mining techniques and query operations aiming at a more
convenient scheme for determining the “best” items and extracting useful knowl-
edge from domination relationships. Future research in the area may focus on: (i)
mining domination relationships among different types of items, (ii) measuring
the domination power in a set of items instead of individual ones, (iii) the evalu-
ation of different metrics for domination power and distance and (iv) enhanced
visualization methods for dominance relationships.
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Abstract. We study query evaluation within a framework of inductive databases. 
An inductive database is a concept of the next generation database in that the 
repository should contain not only persistent and derived data, but also the 
patterns of stored data in a unified format. Hence, the database management 
system should support both data processing and data mining tasks. Having 
provided with a tightly-coupling environment, users can then interact with the 
system to create, access, and modify data as well as to induce and query mining 
patterns. In this paper, we present a framework and techniques of query 
evaluation in such an environment so that the induced patterns can play a key role 
as semantic knowledge in the query rewriting and optimization process. Our 
knowledge induction approach is based on rough set theory. We present the 
knowledge induction algorithm driven by a user’s query and explain the method 
through running examples. The advantages of the proposed techniques are 
confirmed with experimental results.  

1   Introduction 

Since the emerging of knowledge discovery in databases (KDD), or data mining, as a 
new multi-disciplinary research area in the 1990's [9], it has been soon realized that the 
current database system should be extended or re-designed to support the KDD process. 
Imielinski and Mannila [13] have argued that existing KDD techniques are simply file 
mining because the inductive learning tools are built on top of the databases assuming a 
loose coupling between the two components. To fulfill a database mining concept, the 
mining engine has to be tightly coupled with the database system. In recent years, this 
idea has been realized and several research work along this line have been developed 
[2, 20, 23]. The tightly integration of databases with data mining gives rise to the new 
concept of inductive databases [5, 7, 19]. 

An inductive database is a database that contains not only data, but also patterns 
which are generalized information induced from data. By providing this tightly 
integration framework of data management system and pattern discovery engine, users 
can access patterns in the same manner as querying data. To achieve this aim a number 
of SQL-based inductive query languages, such as DMQL [11], MINE RULE [4], 
MSQL [14], have been proposed and implemented. Most of these languages are an 
SQL extension with some primitives to support the data mining task, that is, users can 
pose queries to induce, access and update patterns. 
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Besides the front-end functionalities, we propose that the induced patterns can also 
be useful in the back-end part of query answering. The induced patterns are viewed as a 
repository of semantic knowledge highly beneficial to the optimization process. The 
purpose of query optimization is to rewrite a given query into an equivalent one that 
uses less time and resources. Equivalence is defined in terms of identical answer sets. 
Query optimization utilizes syntactic and logic equivalence transformation of a given 
query expression. Semantic query optimization (SQO), on the contrary, uses not only 
syntactic transformations, but also semantic knowledge, such as integrity constraints 
and various forms of data generalization, to transform a query into an optimized one. 

Early work on SQO [10, 15] transforms query by reasoning via heuristics such as 
index and restriction introduction, join elimination, contradiction detection. Since the 
introduction of SQO concept in 1981 [15], semantic-based transformation techniques 
have been developed constantly. Some proposed techniques in the literature are 
resolution refutation method [6], knowledge deduction [24], knowledge induction 
[25]. Recently, the interest on SQO has moved toward the setting of intelligent query 
answering [12, 17], which is defined as a procedure that can answer incorrect or 
incompletely specified query cooperatively and intelligently. The intelligence is 
obtained by analyzing the intent of a query and provide some generalized or 
associated answers. Necib and Freytag [21] propose an ontology-based optimization 
approach to rewrite a query into another one which is not necessary equivalent but 
can provide more meaningful result satisfying the user’s intention.  

Our research follows the direction of intelligent query answering with the emphasis 
on semantic-based optimization. We consider acquiring semantic knowledge using a 
rough set approach. By means of a rough set theory certain knowledge as well as 
rough (or vague) knowledge can be induced from the database content. The main 
purpose of this paper is to illustrate the idea of inducing and integrating certain and 
rough knowledge in the query rewriting and optimization process to produce an 
intelligent answer. We present the optimization process within the framework of 
inductive database systems that both data content and patterns are stored in the 
databases. Unlike previous work on inductive databases that express queries using a 
logic-based language [3, 4, 8], we formalize our idea based on a structured query 
language (SQL) as it is a typical format used extensively in most database systems. 

The remainder of this paper is organized as follows. In section 2, we review the 
two important foundations of our work, that is, the relational inductive databases and 
rough set theory. We present our framework and algorithm of semantic knowledge 
induction using rough set concept in section 3. Section 4 illustrates the steps in query 
optimization with some experimental results. Section 5 concludes the paper and 
discusses the plausible extension of this research.  

2   Preliminaries 

2.1   Inductive Database Concept  

Inductive databases can be viewed as an extension of the traditional database systems 
in that the databases do not only store data, but they also contain patterns of those data. 
Mannila [18] formalized a framework of inductive database I as a pair (R, P) where R 
is a database relation and P is a nested relation of the form (QR , e) in which QR is a set 
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of patterns obtained from querying the base data and e is the evaluation function 
measuring some metrics over the patterns. As an example, consider the database 
(adapted from [3]) consisting of one base relation, R. The induced patterns P are a set 
of rules represented as an implication LHS ⇒ RHS; therefore, QR = { LHS ⇒ RHS | 
LHS, RHS ⊆ R } and the rule’s quality metrics are support and confidence [1]. An 
inductive database I = (R , P)  containing one base relation R and a set P of all 
association patterns induced from  R is shown in figure 1.  

pattern support confidence

X Y Z X Y 0.25 0.33
1 0 0 X Z 0.50 0.66
1 1 1 Y X 0.25 0.50
1 0 1 Y Z 0.50 1.00
0 1 1 Z X 0.50 0.66

Z Y 0.50 0.66
XY Z 0.25 1.00
XZ Y 0.25 0.50
YZ X 0.25 0.50  

 Fig. 1. An example of inductive database instance 

Given the framework of an inductive database I, users can query both the stored 
data (the part of I.R in figure 1) as well as the set of patterns (the I.P part). 
Formalization of inductive queries to perform data mining tasks has been studied by 
several research groups [5, 8]. We are, however, interested in the concept of inductive 
databases from a different perspective. Instead of using a sequence of queries and 
operations to create the induced patterns such as association rules [1], we shift our 
focus towards the induction of precise and rough rules and then deploy the stored 
information to support query answering. We unify the pattern representation to the 
relation format normally used in relational databases and call it relational inductive 
databases. 

2.2   Rough Set Theory 

The notion of rough sets has been introduced by Zdzislaw Pawlak in the early 1980s 
[22] as a new concept of set with uncertain membership. Unlike fuzzy set, uncertainty 
in rough set theory does not need probability or the value of possibility to deal with 
vagueness. It is rather formalized through the simple concepts of lower and upper 
approximation, which are in turn defined on the basis of set. Rough set concepts are 
normally explained within the framework of a decision system. The basic idea is 
partitioning universe of discourse into equivalence classes. 

Definition 1. A decision system is any system of the form A = <U, A, d>, where U is a 
non-empty finite set of objects called the universe, A is a non-empty finite set of 
conditions, and d ∉ A is the decision attribute. 
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Definition 2. Given a decision system A = <U, A, d>, then with any B ⊆ A there exists 
an equivalence or indiscernibility relation IA(B) such that IA(B) = {(x, x') ∈ UxU | ∀a ∈ 
B [a(x) = a(x')] }. 

Table 1. A students’ grading decision table 

  Conditions  Decision 
 age  score1  score2 grade 

s1 19 0-20 0-20 fail 
s2 19 0-20 21-40 fail 
s3 20 0-20 41-60 fail 
s4 20 0-20 41-60 fail 
s5 19 0-20 81-100 pass 
s6 19 41-60 41-60 pass 
s7 19 21-40 61-80 pass 
s8 20 21-40 21-40 pass 

From the data samples in table 1, the followings are equivalent relations. 

I(age) = {{s1, s2, s5, s6, s7}, {s3, s4, s8}} 
I(score1) = {{ s1, s2, s3, s4, s5}, {s6}, {s7, s8}} 
I(score2) = {{s1},{s2, s8},{s3, s4, s6}, {s5}, {s7}} 
I(age, score1) = {{s1, s2, s5},{s3, s4},{s6},{s7},{s8}} 
I(age, score2) = {{s1},{s2},{s3, s4},{s5},{s6},{s7},{s8}} 
I(score1, score2) = {{s1},{s2},{s3, s4},{s5},{s6},{s7},{s8}} 
I(age, score1, score2) = {{s1},{s2},{s3, s4},{s5},{s6},{s7},{s8}} 

Equivalence relations partition the universe into groups of similar objects based on 
the values of some attributes. The question often arises is whether one can remove 
some attributes and still preserve the same equivalence relations. This question leads to 
the notion of reduct [16]. 

Definition 3. Let A = <U, A, d> be a decision system and P, Q ⊆ A, P ≠ Q  be two 

different sets of conditions. The set P is the reduct of set Q if P is minimal (i.e. no 
redundant attributes in P) and the equivalence relations defined by P and Q are the same. 

It can be seen from the listed equivalence relations that I(age, score2) = I(score1, 
score2) = I(age, score1, score2). Therefore, (age, score1) and (score1, score2) are 
reducts of (age, score1, score2). The intersection of all reducts produces core attributes. 
According to our example, score2 is a core attribute. A reduct table of (score1, score2) 
and its partitions are shown in figure 2(a). If we are interested in the decision criteria for 
the pass grade, we can infer decision rules from the reduct table in figure 2(a) as 
follows. 

IF (score1 = 0-20   ∧ score2 = 81-100) THEN grade = pass 
IF (score1 = 21-40 ∧ score2 = 21-40)   THEN grade = pass 
IF (score1 = 21-40 ∧ score2 = 61-80)   THEN grade = pass 
IF (score1 = 41-60 ∧ score2 = 41-60)   THEN grade = pass 
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(a) equivalence relations on 8 students 

 
 

(b) equivalence relations on 9 students 

Fig. 2. A reduct table and (a) its partition into equivalence relations, each one is represented by 
a rectangular region, (b) equivalence relations with conflicting cases of s8 and s9 

Suppose we are given additional information of the ninth student as shown in figure 
2(b), then the above decision rules for the passing grade is no longer valid. It can be 
seen from figure 2(b) that s8 and s9 are in the same equivalence relation but their grades 
are different. It is such conflicting cases that inspires the rough set concept. Given the 
two decision sets of pass/fail, the uncertain cases such as s8 and s9 can be approximated 
their set membership by means of lower and upper approximation [16]. 

Definition 4. Let A = <U, A, d> be a decision system, B ⊆ A, X ⊆ U be objects of 
interest and [x]B denote the equivalence class of IA(B). The B-lower approximation and 
B-upper approximation of X, denoted by bX and BX respectively, are defined by bX = 
{x | [x]B ⊆ X } and BX = {x | [x]B ∩ X ≠ ∅ }. The area between B-lower approximation 
and B-upper approximation is called B-boundary region of X, BN, and defined as BN = 
BX−bX. 

The lower approximation of X is the set of all objects that certainly belong to X. This 
set is also called B-positive region of X. The B-negative region of X is defined as 
U−BX, or the set of all objects that definitely not belong to X. The B-boundary region 
of X is the set of all objects that cannot be classified as not belonging to X. 

Given the information as shown in figure 2(b), B = {score1, score2} and X = {s5, 
s6, s7, s8} be set of students with passing grade, then bX = {s5, s6, s7} and BX = {s5, s6, 
s7, s8, s9}. The boundary region BN = {s8, s9}. B-negative region of X is {s1, s2, s3, 
s4} or the set of all students who definitely fail the exam.   
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If the boundary region is empty, it is a crisp (precise) set; otherwise, the set is rough. 
The set of passing students in figure 2(a) is a crisp set, whereas it is a rough set in figure 
2(b). Decision rules generated from a rough set comprise of certain rules generated from 
the positive and negative regions, and possible rules generated from the boundary region.  

Such method to generate decision rules is static because the decision attribute is 
defined in advance. Within the framework of query answering that decision attributes 
are usually not known in advance, the classical static rough set methodology is 
certainly impractical. We thus propose in the next section our method of dynamic rule 
induction driven by the query predicates. 

3   Certain and Rough Knowledge Induction  

3.1   A Framework for Semantic Knowledge Induction  

In the typical environment of database systems, the size of data repository can be very 
large. With the classical rough set method that all prospective decisions have to be 
pre-specified, the number of generated rules can be tremendous. We thus propose a 
dynamic approach by taking predicate in the user’s query to be a decision attribute at 
query processing time. By this scheme, we can limit the induction to only relevant 
decision rules and these rules are subsequently used as semantic knowledge in the 
process of query rewriting and optimization. The framework of our approach is shown 
in figure 3. 

 

Fig. 3. A framework of query-driven induction for rough and precise knowledge 

In our proposed framework, rule induction is invoked by user's query. Once the 
query has been posted, the component named attribute extractor has been called to 
extract the table's and attribute's name from the query. The attribute ranking table is 
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also created to collect the history of attributes used in the queries. The column hit 
counts the number of times that attributes has been used. The approach of inducing 
rules based on query’s attribute is described in the algorithm as shown in figure 4. 

Algorithm. Query-driven semantic rule induction       

Input:   User’s query, a database and background knowledge       
Output:  Certain and rough semantic rules  

1.  Call Attribute Extractor to extract table names Ti and attribute names Aj from the 
query 

2.  Access the attribute ranking table and update the hit counter identified by each Ti  
and Aj and sort the counter in descending order 

3.  Create a decision table A = <U, A, d>  where d = Ai, A = a set of attributes in Ti,  
      U = a set of tuples in Ti 
4.  Pre-process A by  

 removing attributes with number of distinct values = | A| 
 discretizing attributes with real values 

5.  Partition U into equivalence classes and search for the first reduct R 
6.  From R, identify bX, BX, BN regions, then generate certain positive, certain 

negative, and possible rules 
7. Generalize all three classes of rules using available background knowledge 
8. Return the final rule set 

Fig. 4. A query-driven semantic rule induction algorithm 

3.2   Running Examples  

We use the student data shown in table 1 with additional record <s9, 20, 21-40, 21-40, 
fail> as our running example. The information on interval order that 81-100 > 61-80 > 
41-60 > 21-40 > 0-20 is used as background knowledge for rule generalization. 

Example 1. Suppose there is a query asking whether the score1 = 55 is high enough for 
the passing grade. 
Method:  

(1) This query asks about grade with score1 as a condition. Hence, a reduct table as in 
figure 2(b) is constructed.  

(2)  Then, the following rules are generated. 
      Certain positive rules:   IF (score1=0-20 ∧ score2=81-100) THEN grade = pass 

          IF (score1=21-40 ∧ score2=61-80) THEN grade = pass 
          IF (score1=41-60 ∧ score2=41-60) THEN grade = pass 

      Certain negative rules:    IF (score1=0-20 ∧ score2=0-20) THEN grade = fail 
      IF (score1=0-20 ∧ score2=21-40) THEN grade = fail 
      IF (score1=0-20 ∧ score2=41-60) THEN grade = fail 

      Possible rules:   IF (score1=21-40 ∧ score2=21-40) THEN grade = pass 

(3)  The three classes of rules are generalized according to the given background 
knowledge.  The final rules are as follow. 



164 N. Kerdprasop and K. Kerdprasop 

R1:  IF (score1 > 20 ∧ score2 > 60) THEN grade = pass 
R2:  IF (score1 > 40 ∧ score2 > 40) THEN grade = pass 
R3:  IF (score1 > 20 ∧ score2 > 20)  THEN grade = possibly pass 

Notice that with the given information there is no matching rules from the negative 
class and R2 can be applied to answer this query.  

Answer:  
IF score2 > 40 THEN grade = pass. 
IF score2 > 20 THEN grade = possibly pass. 

 
Example 2. From the response of example 1, suppose the user wants to know further 
that based on the information of her first score, could her second score be predicted. 
Method:  

(1) The query asks for the value of score2, given the value of score1=55. Thus, a 
decision attribute is score2 and a decision table is as shown in table 2. 

Table 2. A d ecision table with respect to query 2  

 

(2)  There is no reduct. So, all conditional attributes are used in the approximation of 
bX, BX, and BN regions. The decision objectives (X) are five sets of students whose 
score2 values are in the range 0-20, 21-40, 41-60, 61-80, and 81-100, respectively. 
From the approximation, these rules are induced: 

       Certain  rules:  IF (age=19 ∧ grade=pass ∧ score1 =0-20)  THEN score2 = 81-100 

       IF (age=19 ∧ grade=pass ∧ score1=21-20)  THEN score2 = 61-80 

       IF (age=20 ∧ grade=fail ∧ score1 = 0-20)  THEN score2 = 41-60 

       IF (age=19 ∧ grade=pass ∧ score1 = 0-20)  THEN score2 = 41-60 

       IF (age=20 ∧ score1 = 21-40)   THEN score2 = 21-40 

      Possible rules:  IF (age=19∧score1=20∧grade=fail) THEN score2 = 0-20 ∨ 21-40 

(3)  Generalized rules are as follow. 
R1:  IF (score1 = 0-20 )    THEN score2 = 81-100 
R2:  IF (score1 = 21-40 )   THEN score2 = 61-80 
R3: IF (score1 = 0-20 ∨ 41-60)   THEN score2 = 41-60 
R4: IF (age=20 ∧ score1 = 21-40)  THEN score2 = 21-40 
R5: IF (age=19 ∧ score1 = 20 ∧ grade=fail) THEN possibly score2 = 0-40 

Answer:  
IF score1 = 55   THEN score2 = 41-60. 
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4   Query Optimization in Inductive Databases 

With the mechanism to induce semantic rules, we can then integrate the knowledge to 
rewrite and optimize queries in the framework of relational inductive database. We 
first explain the steps in query transformation, then show the results of our 
experimentation. 

4.1   A Method of Query Rewriting and Optimization   

We study intelligent query answering in inductive databases in a simplified framework 
of relational databases. We illustrate our idea through examples on a business database 
containing eight relations: customers, orders, products, categories, order_details, 
suppliers, shippers, and employees. To keep this section concise, we will consider only 
customers relation  with schema as follows. 

customers (customerID, name, address, city, state, postalcode, country, phone, fax, 
birthdate, marital, gender, education, member_card, total_children,  
occupation, houseowner, num_car)  

Our objective is to turn this simple database R  into an inductive database I = (R , 
P) by inducing a set of patterns P from the base tables. The processes of inductive 
database creation (the P part of the database I) and query rewriting composed of the 
following steps. 

Step 1: Preprocess the base table by removing irrelevant attributes, i.e. those without 
inherent patterns such as phone number, customerID. After the attribute elimination 
step, the customers table contains information as shown in figure 5. 

 

Fig. 5. Some examples from a set of customer instances 

Step 2: Perform a semantic rule induction using the algorithm explained in figure 4. 
Suppose the query asks about marital, gender, total_children, and houseowner 
attributes, some of the induced patterns are shown in figure 6.   
Step 3: Transform the induced rules into a tabular form (as shown in figure 7).  
Step 4: Evaluate user’s query for the possibility of null answer set detection. If the 
query contains unsatisfiable constraints that can be detected in an early stage using the 
induced patterns, then the subsequent processing is unnecessary. For example, given 
the query:  SELECT * FROM customers 

 WHERE address = ‘Bangkok’ AND member_card = ‘silver’;  

and the induced pattern:   IF address = ‘Bangkok’ THEN member_card = ‘gold’,  
then the answer ‘No’ can be returned instantly. 
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IF gender  =  m THEN marital = s 
IF  total_children = 0 THEN

marital = s 
IF total_children = 0 THEN

gender = m 
IF gender  =  m THEN

total_children = 0
IF marital  =  m THEN

houseowner  =  yes
  

Fig. 6. The patterns of customers 
data represented as semantic rules 

Fig. 7. The pattern table with some sample values 

Step 5: Rewrite query using the induced patterns. The conjunctive conditions 
C1∧C2∧C3∧... in the where clause of the SQL query are matched against the patterns 
in an iterative manner. In the first iteration C1 is matched against the antecedent part of 
the patterns to search for the one with the consequent part that is unifiable with either 
C2 or the rest of the conditions. If this is the case, the unified condition is considered 
redundant and thus, can be removed. The subsequent iterations are performed on the 
remaining conditions. Consider the following query Q, and the induced patterns P. 

Q: SELECT *  FROM customers 
 WHERE total_children = ‘0’   AND marital = ‘s’    AND gender = ‘m’; 

P:     IF  total_childern = 0 THEN marital = s  (rule 1) 
 IF  gender = m  THEN total_childern = 0  (rule 2) 

First iteration: the antecedent and consequent parts of rule 1 can match with the first 
and second conditions of the query. These two conditions are redundant. Thus, the 
where clause can be simplified to: WHERE total_children = ‘0’ AND gender = ‘m’; 

Second iteration: rule 2 states the fact regarding the association between gender = m 
and total_children = 0. Therefore, it can be applied to the query Q which can be 
finally rewritten as 

Q’: SELECT *  FROM customers 
         WHERE gender = ‘m’; 

4.2   Experimentation and Results   

The proposed technique of query answering and refinement has been tested on a 
customer database implemented on MS SQL Server 2000. The patterns are induced 
from the customers table and four different queries pertaining to the customers have 
been tested on the database. We observe the returned answer set (number of tuples) as 
well as the query response time. We perform the experiments on the PC with CPU 
speed 3.2 GHz, 512 MB main memory and 80 GB HD. The query evaluation results are 
reported (in figure 8) comparatively between the original query processing and the 
answering from the query rewritten using the induced patterns.  

Query Q1 illustrate the case of unsatisfiable query in which the condition of the 
query is found conflicting with the existing data content. The query asks for female 
customers who live in santa cruz. But the induced pattern states that there is no such  
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Query Original query form Pattern applied Transformed query

Q1 SELECT  * FROM customers
WHERE city = santa cruz
AND gender = m
AND marital = m ;

IF city = santa cruz
THEN gender = m

marital=s

(9 patterns are induced)

None:
detection of unsatisfiable 
condition

Q2 SELECT  * FROM customers
WHERE city = los angeles
AND houseowner = yes ;

IF city = los angeles
THEN houseowner = yes

(2 patterns are induced)

SELECT  * FROM customers
WHERE city = los angeles ;

Q3 SELECT  * FROM customers
WHERE gender = m
AND marital = s
AND total_children = 0 ;

IF gender = m 
THEN marital= s

total_children = 0

(4 patterns are induced)

SELECT  * FROM customers
WHERE gender = m ;

Q4 SELECT  * FROM customers
WHERE city = santa cruz

AND gender = m
AND member_card = bronze ;

IF city = santa cruz 
THEN  gender = m

(7 patterns are induced)

SELECT  * FROM customers
WHERE gender = m AND

member_card = bronze ;

Size of answer sets (number of tuples) and response time (millisecond):
Q1 Q2 Q3 Q4

size time size time size time size time
Original query 0 104 27,660 1406 71,916 4665 16,596 1185
Transformed query 0 0 27,660 1268 71,916 3489 16,596 1074
Gain 100% 9.8% 25.2% 9.4%  

Fig. 8. Experimental results of asking four queries on a customer database   

customers; most customers in santa cruz are male. Therefore, this query can be 
answered instantly (i.e., the response time is 0). Queries Q2, Q3, and Q4 are the 
examples of queries with redundant predicates. Once redundancy has been removed, 
the query response time can be reduced. 

5   Conclusions 

Our query answering scheme presented in this paper is based on the setting of inductive 
databases. An inductive database is the concept proposed as the next generation of 
database systems. Within the framework of an inductive database system, data and 
patterns which are discovered from data are stored together as database objects. In such 
tightly coupling architecture patterns are considered first-class objects in that they can 
be created, accessed, and updated in the same manner as persistent data. We present the 
framework and techniques of query rewriting and answering that use stored patterns as 
semantic knowledge. Our knowledge induction process is based on the rough set 
theory. We propose the algorithm to induce rough and precise semantic rules. We limit 
the number of discovered rules by inducing only rules that are relevant to user’s need. 
Relevancy is guided by query predicates. The intuitive idea of our knowledge induction 
algorithm is illustrated trough running examples. 
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In the query optimization process, we take into account two major techniques of 
transformations: semantically redundant predicate elimination and detection of 
unsatisfiable conditions, i.e. conditions that never been true. We plan to extend our 
work on additional rewriting techniques and experiments with different kinds of 
queries such as range queries, top-k queries. The test on effectiveness with real-world 
large database is also our future research.  
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Abstract. Dwarf is a highly compressed structure, which compresses
the cube by eliminating the semantic redundancies while computing a
data cube. Although it has high compression ratio, Dwarf is slower in
querying and more difficult in updating due to its structure characteris-
tics. So we propose two novel clustering methods for query optimization:
the recursion clustering method for point queries and the hierarchical
clustering method for range queries. To facilitate the implementation,
we design a partition strategy and a logical clustering mechanism. Ex-
perimental results show our methods can effectively improve the query
performance on data cubes, and the recursion clustering method is suit-
able for both point queries and range queries.

1 Introduction

Dwarf [1] is a highly compressed structure, which compresses the cube by eliminat-
ing the prefix and suffix redundancies while computing a data cube. What makes
Dwarf practical is the automatic discovery of the prefix and suffix redundancies
without requiring knowledge of the value distributions and without having to use
sophisticated sampling techniques to figure them out. But the structure of Dwarf
(see fig.1) has the characteristics: (1) It is a tree structure ignoring the suffix coali-
tion, which has a common root and some nodes derived from the root. (2) The node
cells store the node location information of the next dimension, which is similar
to an index. (3) The nodes have different size. These characteristics make it ineffi-
ciently to store a Dwarf into a relational database. So Dwarf is usually stored in a
flat file, which has good performance of the construction[1]. However, due to not
considering the characteristics of queries and the high cost of maintaining files,
it brings low performance of query and is hard to update. In order to solve the
query performance problem, [1] gave a clustering algorithm, which clusters nodes
according to the computational dependencies among the group-by relationships
of the cube. This method can improve the query performance in a certain degree.
For a cube, point queries and range queries are two important types of queries on
it. We note that for point queries and range queries, the access order to nodes is
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according to the relationship of parent and child of the nodes from root to leaves
in stead of the group-by relationships. Therefore, we propose two novel clustering
algorithms to improve the query performance on Dwarf. As the data increases in
complexity, the ability to refresh data in a modern data warehouse environment
is currently more important than ever. The incremental update procedure in [1]
expands nodes to accommodate new cells for new attribute values (by using over-
flow pointers), and recursively updates those sub-dwarfs which might be affected
by one or more of the delta tuples. The frequent incremental update operations
slowly deteriorate the original clustering of the Dwarf structure, mainly because
of the overflow nodes created. Since Dwarf typically performs updates in periodic
intervals, a process in the background periodically runs for reorganizing the Dwarf
and transferring it into a new file with its clustering restored [1]. To avoid the reor-
ganizing the Dwarf and maintain the clusters, we design a partition strategy and
a logical cluster mechanism.

In [2], three algorithms are described for discovering tuples whose storage can
be coalesced: MinCube guarantees to find all such tuples, but it is very expensive
computation, while BU-BST and RBU-BST are faster, but only discover fewer
coalesced tuples. Much research work has been done on approximating data
cubes through various forms of compression such as wavelets [3], multivariate
polynomials [4], or by sampling [5] [6] or data probability density distributions
[7]. While these methods can substantially reduce the size of the cube, they do
not actually store the values of the group-bys, but rather approximate them, thus
not always providing accurate results. Relatively Dwarf is a promising structure
to be discussed deeply.

The rest of this paper is organized as follows: Section 2 presents our two clus-
tering methods for Dwarf, the recursion-clustering method and the hierarchical
clustering method. Section 3 describes the physical structure of the clustered
Dwarf, the paging partition strategy, and the logical clustering mechanism. Sec-
tion 4 presents the performance experiments and the result analysis. The con-
clusion is given in Section 5.

2 Clustering Dwarf

For the following explanation, we give a sample data set in Table 1. Fig.1 shows the
Dwarf structure of the sample data in Table 1 according to the method in [1], where
node (5) is stored behind node (7) according to the computational dependencies,
and the parent of node (5) is node (2).

Table 1. Sample Data Set

Store Customer Product Price

S1 C2 P2 70
S1 C3 P1 40
S2 C1 P1 90
S2 C1 P2 50
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Fig. 1. The Dwarf Structure of Sample Data

When querying from node (2) to node 5, one more time I/O operation (node
(7)) will be executed in order to read node (5). Therefore, we propose to cluster
the Dwarf according to the relationship of parent and child of the nodes. Two
clustering methods are designed to optimize Dwarf for improving the perfor-
mance of point queries and range queries.

Suppose that the example query is :

SELECT price
FROM example cube
WHERE (store=S1) AND (customer=ALL) AND (product=P1).

2.1 Recursion Clustering

When a point query is performed, the results must be in the sub-Dwarf pointed
by the corresponding cell. That is a lengthways access manner. For the example
query, when the condition store = S1 is executed, the results must be in the
sub-Dwarf pointed by cell S1, i.e. node (2)(3)(4)(5). So if we can store the four
nodes on the same cluster, the query performance will be improved.

In Fig.1, the root node has three sub-trees, rooted by (2), (6), (8). So they
should be stored together. Furthermore, node (2) also has three sub-trees, rooted
by (3), (4), (5), and they should be stored together too. These clustering steps
are in the recursive manner. So we call our method as the recursion-clustering
method (see Algorithm 1).

Apart from the leaf nodes, all internal nodes of a Dwarf contain ALL cells to
indicate the summary information on the corresponding dimensions. [1] designed
the recursion suffix coalition algorithm to compute the ALL cells. But it makes
the clustering feature lost. We improve it by eliminating the recursive operations.
Fig.2 gives an example of suffix coalition. Here the suffix coalition occurs at the
ALL cell of node (1), and the following nodes are constructed with it. The node
sequence writing to the disk in Fig.2 should be (5)(3)(6)(4)(2)(1). We use a stack
to implement the recursion-clustering algorithm. The elements in the stack are
the nodes to be closed and their sub-Dwarfs.
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Algorithm 1. Recursion-Clustering Algorithm

1: initialize the stack S
2: push the begin node and its sub-Dwarf into S
3: while S is not empty do
4: pop the top element n in S
5: if n has non-computed units then
6: go to the first non-computed unit c of n
7: compute the sub-Dwarf of c using the sub-Dwarf of n
8: push n into S
9: if c can be suffix coalition//not require creating new nodes
10: write c’s suffix coalition position into top element unit
11: else //require creating new nodes
12: create the new node n1 using the sub-Dwarf of c
13: push the n1 and its sub-Dwarf into S
14: end if
15: end if
16: end while

2.2 Hierarchical Clustering

The range query often access several child nodes of a node. The sibling nodes
will be accessed together. Because the sibling nodes are of the same dimension,
we suggest the nodes of the same dimension should be clustered together.

Algorithm 2 shows the hierarchical clustering algorithm, which also supports
the suffix coalition. Different from the recursion clustering, a queue is used in
it. The elements of the queue are the nodes to be closed and the sub-Dwarfs
rooted by these nodes. The process is similar to the breadth-first searching of
graph. The storage sequence of the nodes in Fig.2 should be (1)(2)(3)(4)(5)(6)
according to the hierarchical clustering. Contrast with the recursion clustering,
it has the following problem. Before the next layer nodes being written to the
disk, i.e. the location of the next layer nodes is unknown, the node should finish
writing to the disk. For example, if node (3) and node (4) have not been written
to the disk, i.e. the value of cell B1 and B2 of node (2) are unknown, node (2)
has to be written to the disk first to satisfy the cluster characteristics.

To solve this problem, we propose a node-indexing approach. It assigns a
distinct index number to each node, and the cell in a node stores the index
number but not the location on the disk of the next layer node. At the same
time a node index table is built to maintain the mapping between the index
number and the physical location of the node. For example, when writing node
(2) to the disk, we only need to construct node (3) and node (4), and fill the
index number of them into the cells of node (2). When the child nodes are written
to the disk, their addresses will be filled into the node index table. Such index
enables to write the parent node before its child nodes.

Restricting the impact of the update of a Dwarf is another advantage of the
node-indexing approach. The update is very difficult because of the nodes with
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unequal size. When updating, some cells or nodes will be created or deleted. The
Dwarf is usually stored in a flat file, and the frequent node insertion or deletion
operations will produce many file fragments. Compared with deletion, inserting
a new node or a new cell is very hard to deal with. If there is no node index,
the operations will lead the parent node of the updated node to be updated
passively because the corresponding cell of the parent node stores the offset of
the updated child node in the file. Since using the node index, the problem on
update operations is bounded within the child node itself.

Fig. 2. An Example of Suffix Coalition

Algorithm 2. Hierarchical Clustering Algorithm

1: initialize the queue Q, and put the begin node into Q
2: while Q is not empty do
3: get a node n from Q
4: if n is the leaf node then
5: compute all the units of n
6: write n to the disk
7: continue
8: end if
9: create the child nodes n1, n2, · · ·, nk of n and their sub-Dwarfs, and

write nodes numbers into the corresponding units of n
10: put the child nodes into Q by the creation time
11: write n to the disk, and add n to the node index table
12: end while

According to the hierarchical clustering algorithm, the storage sequence of
the nodes in Fig.1 should be (1)(2)(6)(8)(3)(4)(5)(7)(9). In hierarchical cluster-
ing, the suffix coalition of node (2) in Fig.1 is executed before node (1). If the
nodes are always written to the end of the file, node (2) and node (8), which
should be put together, will be separated by node (3)(4)(5). Hence, the physical
organization structure should be considered further.
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3 Physical Structure of Dwarf

3.1 Paging Partition Strategy

To solve the above clustering problem, we propose a partition organization strat-
egy for Dwarf files. Firstly, allocate a certain space (called a dimension partition)
on the disk for the node cluster of each dimension. Secondly, a dimension parti-
tion only stores the corresponding dimension nodes. When the remaining space
cannot contain a new node, a new partition for that dimension will be appended
to the end of the file. In this way, when the node is written to the disk, it may
not be appended to the end of the file, but be written to its dimension partition.
In this case, the hierarchical clustering feature is guaranteed.

Generally, we can extend the concept to the recursion clustering. Our partition
management of Dwarf is designed as the paging storage management. Several
pages consist of a partition, and a node is not allowed to span the pages. When
clustering, a certain amount of pages is pre-allocated for each cluster, and a new
partition is added at the end of the file only if a partition cannot contain the
new nodes. Since a node is not allowed to span the pages, the fragments occur.
But they can be used to save the broken cluster by updating operations. This
will be addressed in the next section.

How many pages should we pre-allocate for a cluster? For the recursion clus-
tering, a cluster is corresponding to a sub-Dwarf tree actually. In Fig.2, the
cluster of nodes (2)(3)(4)(5)(6) is related with the sub-tree of ALL cell of node
(1). Obviously, the cluster size is related with the height of the sub-tree. So when
we pre-allocate the pages, we only need pre-allocate enough pages for each sub-
tree of the root, and the low layer sub-trees recursively get the space through
partitioning the pages. Suppose that there is a N-dimensional cube, we should
pre-allocate N ′ = 2N pages for each sub-tree of the root. In the above expression,
the number 2 indicates the qualitative analysis of the space. Its actual size should
be studied further according to the data statistic features. For the hierarchical
clustering, the nodes of the same dimension constitute a cluster. Obviously, the
more close to the leaves the dimension is, the more amounts of the nodes the
dimension has. For an N-dimensional cube, the page amount of the cluster of
the k-th dimension should be Nk = 2k(1 ≤ k ≤ D).

3.2 Fragments in the Pages

As mentioned above, the fragments couldn’t be avoided in the page-style par-
tition clustering structure. The existence of the fragments wastes the storage
space, and brings the side effect for compression. We propose a special mecha-
nism, called idle space manager, to maintain the fragments space produced in
the Dwarf system because of shrinking or deleting or enlarging nodes.

If the size of a node is reduced, there are two strategies to deal with it. (a) Only
change the node and the node index table, which will produce new fragments,
but the speed is very fast because of not moving other nodes. It only updates
the node content, and adds a new record in the idle space table. But more and
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more such fragments will cause the total size of the idle space to be larger. (b)
When shrinking the changed node, the fragments in a page is compacted and
the following nodes are moved ahead within the page. At the same time, the
node index table and the idle space table are updated. This method avoids the
fragments, but the speed slows down. Our Dwarf system adopts this method.

If a node size is increased, and the increment is �S, there are three cases. (1) If
�S is less than the idle space of the page, the update will be restricted within the
current page, and will be implemented by moving the following nodes forward.
(2) If �S is greater than the idle space, but the total size of the node and the
�S is less than a certain idle space or a certain idle page in the current cluster,
the original node will be deleted and the current page will be shrunken. At the
same time, the updated node is written on the new location of the partition,
and the idle space table is updated. (3) When any idle space in a partition is
not satisfied with the increased node, a new partition need to be appended to
the end of the file, and the increased node will be written to the new partition.
And the idle space table is updated. But the physical cluster feature is lost.

3.3 Logical Clustering Mechanism

To deal with the problem of breaking clusters, we propose a logical clustering
mechanism, which is used to keep the physical cluster feature by tracking of the
broken clusters. In fact, It cannot guarantee the pages in a logical cluster are
stored in the sequential disk pages.

1 2 3 -1

L[0] L[1] L[2] L[3]

Fig. 3. The Records of Logical Clustering

1 4 3 -1 2

L[0] L[1] L[2] L[3] L[4]

Fig. 4. The Records after Updating

The logical cluster mechanism is similar to the disk chunk chain of FAT file
system. We register a record for a page to hold the next page number in logic in
a cluster. For example, there are 4 pages satisfied with the cluster characteristic
before updating. Pages (0)(1) and pages (2)(3) are separately in the same cluster.
Fig.3 shows the array of the logical cluster records. Here L[i] = k indicates the
logic page k is the neighbor of page i, and L[i] = -1 indicates page i is the file
end in logic, but not physically. To the cluster having not been broken, it is
always true that L[i] = i + 1, which is the basis of adjusting the broken cluster.
Suppose that the node in page (1) is increased, and we have to append a new
page after the file end to store the updated node. After updating the records of
the logical cluster is shown in Fig.4. We can see that L[1] = 4, which tells us
page (4) is the neighbor of page (1) in logic but not physically.

When the current storage layout seriously affects the query performance, the
pages in a cluster in logic need to be adjusted together at once. At that time, the
logical cluster record will work as a navigator. Since the node-indexing approach
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is used, the cell values of the nodes need not be changed when moving the pages,
and we only need to modify the page numbers of the relative nodes in the node
index table, which is another benefit of the node-indexing approach.

4 Performance Experiments

Contrast to [1], we focus on the query performance. We all know that the original
intention of data cube is to speed up query performance. Since Dwarf already has
high compression ratio, we consider that it is worthy to get better query perfor-
mance at the cost of construction time and storage of Dwarf. The data set has 10
dimensions and 4×105 tuples. The cardinalities are 10, 100, 100, 100, 1000, 1000,
2000, 5000, 5000, and 10000, respectively. The aggregation operation is SUM.
All the experiments are run on a Pentium IV with 2.6GHZ CPU and 512MB
RAM, running Windows XP. We use ODBC connection to SQL Server 2000.
In the following, non-clustering represents non-clustering Dwarf, Dwarf repre-
sents computational dependencies between the group-by relationships, R-Dwarf
represents recursion clustering, and H-Dwarf represents hierarchical clustering.

4.1 Construction of Dwarf

Test 1: We test 7 to 10 dimensions with 4 × 105 tuples data set, respectively.
The construction time costs are shown in Fig.5 and Fig.6. The construction time
of our algorithm is about one time more than the original one. The storage space
of our algorithm is about 0.3 times more than the original one. The main reason
is that the idle space manager, the node-indexing, and the logical clustering
mechanism need additional time and space.

4.2 Query on Dwarf

Test 2: The data cubes are the four Dwarfs used in Test 1 with 4×105 tuples. We
create 1000 point queries randomly and run them continuously. Fig.7 shows the
time cost. The recursion clustering outperforms the computational dependencies
method by 10%. Hierarchical clustering behaves too badly, and it drops behind
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far from others, even the non-clustering method. Because it clusters the nodes
of each dimension, and the query on each dimension will produce an I/O cost.
To a point query, the average I/O number of it should be equal to the dimension
number in theory. Here it is less than the dimension number because of the
contributions of the high-speed buffer in Windows NT.

Test 3: The cube has 10 dimensions and 4 × 105 tuples. The sorting order is
from small to big. To be fair, the query conditions are on the 1st, 4th, 7th, and
10th dimensions with the cardinalities are 10, 100, 2000, and 10000, respectively.
Suppose each range query covers one dimension by the ratio 20%. We create 100
queries on each of the four dimensions, and use the four clustering methods
mentioned in Test 2 to answer the queries. Fig.8 shows the response time vs
dimension. The I/O times are shown in Fig.9 and Fig.10.

The former two methods sort the dimensions with the cardinalities changing
from big to small when constructing the Dwarf, and the size of Dwarf is small.
But when the conditions are pushed near to the root with the maximal cardi-
nality, the time cost is growing fast. On the contrary, the sizes of the latter two
methods are large, but the query response times do not fluctuate as much as the
former two methods. And it seems to be similar to negative feedback. Because
the limitation of space, the detail is not shown here.

It is obvious that for the query covering a dimension by a fixed proportion, the
query time will increase with the increment of the cardinality, which is formed by
the special tree structure of Dwarf. When querying at the 10th dimension with
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10000 cardinality, the original method has to read about 10000 × 20% = 2000
nodes of the next dimension to decide whether or not to go on, because the 10th
dimension is the root. Since the data is sometimes sparse, the tuples matching
the conditions are few. So most of the 2000 nodes read will be abandoned, which
waste many I/O operations. Here the order is opposite to the original Dwarf, the
10th dimension is set to the leaf nodes. We only need to read a few leaf nodes
to answer the queries. That is the reason why the I/O times using hierarchical
clustering are close to the dimension number. In addition, we can see that in our
experiments, when query on the root, the performance is still good, because the
root has a small fan-out (only 10 cardinalities). To the query covering 20% range,
we only need to judge 2 nodes but not the 2000 nodes of the next dimension at
most. We call it query negative feedback of reversed dimension ordering. This
negative feedback makes the performances of the range query using the recursion
clustering and the hierarchical clustering fluctuates not much.

Generally, our clustering methods bring the construction and compression of
Dwarf negative effect, but the effect is endurable. And our methods can remark-
ably improve the query performance on Dwarf. Since we have to maintain some
additional structures, the performance of the update operations will be slow
down, but it is endurable according to the simplicity of our structures. In the
future, we will do some research on updating.

5 Conclusion

In this paper we propose two novel clustering algorithms of Dwarf to speed up
querying and design a partition strategy and a logical clustering mechanism to
facilitate updating and maintain the clusters. Experimental results and theoretic
analysis show that the recursion clustering is the best for point queries, and the
hierarchical clustering is the best for range queries. In general, the recursion
clustering is suitable for both queries.

In the future, we will study the support of the iceberg cube [8] [9]. Compared
with point queries and range queries, the iceberg query is a special type of
query. The former searches aggregations from dimension values essentially, but
the latter is opposite. Because the aggregations are all stored in the leaf nodes,
an iceberg query will access almost all the nodes, which has no significance.

References

1. Sismanis, Y., Roussopoulos, N., Deligianannakis, A., Kotidis, Y.: Dwarf: Shrinking
the Petacube. In: SIGMOD, pp. 564–475 (2002)

2. Wang, W., Feng, J., Lu, H., Yu, J.X.: Condensed Cube: An Effective Approach to
Reducing Data Cube Size. In: ICDE, pp. 155–165 (2002)

3. Vitter, J.S., Wang, M., Iyer, B.: Data Cube Approximation and Histograms via
Wavelets. In: CIKM, pp. 96–104 (1998)

4. Barbara, D., Sullivan, M.: A Space-Efficient Way to Support Approximate Multidi-
mensional Databases. Technical report, ISSE-TR-98-03 (1998)



180 F. Leng et al.

5. Gibbons, P.B., Matias, Y.: New Sampling-Based Summary Statistics for Improving
Approximate Query Answers. In: SIGMOD, pp. 331–342 (1998)

6. Acharya, S., Gibbons, P.B., Poosala, V.: Congressional Samples for Approximate
Answering of Group-By Queries. In: SIGMOD, pp. 487–498 (2000)

7. Shanmugasundaram, J., Fayyad, U., Bradley, P.S.: Compressed Data Cubes for
OLAP Aggregate Query Approximation on Continuous Dimensions. In: KDD, pp.
223–232 (1999)

8. Beyer, K., Ramakrishnan, R.: Bottom-Up Computation of Sparse and Iceberg
Cubes. In: SIGMOD, pp. 359–370 (1999)

9. Xin, D., Han, J., Li, X., Wah, B.W.: Star-Cubing: Computing Iceberg Cubes by
Top-Down and Bottom-Up Integration. In: VLDB, pp. 476–487 (2003)



I.Y. Song, J. Eder, and T.M. Nguyen (Eds.): DaWaK 2007, LNCS 4654, pp. 181–198, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

An OLAM-Based Framework for Complex Knowledge 
Pattern Discovery in Distributed-and-Heterogeneous-
Data-Sources and Cooperative Information Systems 

Alfredo Cuzzocrea 

Department of Electronics, Computer Science, and Systems 
University of Calabria 

I-87036 Rende, Cosenza, Italy 
cuzzocrea@si.deis.unical.it 

Abstract. The problem of supporting advanced decision-support processes arise 
in many fields of real-life applications ranging from scenarios populated by dis-
tributed and heterogeneous data sources, such as conventional distributed data 
warehousing environments, to cooperative information systems. Here, data re-
positories expose very different formats, and knowledge representation schemes 
are very heterogeneous accordingly. As a consequence, a relevant research 
challenge is how to efficiently integrate, process and mine such distributed 
knowledge in order to make available it to end-users/applications in an inte-
grated and summarized manner. Starting from these considerations, in this pa-
per we propose an OLAM-based framework for complex knowledge pattern 
discovery, along with a formal model underlying this framework, called Multi-
Resolution Ensemble-based Model for Advanced Knowledge Discovery in 
Large Databases and Data Warehouses (MRE-KDD+), and a reference ar-
chitecture for such a framework. Another contribute of our work is represented 
by the proposal of KBMiner, a visual tool that supports the editing of even-
complex KDD processes according to the guidelines drawn by MRE-KDD+. 

1   Introduction 

The problem of supporting advanced decision-support processes arise in many fields 
of real-life applications ranging from distributed corporate database systems to e-
commerce systems, and from supply-chain management systems to cooperative in-
formation systems, where huge, heterogeneous data repositories are cooperatively 
integrated in order to produce, process, and mine useful knowledge. 

In such scenarios, intelligent applications run on top of enormous-in-size, hetero-
geneous data sources, ranging from transactional data to XML data, and from  
workflow-process log-data to sensor network data. Here, collected data are typically 
represented, stored and queried in large databases and data warehouses, which, with-
out any loss of generality, define a collection of distributed and heterogeneous data 
sources, each of them executing as a singleton data-intensive software component 
(e.g., DBMS server, DW server, XDBMS server etc). Contrarily to this so-delineated  
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distributed setting, intelligent applications wish to extract integrated, summarized 
knowledge from data sources, in order to make strategic decisions for their business. 
Nevertheless, heterogeneity of data and platforms, and distribution of architectures 
and systems represent a serious limitation for the achievement of this goal. As a con-
sequence, research communities have devoted a great deal of attention to this prob-
lem, with a wide set of proposals [13] ranging from Data Mining (DM) tools, which 
concern algorithms for extracting patterns and regularities from data, to Knowledge 
Discovery in Databases (KDD) techniques, which concern the overall process of 
discovering useful knowledge from data. 

Among the plethora of techniques proposed in literature to overcome the above-
highlighted gap between data and knowledge, On-Line Analytical Mining (OLAM) 
[16] is a successful solution that integrates On-Line Analytical Processing (OLAP) 
[14,4] with DM in order to provide an integrated methodology for extracting useful 
knowledge from large databases and data warehouses. The benefits of OLAM have 
been previously put-in-evidence [16]: (i) DM algorithms can execute on integrated, 
OLAP-based multidimensional views that are already pre-processed and cleaned; (ii) 
users/applications can take advantages from the interactive, exploratory nature of 
OLAP tools to decisively enhance the knowledge fruition experience; (iii) us-
ers/applications can take advantages from the flexibility of OLAP tools in making 
available a wide set of DM solutions for a given KDD task, so that, thanks to OLAP, 
different DM algorithms become easily interchangeable in order to decisively en-
hance the benefits coming from cross-comparative data analysis methodologies over 
large amounts of data. 

Starting from these considerations, in this paper we propose an OLAM-based 
framework for complex knowledge pattern discovery, along with a formal model 
underlying this framework, called Multi-Resolution Ensemble-based Model for 
Advanced Knowledge Discovery in Large Databases and Data Warehouses 
(MRE-KDD+), and a reference architecture for such a framework. On the basis of 
OLAP principles, MRE-KDD+, which can be reasonably considered as an innova-
tive contribution in this research field, provides a formal, rigorous methodology for 
implementing advanced KDD processes in data-intensive settings, but with particular 
regard to two specialized instances represented by (i) a general application scenario 
populated by distributed and heterogeneous data sources, such as a conventional dis-
tributed data warehousing environment (e.g., like those that one can find in B2B and 
B2C e-commerce systems), and (ii) the integration/data layer of cooperative informa-
tion systems, where different data sources are integrated in a unique middleware in 
order to make KDD processes against these data sources transparent-to-the-user. The 
notion of complex patterns refers to patterns having a nature more advanced than that 
of traditional ones such as sequences, trees, graphs etc. Examples of complex patterns 
for KDD are: multidimensional domains, hierarchical structures, clusters etc. 

Besides the widely-accepted benefits coming from integrating OLAM within its 
core layer [16], MRE-KDD+ allows data-intensive applications adhering to the 
methodology it defines to take advantages from other relevant characteristics, among 
which we recall the following: (i) the multi-resolution support offered by popular 
OLAP operators/tools [21], which allow us to execute DM algorithms over integrated 
and summarized multidimensional views of data at different level of granularity and 
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perspective of analysis, thus sensitively improving the quality of KDD processes; (ii) 
the ensemble-based support, which, briefly, consists in meaningfully combining re-
sults coming from different DM algorithms executed over a collection of multidimen-
sional views in order to generate the final knowledge, and provide facilities at the 
knowledge fruition layer. 

Another contribute of our work is represented by the proposal of KBMiner, a 
MRE-KDD+-based visual tool that allows us to edit the so-called Knowledge Dis-
covery Tasks (KDT), which realize a graphical formalism for extracting useful 
knowledge from large databases and data warehouses according to the guidelines 
drawn by MRE-KDD+. 

The remaining part of this paper is organized as follows. In Section 2, we survey 
principles and models of OLAM. In Section 3, we outline related work. In Section 4, 
we present in detail MRE-KDD+. In Section 5, we provide a reference architecture 
implementing the framework we propose, and the description of its key components. 
In Section 6, we illustrate the main functionalities of KBMiner, along with some run-
ning examples. Finally, in Section 7 we outline conclusions of our work, and further 
activities in this research field. 

2   On-Line Analytical Mining (OLAM): Mixing Together OLAP 
and Data Mining 

OLAM is a powerful technology for supporting knowledge discovery from large  
databases and data warehouses that mixes together OLAP functionalities for represent-
ing/processing data, and DM algorithms for extracting regularities (e.g., patterns, associa-
tion rules, clusters etc) from data. In doing this, OLAM realizes a proper KDD process. 

OLAM was proposed by Han in his fundamental paper [16], along with the OLAP-
based DM system DBMiner [20], which can be reasonably considered as the practical 
implementation of OLAM. In order to emphasize and refine the capability of discov-
ering useful knowledge from huge amounts of data, OLAM gets the best of both tech-
nologies (i.e., OLAP and DM). From OLAP, (i) the excellent capability of storing 
data, which has been of relevant interest during the last years (e.g., [1,22,34,31,24]), 
(ii) the support for multidimensional and multi-resolution data analysis [4]; (iii) the 
richness of OLAP operators [21], such as roll-up, drill-down, slice-&-dice, pivot etc; 
(iv) the wide availability of a number of query classes, such as range- [23], top-k [36] 
and iceberg [12] queries, which have been extensively studied during the last years, 
and can be used as baseline for implementing even-complex KDD tasks. From DM, 
the broad collection of techniques available in literature, each of them oriented to 
cover a specific KDD task; among these techniques, some are relevant for OLAM, 
such as: mining association rules in transactional or relational databases 
[2,3,18,26,29,30], mining classification rules [27,28,35,5,10], cluster analysis 
[25,11,33], summarizing and generalizing data using data cube [22,14,4] or attribute-
oriented inductive [17,19] approaches. 

According to the guidelines given in [16], there exist various alternatives to mix 
together the capabilities of OLAP and DM, mainly depending on the way of combin-
ing the two technologies. Among all, the most relevant ones are: (i) cubing-then-
mining, where the power of OLAP operators generalized in the primitive cubing [16] 
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(i.e., the universal operator for generating a new data cube from another one or from a 
collection of data cubes), is used to select, pre-process, and interactively-process the 
portion of (OLAP) data on which executing DM algorithms, and (ii) mining-then-
cubing, where the power of DM is applied to the target data cube directly, and then 
OLAP operators/tools are used to further analyze results of DM in order to improve 
the overall quality and refinement of the extracted knowledge. 

In our opinion, the most effective alternative is that provided by the cubing-then-
mining mode, which is, in fact, the preferred solution in most application scenarios. In 
this mode, OLAP allows us to obtain summarized multidimensional views over large 
amounts of data, and DM algorithms successfully run on these views to extract 
knowledge. In other words, in this vest OLAP is recognized as a very efficient data-
support/pre-processing-tool for DM algorithms, which also allows high performance 
in comparison to traditional On-Line Transactional Processing (OLTP – the technol-
ogy of relational databases) operators/tools. 

 

Fig. 1. A reference architecture for OLAM 

In a data warehousing environment, subject-oriented multidimensional views of data 
sources are very often materialized into the so-called Data Marts [4], which can be 
generally intended as a sort of specialized data cubes built to support specific analysis 
requirements (e.g., sales, inventory, balance etc). Usually, given a collection of hetero-
geneous data sources, a data warehouse application makes use of several data marts, 
each of them focused to support multidimensional, multi-resolution data analysis over a 
specific application context via OLAP operators/tools. In OLAM, DM algorithms are 
enabled to run over both a singleton data mart and, more interesting, multiple data 
marts, thus taking advantages from the amenity of extracting useful knowledge by 
means of complex JOIN-based OLAP operations over multiple sources. 

A reference architecture for the cubing-then-mining OLAM mode is depicted in 
Figure 1 [21]. Here, the OLAP Engine and the OLAM Engine run in a combined man-
ner in order to extract useful knowledge from a collection of subject-oriented data 
marts. Beyond the above-described OLAM features, this architecture also supports a 
leading OLAM functionality, the so-called On-Line Interactive Mining [21], which 
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consists in iteratively executing DM algorithms over different views extracted from 
the same data mart via cubing. In this case, the effective “add-on” value given by 
OLAP is represented by a powerful information gain which cannot be easily sup-
ported by traditional OLTP operators/tools, without introducing excessive computa-
tional overheads. 

3   Related Work 

Starting from the first DM and KDD experiences, the idea of developing a framework 
for supporting advanced KDD processes from large databases and data warehouses 
via embedding complex data representation techniques (like OLAP) and sophisticated 
knowledge extraction methodologies (like DM) has been of relevant interest for the 
research community. The most important limitations to this ambition are represented 
by the difficult of integrating different-in-nature data representation mod-
els/methodologies, and the difficult of making heterogeneous DM algorithms inter-
communicating. 

While there are in literature a plethora of data representation techniques and DM 
algorithms, each of them developed for a particular application scenario, frameworks 
that integrate with-a-large-vision several techniques coming from different contexts 
via synthesizing data warehousing, DM and KDD principles are very few. Further-
more, while there exist an extremely wide set of DM and KDD tools (a comprehen-
sive overview can be found in [15]), mainly focused to cover a specific KDD task 
(e.g., association rule discovery, classification, clustering etc), very few of them inte-
grate heterogeneous KDD-oriented techniques and methodologies in a unique envi-
ronment. Along these, the most significant experiences that have deeply influenced 
our work are DBMiner and WEKA [32]. In the following, we refer to both the envi-
ronments in the vest of “realizations” of the respective underlying models. 

DBMiner is a powerful OLAM-inspired system that allows us to (i) extract and 
represent knowledge from large databases and data warehouses, and (ii) mine  
knowledge via a wide set of very useful data analysis functionalities, mainly OLAP-
inspired, such as data/patterns/results browse, exploration, visualization and intelli-
gent querying. Specifically, at the representation/storage layer, DBMiner makes use 
of the popular data cube model (the foundation of OLAP), first proposed by Gray et 
al. [14], where relational data are aggregated on the basis of a multidimensional and 
multi-resolution vision of data. Based on the data cube model, DBMiner makes avail-
able to the user a wide set of innovative functionalities ranging from time series 
analysis to prediction of the data distribution of relational attributes to mining of 
complex objects (like those that one can find in a GIS); furthermore, DBMiner also 
offers a data mining query language, called DMQL, for supporting the standardization 
of DM functionalities and their integration with conventional DBMS. Finally, the 
graphical user interface of DBMiner supports various attracting, user-friendly forms 
implementing the above-listed features, and making them available to the user. 

WEKA is a Machine Learning (ML) environment for efficiently supporting DM 
activities against large databases, and it has been designed to aid in decision-support 
processes in order to understand which information is relevant for the specific appli-
cation context, and, consequently, make prediction faster. Similarly to DBMiner, 
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WEKA offers a graphical environment where users can (i) edit a ML technique, (ii) 
test it against external data sets, and (iii) study its performance under the stressing of 
various metrics. Moreover, WEKA users, just like DBMiner users, are allowed to 
mine the output knowledge of ML techniques by means of several advanced intelli-
gent visualization components. Contrarily to DBMiner, WEKA does not make use of 
a particular data-representation/storage solution to improve data access/management/ 
processing. 

Finally, due to the nature and goals of both the outlined environments/models, we 
can claim that DBMiner is closer to our work rather than WEKA. 

4   MRE-KDD+: A Multi-resolution, Ensemble-Based Model for 
Complex Knowledge Pattern Discovery from Large Databases 
and Data Warehouses 

MRE-KDD+ is the innovative model underlying the framework we propose, and it 
has been designed to efficiently support complex knowledge pattern discovery from 
large databases and data warehouses according to a multi-resolution, ensemble-based 
approach. Basically, MRE-KDD+ follows the cubing-then-mining approach [16], 
which, as highlighted in Section 2, is the most promising OLAM solution for real-life 
applications. In this Section, we provide definition and main properties of MRE-
KDD+. 

4.1   MRE-KDD+ OLAP-Based Data Representation and Management Layer 

Let S = {S0, S1, …, SK-1} be a set of K distributed and heterogeneous data sources, 
and D = {D0, D1, …, DP-1} be a set of P data marts defined over data sources in S. 
The first component of MRE-KDD+ is the so-called Multidimensional Mapping 
Function MMF, defined as a tuple MMF = 〈MMFH,MMFF〉, which takes as input a 
sub-set of M data sources in S, denoted by SM = {Sm, Sm+1, …, Sm+M-1}, and returns as 
output a data mart Dk in D, computed over data sources in SM according to the con-
struct MMFH that models the definition of Dk. MMFH is in turn implemented as a 
conventional OLAP conceptual schema, such as star or snowflake schemas [6,21]. 
MMFF is the construct of MMF that properly models the underlying function, defined 
as follows: 

MMFF: S → D (1) 

Given a MMF G, we introduce the concept of degree of G, denoted by G Δ, which 
is defined as the number of data sources in S over which the data mart provided by G 
(i.e., Dk) is computed, i.e. G Δ ≡ |SM|. 

Due to the strongly “data-centric” nature of MRE-KDD+, management of 
OLAP data assumes a critical role, also with respect to performance issues, which 
must be taken in relevant consideration in data-intensive applications like those  
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addressed by OLAM. To this end, we introduce the Multidimensional Cubing Func-
tion MCF, defined as a tuple MCF = 〈MCFH,MCFF〉, which takes as input a data mart 
Dk in D, and returns as output a data mart Dh in D, according to the construct 
MCFH that models an OLAP operator/tool. In more detail, MCFH can be one of the 
following OLAP operators/tools: 

• Multidimensional View Extraction V, which computes Dh as a multidimen-
sional view extracted from Dk by means of a set of ranges R0, R1, …, RN-1 de-
fined on the N dimensions of Dk d0, d1, …, dN-1, respectively, being each range 
Rj defined as a tuple Rj = 〈Ll,Lu〉, with Ll < Lu, such that Ll is the lower and Lu is 
the upper bound on dj, respectively; 

• Range Aggregate Query Q, which computes Dh as a one-dimensional view with 
cardinality equal to 1 (i.e., an aggregate value) given by the application of a 
SQL aggregate operator (such as SUM, COUNT, AVG etc) applied to the col-
lection of (OLAP) cells contained within a multidimensional view extracted 
from Dk by means of the operator V; 

• Top-K Query K, which computes Dh as a multidimensional view extracted 
from Dk by means of the operator V, and containing the (OLAP) cells of Dk 
whose values are the first K greatest values among cells in Dk; 

• Drill-Down U, which computes Dh via decreasing the level of detail of data in 
Dk; 

• Roll-Up R, which computes Dh via increasing the level of detail of data in Dk; 
• Pivot P, which computes Dh via re-structuring the dimensions of Dk (e.g., 

changing the ordering of dimensions). 

Formally, MCFH = {V, Q, K, U, R, P}. Finally, MCFF is the construct of MCF 
that properly models the underlying function, defined as follows: 

MCFF: D → D (2) 

It should be noted that the construct MCFH of MCF operates on a singleton data 
mart to extract another data mart. In order to improve the quality of the overall KDD 
process, we also introduce the Extended Multidimensional Cubing Function MCFE, 
defined as a tuple MCFE = 〈MCFE

H,MCFF〉, which extends MCF by providing a 
different, complex OLAP operator/tool (i.e., MCFE

H) instead that the “basic” MCFH. 
MCFE

H supports the amenity of executing MCFH over multiple data marts, modeled 
as a sub-set of B data marts in D, denoted by DB = {Db, Db+1, …, Db+B-1}, being 
these data marts combined by means of the operator JOIN performed with respect to 
schemas of data marts. Specifically, MCFE

H operates according to two variants: (i) in 
the first one, we first apply an instance of MCFH to each data mart in DB, thus obtain-
ing a set of transformed data marts DT, and then the operator JOIN to data marts in 
DT; (ii) in the second one, we first apply the operator JOIN to data marts in DB, thus 
obtaining a unique data mart DU, and then an instance of MCFH to the data mart DU. 
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To give examples, let DB = {D0, D1, D2} be the target sub-set of data marts, then, 
according to the first variant, a possible instance of MCFE

H could be: V(D0)  
K(D1)  U(D2); contrarily to this, according to the second variant, a possible 
instance of MCFE

H could be: U(D0  D1  D2). Note that, in both cases, the 
result of the operation is still a data mart belonging to the set of data marts D of 
MRE-KDD+. 

Formally, we model MCFE
H as a tuple MCFE

H = 〈DB,Y〉, such that (i) DB is the 
sub-set of data marts in D on which MCFE

H operates to extract the final data mart, 
and (ii) Y is the set of instances of MCFH used to accomplish this goal. 

4.2   MRE-KDD+ Data Mining Layer 

DM algorithms defined in MRE-KDD+ are modeled by the set A = {A0, A1, …, 
AT-1}. These are classical DM algorithms focused to cover specific instances of con-
solidated KDD tasks, such as discovery of patterns and regularities, discovery of 
association rules, classification, clustering etc, with the novelty of being applied to 
multidimensional views (or, equally, data marts) extracted from the data mart domain 
D of MRE-KDD+ via complex OLAP operators/tools implemented by the com-
ponents MCF and MCFE. Formally, an algorithm Ah of A in MRE-KDD+ is 
modeled as a tuple Ah = 〈Ih,Dh,Oh〉, such that: (i) Ih is the instance of Ah (properly, 
Ah models the class of the particular DM algorithm), (ii) Dh is the data mart on 
which Ah executes to extract knowledge, and (iii) Oh is the output knowledge of Ah. 
Specifically, Oh representation depends on the nature of algorithm Ah, meaning that 
if, for instance, Ah is a clustering algorithm, then Oh is represented as a collection of 
clusters (reasonably, modeled as sets of items) extracted from Dh. 

KDD process in MRE-KDD+ are governed by the component Execution 
Scheme, denoted by ES, which rigorously models how algorithms in A must be  
executed over multidimensional views of D. To this end, ES establishes (i) how to 
combine multidimensional views and DM algorithms (i.e., which algorithm must be 
executed on which view), and (ii) the temporal sequence of executions of DM algo-
rithms over multidimensional views. To formal model this aspect of the framework, 
we introduce the Knowledge Discovery Function KDF, which takes as input a collec-
tion of R algorithms AR = {Ar, Ar+1, …, Ar+R-1} and a collection of W data marts 
DW = {Dw, Dw+1, …, Dw+W-1}, and returns as output an execution scheme ESp. KDF 
is defined as follows: 

KDF: AR × DW → 〈IR × DT,ϕ〉 (3) 

such that: (i) IR is a collection of instances of algorithms in AR, (ii) DT is a collection 
of transformed data marts obtained from DW by means of cubing operations provided 
by the components MCF or MCFE of the framework, and (iii) ϕ is a collection deter-
mining the temporal sequence of instances of algorithms in IR over data marts in DT 
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in terms of ordered pairs 〈Ir,DT
k〉, such that the ordering of pairs indicates the tempo-

ral ordering of executions. From (3), we derive the formal definition of the component 
ES of MRE-KDD+ as follows: 

ES = 〈I × D,ϕ〉 (4) 

Finally, the execution scheme ESp provided by KDF can be one of the following  
alternatives: 

• Singleton Execution 〈Ir × DT
k,ϕ〉: execution of the instance Ir of the algorithm 

Ar over the transformed data mart DT
k, with ϕ = {〈Ir,DT

k〉}. 
• 1 × N Multiple Execution 〈Ir × {DT

k, DT
k+1, …, DT

k+N-1},ϕ〉: execution of the 
instance Ir of the algorithm Ar over the collection of transformed data marts 
{DT

k, DT
k+1, …, DT

k+N-1}, with ϕ = {〈Ir,DT
k〉, 〈Ir,DT

k+1〉, …, 〈Ir,DT
k+N-1〉}. 

• N × 1 Multiple Execution 〈{Ir, Ir+1, …, Ir+N-1} × DT
k,ϕ〉: execution of the col-

lection of instances {Ir, Ir+1, …, Ir+N-1} of the algorithms {Ar, Ar+1, …, Ar+N-

1} over the transformed data mart DT
k, with ϕ = {〈Ir,DT

k〉, 〈Ir+1,DT
k〉, …, 

〈Ir+N-1,DT
k〉}. 

• N × M Multiple Execution 〈{Ir, Ir+1, …, Ir+N-1} × {DT
k, DT

k+1, …, DT
k+M-

1},ϕ〉: execution of the collection of instances {Ir, Ir+1, …, Ir+N-1} of the algo-
rithms {Ar, Ar+1, …, Ar+N-1} over the collection of transformed data marts 
{DT

k, DT
k+1, …, DT

k+M-1}, with ϕ = {…, 〈Ir+p,DT
k+q〉, …}, such that 0 ≤ p ≤ N 

– 1 and 0 ≤ q ≤ M – 1. 

4.3   MRE-KDD+ Ensemble Layer 

As stated in Section 1, at the output layer, MRE-KDD+ adopts an ensemble-based 
approach. The so-called Mining Results (MR) coming from the executions of DM 
algorithms over collections of data marts must be finally merged in order to provide 
the end-user/application with the extracted knowledge that is presented in the form of 
complex patterns. It should be noted that this is a relevant task in our proposed 
framework, as very often end-users/applications are interested in extracting useful 
knowledge by means of correlated, cross-comparative KDD tasks, rather than a sin-
gleton KDD task, according to real-life DM scenarios. Combining results coming 
from different DM algorithms is a non-trivial research issue, as recognized in litera-
ture. In fact, as highlighted in Section 4.2, the output of a DM algorithm depends on 
the nature of that algorithm, so that in some cases MR coming from very different 
algorithms cannot be combined directly. 

In MRE-KDD+, we face-off this problematic issue by making use of OLAP 
technology again. We build multidimensional views over MR provided by execution 
schemes of KDF, thus giving support to a unifying manner of exploring and analyzing 
final results. It should be noted that this approach is well-motivated under noticing 
that usually end-user/applications are interested in analyzing final results based on a 
certain mining metrics provided by KDD processes (e.g., confidence interval of asso-
ciation rules, density of clusters, recall of IR-style tasks etc), and this way-to-do is 
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perfectly suitable to be implemented within OLAP data cubes where (i) output of DM 
algorithms (e.g., item sets) is the data source, (ii) user-selected features of the output 
of DM algorithms are the (OLAP) dimensions, and (iii) the above-mentioned mining 
metrics are the (OLAP) measures. Furthermore, this approach also involves in the 
benefit of efficiently supporting the visualization of final results by mean of attracting 
user-friendly, graphical formats/tools such as multidimensional bars, charts, plots etc, 
similarly to the functionalities supported by DBMiner and WEKA. 

Multidimensional Ensembling Function MEF is the component of MRE-KDD+ 
which is in charge of supporting the above-described knowledge presentation/delivery 
task. It takes as input a collection of Q output results O = {O0, O1, …, OQ-1} provided 
by KDF-formatted execution schemes and the definition of a data mart Z, and returns 
as output a data mart L, which we name as Knowledge Visualization Data Mart 
(KVDM), built over data in O according to Z. Formally, MEF is defined as follows: 

MEF: 〈O,Z〉 → D (5) 

It is a matter to note that the KVDM L becomes part of the set of data marts D of 
MRE-KDD+, but, contrarily to the previous data marts, which are used to knowl-
edge processing purposes, it is used to knowledge exploration/visualization purposes. 

5   A Reference Architecture for Supporting Complex Knowledge 
Pattern Discovery from Large Databases and Data Warehouses 

Figure 2 shows a reference architecture implementing the framework we propose. 
This architecture is suitable to be implemented on top of any distributed software 
platform, under the design guidelines given by component-oriented software engi-
neering best practices. Despite being orthogonal to any distributed data-intensive 
environment, as stated in Section 1, this architecture is particularly useful in a general 
application scenario populated by distributed and heterogeneous data sources, and in 
the integration/data layer of cooperative information systems. As we will put in evi-
dence throughout the remaining part of this Section, components of the reference 
architecture implement constructs of the underlying model MRE-KDD+, according 
to a meaningful abstraction between formal constructs and software components. 

As shown in Figure 2, in the proposed architecture, distributed and heterogeneous 
data sources, located at the Data Source Layer, are first processed by means of 
Extraction, Transformation and Loading (ETL) tasks implemented by the ETL En-
gine, and then integrated in a common Relational Data Layer, in order to ensure 
flexibility at the next data processing/transformation steps, and take advantages from 
mining correlated knowledge. The Data Mart Builder, which implements the com-
ponent MMF of MRE-KDD+, is in charge of constructing a collection of subject-
oriented data marts, which populate the Data Mart Layer, via accessing data at the 
Relational Data Layer, and in-dependence-on specific requirements of the target 
data-intensive application running on top of the proposed architecture. The OLAP 
Engine, which implements the components MCF and MCFE of MRE-KDD+, 
provides conventional and complex OLAP operators/tools over data marts of the 
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Data Mart Layer, thus originating a collection of multidimensional views located at 
the OLAP View Layer. These views constitute the input of the OLAM Engine, 
which, by accessing a set of conventional DM algorithms stored in the DM Algorithm 
Repository, implements the component KDF of MRE-KDD+ via combining 
views and algorithms to execute even-complex KDD processes. Finally, the Mining 
Result Merging Component, which implements the component MEF of MRE-
KDD+, combines different MR to obtain the final knowledge, and meaningfully 
support the knowledge fruition experience via complex patterns such as multidimen-
sional domains, hierarchical structures and clusters. 

Another integrated component of the proposed architecture is the MRE-KDD+-
based visual tool KBMiner, which is not depicted in Figure 2 for the sake of simplic-
ity. KBMiner can connect to the architecture in order to efficiently support the editing 
of KDT (see Section 1) for discovering useful knowledge from large databases and 
data warehouses. However, being completely independent of the particular implemen-
tation, the proposed architecture can also be realized as core-, inside-, stand-alone-
platform within distributed data-intensive environments, where KDD functionalities  
 

 

Fig. 2. A reference architecture implementing the proposed complex knowledge pattern discov-
ery framework 
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are available in the vest of component-oriented API to intelligent applications execut-
ing KDD processes rather than in the vest of plug-in components of KBMiner to 
knowledge workers authoring KDD processes (similarly to the former one, in the 
latter case the edited KDT must be executed at-the-very-end by an ad-hoc software 
component implementing a “general-purpose” MRE-KDD+ engine). 

5.1   Performance Issues 

Despite OLAP technology has already reached relevant performance, accessing and 
processing OLAP data still remain a problematic bottleneck for data-intensive appli-
cations embedding an OLAP engine inside their core layer. Basically, this is due to 
the fact that, in real-life repositories, data size grows with an exponential trend, and 
TB/PB is the typical data magnitude achieved. 

A very efficient solution to this problem is represented by data-cube-
compression/approximate-query-answering techniques, which allow us to sensitively 
speed-up data access activities and query evaluation tasks against OLAP data by (i) 
reducing the size of data cubes, thus obtaining compressed representations of them, 
and (ii) implementing efficient algorithms capable of evaluating queries over these 
representations, thus obtaining approximate answers that are perfectly tolerable in 
OLAP [7]. In an OLAM architecture such that proposed in Figure 2, which is intrinsi-
cally OLAP-based, these techniques can be easily integrated (specifically, with regard 
to our proposed architecture, inside the OLAP Engine) and successfully exploited in 
order to improve the overall performance of even-complex KDD processes, since they 
allow us to reduce the complexity of resource-intensive operations (i.e., multidimen-
sional data access and management). Among the plethora of data-cube-
compression/approximate-query-answering techniques proposed in literature, we 
recall analytical synopses [8] and sampling-based approaches (e.g., [9]), which repre-
sent relevant results in this research field. 

6   KBMiner: A MRE-KDD+-Based Visual Tool 

It is widely recognized that knowledge discovery is intrinsically a semi-automatic 
process, meaning that it requires the interaction of system author, which usually is 
also an expert of the investigated application scenario, in order to: (i) define the goals 
of the target KDD process, (ii) define the parameters of the target KDD process, (iii) 
set the default/input values of such parameters, (iv) check the alignment and the cor-
rectness of intermediate results generated by the execution of the target KDD process, 
(v) compose the final results, (vi) understand and mine the final results. On the other 
hand, very often system author is not an ICT expert; as an example, this is a common 
case in the Business Intelligence (BI) context, where OLAP/OLAM technology  
has been widely applied, and knowledge workers are typically non-ICT-expert busi-
ness managers and administrators. In consequence of both aspects, in real-life  
systems/applications there is the straightly needed of visual authoring tools able to 
efficiently support the editing of even-complex KDD processes according to a trans-
parent-for-user manner. In other words, these tools must be capable of allowing sys-
tem authors to design KDD processes in a simple, intuitive and interactive manner, by 
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means of meaningful metaphors offered by visual programming. It should be noted 
that DBMiner and WEKA adhere to this evidence. 

Following similar considerations, KBMiner is a MRE-KDD+-based visual tool 
supporting the editing of KDT for the discovery of useful knowledge from large data-
bases and data warehouses according to the MRE-KDD+ guidelines. As high-
lighted in Section 1, KDT allow system author to “codify” KDD processes, being the 
underlying “programming language” based on the constructs of MRE-KDD+. 

A KDT is a directed graph where nodes represent algorithms/tasks, and arcs repre-
sent data flows or inter-algorithm/tasks operations. Furthermore, a KDT also includes 
the multidimensional-views/data-marts on which the previous algorithms/tasks exe-
cute, and other components modeling the composition of MR according to the ensem-
ble-based approach defined by MRE-KDD+. Furthermore, in KBMiner, system 
author is also allowed to associate the so-called Mining ruLes (ML), which are logical 
rules defined on MRE-KDD+ entities, to KDT arcs, in order to codify on top of the 
target KDT a sort of control algorithm that is in charge of driving the overall KDD 
process via controlling the values (TRUE or FALSE) given by the evaluation of ML 
across intermediate tasks of the process. As an example, given the domain of MRE-
KDD+ entities {{Ah, Ak, Az}, {Dm, Dn, Dp}}, such that Ai with i ∈ {h, k, z} is a 
clustering algorithm, and Dj with j ∈ {m, n, p} is a data mart, a ML r, after the execu-
tion of Ah on Dm producing the output Oh in terms of a collection of clusters, could 
decide to run Ak on Dn or, alternatively, Az on Dp on the basis of the fact that densi-
ties of clusters in Oh are greater than a given threshold V or not. 

Other two relevant features supported by KBMiner are the following: (i) interface 
operations between DM algorithms, which establish how the output Oi of an algo-
rithm Ai must be provided as input Dj to another algorithm Aj – the simplest way of 
implementing this operation is to directly transfer Oi to Dj, but more complex models 
can be devised, such as generating Dj from Oi via a given OLAP operator/tool; (ii) 
merging operations between MR, which establish how MR must be combined at both 
the intermediate tasks of the target KDD process and the output layer in order to pro-
duce the final knowledge – some examples of operations used to this end are: union, 
intersection, OLAP-query-based projection etc. 

6.1   Running Example 

A meaningful example of KDT that can be edited in KBMiner is depicted in Figure 3. 
The KDD process modeled by the KDT of Figure 3 is composed by the following 
tasks: 

1. DM algorithm Ai is executed over the multidimensional view originated by 
the OLAP query Qt against the data marts Dk and Dh, and it produces a mul-
tidimensional view representing the output Oi. 

2. DM algorithm Aj is executed over Oi, and it produces the output Oj. 
3. ML Rp is evaluated against Oj: if the value of Rp is TRUE, then DM algorithm 

Ak is executed over Oj, thus producing the output Ok; otherwise, if the value 
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of Rp is FALSE, then Oj is partitioned in two multidimensional views by 
means of the OLAP query Ql. The first view, given by the result of Ql, denoted 
by DS(Ql), constitutes the input of the DM algorithm Af, which produces the 
output Of. The second view, given by the complementary set of the result of 
Ql, denoted by ¬DS(Ql), constitutes, along with the data mart Dw, the input of 
DM algorithm Ag, which produces the output Og. 

4. The final result of the KDD process modeled by the KDT of the running ex-
ample is obtained in dependence on the value of the ML Rp against Oj: if that 
value is TRUE, then the final result corresponds to Ok; otherwise, if that value 
is FALSE, then the final result corresponds to the multidimensional view given 
by Of ∩ Og. 

 

Fig. 3. A KDT in KBMiner 

As shown by the running example above, KBMiner is able to efficiently model and 
execute KDD processes according to a simple and intuitive metaphor, which, how-
ever, allows us to author even-complex KDD tasks via meaningful ML; the combined 
effects of these two aspects contribute to make KBMiner a very useful tool for real-
life data-intensive applications. 

6.2   MRE-KDD+ UML Class Diagram 

Finally, Figure 4 shows the KBMiner UML class diagram, which puts in evidence the 
various components of KBMiner, and how these components interact in order to dis-
covery useful knowledge from large databases and data warehouses according to the 
guidelines of MRE-KDD+. As shown in Figure 4, KBMiner components are the 
following: 

• Main Menu, which coordinates all the KBMiner components; 
• Data Mart Editor, which allows users to edit and build subject-oriented data 

marts (it corresponds to the construct MMF of MRE-KDD+); 
• OBDC Explorer, which provides data access and data source linkage  

functionalities; 
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• ETL Tool, which supports ETL tasks; 
• OLAP Data Browser, which allows users to access, explore and query 

OLAP-data-cubes/data-marts; 
• KDT Editor, which allows users to edit KDT (it corresponds to the construct 

KDF of MRE-KDD+); 
• OLAM Instance Editor, which builds an MRE-KDD+-based mining 

model starting from an input KDT; 
• OLAP Operation Editor, which supports the editing of conventional and 

complex OLAP operators/tools (it corresponds to the constructs MCF and 
MCFE of MRE-KDD+); 

• DM Algorithm Repository Explorer, which allows users to access and ex-
plore the DM algorithm repository; 

• Mining Rule Editor, which allows users to edit ML; 
• Interface Operation Composer, which allows users to edit interface opera-

tions between DM algorithms; 
• Merging Operation Composer, which allows users to edit merging opera-

tions between MR at intermediate tasks of a KDD process as well as at the 
output layer (it corresponds to the construct MEF of MRE-KDD+); 

 

Fig. 4. KBMiner UML Class Diagram 
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• KDT Executor, which executes KDT; 
• KDT Parser, which parses KDT and builds the corresponding MRE-

KDD+-based mining models; 
• KDT Loader, which loads KDT in the vest of MRE-KDD+-based mining 

models to be executed; 
• Knowledge Explorer, which allows users to load and explore a previously-

edited MRE-KDD+-based mining model, and, if needed, re-execute it. 

7   Conclusions and Future Work 

Starting from successful OLAM technologies, in this paper we have presented a com-
plete framework for supporting advanced knowledge discovery from large databases 
and data warehouses, which is useful for any data-intensive setting, but with particu-
lar emphasis for a general application scenario populated by distributed and heteroge-
neous data sources, and the integration/data layer of cooperative information systems. 
To this end, we have formally provided principles, definitions and properties of 
MRE-KDD+, the model underlying the framework we propose. Other contribu-
tions of our work are: (i) a reference architecture implementing the framework, which 
can be realized in any distributed software platform, under the design guidelines given 
by component-oriented software engineering best practices; (ii) KBMiner, a visual 
tool that allows users to edit even-complex KDD processes according to the MRE-
KDD+ guidelines in a simple, intuitive and interactive manner. Future work is ori-
ented along two main directions: (i) testing the performance of our framework against 
real-life scenarios such as those drawn by distributed corporate data warehousing 
environments in B2B and B2C e-commerce systems, and (ii) extending the actual 
capabilities of MRE-KDD+ as to embed novel functionalities for supporting pre-
diction of events in new DM activities edited by users/applications on the basis of the 
“history” given by logs of previous KDD processes implemented in similar or corre-
lated application scenarios. 
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Abstract. Clustering can be considered the most important unsuper-
vised learning technique finding similar behaviors (clusters) on large
collections of data. Data warehouses (DWs) can help users to analyze
stored data, because they contain preprocessed data for analysis pur-
poses. Furthermore, the multidimensional (MD) model of DWs, intui-
tively represents the system underneath. However, most of the clustering
data mining are applied at a low-level of abstraction to complex unstruc-
tured data. While there are several approaches for clustering on DWs,
there is still not a conceptual model for clustering that facilitates model-
ing with this technique on the multidimensional (MD) model of a DW.
Here, we propose (i) a conceptual model for clustering that helps focus-
ing on the data-mining process at the adequate abstraction level and (ii)
an extension of the unified modeling language (UML) by means of the
UML profiling mechanism allowing us to design clustering data-mining
models on top of the MD model of a DW. This will allow us to avoid the
duplication of the time-consuming preprocessing stage and simplify the
clustering design on top of DWs improving the discovery of knowledge.

Keywords: Conceptual Modeling, Multidimensional Modeling, UML
Extension, KDD, Data Warehouse, Data Mining, Clustering.

1 Introduction

Clustering [1] is the process of organizing objects into groups whose members
are similar in some way. This data-mining technique helps to discover behavior
patterns in large amount of data. While data mining is an instance of the know-
ledge discovery in databases (KDD) [2], the whole KDD process is the “nontrivial
extraction of implicit, previously unknown, and potentially useful information
from data”. Main drawbacks of viewing KDD process as single isolated opera-
tions instead of an integrated process are (i) the duplicity of time-consuming
processes and that (ii) every step in the KDD process increases the knowledge
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of data under analysis, then analyst is missing opportunities of learning from
previous knowledge. Data-mining algorithms require input data that are coherent
with a specific data schema, however, they are applied on complex unstructured
flat files, and thus preprocessing steps have become the most time-consuming
phase of the analysis. On the other hand, a data warehouse (DW) is a “subject-
oriented, integrated, time-variant and non-volatile collection of data in support
of management’s decision making process” [3]. Then, it is consistent that a DW
is the previous step in KDD. Moreover, integrating clustering data mining into a
DW project allows analysts to carry out the KDD process establishing business
objectives from the early steps of project development, which ensures having the
needed data in an adequate schema.

It is widely accepted that the development of DWs is based on the multidi-
mensional (MD) modeling. This semantic rich structure represents data elements
using facts, dimensions, and hierarchy levels, describing the system domain. This
kind of representation is completely intuitive for analysts, in contrast to the usage
of complex unstructured flat files. Main advantages of the conceptual modeling
are abstracting from specific issues (platform, algorithms, parameters, etc.), the
flexibility, and reusability. Moreover, a conceptual model remains the same when
it is implemented on different platforms, or whenever the platform is updated.
It also provides users with common notation and further semantics that improve
the understanding of the system.

All considering, in this paper we propose a conceptual model for clustering at
the needed level of abstraction to focus only in the main concepts of clustering
and taking advantage of the previous domain knowledge. In order to avoid the
learning of new languages, we use a well-known modeling language to accomplish
this objective: the unified modeling language (UML) [4], that allows us to extend
it for specific domain by means of UML profiles. Previously, we proposed in [5]
this kind of extension for designing MD models in DWs. We also used UML pro-
files to design data-mining models for association rules [6,7] and classification [8]
on top of MD models.

Outline. The remainder of this paper is structured as follows: Section 2 explains
the clustering domain model. Section 3 proposes a new UML profile for designing
the clustering data-mining models in the context of the MD modeling. Section
4 applies our UML profile to the design of a credit-card purchase clustering,
and implements the resulting model in a commercial database system. Section 5
explains other works related to data mining, DWs, and modeling. Finally, section
6 presents the main conclusions and introduces immediate and future work.

2 Conceptualizing Clustering Algorithms

Data-mining can be represented as a domain model from which we can derive
a modeling language to design data-mining models. In this section, we intro-
duce the domain model of the MD-data clustering. In the next section, we will
translate this model to a well-known modeling language like UML.
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2.1 Clustering on MD Data

Clustering data mining identifies common behaviors in a data set that users
might not logically derive through casual observation. A cluster is therefore a
collection of objects that are similar among them and dissimilar to the objects
belonging to other clusters. The result from cluster analysis is a number of groups
(clusters) that form a partition, or a structure of partitions, of the data set. The
suitable MD model of a DW easily represents data under study.

As shown in Fig. 1, the fact under analysis contains measures that are con-
textualized by dimensions. Each dimension used as input represents an axis, and
each case corresponds to partitions of these axes. A clustering algorithm [9,10]
differs from other algorithms (such as classification or association rules) because
there is not a specific predict attribute that builds a clustering model. Then,
clustering algorithms use input attributes to build a MD space on which we can
measure similarities existing in the data to be clustered.

Fig. 1. Clustering data mining on the MD data of DWs

2.2 Domain Model of MD-Data Clustering

The clustering data-mining technique can take advantage of the ease-to-see struc-
tured MD data (Fig. 2, leyend: shared aggregation, composite ag-
gregation, generalization, dependency). In a MD model, data is
organized in terms of facts and dimensions. Whilst facts are the focus of analy-
sis, modeling collections of measures (typically numerical data); the associated
dimensions provide a context-of-analysis descriptions (like textual data) forming
hierarchies on which measures can be aggregated at different granularity levels.

Data mining with a clustering technique will allow analysts to discover groups
of similar behaviors upon the fact under study along dimensions at any level
of granularity in their hierarchies. In this way, the MD structure can help to
understand in deep the underlying data, since it represents the system domain
close to the way of analysts’ thinking.

The algorithm’s parameters (not shown in Fig. 2) are: the maximum number
of iterations to build clusters, the maximum number of clusters built, the number
of clusters to preselect, the minimum support to specify the number of cases that
are needed to build a cluster, the minimum error tolerance to stop the building
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Fig. 2. Overview of the MD-data clustering domain model

of clusters, the maximum number of input attributes used to build a cluster,
the sample size controlling the number of cases used to build the clusters, the
maximum number of classes to specify the number of categories in an attribute
value, and the sensitivity to detect smaller or larger density variation as clusters.

3 An Approach for Conceptual Modeling of Clustering

Once we have a model of our domain, we can translate it to other languages by
using some mapping mechanism. Whilst the source model (modeling our domain)
can be represented under some kind of formalism or simply in natural language,
the target model is typically hosted by existing formal languages (instantiating
or extending them) providing designers with tools developed to support these
languages. One of the mapping mechanisms that we can use for modeling is a
UML profile, the well-formalized extension mechanism of UML.

The unified modeling language (UML) [4] is general-purpose modeling lan-
guage to model systems with a visual notation. Although it is a widely accepted
language for specifying software systems, it also incorporates a light-weight
mechanism (UML profiles) for extending the language to model specific domains.
Profiling UML is mainly based on the concepts of stereotypes, tag definitions, and
constraints. We easily extend UML and model with the profiled UML, reusing
existing modeling tools and designing portable models interchangeable among
them. Additionally, we support our UML profiles on restricting languages like the
object constraint language (OCL) [11] to specify some semantics from translated
domains that are not directly representable.

A UML profile (the extending model) extends UML (the metamodel; i.e.,
the modeling language) by stereotyping the existing UML modeling elements.
Stereotypes are entities that translate specific domains into the UML modeling
elements (metaclasses); the closer the domain-concept semantics are to the se-
lected metaclass, the better the mapping will be. Moreover, UML provides us
with a standard visual notation for defining UML profiles. Thus, we can present
UML profile specifications by means of this visual notation, easily visualizing the
extension concepts. However, there are some elements in the definition of our
models (such as constraints or descriptions about semantics) that are difficult to
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present in the provided visual notation. For this reason, other complementary
specification mechanisms (such as enumerating lists, tables, or textual notations)
are also commonly used1.

3.1 UML Profile for Conceptual Modeling of MD-Data Clustering

All considering, we propose a UML extension for conceptual modeling of clus-
tering data mining based on the UML profiling mechanism. Our UML profile
reuses a previous profile for MD modeling of DWs [5]. An excerpt of its speci-
fication is presented in Fig. 3. Visually, we define stereotypes and the extended
metaclasses as boxes labeled with �stereotype � and �metaclass �, respectively.
MD concepts like facts, dimensions, and aggregation hierarchies are mapped to
the UML Class modeling element by defining Fact, Dimension, and Base stereo-
types. In this case, a Class is the closest concept of UML for mapping on, since
it models structural abstractions from domain entities. It is a main modeling
resource in UML, widely used in almost every UML model. Moreover, this pro-
file also translates MD data such as fact measures (FactAttribute stereotype)
or level descriptions, like dimension attributes (DimensionAttribute) or object
identity specifications (OID), into the UML Property metaclass that typically
models attributes of UML metaclasses.

Fig. 3. Excerpt of the UML profile mapping MD-modeling concepts into UML

Reusing the UML profile for MD modeling of DWs [5], we present our proposed
conceptual model for clustering by using the same UML extending mechanism
(Fig. 4). Thus, we import the former mappings for MD concepts. For map-
ping clustering-related concepts into UML, we define four stereotypes: Clustering
(the generalization of clustering algorithms including their parameters), Input
(input attributes of the data-mining technique referring MD data), Case (case
ones), and the abstract2 Attribute (data-mining attributes referring MD data).

1 These mechanisms do not substitute the well-defined standard UML visual notation,
and we should not use them whereas we can clearly specify our extending elements
with the UML visual notation.

2 An abstract stereotype (the name represented in italics) can not be attached to any
modeling element, but it can be useful for helping in taxonomy definitions.



204 J. Zubcoff, J. Pardillo, and J. Trujillo

The input and case mappings are implemented in the profiling mechanism by
specializing the Attribute stereotype that extends the UML Class metaclass to
model references from data-mining attributes to MD data (with its reference tag
definition). The algorithm mapping is implemented by means of the Clustering
stereotype extending the UML InstanceSpecification metaclass (it models spe-
cific objects that conform to previously defined classes) and the Settings class
modeling the algorithm settings (it is not a stereotype, but it can also be con-
sidered a mapping resource). Each settings parameter is represented indicating
its domain and default value in the UML visual notation. A UML profile also
allows us to carry out notational changes. The simplest one, the addition of an
icon to the standard visual notation of the extended metaclass, is applied to
inputs ( ) and cases ( ). Otherwise (as with the Clustering stereotype),
the default UML notation represents stereotypes textually (�clustering �).

Fig. 4. The UML profile for MD-data clustering at the conceptual level

Constraint Specification. The hosting model does not often have enough
expressivity to translate domain concepts without semantic loss. For instance,
the assertion one input is needed for clustering is not directly representable in the
previous UML profile specification. To solve it, UML profile specifications can
be enriched with constraint specifications powered with other languages such
as OCL. With OCL, we can define formal constraints from our domains not
directly representable in UML. Due to space constraints, we only show one of
the constraints for the clustering domain that is not contemplated with profiles:

– One input is needed for clustering.
context Clustering inv:

Usage.allInstances()->exists(supplier->includes(self) and

client->includes(oclIsKindOf(Class) and

not oclAsType(Class).extension_Input->isEmpty()))

Each constraint has a context (referring by the self keyword) from which
we can navigate the UML metamodel (consulting the associated metaclasses
with the notation <class>.<property>) to check boolean conditions such as
forAll() or isEmpty(), imposed on the mapped metaclasses.
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4 Applying Clustering on Data Warehouses

In this section, we will show the suitability of our conceptual model for clus-
tering on MD data. The case study is the analysis of the credit-card purchases.
Decision-makers wishes a customer segmentation (groups of customer having
similar spending and purchasing behavior), information that serves as a useful
tool for selective marketing. Analysts integrate data sources from operational
databases, demographic or census data, etc. The time-consuming task of prepro-
cessing data is done when the DW is built. For the sake of simplicity, we will
sketch a data-mining session with clustering, showing only the required data.

Modeling the Data Warehouse Repository. Credit-card purchasing data
is stored in a DW, modeling with the MD approach (Fig. 5). We model the MD
data of the DW applying the MD-modeling profile [5]. A Purchase is the Fact
(shown as �fact � textual notation) of analysis, with the purchase amount as
the only measure (FactAttribute, represented with FA iconic notation). Provid-
ing context of analysis, we model three Dimensions (shown as �dimension �):
Location, Date, and Cardholder. These dimensions aggregate (diamond arrow-
heads) purchase amount through aggregation hierarchies (each granularity level
is shown as �base �). For instance, a purchase location is modeled with the
Street–City–State–Region hierarchy. In our case, each level attribute is labeled
as a DimensionAttribute (represented with DA) or an OID.

Fig. 5. MD data model of the credit-card purchases

Modeling Clustering on the Data Warehouse. We wish to cluster the
credit-card purchases into some cardholder attributes (Fig. 6). We model the
purchase clustering (clustered purchases) specifying an instance of the Settings
class from the Clustering Profile stereotyped as a Clustering settings (shown
as �clustering �). For this cluster, we set the values of the parameters num-
Clusters, maxInputAttributes, and minSupport (the rest of parameters has their
default values). The clustering process is carry out on purchase amount (an



206 J. Zubcoff, J. Pardillo, and J. Trujillo

Fig. 6. The model for clustering credit-card purchases in our case tudy

input attribute), some person attributes as inputs (gender, age, ownedCars, and
children), and the income range. In addition, the type of card is used as a case.

For the sake of simplicity, we hide the reference tag values from the Attribute
stereotype (except for illustrating the type-of-card one) since these tags are only
used to solve references to MD data, and they are not needed in the visualization
of our models (that use attribute names as identification of the references).

Implementation. The clustering data-mining model designed in the previous
lines is a platform-independent model that can be easily transformed to a specific
platform. For instance, we have implemented it on Microsoft SQL Server 2005
platform. Specifically, in the Microsoft Analysis Services tool, which allow us to
implement the MD modeling of DWs as well as data-mining techniques. Based on
the previous model (Fig. 6), we have defined the clustering structure in this tool;
a cluster resulting from this implementation is also shown in Fig. 7. It identifies
a high-probability behavior occurrence of having less than two children at home,

Fig. 7. Implementation of the purchases clustering model in Microsoft Analysis Services
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a yearly income between 35, 500 and 57, 300 euros, between 37 and 58 years old,
and using a Gold card spending between 2, 000 and 5, 000.

5 Related Work

Related to the conceptual modeling, the KDD process, there are few works in
the literature, mainly focused on describing at a low-level detail the data mining
step. Current approaches for modeling data mining from different perspectives
are: (i) the common warehouse model (CWM) [12], that models data mining
focusing in the metadata interchange; (ii) the predictive model markup language
(PMML) [13], that provides a vendor-independent format for defining learning
algorithms; and (iii) the pattern base management system (PBMS) [14,15] that
proposes a repository for patterns.

CWM is centered on low-level metadata, and thus it is too complex to be
used by analysts for designing purposes. PMML is focused on sharing learning
models among tools, however it is neither a design-oriented nor process-oriented
standard. PBMS is defined as a platform for storing and managing patterns,
then it is not oriented to design data-mining models, but to model its results.

Finally, none of these approaches: (i) proposes a conceptual model for clus-
tering, (ii) facilitates the design of clustering data-mining on MD data, (iii)
takes advantage of the previous phases (in the KDD process) to design the data-
mining models, (iv) assures data quality integrating clustering data mining into
the KDD process, or (v) considers business goals from the early stages of a DW
project. Here, we propose a conceptual model for clustering data mining on top
of a MD model of the DW that covers this gap.

6 Conclusion

In this paper, we have presented a UML profile that allow data-mining analysts
to design clustering models on top of the MD model of a DW. The main benefits
of our proposal are that it (i) proposes a conceptual model for clustering, (ii)
facilitates the design of clustering data-mining on MD data, (iii) takes advantage
of the previous phases (in the KDD process) to design the data-mining models,
(iv) assures data quality integrating clustering data-mining into the KDD pro-
cess, and (v) considers business goals from the early stages of the DW project. In
addition, these objectives are achieved using a widely accepted visual modeling
language, the UML. To show the feasibility of our approach, we have applied it to
design a credit-card purchase clustering, implemented on a commercial database
management server with data-mining facilities. In this way, analysts can easily
address data-mining issues improving the whole KDD process.

Future Work. Our immediate future work is to formalize the mapping from
our conceptual model for clustering to specific-platform physical models. We are
also working on including privacy-preserving capabilities integrating this issue
into the clustering data-mining models from the early stages of a DW project.
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Abstract. Data Warehouse (DWH) systems allow to analyze business
objects relevant to an enterprise organization (e.g., orders or customers).

Analysts are interested in the states of these business objects: A cus-
tomer is either a potential customer, a first time customer, a regular cus-
tomer or a past customer; purchase orders may be pending or fullfilled.

Business objects and their states can be distributed over many parts
of the DWH, and appear in measures, dimension attributes, levels, etc.

Surprisingly, this knowledge – how business objects and their states
are represented in the DWH – is not made explicit in existing conceptual
models. We identify a need to make this relationship more accessible.

We introduce the UML Profile for Representing Business Object States
in a DWH. It makes the relationship between the business objects and
the DWH conceptually visible. The UML Profile is applied to an example.

1 Introduction

Data Warehouse (DWH) systems are used by decision makers for performance
measurement and decision support. The data offered by a DWH describes busi-
ness objects relevant to an enterprise organization (e.g., accounts, orders, cus-
tomers, products, and invoices) and allows to analyze their status, development,
and trends. Business objects, also known as domain objects, represent entities
from the “real world enterprise” and should be recognizable to business people,
as opposed to implementation objects (e.g., menu items, database tables).

Business objects can be characterized by the states they have during their
lifecycle. For example, a customer can have different states: There are potential
customers, first time customers, regular customers, customers who pay their bills
on time, fraudulent customers, high volume customers, past customers, etc.

In many organizations today, DWHs have grown over time and become large and
complex. Business objects and their states can be found all over the DWH: Data
relevant to analyzing e.g. customers may be distributed over many parts of the
DWH, and the different states of the customer may appear in many different ways,
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i.e. as measures, dimensional attributes, levels, etc. A business object can easily
have 20 states, which might be hidden in just as many facts or even more: Potential
customers in a contacts fact of themarketingdatamart, regular customers in a sales
fact, customers who pay on time in a payment transaction fact, etc.

Surprisingly, this knowledge - how business objects and their states are rep-
resented in the data warehouse - is not made explicit in existing conceptual
models. When new analysis requirements appear, it is often difficult, time con-
suming and costly to find out whether the information about a certain state of
a business object is already contained somewhere in the DWH, or whether the
data model of the DWH has to be extended or changed.

Our goals therefore are to

• make the relationship between the business objects that the uses want to
analyze and the DWH visible and accessible

• show where the business objects and their states can be analyzed in the
DWH

• offer a new perspective on DWHs, which emphasizes business objects and
their states instead of solely fact and dimension tables

• show how the business object states relate to the data model

We achieve these goals by introducing the UML1 Profile or Representing Busi-
ness Object States in a DWH (Section 4), which makes the connection between
data warehouses and business object states visible. State machines (Section 2)
describe how objects change states in reaction to events, and are suitable for
capturing business logic. We relate state machines of business objects to DWH
elements and use them as a new viewpoint on data warehouses. Additionally,
using the UML Profile, we define 14 correspondence patterns between state ma-
chines and DWH elements (Section 5).

The contributions of the UML Profile for Representing Business Object States
in a DWH along with the correspondence patterns are:

• It provides a straightforward way to make visible where a business object
such as a customer is available in the DWH and can be analyzed, and how
its various states correspond to facts, dimensions and measures.

• Through the business objects, it offers a bigger picture as it links the needs
of the business organization to the DWH that stores data on business objects
for analytical purposes.

• The Profile for Representing Business Object States in a DWH allows model-
ing on several levels of detail and thus enables the modeler to choose the right
level of detail for different purposes or target audiences. A high level overview
model shows only the whole business objects and how they are related to facts
and dimensions, where as a more detailed model can show measures, dimen-
sion attributes and hierarchy levels for the individual states of the object.

• By extending standard UML 2.0 state machines, the UML profile offers reuse
of a well-known notation as well as tool reuse, avoiding costs of learning a
new notation or additional tools.

1 Unified Modeling Language.
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• The models allow locating business object states in the DWH, and thus
recognizing cases where business object states are not available at all, which
may indicate business requirements that are not yet addressed. If the model
shows that a business object state is available at several locations at the
same time, it can be checked whether this was a deliberate design decision
or whether this indicates a problematic situation.

• Together with the correspondence patterns the models can support the de-
sign phase of a DWH project, as they provide hints on possible facts, mea-
sures and dimensions that can be derived from the business object states.

2 UML State Machines

We use UML 2.0 state machines to model business object states. State machines
in general describe “the possible life histories of an object” [1]. A state machine
comprises a number of states, interconnected by transitions. Events trigger the
transitions. There may be several transitions for one event, and they may be
guarded by conditions (see Fig. 1).

Account

balance: double

+ deposit(amount: double)
+ withdraw(amount: double)
+ isOverdrawn()

overdrawn

deposit(x) withdraw(x)

deposit(x)
[x < −balance]

withdraw(x)
[x < balance]

with
dr

aw
(x

)

[x
 >

 ba
lan

ce
]

deposit(
x)

[x >= −balance]

balanced

Fig. 1. State machine for Account objects

State machines are used for example in Software Engineering to achieve higher
quality software. During the analysis phase of a software development process,
state machines for the main business objects (account, order, etc.) are modeled.
Such a state machine cannot be transformed directly to code, but is very useful
for designers as it allows to recognize “illegal” or conceptually impossible state
transitions and thus assess correctness of the final software product. The UML
Profile for Representing Business Object States in a DWH presented in this
paper aims at bringing the power of state machines to Data Warehousing.

Figure 2 gives an overview of state chart elements and their use in UML 2.0.
States may be nested in other states (c), and the so-called sub-machines can be
divided into regions (d). This allows access to the model on various levels of detail.
Figure 3 shows an example state machine. The object modeled here is the contract
between a telecommunications provider and the user of a post-paid mobile phone.

Before it is signed, the contract is in the state “potential”. After the customer
has signed it, it is registered and a credit check is performed. During this phase,
it may become “cancelled”, if the check fails. Otherwise, it the credit is OK, the
overall state is now called “current”, which is a composite state that contains
a lot of detail in terms of substates. If the contract is never signed, it becomes
“past” after one year.
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event [condition]

initial final

fork/join

state A B B

A B

C D

A

(a) Main (b) (c) (d)
notation elements A ∨ B A ∧ B A ∧ (B ∧ (C ∨ D))

Fig. 2. UML State Machines: Syntax and combinations of states
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Fig. 3. State Machine diagram for a post-paid mobile phone contract

“Current” contracts are initially “normal”, “fully paid”, “active”, and “new”,
as indicated by the transition arcs entering the composite state. The three regions
within “current” are concurrent and orthogonal, meaning that at each point in
time the object has a valid state in each of the three regions, and that what
happens in one region does not influence the other regions.

In the first region, the contract starts as “active” and can become “closed”,
either because the contract period ends or because the contract is cancelled
beforehand. If a contract is blocked for some reason, it is neither active nor closed.
Active contracts start as “new” and can become “renewed”. Closed contracts are
moved from “current” to “past” after one year.

The middle region relates to the financial aspects of the contract: Each time
an invoice is issued for a contract, it moves from “fully paid” to “open balance”,
and when the payment for the invoice arrives, it moves back again. If an open
balance is not paid until its due date, the contract is “indebted”. Issues regarding
the amounts of the payments are not shown for sake of clarity (cf. Fig. 1).

In the last region, the movements of the contract object between the states
depend mostly on certain conditions becoming true: If the revenue gained from
this contract supercedes the amount x, it becomes “exceptionally profitable”,
meaning that this customer is very valueable to the company. Whereas, if the
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revenue falls below 0, keeping this contract is actually causing financial damage
(i.e. by producing higher costs than monthly payments). The fourth state in
this region is “fraudulent”: It indicates that fraud connected to this contract has
been discovered.

3 Business Objects in the DWH

The aim of our approach is to create conceptual models for making visible where
business objects and their states are available in the DWH. Before we can con-
struct a UML Profile, we have to identify the DWH elements we will use. This
section contains a metamodel of these elements, an overview of the correspon-
dences between the DWH elements and business object states, the user groups
that the UML Profile is aimed at, and finally a tabular overview of the corre-
spondence patterns.

3.1 The Metamodel

Figure 4 shows a metamodel of the elements that may represent business objects in
a DWH. There are different kinds of data repositories, one of which may be a data
mart. Other subtypes of data repositories [2] are not used in this paper for sake of
simplicity. Data repositories contain data objects, which are facts or entities, de-
pending on the type of the repository. Entities have entity attributes, whereas facts
may have measures. Each fact consists of at least two dimensions, which may have
several levels connected to each other via roll-up relationships. Dimensions are de-
scribed by dimension attributes. Facts come in different types: Transaction facts
or snapshot facts, of which there are two sub-types, periodic and accumulating.

The elements data repository, data mart, fact and entity of this metamodel
(and also the UML Profile) are based on previous work by the authors. See [2]
for a more detailed description.

3.2 Representation of Business Objects and Their States in a DWH

Not all elements of this metamodel are useful for all conceptual modeling needs.
We have identified a number of correspondence patterns along with the main
usage scenarios of our approach. They are grouped into three levels and one
additional category: the overview level, the fact level, the attribute level, and
finally correspondences related to aggregation and classification. This subsection
gives an overview; details and examples are given in Section 5.

Overview. To show at a glance, where a business object can be found in the
DWH, it can be linked as a whole to several data marts, fact tables, dimen-
sion tables or entities.

Fact Level. The relationship of transitions and states of business objects to
different types of fact tables can be shown on this level. As Kimball de-
scribed in [3], there are three main types of measurements, which are the
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Fig. 4. A metamodel of DWH elements used to represent states of business objects

fundamental grains of fact tables: transaction, periodic snapshot, and accu-
mulating snapshot. A transaction fact corresponds to a transition between
states, whereas snaphot facts correspond to states.

Attribute Level. Showing even more detail, a state of a business object may
be represented by dimensions or measures, whereas the transactions and
their guard conditions are found in measures or dimension attributes.

Aggregation and classification. Guard conditions on state transitions may
also appear in aggregation and classification hierarchies. Nested states cor-
respond directly to roll-up relationships.

3.3 User Groups

The conceptual model presented here is designed to answer the needs of two
separate types of users:

DWH managers and business users are looking for the big picture, an overview
of what to find where. They will use models showing business objects with cor-
respondences mainly on the overview level (see Section 5.1 below). This allows
them to find answers to questions such as “Which business object is in which
data mart?”, “Is there a fact that corresponds to this business object?”, “If I
have this dimension, does it represent this business object?”

DWH designers and developers need to understand the details of how business
objects states and transactions between them can be represented in a DWH.
They will use a fine-grained state machine model of a business object mapped to
a data model. The correspondence patterns identified by us give hints on which
elements can be used in the DWH model to represent the characteristics of the
business objects, thus improving the creation and evolution of DWH models.

3.4 Correspondence Patterns

Based on an analysis of the main requirements of the user groups, Table 1 gives
an overview of which elements of the UML Profile may be linked to which in
the conceptual model to show how business objects (elements on horizontal lines)
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Table 1. Correspondence patterns between elements describing business object states
(horizontal) and elements of the DWH (vertical)
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are represented in the DWH, and which elements of the DWH (vertical columns)
can be used to represent the states of the business objects (further details of the
correspondence patterns in Section 5).

4 The UML Profile for Representing Business Object
States in a Data Warehouse

We introduce the UML Profile for Representing Business Object States in a
DWH. It provides an easy to use yet formally founded way to model the corre-
spondences between business object states and DWHs.

The Unified Modeling Language (UML) can be extended and adapted to a
specific application area through the creation of profiles [4]. UML profiles are
special UML packages with the stereotype �profile�. A profile adds elements
while preserving the syntax and semantic of existing UML elements. It contains
stereotypes, constraints and tag definitions.

A stereotype is a model element defined by its name and by the base class(es)
to which it is assigned. Base classes are usually metaclasses from the UML meta-
model, for instance the metaclass Class. A stereotype can have its own notation,
e.g. a special icon.

Constraints are applied to stereotypes in order to enforce restrictions. They
specify pre- or postconditions, invariants, etc., and must comply with the restric-
tions of the base class [4]. We use the Object Constraint Language (OCL) [5]
which is widely used in UML profiles to define constraints in our profile, but any
language, such as a programming language or natural language, may be used.

Tag definitions are additional attributes assigned to a stereotype, specified
as name-value pairs. They have a type and can be used to attach arbitrary
information to model elements.

The UML Profile for Representing Business Object States in a DWH makes
it possible to model how the DWH used to analyze business objects is related to
the lifecycle and states of these objects. Its stereotypes are described in detail in
Table 2. These stereotypes can be used directly in UML State Machine dia-
grams [4]. In Fig. 5 we show a part of the UML 2 metamodel (light) to illustrate
how the stereotypes we designed (dark) fit into to the existing UML meta-model.
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«stereotype»
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«stereotype»
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«stereotype»
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«stereotype»
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«stereotype»
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«stereotype»
SnapshotFact

«stereotype»
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«stereotype»
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«stereotype»
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«metaclass»
Property

isMultidimensional
: Boolean

«stereotype»
DataRepository

«enumeration»
MeasurementType

transaction
snapshot

type
: MeasurementType

Fig. 5. UML stereotypes for representing business object states in a DWH

The relationships between the stereotypes correspond to the metamodel pre-
sented in Section 3.

We use Class, Association, and Property as base classes for the stereotypes.
This allows us to model their relationships with elements used in state machines
such as State, Transition and Constraint.

Table 2. Stereotype Definitions of the UML Profile for Representing Business Object
States in a DWH (cf. diagrams in Fig. 4 and 5)

Name DataRepository

Base class Class
Description A data repository represents a type of database used in data warehouse environments.
Tag Definition isMultidimensional

Type: AuxiliaryConstructs::PrimitiveTypes::Boolean
Multiplicity: 1
Description: Indicates whether the data model of the DataRepository
is a multidimensional data model

Constraints A DataRepository must be related to at least one DataObject:
self.dataObject->size() >= 1

Name DataMart

Generalization DataRepository
Description A data mart is a departmental subset of a DWH focused on a single subject

area.

DM

Name DataObject

Base class Class
Description A data object is part of the data model contained in a data repository. The stereotypes Fact and

Entity are derived from DataObject.
Constraints A DataObject must belong to exactly one DataRepository:

self.dataRepository.size() = 1

Name Fact

Generalization DataObject
Description A fact is a data object of a multidimensional data model.
Constraints The DataRepository containing a fact must have a multidimensional data

model:
self.oclAsType(DataObject).dataRepository.isMultidimensional = true

The Fact must have at least two Dimensions:
self.dimension->size() >= 2

Name Entity

Generalization DataObject
Description An entity is a data object of an E/R model.
Constraints The DataRepository containing an entity must not have a multidimensional

data model:
not self.oclAsType(DataObject).dataRepository.isMultidimensional

The Entity has at least one EntityAttribute:
self.entityAttribute->size() >= 1

«Entity»

Name TransactionFact

Generalization Fact
Description A TransactionFact contains measures of transactions.
Constraints A TransactionFact may only contain transaction measures.

self.allAttributes->forAll(a | a.oclIsTypeOf(Measure) implies a.type=transaction)

T

Name SnapshotFact

Generalization Fact
Description A Snapshotfact contains snapshot measures, e.g. inventories.
Constraints A SnapshotFact may only contain snapshot measures.

self.allAttributes->forAll(a | a.oclIsTypeOf(Measure) implies a.type=snapshot)

S
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Table 2. (continued)

Name AccumulatingSnapshotFact

Generalization SnapshotFact
Description The measures of an entry in the AccumulatingSnapshotFact are gathered over

time
aS

Name PeriodicSnapshotFact

Generalization SnapshotFact
Description The measures of a PeriodicSnapshotFact are acquired periodically for all in-

stances
pS

Name Measure

Base class Attribute
Description A numeric Measure is the object of analysis.
Tag Definition measurementType

Type: MeasurementType (Enumeration)
Multiplicity: 1
Description: Indicates the type of measurement: transaction or snapshot

Constraints A Measure must belong to exactly one Fact:
self.fact.size() = 1

«Measure»

Name EntityAttribute

Base class Attribute
Description An attribute to an Entity.
Constraints An EntityAttribute must belong to exactly one Entity:

self.entity.size() = 1

«Entity−
Attribute»

Name Dimension

Base class Class
Description Dimensions provide context for the measures and together are assumed to

uniquely determine them.
Constraints A Dimension is used by at least one Fact:

self.fact->size() >= 1

A Dimension has at least one DimensionAttribute:
self.dimensionAttribute->size() >= 1

«Dimension»

Name DimensionAttribute

Base class Attribute
Description DimensionAttributes describe Dimensions.
Constraints A Dimension Attribute belongs to exactly one Dimension:

self.dimension->size() = 1

Attribute»
«Dimension−

Name Level

Base class Class
Description Levels of Dimensions are used to aggregate Measures.
Constraints A Level belongs to exactly one Dimension:

self.dimension->size() = 1

«Level»

Name Roll-up

Base class Association
Description A Roll-up-Association between two Levels indicates that Measures can be ag-

gregated from the lower to the upper Level.
Constraints A Roll-up-relationship has exactly one upper and one lower Level:

self.upper->size() = 1 and self.lower->size() = 1

5 Correspondence Patterns and Examples

To create conceptual models for making visible where business objects and their
states are available in the DWH, we link elements from DWH conceptual data
models with state machines of business objects. In this section, we apply the
correspondence patterns already introduced in Section 3 to examples.

5.1 Overview Level

We can link the business object to one or more data marts to provide an overview
(Figure 6a). Then we can identify where each business object can be analyzed

sm Contract

SalesAcquisitions

DM

Marketing

DM

Finance
sm Contract

Fig. 6. The business object “Contract” in the fact “Sales” (left) and data marts (right)
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in the DWH model. A business object may correspond to a fact table (e.g.,
order, shipment, account; Figure 6b), a dimension table (e.g., product, customer,
account), or in the case of a pure E/R-model to an entity.

5.2 Fact Level

There are three main types of measurements or fundamental grains of fact ta-
bles: transaction, periodic snapshot, and accumulating snapshot [3]. Looking at
state charts, we find that a transaction fact corresponds to a transition between
states (Fig. 7 (a)), whereas snaphot facts correspond to states. Periodic snap-
shots record the current state for all instances of a business object at regular
intervals (b), whereas accumulating snapshots “follow” each instance as it passes
from state to state, adding values to the record over time (c). In the latter case,
the order in which the values are added must conform to the state chart.

invoice payment
payment

after due date

open balance

indebted

Contract
Transactions T

fully paid

open balance

indebted

Contract 
Monthly Snapshot

pS

fully paid

(c)

(a)

contract signed

credit check failed

credit check OK

after: 1 year

sm Contract

Contract
Aquisition

current

past

cancelled

registered

potential

aS

(b)

Fig. 7. Transitions in transaction facts (a), states in snapshot facts (b, c)

5.3 Attribute Level

To provide a more detailed conceptual model, i.e. for DWH design and develop-
ment, this level contains correspondence patterns related to all kinds of attributes
(measures, dimension attributes, entity, attributes, guard conditions).

States. A state in a state chart may play several roles in the DWH model.
The most straightforward case is when there is an explicit “status” dimension
(e.g., for account facts, insurance policies, etc.). In this case, several states of
a business object are modeled by the dimension, i.e. as dimension attributes.
Second, a state may be modeled as a measure. For a single state, this measure
is of type boolean (either the object is in this state of not), and for several
states, the measure would be an enumeration with the values corresponding to
the states (which may be seen as a degenerate type of the status dimension).
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Transitions. Transitions in state charts may be guarded by conditions. These
conditions often are found in the DWH as measures or dimension attributes. If
a guard condition contains a recognizable variable (e.g. “revenue” in Fig. 8(a)),
this variable can turn into a measure in the DWH model.

exceptionally
profitable

fraud recognized[revenue >= 0]

[revenue < 0] [revenue >= x]

[revenue < x]

Contract
Monthly Snapshot

T

Contract
Transactions

Contract
Monthly Snapshot

«Dimension»
Status

«DimensionAttribute»
status: Enumeration

{excep_profit, normal, 
not_profit, fraudulent}

«Measure»
revenue

not profitable

normal

fraudulent

pS
«Measure»

fraudulent: Boolean

pS

(a)

(b)

(c)

Fig. 8. Guard condition as measure (a), states as measure (b) or dimension (c)

5.4 Aggregation and Classification

State charts of business objects may also provide hints regarding aggregation and
classification hierarchies. First, nested states correspond to roll-up relationships,
the inner state being the special case and the outer state the more general. Also,
guard conditions may define levels in the hierarchy, as they separate instances
into groups. In the case of a specific “status” dimension mentioned above, the
states covered by this dimension then may also correspond to levels.

rolls-up «Level»
All active

«Level»
All renewed

«Dimension»
Contract

active

new

renewed

renewal

Fig. 9. Nested states of a business object correspond to a roll-up relationship

6 Related Work

Using UML Profiles to model the structure and behavior of Data Warehouses as
well as related aspects such as ETL processes has become increasingly popular,
also due to the rise of the Model-Driven Architecture (MDA [6]).

Trujillo and Luján-Mora introduced a Data Warehouse design framework in
[7], which is supported among others by the UML Profile for Modeling ETL
processes [8], a Profile for Physical Modeling of Data Warehouses [9], and a
Profile for Multidimensional Modeling [10].

UML has also been applied to aspects such as DWH security. Fernandez-
Medina et al. have extended UML for Designing Secure Datawarehouses [11].

In [12], Mazon et al. show how the MDA can be applied to Data Warehousing.
Our contribution widens the scope of conceptual modelling in Data Warehousing
to include more than structural models.
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7 Conclusion

In this work, we have addressed that fact that there are no existing models
for describing how business objects and their states are represented in a DWH.
Business object states can be distributed over many parts of the DWH, and
appear in measures, dimension attributes, levels, etc.

We introduced the UML Profile for Representing the Lifecycle of Business
Objects in a Data Warehouse. It makes the relationship between the business
objects and the DWH visible and accessible, as it allows to model various el-
ements of DWHs and their data models in combination with UML 2.0 state
machines. Using the UML Profile, we identified 14 correspondence patterns be-
tween state machines and DWH. The UML Profile and the correspondences are
applied to an example.
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Abstract. Indexing schemes are redundant structures offered by DBMSs
to speed up complex queries. Two types of indices are available: mono-
attribute indices (B-tree, bitmap, hash, etc.) and multi-attribute indices
(join indices, bitmap join indices). In relational data warehouses, bitmap
join indices (BJIs) are bitmap indices for optimizing star join queries
through bit-wise operations. They can be used to avoid actual joins of
tables, or to greatly reduce the volume of data that must be joined, by
executing restrictions in advance. BJIs are defined using non-key dimen-
sion attributes and fact key attributes. Moreover, the problem of selecting
these indices is difficult because there is a large number of candidate at-
tributes (defined on dimension tables) that could participate in building
these indices. To reduce this complexity, we propose an approach which
first prunes the search space of this problem using data mining techniques,
and then based on the new search space, it uses a greedy algorithm to select
BJIs that minimize the cost of executing a set of queries and satisfy a stor-
age constraint. The main peculiarity of our pruning approach, compared
to the existing ones (that use only appearance frequencies of indexable at-
tributes appearing in queries as a pruning metric), is that it uses others
parameters such as the size of their dimension tables, the length of each
tuple and the size of a disk page.

Keywords: Physical design, bitmap join index, pruning algorithms, data
mining.

1 Introduction

Relational data warehouses are usually modelled using relational schemas like
star and snow flake schemas. On the top of these schemas, complex queries are
executed and are characterized by their restrictions on the dimension non-key
attributes and join operations between dimension tables and the fact table. The
major bottleneck in evaluating such queries is the join between a large fact
table and the surrounding dimension tables [14]. To optimize join operations,
many structures have been proposed in the literature. We can classify them into
two main categories: (1) non redundant structures and (2) redundant structures.
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The first category concerns different implementations of the join operation (e.g.,
hash join). These structures are efficient when (a) the size of joined tables is
reasonable and (b) the join concerns two tables [7]. Redundant structures, like
materialized views [13] and join indices [16], are more efficient to speed up join
operation involving many tables [11]. Their main drawbacks are the extra storage
requirement and the maintenance overhead.

In this paper, we concentrate on one redundant structure called bitmap join
index (BJI). The join index has been proposed in 80’s [16] and it consists in pre-
computing the join operation usually involving two relations. In the context of
relational data warehouses, a join index has been extended to a multi-table join
index by concatenating columns from different dimension tables and lists RIDs
(row identifiers) in the fact table from each concatenated value [15]. This index
allows multidimensionality to be explicitly represented [7]. Another variant of
the join index, called bitmap join index, is proposed. It is defined as a bitmap
index on the fact table F based on one or several column(s) of dimension table(s).
Besides disk saving (due to their binary representation and potential compression
[9]), such index speeds up queries having Boolean operations (such as AND, OR
and NOT) and COUNT operations.

The task of index selection is to automatically select an appropriate set of
indices for a data warehouse and a workload under resource constraints (storage,
maintenance, etc.). It is challenging for the following reasons [3]: The size of
a relational data warehouse schema may be large (many tables with several
columns), and indices can be defined on a set of columns. Therefore, the search
space of indices that are relevant to a workload can be very huge [17]. To deal
with this problem, most of approaches use two main phases: (1) generation of
candidate attributes and (2) selection of a final configuration. The first phase
prunes the search space of index selection problem by eliminating some non
relevant attributes. In the second phase, the final indices are selected using
greedy algorithms [4], linear programming algorithms [3], etc. The quality of the
final set of indices depends essentially on the pruning phase. To prune the search
space of index candidates, many approaches were proposed [4,17,3,10,2], that
can be classified into two categories: heuristic enumeration-driven approaches
and data mining driven approaches. In heuristic enumeration-driven approaches,
heuristics are used. For instance, in [4], a greedy algorithm is proposed that uses
optimizer cost of SQL Server to decide the goodness of a given configuration of
indices. The weakness of this work is that it imposes the number of generated
candidates. DB2 Advisor is another example belonging to this category [17],
where the query parser is used to pick up selection attributes used in workload
queries. The generated candidates are obtained by a few simple combinations of
selection attributes [17].

In data mining driven approaches, the pruning process is done using data min-
ing techniques, like in [2], where Close algorithm [12] is used to generate BJI can-
didates, without imposing the number of index candidates as in the first category.
The basic idea is to generate frequent closed itemsets representing groups of at-
tributes that could participate in selecting the final configuration of BJIs.
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Our proposed work belongs to the second category (data mining driven ap-
proaches). By examining the unique work done on selecting BJIs using data
mining techniques [2], we figure out that it only uses the appearance frequencies
of attributes to generate frequent closed itemsets, where each one represents a
BJI candidate. Since in the vertical partitioning of databases the frequency pa-
rameter is not sufficient in getting a good fragmentation schema [5], we believe
that a similar observation holds for the BJI selection problem. Indeed, Fun et
al. [5] showed the weakness of affinity-based algorithms (that use only query
frequencies) in reducing the query processing cost. To get a better result, they
recommend the use of other parameters like the size of tables, the length of
tuples, the size of disk page, etc. Based on that observation, we propose two
pruning algorithms, called DynaClose and DynaCharm (based on Close and
ChARM, respectively) that take into account the above parameters as part of
the pruning metric, since the cost of join operations depends heavily on the size
of joined tables [6]. Once the pruning phase is processed, a greedy algorithm
is executed to select a set of BJIs that reduces the query processing cost and
satisfies the storage constraint.

This paper is organized into five sections: Section 2 presents a formalization
of the problem of selecting BJIs as an optimization problem, and shows the limi-
tation of the unique related work. Section 3 presents our approach by describing
pruning algorithms to generate BJI candidates and a greedy algorithm for se-
lecting the final BJIs. Section 4 validates our work using experimental studies.
Section 5 concludes the paper and suggests future directions.

2 Bitmap Join Indices

A BJI is defined on one or several non key dimension attributes with low car-
dinality (that we call indexable column) joining their tables with the fact table.
An indexable attribute Aj of a given dimension table Di for a BJI is a column
D.Aj , such that there is a condition of the form Di.Aj θ Expression in the
WHERE clause. The operator θ must be among {=, <, >, <=, >=}. An example
of SQL statement for creating a BJI defined on dimension table Customer and
fact table Sales based on gender attribute (indexable column) is given below:

CREATE BITMAP INDEX Sales c gender bjix ON (Customers.cust gender)
FROM Sales, Customers WHERE Sales.cust id = Customers.cust id;

This index may speed up the following query: SELECT count(*) FROM Sales,
Customers WHERE gender=’F’ and Sales.cust id = Customers.cust id;
by counting only the number of 1 in the bitmap corresponding to the gender
=’F’, without any access to the fact table Sales and dimension table Customer.

Since a BJI can be built on one or several attributes to speed up join opera-
tions between several tables, the number of all possible BJIs may be very large.
Moreover, selecting an optimal configuration of BJIs for a given data warehouse
schema and a workload is an NP-complete problem [3,17].

BJI selection problem can be formalized as follows: given a data warehouse with
a set of dimension tables D = {D1, D2, ..., Dd} and a fact table F , a workload Q
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of queries Q = {Q1, ..., Qi, ..., Qm}, where each query Qi has an access frequency,
and storage constraint S, the aim of BJI selection problem is to find a set of BJIs
minimizing the query processing cost and satisfying the storage requirement S.

2.1 Basic Concepts on Data Mining

In Apriori-like algorithms [1], rule mining is conducted in two steps: detection
of all frequent (large) itemsets (i.e., groups of items that occur in the database
with a support ≥ a minimal support called minsup), and utilization of frequent
itemsets to generate association rules that have a confidence ≥ minconf. The
first step may lead to a set of frequent itemsets (FIs) that grows exponentially
with the whole set of items. To reduce the size of the FI set, some studies were
conducted on frequent closed itemsets (FCIs) and maximal frequent itemsets
(i.e., itemsets for which every superset is infrequent).

The Close algorithm [12] is one of the first procedures for FCI generation.
Like Apriori, it performs a level-wise computation within the powerset lattice.
However, it exploits the notion of generator of FCIs to compute closed itemsets.
ChARM [18] is another procedure which generates FCIs in a tree organized
according to inclusion. The computation of the closure and the support is based
on a efficient storage and manipulation of TID-sets (i.e., the set of transactions
per item). Closure computation is accelerated using diffsets, the set difference on
the TID-sets of a given node and its unique parent node in the tree. Closet [8]
generates FCIs as maximal branches of a FP-tree, a structure that is basically a
prefix tree (or trie) augmented with transversal lists of pointers.

In the following we will exploit Close and ChARM to identify frequent
closed itemsets (in our case, the attributes to be indexed).

2.2 Weakness of Existing Pruning Approaches

To show the limitations of one of the existing approaches for index selection,
we consider the following example: suppose we have a star schema with two di-
mension tables Channels (denoted by Ch) and Customer (C) and a fact table
Sales (S). The cardinality of these tables (number of instances) is: ||Sales|| =
46521, ||channels|| = 5 and ||customers|| = 30000. On the top of this schema,
five queries are executed (see Table 1). The Close algorithm used by [2] to select
index candidates with a minsup = 3 (in absolute value) returns a BJI (called,
sales desc bjix) defined on Channels and Sales using channel desc attribute.
This is due to the fact that there are three occurrences of the same selection
predicate defined on that attribute in the five queries. Since the cust gender
attribute is not more frequent than C.channel desc attribute, no index is pro-
posed. However, the presence of such index may reduce the query processing
cost due to the large size of the Customer table (30 000 instances), while the
table Channels that participates to the sales desc bjix has only five instances.
This example shows the limitations of Aouiche’s approach that uses only the
frequency of attributes to prune the search space for the BJI selection problem.
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Table 1. Query Description

(1) select S.channel id, sum(S.quantity sold) from S, C
where S.channel id=C.channel id and C.channel desc=’Internet’ group by S.channel id

(2) select S.channel id, sum(S.quantity sold), sum(S.amount sold) from S, C
where S.channel id=C.channel id and C.channel desc =’Catalog’ group by S.channel id

(3) select S.channel id, sum(S.quantity sold),sum(S.amount sold) from S, C
where S.channel id=C.channel id and C.channel desc =’Partners’ group by S.channel id

(4) select S.cust id, avg(quantity sold) from S, C
where S.cust id=C.cust id and C.cust gender=’M’ group by S.cust id

(5) select S.cust id, avg(quantity sold) from S, C
where S.cust id=C.cust id and C.cust gender=’F’ group by S.cust id

To overcome this limitation, we enrich the pruning function by considering other
parameters like the size of tables, tuples, and pages.

3 Our Proposed Approach

In order to select a set of BJIs that minimizes the query processing cost and
satisfies the storage constraint S, we consider an approach with two steps com-
monly found in the existing index selection approaches: (1) generating candidate
attributes and (2) selecting the final configuration and BJIs.

3.1 Generation of Candidate Attributes

The input of this step is the contextmatrix. It is constructed using the set of queries
Q = {Q1, Q2, ..., Qm} and a set of indexable attributes A = {A1, A2, ..., Al}. The
matrix has rows and columns that represent queries and indexable attributes, re-
spectively. A value of this matrix is given by:

Uses(Qi, Aj) =
{

1 if query Qi uses a selection predicate defined on Aj

0 otherwise

Example 1. Assume we have five queries (see Table 1). To facilitate the construc-
tion of the context matrix, we rename the indexable attributes as follows:
Sales.cust id = A1, Customers.cust id = A2; Customers.cust gender = A3,
Channels.channel id = A4; Sales.channel id = A5; Channels.channel desc =
A6. The matrix is given below.

A1 A2 A3 A4 A5 A6

Q1 0 0 0 1 1 1
Q2 0 0 0 1 1 1
Q3 0 0 0 1 1 1
Q4 1 1 1 0 0 0
Q5 1 1 1 0 0 0

Support 2
5

2
5

2
5

3
5

3
5

3
5
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To prune the search space of the BJI selection problem, we propose two algorithms
DynaClose and DynaCharm which are an adaptation of Close [12] and ChARM

[18], respectively. We used Close because it has been exploited by Aouiche et al.
[2] for the same purpose (i.e., selecting BJIs), and hence will allow us to better com-
pare the performance of our approach with Aouiche’s approach. Our adaptation
concerns especially the pruning metric which is different from the one (i.e., the sup-
port) used in Close andChARM. The new metric, called fitness metric, penalizes
the FCIs related to small dimension tables. It is expressed by: 1

n×(
∑n

i=1 supi×αi),
where n represents the number of non-key attributes in each FCI and αi is equal
to |Di|

|F | , where |Di| and |F | represent the number of pages needed to store the di-
mension table Di and the fact table F , respectively 1.

Example 2. The itemset {A1, A2, A3} ({A4, A5, A6} respectively) has a support
equal to 0.4 (0.6 resp.) and a fitness equal to 0.12896 (0.0001 resp.).

The set of the FCIs generated by DynaClose must be purified to avoidnon coherent
BJIS. Let us recall that a BJI is built between a fact table and dimension table(s)
based on non-key attributes. Three scenarios of purification are considered: (1) a
generatedFCI contains only keys attributes (of dimension tables) or foreignkeys of
the fact table, (2) a given FCI has a number of key attributes higher than the num-
ber of non-key attributes. For one non-key attribute, we need two key attributes
for building BJIs. Generally, for N selection attributes, 2 × N key-attributes are
required, and (3) the FCI contains only non-key attributes.

3.2 Selection of the Final Configuration

Once the candidate attributes (purified FCIs) are computed, the final configura-
tion of BJIs is calculated. To select this configuration, we propose a greedy algo-
rithm. The input of this algorithm includes: (a) a star schema, (b) a set of queries:
Q = {Q1, Q2, · · · , Qm}, (c) PURBJI (representing the purified FCIs), and (d)
a storage constraint S. Our algorithm starts with a configuration having a BJI
defined on an attribute (of PURBJI) with smallest cardinality (let say, Imin),
and iteratively improves the initial configuration by considering other attributes
of PURBJI until no further reduction in total query processing cost is possible
or the constraint S is violated. Our greedy algorithm is based on a mathematical
cost model, an adaptation of an existing one [2] that computes the number of disk
page accesses (I/O cost) when executing the set of queries.

4 Experimental Studies

To evaluate our approach, we first implemented in Java five algorithms, namely
Close, ChARM, DynaClose, DynaCharm and the greedy algorithm on a PC

1 The number of pages occupied by a table T is calculated as follows: |T | =
⌈

||T ||×LT
PS

⌉
,

where ||T ||, LT and PS represent the number of instances of T , the length of an in-
stance of T and the page size, respectively.
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Algorithm 1. Greedy Algorithm for BJIs Selection
Let: BJIj be a BJI defined on attribute Aj . Size(BJIj) be the storage cost of BJIj

Intput: Q: a set of queries, PURBJI : purified FCIs, and a storage constraint S.
Output: Configfinale: set of selected BJIs.
begin

Configfinale = BJImin;
S := S − Size(BJImin);
PURBJI := PURBJI − Amin; Amin is the attribute used to defined BJImin

WHILE (Size(Configfinale) ≤ S) DO
FOR each Aj ∈ BJISET DO

IF (COST [Q, (Configfinale ∪ BJIj))] < COST [Q, Configfinale])
AND ((Size(Configfinale ∪ BJIj) ≤ S)) THEN

Configfinale := Configfinale ∪ BJIj ;
Size(Configfinale) := Size(Configfinale) + Size(BJIj);
PURBJI := PURBJI − Aj ;

end

Pentium IV and 256Mo of memory, where the first two procedures rely on the sup-
port to compute FCIs while DynaClose, DynaCharm make use of the fitness. We
then conducted a set of experiments using the same dataset exploited by Aouiche
et al. [2]. The star schema of data has one fact table Sales (16 260 336 tuples),
five dimension tables: Customers (50 000 tuples), Products (10 000 tuples), Pro-
motions (501 tuples), Time (1 461 tuples) and Channels (5 tuples). The proposed
benchmark includes also forty OLAP queries.

The experiments were conducted according to four scenarios: (1) identification
of the values of minsup that give an important number of FCIs, (2) evaluation of
different approaches (Close, DynaClose, ChARM and DynaCharm) by execut-
ing the 40 queries on a non indexed data warehouse without considering storage
constraint, (3) evaluation of different approaches by considering the storage con-
straint and (4) measurement of CPU bound of different approaches.

First, we carried out experiments to set the appropriate value of minsup that
allows the generation of a large set of FCIs. The results show that the appropriate
minsup value should be set to 0.05.

4.1 Evaluation Without Storage Constraint

Figure 1 shows how different indexing approaches reduce the cost of executing the
40 queries with an increasing number of minimum support. The main result is that
Dynaclose outperforms approaches for almost all values of minsup. However, its
performance deteriorates (in the sense that no candidate indices can be generated)
when the minsup value becomes high. We notice that for minsup values exceeding
0.475, Close, ChARM and DynaCharm stop generating new FCIs, and hence
the query processing cost remains stable.

A comparison between DynaCharm and DynaClose shows that they have a sim-
ilar performance for small minsup values (ranging between 0.05 and 0.175). These
results coincide with the experimental study of Zaki et al. [18]. However, as we
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increase the minsup, the performance gap between DynaClose and DynaCharm
becomes larger. This is due to the fact that DynaCharm processes branches in a
depth-first fashion, and FCIs are formed only at the end of an iteration.

4.2 Evaluation of DynaClose et Dynacharm with Storage Constraint

The set of BJIs generated by DynaClose and DynaCharm for a minsup=0.05 re-
quires storage of 147 MB(see Figure 3). This value is very high ifwe compare itwith
the size of the fact table which is 372 MB. Consequently, we execute our greedy al-
gorithm for selecting BJIs by considering various storage values with a fixed value
of minsup equal to 0.05. This value allows the generation of a large number of index
candidates. Figure 2 shows that DynaClose and DynaCharm improve the perfor-
mance by 43% (compared to the solution without indexing) for 44 MB of storage
(almost 3 times smaller than the initial space of 147 MB). With the same storage,
ChARM andClose give a 33,56% gain. Ourproposed variants Dynaclose and Dy-
nacharm provide a better performance than the traditional approaches (i.e., using
support rather than fitness) for all the values of the considered storage, except for
the storage space 84 MB (where all approaches provide the same gain of 58,19%).

4.3 Evaluation of Different Approaches Based on CPU Bound

We have conducted experiments about the execution time (in microseconds) of
each algorithm according to a varying value of minsup. Figure 4 shows that Dy-
naCharm and DynaClose need more execution time to prune the search space com-
pared to ChARM and Close. This result was foreseeable since contrary to tradi-
tional approaches (Closed and ChARM) which prune according to the minsup,
our two algorithms take more time since the pruning phase is done in two stages: it
enumerates first the infrequent itemsets according to minsup and then calculates
the fitness function for each generated FCI. The results show that DynaCharm is
the procedure which requires the highest time for almost all minsup values that we
consider, but it remains stable for high minsup. This is due to the pruning phase
of DynaCharm since it is carried out only when we get maximized closed itemsets.
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5 Conclusion

In this paper, we proposed an approach that automatically selects bitmap join
indices by computing frequent closed itemsets (attribute sets). Our approach pro-
ceeds in two main steps: (1) it uses data mining procedures, called DynaClose and
DynaCharm (adaptations of Close and ChARM algorithms) to prune the search
space of the bitmap join index selection problem, and (2) it uses a greedy algorithm
to select the final configuration of indices. The main peculiarity of our pruning
approach, compared to the existing ones where only frequency of dimension at-
tributes is used, lies in the utilization of not only the frequency of an attribute in a
query but also other parameters like the size of tables, pages, and tuples. Once the
pruning phase is executed, we exploit our greedy algorithm that uses a cost model
to generate the appropriate set of indices. Our approach was validated through
experimentations.

We plan to extend this work into two directions: (i) dynamic change of BJIs
when significant changes in the workload and table sizes occur, and (ii) handle the
problem of view materialization in data warehouses using a similar approach.
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Abstract. Representative-based clustering algorithms are quite popular due to 
their relative high speed and because of their sound theoretical foundation. On 
the other hand, the clusters they can obtain are limited to convex shapes and 
clustering results are also highly sensitive to initializations. In this paper, a 
novel agglomerative clustering algorithm called MOSAIC is proposed which 
greedily merges neighboring clusters maximizing a given fitness  
function.  MOSAIC uses Gabriel graphs to determine which clusters are 
neighboring and approximates non-convex shapes as the unions of small 
clusters that have been computed using a representative-based clustering 
algorithm. The experimental results show that this technique leads to clusters of 
higher quality compared to running a representative clustering algorithm stand-
alone. Given a suitable fitness function, MOSAIC is able to detect arbitrary 
shape clusters. In addition, MOSAIC is capable of dealing with high 
dimensional data. 

Keywords: Post-processing, hybrid clustering, finding clusters of arbitrary 
shape, agglomerative clustering, using proximity graphs for clustering. 

1   Introduction 

Representative-based clustering algorithms form clusters by assigning objects to the 
closest cluster representative. k-means is the most popular representative-based 
clustering algorithm: it uses cluster centroids as representatives and iteratively 
updates clusters and centroids until no change in the clustering occurs. k-means is a 
relatively fast clustering algorithm with a complexity of O(ktn), where n is the 
number of objects, k is the number of clusters, and t is the number of iterations. The 
clusters generated are always contiguous. However, when using k-means the number 
of clusters k has to be known in advance, and k-means is very sensitive to 
initializations and outliers. Another problem of k-means clustering algorithm is that it 
cannot obtain clusters that have non-convex shapes [1]: the shapes that can be 
obtained by representative-based clustering algorithms are limited to convex 
polygons. 
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In theory, agglomerative hierarchical clustering (AHC) [2] is capable of detecting 
clusters of arbitrary shape. However, in practice, it performs a very narrow search, 
merging the two closest clusters without considering other merging candidates and 
therefore often misses high quality solutions. Moreover, its time complexity is O(n2) 
or worse. Finally, many variations of AHC obtain non-contiguous clusters. [3] 

 
 

(a) Input                                  (b) Output 
 

Fig. 1. An illustration of MOSAIC’s approach 

This paper proposes a hybrid clustering technique that combines representative-
based with agglomerative clustering trying to maximize the strong points of each 
approach. A novel agglomerative clustering algorithm called MOSAIC is proposed, 
which greedily merges neighboring clusters maximizing a given fitness function and 
whose implementation uses Gabriel graphs [4] to determine which clusters are 
neighboring. Non-convex shapes are approximated as the union of small convex 
clusters that have been obtained by running a representative-based clustering 
algorithm, as illustrated in Fig. 1. Creating mosaics in art is the process of assembling 
small pieces to get a sophisticated design. Similarly, the proposed MOSAIC algorithm 
pieces convex polygons together to obtain better clusters.  

 
1. Run a representative-based clustering algorithm to create a 

large number of clusters. 
2. Read the representatives of the obtained clusters. 
3. Create a merge candidate relation using proximity graphs. 
4. WHILE there are merge-candidates (Ci ,Cj) left  

BEGIN 
Merge the pair of merge-candidates (Ci,Cj), that    
enhances fitness function q the most, into a new  
cluster C’ 
Update merge-candidates: 
∀C Merge-Candidate(C’,C) ⇔  
  Merge-Candidate(Ci,C) ∨  Merge-Candidate(Cj,C)  

    END 
RETURN the best clustering X found. 

 

Fig. 2. Pseudo code for MOSAIC 

Relying on proximity graphs the MOSAIC conducts a much wider search which, 
we claim, results in clusters of higher quality. Moreover, the expensive, 
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agglomerative clustering algorithm is only run for usually less than 1000 iterations; 
therefore, the impact of its high complexity on the overall run time is alleviated, 
particularly for very large data sets. Furthermore, the proposed post-processing 
technique is highly generic in that it can be used with any representative-based 
clustering algorithm, with any proximity graph and with any cluster evaluation 
function. Fig. 2 gives the pseudo code of the proposed MOSAIC algorithm.    

In summary, MOSAIC merges pairs of neighboring clusters maximizing an 
externally given fitness function q, and this process is continued until only one cluster 
is left. Finally, the best clustering is determined and returned. Using cluster 
representatives obtained from a representative-based clustering algorithm as an input, 
a proximity graph is generated to determine which of the original clusters are 
neighboring and a merge-candidate relation is constructed from this proximity graph. 
When clusters are merged, this merge-candidate relation is updated incrementally 
without any need to regenerate proximity graphs.  

The main contributions of the paper are; 

− It introduces a hybrid algorithm that combines strong features of representative-
based clustering and agglomerative clustering. 

− The algorithm provides flexibility by enabling to plug-in any fitness functions 
and is not restricted to any specific cluster evaluation measure. 

− The algorithm conducts a much wider search, compared to traditional 
agglomerative clustering algorithms, by considering neighboring clusters as 
merge candidates. 

The organization of our paper is as follows. Section 2 describes MOSAIC in more 
detail. Then the performance study of MOSAIC and the comparative study with 
DBSCAN and k-means are explained in section 3. Related work is reviewed in 
Section 4, and a conclusion is given in Section 5 respectively. 

2   Post-processing with MOSAIC 

This section discusses MOSAIC in more detail. First, proximity graphs are introduced 
and their role in agglomerative clustering is discussed. Next, an internal cluster 
evaluation measure will be discussed that will serve as a fitness function in the 
experimental evaluation. Finally, MOSAIC’s complexity is discussed  

2.1   Using Gabriel Graphs for Determining Neighboring Clusters 

Different proximity graphs represent different neighbor relationships for a set of 
objects. There are various kinds of proximity graphs [5], with Delaunay graphs [6] 
(DG) being the most popular ones. The Delaunay graph for a set of cluster 
representatives tells us which clusters of a representative-based clustering are 
neighboring and the shapes of representative-based clusters are limited to Voronoi 
cells, the dual to Delaunay graphs. 

Delaunay triangulation (DT) [7] is the algorithm that constructs the Delaunay 
graphs for a set of objects. Unfortunately, using DT for high dimensional datasets is 
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impractical since it has a high complexity of )( 2

d

nΟ  (when d>2), where d is the 

number of dimensions of a data set. Therefore, our implementation of MOSAIC uses 
another proximity graph called Gabriel graphs (GG) [4] instead, which is a sub-graph 
of the DG. Two points are said to be Gabriel neighbors if their diametric sphere does 
not contain any other points. The pseudo code of an algorithm that constructs the GG 
for a given set of objects is given in Fig. 3. Constructing GG has a time complexity 
of )( 3dnΟ  but faster, approximate algorithms ( )( 2dnΟ ) to construct GG exist [8]. 

 
Let R = {r1, r2,…, rk}, be a set of cluster representatives 
FOR each pair of representatives (ri, rj),  
  IF for each representative rp , the following inequality  

        ),(),(),( 22
pjpiji rrdrrdrrd +≤  

        where p ≠ i, j and rp ∈  R, is true, 
  THEN ri and rj are neighboring.  
d(ri, rj) denotes the distance of representatives ri and rj. 

 
Fig. 3. Pseudo code for constructing Gabriel graphs 

Gabriel graphs are known to provide good approximations of Delaunay graphs 
because a very high percentage of the edges of a Delaunay graph are preserved in the 
corresponding Gabriel graph [9]. MOSAIC constructs the Gabriel graph for a given 
set of representatives, e.g. cluster centroids in the case of k-means, and then uses the 
Gabriel graph to construct a boolean merge-candidate relation that describes which of 
the initial clusters are neighboring. This merge candidate relation is then updated 
incrementally when clusters are merged. The illustration of the Gabriel graph 
construction in MOSAIC is shown in Fig. 4 in which cluster representatives are 
depicted as squares, objects in a cluster a represented using small blue circles, and 
clusters that have been obtained by a representative algorithm are visualized using 
doted lines. 

 
 

 
Fig. 4. Gabriel graph for clusters generated by a representative-based clustering algorithm 
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2.2   Cluster Evaluation Measures for Traditional Clustering 

Many evaluation measures have been proposed in the literature [2]. In this paper, we 
use Silhouettes [10] which is an internal evaluation measure that has been widely used 
to assess cluster quality. Silhouettes is a popular cluster evaluation technique that 
takes into consideration both cohesion and separation. The definition of Silhouettes is 
as follows: 
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In the formula (1), bi is average dissimilarity of an object oi to all other objects oj in 

the same cluster. ai is minimum of average dissimilarity of an object oi to all objects oj 
in another cluster (the closest cluster). To measure quality not for one object but entire 
clustering, we use average of Silhouettes over whole dataset. The fitness function 
q(X) is defined as follows: 
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where n is the number of objects in a dataset.  

2.3   Complexity 

The time complexity of our proposed hybrid clustering algorithm depends on two 
factors: the complexity of the representative-based clustering algorithm and of the 
MOSAIC algorithm itself. Analyzing MOSAIC’s complexity, we already discussed 

that the cost for constructing the Gabriel Graph is O(k3). After that, we have to merge 
the k vertices of the Gabriel Graph. Basically, a Delaunay Graph is a planar graph; 
since a Gabriel Graph is a connected subset of a Delaunay Graph, we have that the 
number e of edges of our GG is k-1 ≤ e ≤ 3k-6. This means that the number of edges e 
in the graph is always linear with respect to the number of vertices: e=O(k). Thus, at 

the ith iteration, O(k)-i new merge-candidates are created for the newly created cluster 

that have to be evaluated, which adds up to O(k2) fitness function evaluations: (O(k-1) 
+ O(k-2) + . . . + 1). Putting this all together, we obtain a time complexity of the 

MOSAIC algorithm of: O(k3 + k2*(O(q(X)))  where O(q(X)) is the time complexity of 
the fitness function. A lower complexity for MOSAIC can be obtained if the fitness of 
a particular clustering can be computed incrementally during the merging stages 
based on results of previous fitness computations.  
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3   Experiments 

We compare MOSAIC using the Silhouettes fitness function with DBSCAN and k-
means1. Due to space limitations we are only able to present a few results; a more 
detailed experimental evaluation can be found in [3]. We conducted our experiments 
on a Dell Inspiron 600m laptop with a Intel(R) Pentium(R) M 1.6GHz processor with 
512 MB of RAM. We set up three experiments that use the following datasets: an 
artificial dataset called 9Diamonds[11] consisting of 3,000 objects with 9 natural 
clusters, Volcano[11] containing 1,533 objects, Diabetes[12] containing 768 objects, 
Ionosphere[12] containing 351 objects, and Vehicle[12] containing 8,469 objects.  
 
Experiment 1: The experiment compares the clustering results generated by running 
k-means with k=9 with MOSAIC for the 9Diamonds dataset. 
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by k-means with  
k = 9 

(b) MOSAIC 
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(c) MOSAIC output 
with k = 9 

(d) DBSCAN with 
MinPts = 35 and  
ε = 0.05 

 

Fig. 5. Experimental results for the 9Diamonds dataset 

Discussion: As shown in Fig. 5 (a), k-means is not able to discover the natural 
clusters. MOSAIC, on the other hand, is able to discover the natural clusters by 
iteratively merging the sub-clusters that have been depicted in Fig. 5 (b) by 
maximizing the Silhouettes fitness function: the clustering with the highest fitness 
value is displayed in Fig. 5 (c). 
 
Experiment 2: The experiment compares the clustering results generated by 
MOSAIC and DBSCAN for two two-dimensional datasets: 9Diamonds and Volcano.  
 
Discussion: To use DBSCAN, we have to choose values for two parameters: MinPts 
and ε. One challenge of this experiment is to find proper values for those parameters. 
First, we used the procedure that has been proposed in the original paper [13] to select 
values for MinPts and ε. Unfortunately, this procedure did not work very well: 
DBSCAN just created a single cluster for both datasets tested. Therefore, relying on 
human intuition, we employed a manual, interactive procedure that generated 80 pairs 
of parameters for DBSCAN. The parameters selected by the second procedure lead to 

                                                           
1 In general, we would have preferred to compare our algorithm also with CHAMELEON and 

DENCLUE. However, we sadly have to report that executable versions of these two 
algorithms no longer exist. 
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much better results. We observed that ε values that produce better clustering results 
are much smaller than those suggested by analyzing the sorted k-dist graph. Fig. 5 (d) 
depicts one of the best clustering results obtained for DBSCAN for the 9Diamonds 
dataset. MOSAIC correctly clusters the dataset while DBSCAN reports a small 
number of outliers in the left corner of the bottom left cluster.  

Volcano is a real world dataset that contains chain-like patterns with various 
densities. In general, DBSCAN and MOSAIC produced results of similar quality for 
this dataset. Fig. 6 depicts a typical result of this comparison: MOSAIC does a better 
job in identifying the long chains in the left half of the display (Fig. 6 (a)), whereas 
DBSCAN correctly identifies the long chain in the upper right of the display (Fig. 6. 
(b)). DBSCAN and MOSAIC both fail to identify all chain patterns.  
  

(a) MOSAIC 
 

(b) DBSCAN with MinPts = 5 and ε = 0.02 

Fig. 6. Experimental results of MOSAIC and DBSCAN on Volcano dataset 

Experiment 3: This experiment compares MOSAIC and k-means on three high 
dimensional datasets: Vehicle, Ionosphere, and Diabetes. The quality of clustering 
results is compared using the Silhouettes cluster evaluation measure. MOSAIC’s 
input were 100 clusters that have been created by running k-means. Next, MOSAIC 
was run and its Silhouette values were averaged over its 98 iterations. These 
Silhouette values were compared with the average Silhouette values obtained by 
running k-means with k = 2 – 99. Table 1 summarizes the findings of that experiment. 

Table 1. Information for the high dimensional datasets and experimental results 

Dataset 
Number 

of objects 
Number of 
dimensions 

Average Silhouette 
coefficient of k-means 

Average Silhouette 
coefficient of MOSAIC 

Vehicle 8,469 19 0.20013 0.37157 
Ionosphere 351 34 0.2395 0.26899 
Diabetes 768 8 0.23357 0.24373 

 
Discussion: MOSAIC outperforms k-means quite significantly for the Vehicle dataset 
and we see minor improvements for the Ionosphere and Diabetes datasets. 
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4   Related Work 

Discovering arbitrary shape clusters is very important in many domains such as hot 
spot detection, region discovery and spatial data mining. Jiang [1] proposes spatial 
clustering techniques that employ hierarchical clustering accompanied by tree-like 
diagrams and claim that this is a beneficiary for visualizing cluster hierarchies at 
different levels of detail. Anders [14] developed an unsupervised graph-based 
clustering algorithm, called Hierarchical Parameter-free Graph Clustering (HPGCL) 
for spatial data analysis. Various proximity graphs are used to define coarse-to-fine 
hierarchical segmentation of data.  

Density-based clustering methods [13, 15, 16, and 17] have been found to be efficient 
for discovering dense arbitrary shaped clusters, such as the ones in the 9Diamonds 
dataset. The main drawbacks of density-based clustering algorithms are their need for 
parameters tuning, and their usually poor performance for datasets with varying density. 
Moreover, they do not seem to be suitable for high dimensional data.  

There has been significant research centering on hybrid clustering. CURE is a 
hybrid clustering algorithm that integrates a partitioning algorithm with an 
agglomerative hierarchical algorithm [18]. CURE agglomeratively merges the two 
clusters that have the closest pair of representatives, and updates mean and a set of 
representative points. CHAMELEON [19] provides a sophisticated two-phased 
clustering algorithm. In the first phase, it uses a multilevel graph partitioning 
algorithm to create an initial set of clusters and in the second phase it iteratively 
merges clusters maximizing relative inter-connectivity and relative closeness. 
MOSAIC also relies on two-phase clustering but it has a major advantage over 
CHAMELEON and CURE by being able to plug-in any fitness function and not being 
restricted to evaluate clusters based on inter-connectivity and closeness. Lin and 
Zhong [20 and 21] propose hybrid clustering algorithms that combine representative-
based clustering and agglomerative clustering methods. However they employ 
different merging criteria and perform a narrow search that only considers a single 
pair of merge candidates. Surdeanu [22] proposes a hybrid clustering approach that 
combines agglomerative clustering algorithm with the Expectation Maximization 
(EM) algorithm. 

5   Conclusion 

This paper proposes a novel approach that approximates arbitrary-shape clusters 
through unions of small convex polygons that have been obtained by running a 
representative-based clustering algorithm. An agglomerative clustering algorithm 
called MOSAIC is introduced that greedily merges neighboring clusters maximizing 
an externally given fitness function. Gabriel graphs are used to determine which 
clusters are neighboring. We claim that using proximity graphs increases the number 
of merge candidates considerably over traditional agglomerative clustering algorithms 
that only consider “closest” clusters for merging, resulting in clusters of higher 
quality. MOSAIC is quite general and can be used with any representative-based 
clustering algorithm, any proximity graph, and any fitness function. Moreover, we 
claim that MOSAIC can be effectively applied to higher dimensional data. 
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MOSAIC also has some similarity with agglomerative grid-based clustering 
algorithms; both approaches employ micro-clusters which are grid-cells in their 
approach and convex polygons in our approach and greedily merge neighboring 
clusters. However, our approach is much more general by supporting more variety of 
shapes and it allows for convex polygons of different sizes. On the other hand, for a 
given grid structure it is easy to determine which clusters are neighboring, which is 
not true for our approach. 

We conducted experiments whose results suggest that using MOSAIC in 
conjunction with k-means can significantly improve cluster quality. Using Silhouettes 
function as a fitness function we also compared MOSAIC with DBSCAN; both 
algorithms obtained results of similar quality for most datasets tested. However, 
before using DBSCAN we had to spend significant efforts for parameter tuning which 
is not the case when using MOSAIC which only requires a single input parameter: the 
fitness function.  

However, based on our initial experimental results, we don’t believe that the 
Silhouettes function is the best possible fitness function to find arbitrary shape 
clusters. Consequently, in our current research we investigate to find more suitable 
fitness functions for this purpose. 
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Abstract. Clustering is a very important problem that has been ad-
dressed in many contexts and by researchers in many disciplines. This
paper presents a new stochastic nature inspired methodology, which
is based on the concepts of Particle Swarm Optimization (PSO) and
Greedy Randomized Adaptive Search Procedure (GRASP), for optimally
clustering N objects into K clusters. The proposed algorithm (Hybrid
PSO-GRASP) for the solution of the clustering problem is a two phase
algorithm which combines a PSO algorithm for the solution of the feature
selection problem and a GRASP for the solution of the clustering prob-
lem. Due to the nature of stochastic and population-based search, the
proposed algorithm can overcome the drawbacks of traditional cluste-
ring methods. Its performance is compared with other popular stochas-
tic/metaheuristic methods like genetic algorithms and tabu search.
Results from the application of the methodology to a survey data base
coming from the Paris olive oil market and to data sets from the UCI
Machine Learning Repository are presented.

Keywords: Particle Swarm Optimization, GRASP, Clustering Analysis.

1 Introduction

Clustering analysis identifies clusters (groups) embedded in the data, where
each cluster consists of objects that are similar to one another and dissimilar
to objects in other clusters ([5], [13], [17]). The typical cluster analysis con-
sists of four steps (with a feedback pathway) which are the feature selection
or extraction, the clustering algorithm design or selection, the cluster
validation and the results interpretation [17].

The basic feature selection problem (FSP) is an optimization one, where
the problem is to search through the space of feature subsets to identify the op-
timal or near-optimal one with respect to a performance measure. In the litera-
ture many successful feature selection algorithms have been proposed ([6], [10]).
Feature extraction utilizes some transformations to generate useful and novel
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features from the original ones. The clustering algorithm design or selec-
tion step is usually combined with the selection of a corresponding proximity
measure ([5], [13]) and the construction of a clustering criterion function which
makes the partition of clusters a well defined optimization problem. However, it
should be noted that the problem is NP-hard as the clustering objective func-
tions are highly non-linear and multi-modal functions and as a consequence it
is difficult to investigate the problem in an analytical approach. Many heuristic,
metaheuristic and stochastic algorithms have been developed in order to find a
near optimal solution in reasonable computational time. An analytical survey of
the clustering algorithms can be found in [5], [13], [17]. Cluster validity anal-
ysis is the assessment of a clustering procedure’s output. Effective evaluation
standards and criteria are used in order to find the degree of confidence for the
clustering results derived from the used algorithms. External indices, internal
indices, and relative indices are used for cluster validity analysis ([5], [17]). In
the results interpretation step, experts in the relevant fields interpret the data
partition in order to guarantee the reliability of the extracted knowledge.

In this paper, a new hybrid metaheuristic algorithm based on an Particle
Swarm Optimization (PSO) [7] algorithm for the solution of the feature selection
problem and on a Greedy Randomized Adaptive Search Procedure (GRASP)
[2] for the solution of the clustering problem is proposed. Such an algorithm
that combines a nature inspired intelligence technique like PSO and a stochastic
metaheuristic like GRASP is applied for the first time for the solution of this
kind of problems. In order to assess the efficacy of the proposed algorithm, this
methodology is evaluated on datasets from the UCI Machine Learning Repos-
itory and to a survey data set from Paris olive oil market. Also, the method
is compared with the results of three other metaheuristic algorithms for clus-
tering analysis that use a Tabu Search Based Algorithm [3], a Genetic Based
Algorithm [4] and an Ant Colony Optimization algorithm [1] for the solution of
the feature selection problem [10]. The rest of this paper is organized as follows:
In the next section the proposed Hybrid PSO-GRASP Algorithm is presented
and analyzed in detail. In section 3, the analytical computational results for the
datasets used in this study are presented while in the last section conclusions
and future research are given.

2 The Proposed Hybrid PSO-GRASP Algorithm for
Clustering

2.1 Introduction

The proposed algorithm (Hybrid PSO-GRASP) for the solution of the clustering
problem is a two phase algorithm which combines a Particle Swarm Optimization
(PSO) [7] algorithm for the solution of the feature selection problem and a
Greedy Randomized Adaptive Search Procedure (GRASP) for the solution of
the clustering problem. In this algorithm, the activated features are calculated
by the Particle Swarm Optimization algorithm (see 2.2) and the fitness (quality)
of each particle is calculated by the clustering algorithm (see 2.3).
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The problem of clustering N objects (patterns) into K clusters is considered.
In particular the problem is stated as follows: Given N objects in Rn , allocate
each object to one of K clusters such that the sum of squared Euclidean distances
between each object and the center of its belonging cluster (which is also to be
found) for every such allocated object is minimized. The clustering problem can
be mathematically described as follows:

Minimize J(w, z) =
N∑

i=1

K∑

j=1

wij ‖ xi − zj ‖2 (1)

Subject to
K∑

j=1

wij = 1, i = 1, ..., N (2)

wij = 0 or 1, i = 1, ..., N, j = 1, ..., K

where K is the number of clusters (given or unknown), N is the number of
objects (given), xi ∈ Rn, (i = 1, ..., N) is the location of the ith pattern (given),
zj ∈ Rn, (j = 1, ..., K) is the center of the jth cluster (to be found), (zj =

1
Nj

N∑

i=1

wijxi, where Nj is the number of objects in the jth cluster), and wij is

the association weight of pattern xi with cluster j, (to be found), where wij is
equal to 1 if pattern i is allocated to cluster j, ∀i = 1, ..., N, j = 1, ..., K and is
equal to 0, otherwise.

Initially in the first phase of the algorithm a number of features are activated,
using the Particle Swarm Optimization Algorithm. In order to find the clustering
of the samples (fitness or quality of the PSO algorithm) a GRASP algorithm is
used. The clustering algorithm has the possibility to solve the clustering problem
with known or unknown number of clusters. When the number of clusters is
known, the equation (1), denoted as SSE, is used in order to find the best
clustering. In the case that the number of clusters is unknown, the selection of
the best solution of the feature selection problem cannot be performed based on
the sum of squared Euclidean distances because when the features are increased
(or decreased) a number of terms are added (or subtracted) in equation (1) and
the comparison of the solutions is not possible, using only the SSE measure.
Thus the minimization of a validity index ([12], [14]) is used, given by:

validity =
SSE

SSC
. (3)

where SSC =
∑K

i

∑K
j (‖ zi − zj ‖)2 is the distance between the centers of the

clusters.

2.2 Particle Swarm Optimization for the Feature Selection Problem

Particle Swarm Optimization (PSO) is a population-based swarm intel-
ligence algorithm. It was originally proposed by Kennedy and Eberhart as a
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simulation of the social behavior of social organisms such as bird flocking and
fish schooling [7]. PSO uses the physical movements of the individuals in the
swarm and has a flexible and well-balanced mechanism to enhance and adapt to
the global and local exploration abilities. Most applications of PSO have con-
centrated on the optimization in continuous space while recently, some work has
been done to the discrete optimization problem [8].

The PSO algorithm first randomly initializes a swarm of particles. The posi-
tion of each individual (called particle) is represented by a d-dimensional vector
in problem space si = (si1, si2, ..., sid), i = 1, 2, ..., M (M is the population size),
and its performance is evaluated on the predefined fitness function. Thus, each
particle is randomly placed in the d-dimensional space as a candidate solution
(in the feature selection problem d corresponds to the number of activated fea-
tures). One of the key issues in designing a successful PSO for Feature Selection
Problem is to find a suitable mapping between Feature Selection Problem solu-
tions and particles in PSO. Every candidate feature in PSO is mapped into a
binary particle where the bit 1 denotes that the corresponding feature is selected
and the bit 0 denotes that the feature is not selected. The velocity of the i-th
particle vi = (vi1, vi2, ..., vid) is defined as the change of its position. The flying
direction of each particle is the dynamical interaction of individual and social
flying experience. The algorithm completes the optimization through following
the personal best solution of each particle and the global best value of the whole
swarm. Each particle adjusts its trajectory toward its own previous best position
and the previous best position attained by any particle of the swarm, namely
pid and pgd. In the discrete space, a particle moves in a state space restricted to
zero and one on each dimension where each vi represents the probability of bit si

taking the value 1. Thus, the particles’ trajectories are defined as the changes in
the probability and vi is a measure of individual’s current probability of taking
1. If the velocity is higher it is more likely to choose 1, and lower values favor
choosing 0. A sigmoid function is applied to transform the velocity from real
number space to probability space:

sig(vid) =
1

1 + exp(−vid)
(4)

In the binary version of PSO, the velocities and positions of particles are
updated using the following formulas:

vid(t + 1) = wvid(t) + c1rand1(pid − sid(t)) + c2rand2(pgd − sid(t)) (5)

sid(t + 1) =
{

1, if rand3 < sig(uid)
0, if rand3 >= sig(uid)

(6)

where pid = (pi1d, ..., pind) is the best position encountered by i-th particle so far;
pgd represents the best position found by any member in the whole swarm popula-
tion; t is iteration counter; sid is the valued of the d-th dimension of particle si, and
sid ∈ {0, 1}; vid is the corresponding velocity; sig(vid) is calculated according to
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the Equation (4), c1 and c2 are acceleration coefficients; rand1, rand2 and rand3
are three random numbers in [0, 1]. Acceleration coefficients c1 and c2 control how
far a particle will move in a single iteration. Low values allow particles to roam far
from target regions before being tugged back, while high values result in abrupt
movement towards, or past, target regions. Typically, these are both set to a value
of 2.0, although assigning different values to c1 and c2 sometimes leads to improved
performance. As in basic PSO, a parameter Vmax is incorporated to limit the vid

so that sig(vid) does not approach too closely 0 or 1 [7]. Such implementation can
ensure that the bit can transfer between 1 and 0 with a positive probability. In
practice, Vmax is often set at ±4. The proposed algorithm is established based on
standard PSO, namely basic PSO with inertia weight developed by Shi and Eber-
hart in [15], where w is the inertia weight that controls the impact of previous
histories of velocities on current velocity. The particle adjusts its trajectory based
on information about its previous best performance and the best performance of
its neighbors. The inertia weight w is also used to control the convergence behavior
of the PSO. In order to reduce this weight over the iterations, allowing the algo-
rithm to exploit some specific areas, the inertia weight w is updated according to
the following equation:

w = wmax − wmax − wmin

itermax
× iter (7)

where wmax, wmin are the maximum and minimum values that the inertia weight
can take, and iter is the current iteration (generation) of the algorithm while
the itermax is the maximum number of iterations (generations).

2.3 Greedy Randomized Adaptive Search Procedure for the
Clustering Problem

As it was mentioned earlier in the clustering phase of the proposed algorithm
a Greedy Randomized Adaptive Search Procedure (GRASP) ([2], [9])
is used which is an iterative two phase search algorithm. Each iteration con-
sists of two phases, a construction phase and a local search phase. In the
construction phase, a randomized greedy function is used to built up an initial
solution which is then exposed for improvement attempts in the local search
phase. The final result is simply the best solution found over all iterations. In
the first phase, a randomized greedy technique provides feasible solutions
incorporating both greedy and random characteristics. This phase can be de-
scribed as a process which stepwise adds one element at a time to the partial
(incomplete) solution. The choice of the next element to be added is determined
by ordering all elements in a candidate list (Restricted Candidate List -
RCL) with respect to a greedy function. The heuristic is adaptive because the
benefits associated with every element are updated during each iteration of the
construction phase to reflect the changes brought on by the selection of the pre-
vious element. The probabilistic component of a GRASP is characterized by
randomly choosing one of the best candidates in the list but not necessarily the
top candidate. The greedy algorithm is a simple one pass procedure for solving
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the clustering problem. In the second phase, a local search is initialized from
the solution of the first phase, and the final result is simply the best solution
found over all searches. In the following the way the GRASP algorithm is applied
for the solution of the clustering problem is analyzed in detail. An initial solution
(i.e. an initial clustering of the samples in the clusters) is constructed step by
step and, then, this solution is exposed for development in the local search phase
of the algorithm. The first problem that we have to face was the selection of the
number of the clusters. Thus, the algorithm works with two different ways.

If the number of clusters is known a priori, then a number of samples equal to
the number of clusters are selected randomly as the initial clusters. In this case, as
the iterations of GRASP increased the number of clusters do not change. In each
iteration, different samples (equal to the number of clusters) are selected as initial
clusters. Afterwards, the RCL is created. The RCL parameter determines the
level of greediness or randomness in the construction. In our implementation, the
best promising candidate samples are selected to create the RCL. The samples
in the list are ordered taking into account the distance of each sample from
all centers of the clusters and the ordering is from the smallest to the largest
distance. From this list, the first D samples (D is a parameter of the problem)
are selected in order to form the final RCL. The candidate sample for inclusion
in the solution is selected randomly from the RCL using a random number
generator. Finally, the RCL is readjusted in every iteration by recalculated all
the distances based on the new centers and replacing the sample which has been
included in the solution by another sample that does not belong to the RCL,
namely the (D + t)th sample where t is the number of the current iteration.
When all the samples have been assigned to clusters two measures are calculated
(see section 2.1) and a local search strategy is applied in order to improve the
solution. The local search works as follows: For each sample the probability of
its reassignment in a different cluster is examined by calculating the distance of
the sample from the centers. If a sample is reassigned to a different cluster the
new centers are calculated. The local search phase stops when in an iteration no
sample is reassigned. If the number of clusters is unknown then initially a number
of samples are selected randomly as the initial clusters. Now, as the iterations
of GRASP increased the number of clusters changes but cannot become less
than two. In each iteration a different number of clusters can be found. The
creation of the initial solutions and the local search phase work as in the previous
case. The only difference compared to the previous case concerns the use of the
validity measure in order to choose the best solution because as we have different
number of clusters in each iteration the sum of squared Euclidean distances varies
significantly for each solution.

3 Computational Results

3.1 Data and Parameter Description

The performance of the proposed methodology is tested on 9 benchmark in-
stances taken from the UCI Machine Learning Repository and a survey data set
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coming from the Paris olive oil market [16]. The datasets from the UCI Machine
Learning Repository were chosen to include a wide range of domains and their
characteristics are given in Table 1. The data varies in term of the number of
observation from very small samples (Iris with 80 observations) up to larger data
sets (Spambase with 4601 observations). Also, there are data sets with two and
three clusters. In one case (Breast Cancer Wisconsin) the data set is appeared
with different size of observations because in this data set there is a number of
missing values. The problem of missing values was faced with two different ways.
In the first way where all the observations are used we took the mean values of all
the observations in the corresponding feature while in the second way where we
have less values in the observations we did not take into account the observations
that they had missing values. Some data sets involve only numerical features,
and the remaining include both numerical and categorical features. Concerning
the survey that was conducted in Paris, France, interviews took place in the
households and the sample was equal to 204 olive oil consumers. The question-
naire employed (total 115 questions) was designed in such a way in order to
collect information of the sample’s demographic characteristics, determine the
oils generally used, frequency of olive oil use, type of use of the different oils
and consumer perceptions with respect to attributes and factors such as health,
taste, purity and pricing, the size and type of packaging, brand loyalty, brand-
ing color, odor, taste, packaging, labeling and finally which one of six olive oil
brands the consumer would purchase in a ranking order. For each data set, Table
1 reports the total number of features and the number of categorical features in
parentheses. The parameter settings for Hybrid PSO-GRASP based metaheuris-
tic algorithm were selected after thorough empirical testing and they are: The
number of swarms is set equal to 1, the number of particles is set equal to 50, the
number of generations is set equal to 50, the size of RCL varies between 30 and
150, the number of GRASP’s iterations is equal to 100 and the coefficients are
c1 = 2, c2 = 2, wmax = 0.9 and wmin = 0.01. The algorithm was implemented in
Fortran 90 and was compiled using the Lahey f95 compiler on a Centrino Mobile
Intel Pentium M 750 at 1.86 GHz, running Suse Linux 9.1.

3.2 Results of the Proposed Algorithm

The objective of the computational experiments is to show the performance of
the proposed algorithm in searching for a reduced set of features with high clus-
tering of the data. The purpose of feature variable selection is to find the smallest
set of features that can result in satisfactory predictive performance. Because of
the curse of dimensionality, it is often necessary and beneficial to limit the num-
ber of input features in order to have a good predictive and less computationally
intensive model. In general there are 2numberoffeatures − 1 possible feature com-
binations and, thus, in our cases the problem with the fewest number of feature
combinations is the Iris (namely 24 − 1), while the most difficult problem is the
Olive Oil where the number of feature combinations is 2115 − 1.

A comparison with other metaheuristic approaches for the solution of the clus-
tering problem is presented in Table 2. In this Table, three other metaheuristic
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Table 1. Data Sets Characteristics

Data Sets Observations Features Clusters

Australian Credit (AC) 690 14(8) 2
Breast Cancer Wisconsin 1 (BCW1) 699 9 2
Breast Cancer Wisconsin 2 (BCW2) 683 9 2

Heart Disease (HD) 270 13(7) 2
Hepatitis 1 (Hep1) 155 19 (13) 2
Ionosphere (Ion) 351 34 2
Spambase(spam) 4601 57 2

Iris 150 4 3
Wine 178 13 3

Olive Oil 204 115 unknown

algorithms are used for the solution of the feature subset selection problem. The
first one is a classic Tabu Search algorithm [3] running for 1000 iterations and
with size of the Tabu List equal to 10, the second is a genetic algorithm [4]
running for 20 generations, having a population size equal to 500, and using a
single 1-point crossover operator with probability equal to 0.8 and a mutation
operator with a probability equal to 0.25 and the third is an Ant Colony Op-
timization algorithm [1] with number of ants equal to the number of features
and number of iterations equal to 100. In the clustering phase of these three
algorithms the GRASP algorithm is used. The results of these three algorithms
are explained in [11]. From this table it can be observed that the Hybrid PSO-
GRASP algorithm performs better (has the largest number of correct classified
samples) than the other three algorithms in all instances. It should be mentioned
that in some instances the differences in the results between the Hybrid PSO-
GRASP algorithm and the other three algorithms are very significant. Mainly,
for the two data sets that have the largest number of features compared to the
other data sets, i.e. in the Ionosphere data set the percentage for the Hybrid
PSO-GRASP algorithm is 85.47%, for the Hybrid ACO-GRASP algorithm is
82.90%, for the Genetic-GRASP algorithm is 75.78% and for the Tabu-GRASP
algorithm is 74.92% and in the Spambase data set the percentage for the Hybrid
PSO-GRASP algorithm is 87.13%, for the Hybrid ACO-GRASP algorithm is
86.78%, for the Genetic-GRASP algorithm is 85.59% and for the Tabu-GRASP
algorithm is 82.80%. These results prove the significance of the solution of the
feature selection problem in the clustering algorithm as when a more sophisti-
cated method (PSO) for the solution of this problem was used the performance
of the clustering algorithm was improved.

It should, also, be mentioned that the algorithm was tested with two options:
with known and unknown number of clusters. In case that when the number of
clusters was unknown and thus in each iteration of the algorithm different initial
values of clusters were selected the algorithm always converged to the optimal
number of clusters and with the same results as in the case that the number
of clusters was known. Concerning the Olive Oil data set, where the number of
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Table 2. Results of the Algorithm

Instance PSO ACO Genetic Tabu
Selected Correct Sel. Correct Sel. Correct Sel. Correct
Features Classified Feat. Classified Feat. Classified Feat. Classified

BCW2 5 662(96.92%) 5 662(96.92%) 5 662(96.92%) 6 661(96.77%)
Hep1 7 135(87.09%) 9 134(86.45%) 9 134(86.45%) 10 132(85.16%)
AC 8 604(87.53%) 8 603(87.39%) 8 602(87.24%) 9 599(86.81%)

BCW1 5 676(96.70%) 5 676(96.70%) 5 676(96.70%) 8 674(96.42%)
Ion 11 300(85.47%) 2 291(82.90%) 17 266(75.78%) 4 263(74.92%)

spam 51 4009(87.13%) 56 3993(86.78%) 56 3938(85.59%) 34 3810(82.80%)
HD 9 232(85.92%) 9 232(85.92%) 7 231(85.55%) 9 227(84.07%)
Iris 3 145(96.67%) 3 145(96.67%) 4 145(96.67%) 3 145(96.67%)

Wine 7 176(98.87%) 8 176(98.87%) 7 175(98.31%) 7 174(97.75%)

clusters is unknown, the algorithm found in the optimum solution the number
of clusters equal to 3 and the number of selected features equal to 105.

4 Conclusions and Future Research

In this paper a new metaheuristic algorithm, the Hybrid PSO-GRASP, is pro-
posed for solving the Clustering Problem. This algorithm is a two phase algo-
rithm which combines an Particle Swarm Optimization (PSO) algorithm for the
solution of the feature selection problem and a Greedy Randomized Adaptive
Search Procedure (GRASP) for the solution of the clustering problem. Three
other metaheuristic algorithms for the solution of the feature selection problem
were also used for comparison purposes. The performance of the proposed algo-
rithms is tested using various benchmark datasets from UCI Machine Learning
Repository and a survey data set coming from the Paris olive oil market. The
objective of the computational experiments, the desire to show the high per-
formance of the proposed algorithms, was achieved as the algorithms gave very
efficient results. The significance of the solution of the clustering problem by
the proposed algorithm is proved by the fact that the percentage of the correct
clustered samples is very high and in some instances is larger than 96%. Also,
the focus in the significance of the solution of the feature selection problem is
proved by the fact that the instances with the largest number of features gave
better results when the PSO algorithm was used. Future research is intended to
be focused in using different algorithms both to the feature selection phase and
to the clustering algorithm phase.
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Abstract. The datasets extracted from large retail stores often contain sparse 
information composed of a huge number of items and transactions, with each 
transaction only containing a few items. These data render basket analysis with 
extremely low item support, customer clustering with large intra cluster 
distance and transaction classifications having huge classification trees. 
Although a similarity measure represented by counting the depth of the least 
common ancestor normalized by the depth of the concept tree lifts the limitation 
of binary equality, it produces counter intuitive results when the concept 
hierarchy is unbalanced since two items in deeper subtrees are very likely to 
have a higher similarity than two items in shallower subtrees. The research 
proposes to calculate the distance between two items by counting the edge 
traversal needed to link them in order to solve the issues. The method is straight 
forward yet achieves better performance with retail store data when concept 
hierarchy is unbalanced.  

Keywords: data mining, clustering, similarity (distance) measure, hierarchy. 

1   Introduction 

The availability of inexpensive and quality information technology has in many retail 
organizations resulted in an abundance of sales data. Retailers have developed their 
model from a product-oriented to a customer-oriented business. Since superior 
customer service comes from superior knowledge in understanding customer purchase 
behavior revealed through their sales transaction data, the transaction data can be 
applied with various popular data mining algorithms, such as basket analysis [1] [5] 
[15], customer segmentation (clustering) or classification [2]. All of these algorithms 
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assume that transactions are a composition of items and some repeatedly appear in a 
significant portion of transactions so that similar transactions or subsets of 
transactions can be discovered, clustered, and classified.   

However, the assumption may not be valid with sparse datasets. In these datasets, the 
number of items is huge and yet each transaction contains only a few items. The result is 
that each item only appears in a small portion of the transactions. More often than not, 
the transaction data derived from large retail stores is sparse. These data render basket 
analysis with extremely low item support, customer clustering with large intra cluster 
distance and transaction classifications with huge classification trees.  

To alleviate the issue, several researchers have proposed to take into consideration 
the concept of hierarchy to increase the counts of items. Attribute Oriented Induction 
[7] is proposed to reduce the number of items by replacing low level items in concept 
hierarchy with higher level items to increase the number of occurrences. Multiple-
Level Association rule [5] is proposed to count the occurrence of items at a higher 
level with the summation of item counts at a lower level to increase the counts of 
items at higher levels. Although some patterns or rules of higher level items can be 
derived with these approaches, a detailed level of knowledge is discarded.    

The limitation imposed by binary equality relationships between items in 
transactions, [12] is proposed to change the relationships to a similarity represented 
by counting the depth of the least common ancestor normalized by the depth of the 
concept tree. Although this approach lifts the limitation of binary equality, it produces 
counter intuitive results when the concept hierarchy is unbalanced since two items in 
deeper subtrees are very likely to have higher similarity then two items in the 
shallower subtrees even though the two pairs have to climb the same number of nodes 
to reach to the least common ancestors. The research proposes to calculate the 
distances between two items by counting the edge traversal needed to link the two 
items to solve the issues. The method is straight forward yet reaches better 
performance with retail store data when concept hierarchy is unbalanced.  

The rest of the paper is organized as follows: section 2 presents the related 
similarity and distance measures, section 3 proposes the model and methodology, 
section 4 compares the proposed method against traditional similarity computation 
models by showing several experiment results, and section 5 summarizes the 
contribution and future work of the research.  

2   Related Works 

The similarity of instances can be measured by distance, the higher the similarity, the 
less the distance. There are a variety of ways to measure the inter-object similarity 
where it plays an important role [11] [12] [13]. The notion of similarity is used in 
many contexts to identify objects having common “characteristics.” Among them, the 
most dominant are correlation measures and distance measures. The correlation 
measure of similarity does not look at the magnitude but instead at the pattern of the 
values, while the distance measures focus on the magnitude of values which may have 
different patterns across attributes. There are several types of distance measures 
where Euclidean distance and Manhattan distance are the most popular mechanisms 
to calculate distance between items.  



 Clustering Transactions with an Unbalanced Hierarchical Product Structure 253 

In other cases, the distances are calculated based on itemsets. The itemsets are 
modeled as vectors in an n-dimensional space. The Vector Model is a popular model in 
the information retrieval domain [8]. One advantage of this model is that we can now 
weigh the components of the vectors, by using schemes such as TF-IDF [14]. The 
Cosine-Similarity Measure (CSM) defines the similarity between two vectors to be the 
cosine of the angle between them. This measurement (equation 1) is very popular for 
query-document and document-document similarity in text retrieval [9] [14]. 

Some other studies use the Pearson Correlation Coefficient as a similarity measure; 
GroupLens[4] pertains a vector model with a “vote” of the user for a particular item. 
A collaborative filtering system looks for people sharing common interests [3]. This 
similarity is given by the formula (equation 2): 
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In other cases, the similarity between two itemsets is often determined by set 
intersection: the more the items have in common, the similar the itemsets are. 
Jaccard’s Coefficient is one of them [6] [9] [10] [11]. 

Few existing similarity calculations take product hierarchy into consideration. In 
this research, a bottom-up distance calculation is proposed and various similarity 
estimations between sets of leaves are compared, and evaluated for different 
applications. 

3   The Proposed Model and the Methodology 

3.1   Unbalanced Hierarchy 

A product hierarchy is a tree structure where each internal node represents a summary 
category of products. The nodes beneath an internal node represent either sub-
categories of the category denoted by the internal node or products classified into the 
denoted category. Products are marked as leaf nodes, and categories are denoted by 
internal nodes. Except for the root node, each internal node should represent a 
category. The root node is just a dummy node to link all categories and the nodes 
below into a tree. Figure 1 shows an example of a Product Hierarchy. The products 
(leaves) can be at different levels. In the figure, internal nodes and leaf nodes are 
marked with strings prefixed with capital letters C and D, respectively. Readers can 
find that D1 and D2 are beneath the same category of C1111. In the figure, D1 and D2 
are products and C1111 is a category.  

Even though most researches computing distances with the auxiliary of hierarchies 
assume domain hierarchy is balanced [5] [12], we would like to point out that in many 
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applications unbalanced hierarchies are more natural. For example, a Deli 
emphasizing healthy food sells an abundant variety of milk and only a limited 
selection of beer may have a product hierarchy that classifies milk in three levels of 
categories according to the percentage of fat, flavor, calcium, and supplemented 
Vitamins and classify beer with a single layer of categories, namely, domestic and 
foreign brands.  

On the other hand, if a balanced product hierarchy is imposed on the store, the 
managers have to face the unpleasant dilemma of either shrinking the category 
hierarchy under milk or meaninglessly enlarge the hierarchy beneath beer. Shrinking 
the milk category hierarchy may obscure important business signals and enlarging the 
beer hierarchy may render the discovered beer information meaningless with few 
numbers of items in each category. 

 

Fig. 1. Part of product hierarchy with 6 levels in a retailing store 

3.2   Computing Distances on Unbalanced Hierarchy 

To cluster transactions into groups, a distance calculation mechanism based on 
unbalanced hierarchies is proposed. With a hierarchy, distance can be computed in 
top-down or bottom-up manners. Defining the corresponding distance for the product 
items (leaf nodes) in the concept hierarchy helps us to define the distance between 
transactions which we will apply to clustering. 

Definition 1: The depth of a node, d(n), is defined as the number of edges needed to 
be traversed from the root to the node.  

For example, d(root) = 0, and d(C1) =3 

Definition 2: The Lowest Common Ancestor of two nodes, lca(ni,nj), is defined as the 
node that is a common ancestor of ni and nj and has the greatest depth among all the 
common ancestor nodes of n1 and n2. d(n)) arg(max)n,lca(n

21 n and n ofancestor  isn 21 }{=  

For example, lca(D1,D2)=C1111, lca(D1,C2)=root.  

Definition 3: Minimum Traversal Length of two nodes mtl(ni,nj)= the number of the 
edges on the shortest path from node ni to nj . 

For example, mtl(D1,D2)=2, mtl(D1,D7)=7.  
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Definition 4: The top-down distance between 2 leaf nodes  
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For example, tdd(D1, D2)=2/(5+5)=0.2, tdd(C2,C3)=2/(4+4)=0.25, tdd(D1, D1)=0, 
and tdd(C1, D2)=1. On the other hand, from a customers’ perspective, they usually 
don’t know how deep the products are in the hierarchy level, but products of different 
brands seem quite similar to them, i.e., same distance, for example, tdd(D1, D2) 
should be almost equivalent to tdd(C2,C3). We use the branches at level 1 as a 
different sub-tree. In figure 1, we have 3 sub-trees.  

Definition 5  

• ni is said to be in a subtree rooted by nj if there exist a path originating from ni to nj 
• The sub-tree depth of a node ni, d(n)max)(  n of descendent a is i }{= ninstd   

• The level difference of a node ni is defined as ld(ni) = max n is a node in the tree std(n) – 
std(ni) 

For example, std(C1)= std(C2) = std(C3)=4, std(D1)= std(D2) = std(D4)=5, ld(C1)=1, 
and ld(D1)=0.  

Definition 6: The bottom-up distance between 2 nodes 
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For example, bud(C2,C3) = 2/(5+5)=0.2, bud(C1,C2)=3/(4+5)=0.33. 
Now we may proceed to define the similarity of objects (transactions). The 

distance between two transactions is the average of the pair wise minimal distance 
from the 2 items. This idea is derived from Jaccard’s Coefficient measure with 
introduced hierarchy, and it is very intuitive and more general. 

Definition 7: Let Ta , Tb be two transactions. Ta={i1, i2, ….im}, Tb ={j1, j2, ….jn}, where 
ii, jj are items.  

• The distance between Ta and Tb measured with top-down product hierarchy 
traversal is defined as dt(Ta,Tb)  
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• The distance between Ta and Tb measured with bottom-up product hierarchy 
traversal is defined as bdt(Ta,Tb).  
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For example, T1 =< D4,D8>, T2 =< D5,D9>, T3 =< D4, D5,D7>, T5 =< D1,C2>, T6 =< 
D2,C3>,then bdt(T1,T2)=0.225, bdt(T1,T3)=0.183, bdt(T5,T6)=0.2, and  dt(T5,T6)=0.225.  

Table 1 is a sample transaction database with Figure 1 as the corresponding 
concept hierarchy. The top-down and bottom up distances of products D1, D3, D4, 
C1, C2 , X1, and X6 are shown in Table 2. The distance matrix of T5, T6, T7, T8, T9, 
and T15 are listed in Table 3.  

Table 1. A Sample Transaction Database 

Tran# Products Tran# Products Tran# Products 
T1 D4, D8 T11 C1, C3, C3 T21 D9, D11 
T2 D5, D9 T12 C4, X5 T22 D12, D13 
T3 D4, D5, D7 T13 C5, X6 T23 C4, C6 
T4 D4, D6 T14 C3, X5 T24 C5, C7 
T5 D1, C2 T15 X5, X6 T25 C8, C9 
T6 D2, C3 T16 X3, X6   
T7 D2, C1, C2 T17 D1   
T8 D3, C5 T18 X1   
T9 C2, C3 T19 D1, D3   
T10 C1, C2 T20 D8, D10   

Table 2. Distance Matrix of Products with top-down and bottom up methods 

D1 D3 D4 C1 C2 X1 X6 Product 
tdd bud tdd bud tdd bud tdd bud tdd bud tdd bud tdd bud 

D1 0 0 0.4 0.4 0.56 0.56 1 1 1 1 1 1 1 1 

D3 0.4 0.4 0 0 0.56 0.56 1 1 1 1 1 1 1 1 

D4 0.56 0.56 0.56 0.56 0 0 1 1 1 1 1 1 1 1 

C1 1 1 1 1 1 1 0 0 0.43 0.33 1 1 1 1 

C2 1 1 1 1 1 1 0.43 0.33 0 0 1 1 1 1 

X1 1 1 1 1 1 1 1 1 1 1 0 0 0.67 0.67 

X6 1 1 1 1 1 1 1 1 1 1 0.67 0.67 0 0 

Table 3. Distance Matrix of Transactions with top-down and bottom up methods 

T05 T06 T07 T08 T09 T15 Tran
# dt bdt dt bdt dt bdt dt bdt dt bdt dt bdt 

T05 0 0 0.225 0.2 0.166 0.147 0.575 0.5 0.313 0.3 1 1 
T06 0.225 0.2 0 0 0.186 0.147 0.575 0.5 0.313 0.3 1 1 
T07 0.166 0.147 0.186 0.147 0 0 0.596 0.502 0.336 0.307 1 1 
T08 0.575 0.5 0.575 0.5 0.596 0.502 0 0 0.813 0.7 1 1 
T09 0.313 0.3 0.313 0.3 0.336 0.307 0.813 0.7 0 0 1 1 
T15 1 1 1 1 1 1 1 1 1 1 0 0 

3.3   Algorithm of Computing Transaction Distance with an Unbalanced 
Hierarchy 

After defining the distance of the product items in the concept hierarchy, we then 
apply the distance between transactions to clustering and a brief example 
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Algorithm: Computing Transaction Distance with an Unbalanced Hierarchy

Input:
1. UProdH - an unbalanced product hierarchy 
2. TranDB – transactions database where each transaction contains 

products in UProdH 
Output:
1. dt(Ta,Tb)and bdt(Ta,Tb) – Distance between two transactions  with top-

down and bottom-up method 
Method:
1. For each pair of products pi, pj  in UProdH,
 d(pi)= depth of pi, d(pj)= depth of pj ,
 Find lowest common ancestor of pi, pj , lca(pi, pj)
 If lca(pi, pj)= root 
     Then top-down distance tdd(pi, pj)= bud(pi, pj)=1
 Else  
     compute minimum traversal length mtl(pi, pj)
     Compute level difference ld(pi), ld(pj)
     tdd(pi, pj)= mtl(pi, pj)/(d(pi)+d(pj))
     bud(pi, pj)= mtl(pi, pj)/(d(pi)+ld(pi)+d(pj)+ ld(pj))
2. For each pair of transactions ta:<p1, p2, ….pm>, tb:<p1, p2, ….pn> in 

TranDB,
 For i= 1 to m 
     Mintdd=1, Minbud=1 
     For j= 1 to n 
  If Mintdd > tdd(pi, pj) then Mintdd = tdd(pi, pj)
  If Minbud > bud(pi, pj) then Minbud = bud(pi, pj)
     Next j 
     dt(Ta,Tb)=dt(Ta,Tb)+Mintdd, bdt(Ta,Tb)=bdt(Ta,Tb)+Minbud
 Next i 
 For j= 1 to n 
     Mintdd=1, Minbud=1 
     For i= 1 to m 
  If Mintdd > tdd(pi, pj) then Mintdd = tdd(pi, pj)
  If Minbud > bud(pi, pj) then Minbud = bud(pi, pj)
     Next i 
     dt(Ta,Tb)=dt(Ta,Tb)+Mintdd, bdt(Ta,Tb)=bdt(Ta,Tb)+Minbud
 Next j 
 dt(Ta,Tb)= dt(Ta,Tb)/(n+m), bdt(Ta,Tb)= bdt(Ta,Tb)/(n+m)

 Return dt((Ta,Tb), bdt(Ta,Tb)
 

Fig. 2. Algorithm: Computing Transaction Distance with an Unbalanced Hierarchy 

demonstration, this section describes the algorithm of computing transaction distance 
with hierarchy. 

4   Experimental Results 

To verify the usefulness of the proposed distance measurement, the measurement is 
applied to a transaction set derived from a retail chain store, which has over 37,593 
products organized into an unbalanced hierarchy and a sparse transaction set. The 
experiment shows that with traditional distance measuring tools, neither association 
rules nor clustering can render reasonable knowledge, whereas, with the proposed 
methods, reasonable clustering can be grouped.  
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4.1   Data Description  

The dataset contains 37,593 products organized into a five-level product hierarchy 
with 1 root, 12 level-1 categories, 144 level-2 categories, 602 level-3 categories and 
level-4 as products. On average, each level-3 category has 62 products. The dataset 
contains 48,886 transactions. Each transaction contains 1 to 98 products with an 
average of 5 products. The top two most popular products are purchased in 854 
transactions (4.06%) and 737 transactions (3.5%), respectively. When applying 
Apriori [1][15] to the dataset, we found that no patterns can be formed with a support 
threshold at 0.3%. 

When trying to cluster the transactions with AHC (Agglomerative Hierarchical 
Clustering) with single link distance calculation, we found that if the threshold of 
intra distance of clusters is set at 0.2, only around 100 clusters have more than one 
transaction with most of these transactions being singleton. To make the experiment 
result interesting, we kept only transactions that contained 2 to 5 products and deleted 
the rest of data from the dataset. The number of transactions and transaction details 
that remained were 4,041 and 11,243, respectively. 

4.2   Comparisons of the Different Distance Measures 

A good clustering method should not only produce high quality clusters with high 
intra-cluster similarity (low intra-cluster distance) and low inter-cluster similarity 
(high inter-cluster distance) but also consequential clusters for users.  

In this experiment, we compared 4 similarity measures including JC, balanced 
hierarchy, top-down, and bottom-up methods with an unbalanced hierarchy. Single 
link AHC is used to perform the clustering where two clusters with the nearest 
distances among the grouped transactions are merged. The distances are normalized 
to between 0 and 1.  

The quality of the clustering results is measured by the number of transactions in 
the largest cluster, and average intra and average inter distances. The first indicator 
shows the effectiveness of the proposed distance calculation in clustering transactions. 
Fig. 3 shows that regardless of increased category levels, the bottom-up distance 
method yields the largest clusters whereas the Jaccard method yields the tiniest 
clusters and the top-down distance method’s performance is between the two. It is 
important because in a large sparse dataset, it is hard to find any cluster with 
sufficient amount of transactions, but only lots of small clusters which cannot be 
representative for user to form any strategies.  In the experiment, increased category 
level is achieved by inserting a dummy node between each of the top five hundred 
products and the corresponding concept. Figure 4 shows that bottom-up method has 
better intra distances than the top down methods while also having more transactions 
in the clusters.  Figure 5 shows that given the threshold of intra cluster distances, the 
clusters grouped by the bottom up method have larger clusters compared with the 
other two methods.  

From Figure 7 and 8, the reader can find that the bottom up method has a smaller 
intra distance at every step of the clustering merge and the benefit is more significant 
when the concept hierarchy is skewed. Figure 9 shows that the bottom-up method 
doesn’t have a better inter cluster distance at each merge step until clusters are forced 
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to be merged into a few clusters at the latter stage of the algorithm execution; 
however, it still denotes discrimination quality between clusters.  

The top-down similarity measure and bottom-up similarity measure is not like JC 
and SC measures, they are not proportional. They will not yield exactly the same 
clusters; they will suck different transactions into the cluster by way of top-down 
viewpoint or bottom-up viewpoint. 

 

 

Fig. 3. Transaction counts of the maximal clusters 

 

Fig. 6. Transaction counts of the largest 
clus-ters with category level increased by 5 

 

Fig. 4. Intra-cluster distance with BU and TD 

 

Fig. 7. Intra distance of each merge step 
with category level increased by 3 

 

Fig. 5. Transaction counts of the largest clusters 
with category level increased by 1 

 

Fig. 8. Intra distance of each merge step with 
category level increased by 10 

With all the data, readers can find that the bottom up method yields the best 
clustering result while the traditional Jaccard method yields the worst clustering 
result, and the performance of the top-down method lies between. The more 
significant the difference the more skewed the concept hierarchy is.  
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Fig. 9. Inter-cluster distance of each merge step with category level increased by 1 

5   Conclusions 

This study presents a novel clustering scheme based on a similarity (distance) 
measure of transactions in an Unbalanced Hierarchical Product Structure. We also 
provide an experimental comparison of our measures against traditional similarity 
measures, and evaluate how well our measures match human intuition. Clustering via 
this similarity measure offers valuable information for the decision maker.  

In summary, the main contributions of this research are as follows. 

1. We introduce concise similarity (distance) measures that can exploit unbalanced 
hierarchical domain structure, leading to similarity scores that are more intuitive 
than the ones generated by traditional similarity measures. 

2. We analyze the differences between various measures, compare them empirically, 
and show that most of them are very different from measures that don’t exploit the 
domain hierarchy. 

The study applies the unbalanced concept hierarchy to clusters only. The line of 
research can be extended to discovering other knowledge, such as frequent patterns, 
knowledge summary and classifications. Therefore, the research presents a possibility 
for many other related researches.   
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Abstract. Clustering is generally defined as an unsupervised data mining 
process which aims to divide a set of data into groups, or clusters, such that the 
data within the same group are similar to each other while data from different 
groups are dissimilar. However, additional background information (namely 
constraints) are available in some domains and must be considered in the 
clustering solutions. Recently, we have developed a new graph b-coloring 
clustering algorithm. It exhibits more important clustering features and enables 
to build a fine partition of the data set in clusters when the number of clusters is 
not pre-defined. In this paper, we propose an extension of this method to 
incorporate two types of Instance-Level clustering constraints (must-link and 
cannot-link constraints). In experiments with artificial constraints on benchmark 
data sets, we show improvements in the quality of the clustering solution and 
the computational complexity of the algorithm. 

1   Introduction 

Clustering is an important task in the process of data analysis. Informally, this task 
consists on the division of instances (or synonymously, data points, objects, patterns, 
etc.) into homogenous groups. Each group, called cluster, contains objects that are 
similar between themselves and dissimilar to objects of the other groups. The 
clustering problem has been addressed in many contexts and by researchers in many 
disciplines, including machine learning, data mining, pattern recognition, image 
analysis, etc. [1]. 

Traditionally clustering techniques are broadly divided in hierarchical and 
partitioning. While hierarchical algorithms build clusters gradually and then give a 
cluster hierarchy whose leaves are the instances and whose internal nodes represent 
nested clusters of various sizes, partitioning algorithms learn clusters directly. In fact, 
they represent each cluster by its centroid or by one of its objects and try to discover 
cluster using an iterative control strategy to optimize an objective function. When the 
dissimilarities among all pairs of data in X = {x1,...,xn} are specified, these can be 
summarized as a weighed dissimilarity matrix D in which each element D(xi,xj) stores 
the corresponding dissimilarity. Based on D, the data can also be conceived as a graph 
G=(V,E) where each vertex vi in V corresponds to a data xi in X and each edge in E 
corresponds to a pair of vertices (vi,vj) with label D(xi,xj). 
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Recently, we have proposed a new clustering approach [2] based on the concept of 
b-coloring of a graph [3]. A graph b-coloring is the assignment of colors (clusters) to 
the vertices of the graph such that  

(i) no two adjacent vertices have the same color (proper coloring), 
(ii) for each color there exists at least one dominating vertex which is adjacent to 

all the other colors. 
The b-coloring based clustering method in [2] enables to build a fine partition of 

the data set (numeric or symbolic) in clusters when the number of clusters is not 
specified in advance. Such a partition possesses several properties that are desirable 
for clustering. 

While clustering is an unsupervised learning process, users require sometimes 
incorporating some background information about the data set (named constraints) in 
these algorithms. These latter vary from the user and the domain but we are usually 
interested to the use of background information in the form of instance-level must-link 
and cannot-link constraints. A must-link constraint enforces that two instances must 
be placed in the same cluster while a cannot-link constraint enforces that two 
instances must not be placed in the same cluster. 

Setting these constraints requires some modifications in the clustering algorithms 
which is not always feasible. In that case, we deal with a semi-supervised clustering 
problem. Many authors investigated the use of constraints in clustering problem. In 
[4], the authors have proposed a modified version of COBWEB clustering algorithm 
that uses background information about pairs of instances to constrain their cluster 
placement. Equally, a recent work [5] has looked at extending the ubiquitous k-Means 
algorithm to incorporate the same types of instance-level hard constraints (must-link 
and cannot-link).  

In this paper, we are interested in ways to integrate background information into 
the b-coloring based clustering algorithm. The proposed algorithm is evaluated 
against benchmark data sets and the results of this study indicate the effectiveness of 
the instance-level hard constraints to offer real benefits (accuracy and runtime) for 
clustering problem. 

In the next section, we briefly describe the b-coloring based clustering method. 
Section 3 is devoted to the modified graph b-coloring based clustering algorithm 
which we will refer to as COP-b-coloring (for constraint portioning b-coloring). 
Next, some experiments using relevant benchmarks data set are presented in Section 
4. This section includes the evaluation method and the experimental results. Section 5 
summarizes our contribution. 

2   A b-Coloring Based Clustering Method 

In this section, we provide some background on the b-coloring based clustering 
method that was recently introduced in [2]. 

Consider the data X = {x1,...,xn} to be clustered as an undirected complete edge-
weighted graph G = (V, E), where V = {v1,...,vn} is the vertex set and E = V × V is the 
edge set. Vertices in G correspond to instances (vertex vi for instances xi), edges 
represent neighborhood relationships, and edge-weights reflect dissimilarity between 
pairs of linked vertices. The graph G is traditionally represented with the 
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corresponding weighted dissimilarity matrix, which is the n × n symmetric matrix 
D={dj,j’| xj,xj’ ∈ X}. A common informal definition states that “a cluster is a set of 
entities which are similar, and entities from different clusters are not similar”.  Hence, 
the edges between two vertices within one cluster should be small weighted (denoting 
weak dissimilarity), and those between vertices from two clusters should be large 
weighted (high dissimilarity). The clustering problem is hence formulated as a graph 
b-coloring problem. The b-coloring of such a complete graph is not interesting for the 
clustering problem. Indeed, the trivial partition is returned where each cluster (color) 
is assumed to contain one and only one instance (vertex). Consequently, our 
clustering approach requires to construct a superior threshold graph, which is a 
partial graph of the original one G=(V,E). Let G>θ =(V,E>θ) be the superior threshold 
graph associated with threshold value θ chosen among the dissimilarity table D. In 
other words, G>θ is given by V = {v1,...,vn} as vertex set and {(vi,vj)| D(xi,xj)=dij >θ} 
as edge set. 

 
Table 1. A dissimilarity Matrix 

xi A B C D E F 
A 0      
B 0.20 0     
C 0.10 0.20 0    
D 0.20 0.20 0.25 0   
E 0.10 0.20 0.10 0.05 0  
F 0.40 0.075 0.15 0.15 0.15 0 
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Fig. 1. A threshold graph with θ =0.1 
for data in Table 1 
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Fig. 2. Initializing the colors of vertices with maximal 
colors in Fig. 1 
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Fig. 3. A b-coloring graph constructed 
from Fig. 2 by removing colors without 
any dominating vertex 
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The data to be clustered are now depicted by a non-complete edge-weighted graph 
G=(V,E>θ). In order to divide the vertex set V into a partition P={C1,C2,..,Ck}

1 where 
for ∀ Ci,Cj ∈ P, Ci ∩ Cj=∅ for i≠j (when the number of clusters k is not pre-defined), 
our b-coloring based clustering algorithm performed on the graph G consists of two 
steps: 1) initializing the colors of vertices with maximum number of colors, and 2) 
removing colors without any dominating vertex using a greedy procedure. 

As an illustration, let suppose the data set related to the weighted dissimilarity table 
D in Table 1. Fig. 1 shows the superior threshold graph θ =0.1 for Table 1. The edges 
are labeled with the corresponding dissimilarities. The figures Fig. 2 and Fig. 3 
illustrate the two stages of the b-coloring algorithm performed on the superior 
threshold graph θ =0.1. The vertices with the same color (shape) are grouped into the 
same cluster. Therefore, {A,C}, {B,F}, {D,E} are the clusters, and the nodes with 
bold letter are the dominating vertices. 

The clustering algorithm is iterative and performs multiple runs, each of them 
increasing the value of the dissimilarity threshold θ. Once all threshold values passed, 
the algorithm provides the optimal partitioning (corresponding to one threshold value 
θo) which maximizes Dunn's generalized index (DunnG) [6]. DunnG is designed to 
offer a compromise between the intercluster separation and the intracluster cohesion. 
So, it is the more appropriated to partition data set in compact and well-separated 
clusters. As an illustration, successive threshold graphs are constructed for each 
threshold θ selected from the dissimilarity Table 1, and our approach is used to give 
the b-coloring partition of each graph. The value of the Dunn's generalized index is 
computed for the obtained partitions. We conclude that the partition θ=0.15 has the 
maximal DunnG among other ones with different θ.  

3   The Constrained b-Coloring Clustering Algorithm 

This section is devoted to discuss our modification to the b-coloring based clustering 
algorithm. In the sequel, we define two forms of instance-level hard constraints we 
are using. We then show our investigation to incorporate this kind of constraints into a 
b-coloring clustering algorithm.  

3.1   Constraints 

Let X={x1,...,xn} denotes the given set of instances which must be partitioned such 
that the number of clusters is not given beforehand. In the context of clustering 
algorithms, instance-level constraints are a useful way to express a priori knowledge 
that constrains a placement of instances into clusters. In general, constraints may be 
derived from partially labeled data or from background knowledge about the domain 
of real data set. We consider the clustering problem of the data set X under the 
following types of constraints.  

− Must-Link constraints denoted by ML(xi,xj) indicates that two instances xi and 
xj must be in the same cluster. 

                                                           
1 The notation of P is used to both represent a set of clusters as well as a set of colors, because 

each cluster Ci ∈ P corresponds to a color in our b-coloring based clustering algorithm. 
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− Cannot-Link constraints denoted by CL(xi,xj) indicates that two instances xi 
and xj must not be in the same cluster. 

− Transitively derived Instance-Level constraints from: 
 ML(xi,xj) and ML(xj,xk) imply ML(xi,xk), 
 ML(xi,xj), ML(xk,xl) and CL(xi,xk) imply both CL(xi,xl) and CL(xj,xk). 

3.2   The Constraint Algorithm 

In the remainder of this section, we describe the constrained b-coloring clustering 
approach called COP-b-coloring (for constraint portioning b-coloring). The algorithm 
takes in a data set X={x1,...,xn}, a pairwise dissimilarity table D={dj,j’| xj,xj’ ∈ X}, a 
full set of must-link constraints (both directly and transitively) denoted by Con=, and a 
full set of cannot-link constraints (both directly and transitively) denoted by Con≠. It 
returns a partition P of the data set X that satisfies all specified constraints (the 
number of clusters in not given beforehand). 

As mentioned above, the b-coloring clustering approach requires a non-complete 
edge-weighted graph to return a partition P of X={x1,...,xn} data set. In order to 
incorporate the instance-level constraints into the clustering problem, our changes 
concern the construction of this non-complete graph that will be presented to the  
b-coloring algorithm. For that, we need to introduce the following definition: 

Definition 1. A composite vertex v' is a subset of instances such that all pairs among 
these instances appear together in Con=. As an illustration, the two must-link 
constraints ML(xi,xj) and ML(xj,xk) transitively imply ML(xi,xk). Thus, both must-link 
constraints can be viewed as a single one namely ML(xi,xj,xk). A composite vertex v' 
is hence identified as a subset{xi,xj,xk}. 

The construction of the non-complete edge-weighted graph G'=(V',E') is now 
formulated using the following instructions: 

− Transform the full set of must-link constraints Con= on a composite vertex set 
V1' ={v'1,...,v'm}. The composite vertices in V1' are pairwise disjointed. In the 
other hand, the remaining r instances (X-∪i=1..m v'i) which are not involved in 
any must-link constraint are affected to new r composite vertices V2' 
={v'm+1,...,v'r}. Finally V1' and V2' are combined into V'={v'1,...,v'r} where 
r<n. 

− Using the full set of cannot-link constraints, for any two composite vertices v'i 
and v'j in V', the edge (v'i, v'j) is in E' if there is at least one instance xi in v'i 
and another xj in v'j appear together in a cannot-link constraint (i.e. ∃ xi ∈ v'i ∃ 
xj ∈ v'j such that CL(xi,xj)). 

− Using the threshold value θ chosen among the dissimilarity table D, for any 
two composite vertices v'i and v'j in V', the edge (v'i, v'j) ∈ E' if there ∃ xi ∈  v'i 
∃ xj ∈ v'j such that D(xi,xj)=dij >θ. 

The data set X, the full set of must-link constraints Con=, and the full set of cannot-
link constraints Con≠ are now summarized within an undirected non-complete graph 
G’=(V',E'). The main idea consists to apply the b-coloring based clustering 
algorithm [2] on G’. Indeed, the goal is to give an assignment of colors (clusters) to 
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the vertices (i.e. a composite vertices) of G’ so that no two adjacent vertices have the 
same color, and that for each color class, at least one dominating vertex is adjacent to 
at least one vertex of every other color sets. The color of each composite vertex is 
then assigned to its members. 

Proposition 1. The partition returned by the b-coloring based clustering algorithm 
satisfies all specified constraints (both must-link and cannot-link). 

Proof. Each composite vertex consists of instances such that all pairs among these 
instances appear together in Con=. The b-coloring algorithm affects a color for each 
composite vertex which is then assigned to its members. Consequently, the vertices 
appear in a must-link constraint will be placed in the same cluster (color). Thus, the 
given partition satisfies all must-link constraints. Each cannot-link constraint (among 
Con≠ ) between two instances (xi,xj) is transformed as an edge between their 
composite vertices in G'. According to the property of the b-coloring of G', the colors 
of two adjacent vertices are different. Thus, xi and xj can never appear in the same 
cluster. Therefore, the given partition satisfies all cannot-link constraints. 

Proposition 2. The incorporation of the instances-level constraints decreases the 
runtime of the clustering algorithm. 

Proof. The b-coloring based clustering algorithm in [2] generates the b-coloring of 
any graph G (associated with a threshold value θ) in O(n2∆) where n is the number of 
vertices (instances). In our case, the incorporation of the all instance-level constraints 
transforms the initial graph G (with n vertices) into a graph G' (with r vertices) where 
r<n. Therefore, the incorporation of the instances-level constraints allow to decrease 
the complexity of the clustering algorithm to O(r2∆) (c.f. Section 4 for illustrations). 

4   Experimental Results  

In this section, we illustrate our algorithm’s performance on several standard UCI 
data sets [7] and show that incorporating background information in the form of 
instance-level must-link and cannot-link constraints improves the clustering accuracy 
while decreasing runtime. 

4.1   Evaluation Metrics 

The evaluation of clustering algorithms is always a challenge. In our case, the used 
UCI data set includes class information (label) for each data instance. Since the 
objective was to perform a semi-supervised classification that correctly identifies the 
underlying classes in the given data when the number of clusters is not pre-defined, 
we use the predefined class labels for the evaluation step. Consequently, as used in 
[4,5], our evaluation will be based on a label matching scheme called Rand index 
which concerns the clustering accuracy.  

The returned partition (the b-coloring one) will be considered as a relation on the 
instances: for each pair of instances, they have either the same label or different ones. 
For a data set with n instances, there are n(n-1)/2 unique pairs of instances (xi,xj), and 
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thus there are n(n-1)/2 pairwise decisions reflected in our returned partition. The Rand 
index [8] is defined as: 
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where 

− P is the correct partition which is produced using the predefined class label. 
− P' is the returned partition through the COP-b-coloring algorithm. 
− a and b are the correct decisions. a is the number of decisions where xi and xj are 

in the same cluster for the partitions P and P'. b is the number of decisions where 
xi and xj are placed in different cluster for P and P'. 

In order to examine the effectiveness of the COP-b-coloring algorithm, our 
experimental methodology follows the same principle used in [4,5]. For each data set, 
the main idea is to generate a number of artificial constraints and compute the 
accuracy improvement as more constraints are included into the COP-b-coloring 
algorithm. The constraints generation is given as follows: for each constraint, we 
randomly select two instances from the data set and check their labels. If they have 
the same label, we generate a must-link constraint. Otherwise, we generate a cannot-
link constraint.  

For an interesting assess of the learning improvements gained with the COP-b-
coloring algorithm, we try to examine its ability to generalize the constraint 
information to the unconstrained instances. Thus, we propose to compute, aside the 
overall accuracy, the one on a hold-out test set (a subset of data set composed of 
instances that are not directly or transitively affected by the constraints). As used in 
[4,5], this is obtained using 10-fold cross-validation: we generate constraints on nine 
folds and evaluate performance on the tenth. Both evaluation metrics (overall 
accuracy and hold-out test set accuracy) are determined by averaging the results 
given from 100 trials conducted on each used data set where a trial is one 10-fold 
cross-validation run. 

We note that the Euclidian distance is applied to define the dissimilarity level 
between two instances characterized with m features af (f∈{1...m}) as given by the 
following formula:  
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where mf is the normalized coefficient for the attribute af and gf is the comparative 
dissimilarity function between the two attribute values ai,f and aj,f corresponding 
respectively to the instances xi and xj. 

For numeric items, gf is:
 

For categorical items, gf is: 
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4.2   Results 

We report here our experiments using four relevant benchmark data sets chosen from 
UCI database [7]. We suppose that the number of cluster k is not given beforehand. 
Thus, the clustering algorithm was required to select the best value of k using the 
DunnG. 

 

 

Fig. 4. COP-b-coloring results on soybean 

 

Fig. 5. COP-b-coloring results on mushroom 

4.2.1   soybean data set contains 47 instances with 35 features and 4 output classes. 
The Figure 4 provides the clustering accuracy with a varying number of directly 
added constraints from 5 to 100. It gives also the number of cluster identified at each 
step. Without any constraints, the graph b-coloring clustering algorithm achieves an 
accuracy of 84%. The overall accuracy reaches 100% after 30 random constraints 
which attain 5.4% in isolation. Likewise, hold-out accuracy improves and achieving 
100% with 30 constraints. Then, we deduce that incorporating 30 constraints achieves 
a 16% increase in accuracy. Moreover, our algorithm produces best results than COP-
COBWEB and COP-KMEANS which achieve a held accuracy respectively of 96% 
and 98% for 100 random constraints2. 

4.2.2   mushroom data set contains a sample of 50 selected instances (using a 
proportionate stratified sampling) with 21 categorical attributes. A record also 
contains a poisonous or edible label for the mushroom. Lacking constraints, the graph 
b-coloring clustering algorithm achieves an accuracy of 51%. After incorporating 100 
constraints (which attain 71% in isolation) the overall accuracy reaches 98%. Hold-
out accuracy climbs to 93% (82% for COP-KMEANS and 83% for COP-COBWEB) 
yielding an improvement of 42% over the baseline (c.f. Fig. 5).  

4.2.3   tic-tac-toe data set contains 100 instances, each described by 9 categorical 
attributes. The instances were also classified into two classes. COP-b-coloring starts 
at 48% accuracy with no constraints, reaching an overall accuracy of 95% and a hold-
out of 82% with 500 random constraints (56% for COP-KMEANS and 49% for COP-
COBWEB) and yielding an improvement of 34% over the baseline (c.f. Fig. 6). The 
set of 500 random constraints achieves 70% accuracy before any clustering occurs.  
                                                           
2 We note that the results of COP-COBWEB and COP-KMEANS algorithms are given from [5] 

and not be reproduced in this paper.  
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Fig. 6. COP-b-coloring results on tic-tac-toe 

 

Fig. 7. COP-b-coloring results on cleve 

4.2.4   cleve data set is very interesting due to its real and mixture appearance. It 
consists of 303 instances of heart disease (generated at the Cleveland Clinic on 1988) 
with 13 features. There are 5 numeric and 8 categorical attributes. The instances were 
also classified into two classes each class is either healthy (buff) or with heart-disease 
(sick). In the absence of constraints, the graph b-coloring clustering algorithm 
achieves an accuracy of 50%. After incorporating 500 constraints the overall accuracy 
reaches 89%. Here, 500 random constraints achieve 54% accuracy before any 
clustering occurs. Hold-out accuracy climbs to 66% yielding an improvement of 16% 
over the baseline (c.f. Fig. 7). 

The following Table 2 provides a comparison on runtime of COP-b-coloring in the 
absence of constraints to the runtime when including 10, 50, and 100 constraints. As 
viewed in Section 3, because constraints transforms the initial graph G into G' with a 
smaller number of vertices, the runtime of COP-b-coloring decreases significantly as 
more constraints are incorporated. Note that the runtime depends also on the pairwise 
dissimilarity matrix D from the data set due to the multiple runs of the algorithm, each 
of them increasing the value of the dissimilarity threshold θ selected among D. 

Table 2. Runtime comparison (in seconds) in the presence of 0, 10, 50, and 100 constraints 

Data set  # instances # of thresholds θ 0 10 50 100 

Soybean 47 77 0.08 0.07 0.05 0.04 
Mushroom 50 18 0.05 0.04 0.02 0.01 
tic-tac-toe 100 7 0.06 0.05 0.03 0.02 
cleve 303 2355 3.57 3.43 3.18 2.86 

5   Conclusion 

This paper has proposed an extension of the b-coloring based clustering approach to 
incorporate two types of Instance-Level constraints. We have shown significant 
improvements in accuracy and runtime as demonstrated by the results obtained over 
four UCI data sets in the form of overall and hold-out accuracy criterions. We have 
concluded that combining the power of clustering with background information 
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achieve better performance than either in isolation. A real advantage of this method is 
that it performs a semi-supervised classification that correctly satisfies all specified 
constraints when the number of clusters is not pre-defined and without any exception 
on the type of data (as long as a dissimilarity table can be constructed). The obtained 
results have also illustrated the efficiency of our COP-b-coloring algorithm to 
generate better results than COP-KMEANS and COP-COBWEB algorithms. 

References 

[1] Jain, A.K., Murty, M.N., Flynn, P.J.: Data Clustering: A Review. ACM Computing 
Surveys 31, 264–323 (1999) 

[2] Elghazel, H., Deslandres, V., Hacid, M-S., Dussauchoy, A., Kheddouci, H.: A new 
clustering approach for symbolic data and its validation: Application to the healthcare data. 
In: Esposito, F., Raś, Z.W., Malerba, D., Semeraro, G. (eds.) ISMIS 2006. LNCS (LNAI), 
vol. 4203, pp. 473–482. Springer, Heidelberg (2006) 

[3] Irving, W., Manlove, D.F.: The b-chromatic number of a graph. Discrete Applied 
Mathematics 91, 127–141 (1999) 

[4] Wagsta, K., Cardie, C.: Clustering with instance-level constraints. In: Proceedings of the 
17th International Conference on Machine Learning, pp. 1103–1110 (2000) 

[5] Wagsta, K., et al.: Constrained K-means Clustering with Background Knowledge. In: 
Proceedings of the 18th International Conference on Machine Learning, pp. 577–584 
(2001) 

[6] Kalyani, M., Sushmita, M.: Clustering and its validation in a symbolic framework. Pattern 
Recognition Letters 24(14), 2367–2376 (2003) 

[7] Blake, C.L., Merz, C.J.: UCI repository of machine learning databases. In: University of 
California, Irvine, Dept. of Information and Computer Sciences (1998), Available from 
http://www.ics.uci.edu/ m̃learn/MLRepository.html 

[8] Rand, W.M.: Objective criteria for the evaluation of clustering methods. Journal of the 
American Statistical Association 66, 846–850 (1971) 



An Efficient Algorithm for Identifying the Most

Contributory Substring

Ben Stephenson

Department of Computer Science, Room 355 Middlesex College, University of
Western Ontario, 1151 Richmond Street, London, Ontario, Canada N6A 5B7

ben@csd.uwo.ca

Abstract. Detecting repeated portions of strings has important appli-
cations to many areas of study including data compression and com-
putational biology. This paper defines and presents a solution for the
Most Contributory Substring Problem, which identifies the single sub-
string that represents the largest proportion of the characters within a
set of strings. We show that a solution to the problem can be achieved
with an O(n) running time (where n is the total number of characters in
all of the input strings) when overlapping occurrences of the most con-
tributory substring are permitted. Furthermore, we present an extended
algorithm that does not permit occurrences of the most contributory sub-
string to overlap. The expected running time of the extended algorithm
is O(n log n) while its worst case performance is O(n2).

1 Introduction

This paper considers the problem of determining the most contributory substring
of a set of strings. We define the most contributory substring to be the string
of characters w such that the number of occurrences of w times its length, |w|,
is maximal. Put another way, the most contributory substring is the string w
such that removing all occurrences of w from the set of strings reduces the size
of the set by the greatest number of characters. Being able to identify the most
contributory substring is useful because it can aid in pattern matching tasks
such as analyzing profile data and identifying strings that should be replaced
with short code words in compression algorithms.

The remainder of this paper is organized in the following manner. Sections 2
and 3 outline related problems and define the terms used in the remainder of the
paper. Our initial algorithm is presented in 4. It is followed by an extended ver-
sion of the algorithm which ignores overlapping substrings in Section 5. Section
6 discusses applications for this algorithm. We briefly identify areas of future
work and summarize in Section 7.

2 Related Work

The most contributory substring problem is related to two other well known
problems: the Longest (or Greatest) Common Substring Problem and the All
Maximal Repeats Problem (AMRP). However it is distinct from each of these.
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While the Longest Common Substring Problem identifies the longest substring
common across all strings in a set, the Most Contributory Substring Problem
identifies the string that contributes the greatest number of characters. One
important distinction between these problems is that there is no guarantee that
the most contributory substring will occur in every string in the set while the
longest common substring will. The longest common substring problem also
ignores multiple occurrences of the same substring within each string in the set
while the Most Contributory Substring Problem counts every occurrence.

A variation on the Longest Common Substring Problem has also been pre-
sented [4] that identifies the longest common substring to k strings in a set. This
problem is also distinct from the Most Contributory Substring Problem because
it fails to consider the value of multiple occurrences of a substring within one
string in the input set.

The All Maximal Repeats Problem identifies occurrences of identical sub-
strings α and β in a string s such that the characters to the immediate left
and right of α are district from the characters to the immediate left and right
of β. In contrast, the Most Contributory Substring Problem is concerned with
identifying strings that occur many times. Each occurrence of the string may or
may not have distinct characters to its immediate left and right.

3 Definitions

A substring w of a string s is defined to be a string for which there exist strings
(possibly empty) p and q such that s = pwq. A suffix, w of a string s is defined to
be a non empty string meeting the constraint s = pw for some (possibly empty)
string p.

Let L represent the set of m strings under consideration. We will denote a
specific string within the set as Li such that 0 ≤ i < m. Let Σ0...Σm−1 represent
the alphabet employed by each of the m strings in L. The alphabet used across
all strings is constructed as Σ0 ∪ ... ∪ Σm−1 and will be denoted by Σ.

A generalized suffix tree is a data structure constructed from a collection of
strings. An equivalent tree can be constructed for a single string that is the
concatenation of all of the strings in the set provided that a unique sentinel
character is placed after each string. The set of sentinel characters is denoted by
S. In our examples we will represent sentinel characters with the punctuation
marks # and $. We will use the symbol s to represent the string generated by
concatenating the strings in L with a distinct sentinel character between each
string. Because a sentinel character is introduced after each input string during
the construction of s, |L| is equal to |S|.

Several linear time and space suffix tree construction algorithms have been
developed [6, 7, 8, 9] for alphabets that are a small, constant size compared to
the length of the input string. Another algorithm was developed subsequently
that provided the ability to construct a suffix tree in linear time and space over
integer alphabets [3]. Assuming that the string ends in a sentinel character, the



274 B. Stephenson

Fig. 1. Suffix Tree for the string ababab$abab#

following properties hold for a suffix tree independent of the algorithm used to
construct it:

1. The tree contains n leaves where each leaf corresponds to one of the n suffixes
of a string of length n.

2. Each branch in the tree is labeled with one or more characters from the
string. The label is represented by two integers which specify the starting
and ending position as indices in the concatenated string. Collecting the
characters as one traverses from the root of the tree to a leaf will give one
of the suffixes of the string.

3. The first character on each branch leaving a node is distinct. As a result, no
node has more than |Σ| + |S| children.

4. Each non-leaf node has a minimum of two children.
5. The string depth of a leaf node is the length of the suffix of s represented by

that node. The string depth of an interior node is the length of the prefix
that is common to all of the suffixes represented by leaf nodes below it.

Figure 1 shows a suffix tree constructed for the strings ababab and abab after
they have been merged into a single string and the sentinel characters have been
added. The suffix generated by traversing the tree is shown in each leaf node.

4 Initial Algorithm

This section presents an initial algorithm for solving the most contributory sub-
string problem which permits overlapping occurrences of the identified string.
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It is subsequently extended to consider only non-overlapping occurrences of the
most contributory substring in Section 5.

Our algorithm for determining the most contributory substring begins by
creating a suffix tree for s using one of the linear time construction algorithms
published previously. Once the suffix tree is constructed it is transformed so
that all of the strings in L are represented by an interior node, and so that all
strings containing a sentinel character are represented by a leaf node. Any string
containing a sentinel character occurs due to the construction of s. Consequently,
the identification process can disregard any string represented by a leaf node
while ensuring that every substring of a string in L is considered. The following
steps are taken to transform the tree to meet these constraints:

– Any leaf node that is reached by a branch label that begins with a sentinel
character is left untouched.

– Any leaf node that is reached by a branch labeled with a string that begins
with a letter in Σ is split into two nodes. A new interior node with only one
child is inserted between the leaf and its parent. The branch to the new node
is labeled with all characters before the first sentinel character in the original
branch label. The branch from the new node to the leaf node is labeled with
the remaining characters.

Once this transformation has been performed the number of nodes in the tree
has increased by at most n, retaining a total number of nodes that is O(n). The
algorithm employed is shown in Figure 2. The effect of this transformation can
be seen in the bottom-most nodes in Figure 3.

The SplitLeaves transformation can be performed in O(n log |S|) time if the
positions of the sentinel characters are recorded when the concatenated string
is formed. Then finding the position of the first sentinel character can be imple-
mented as a binary search for the first value in the sentinel character position
list that is greater than the starting index of branch b. This strategy requires
O(s) additional space to store the list of sentinel characters.

An alternative strategy is to build a table which maps each position in s to the
position of the next sentinel character. This table can be constructed in linear
time during the construction of s and requires additional space that is O(n).
With this table, finding the position of the first sentinel character in the label be
can be accomplished in constant time. This results in overall time complexity for
SplitLeaves which is O(n). Which of these strategies is superior depends on the
size of S and the trade-off between space and time costs for the specific context
in which the algorithm is employed.

A depth first traversal of the tree is performed once the leaf nodes have been
split. This traversal assigns a score to each node, determined by computing the
product of the string depth of the node and the number of leaf nodes below
it. Depending on the application, this score can be recorded in the node and
utilized later or two variables can be used to record the best string and score
encountered so far.

Figure 3 shows Figure 1 after scoring has been completed. It shows the values
used to compute the score in addition to the score awarded for each node. From
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Algorithm SplitLeaves(node n)

For each branch, b, leaving n
If the node, m, at the end of b is a leaf and the label on b starts with a
character in Sigma

Create a new node, p
Create a branch, c, from p to m
Change the target of branch b to node p

Find the position, x, of the first sentinel character in the label on b

Label c with all characters from x to the end of the string
Change the label on b so that it only includes those characters before x

Else
SplitLeaves(b.Target)

End For

Fig. 2. Algorithm SplitLeaves

Fig. 3. Suffix Tree for the string ababab$abab# Including Scores
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this diagram we can see that the node corresponding to the string abab received
the highest score with the value 12. As a result, we would conclude that the
string abab is the most contributory substring for the input strings ababab and
abab. The occurrences of the string are indicated below using underlining and
over-lining.

ababab$abab#

5 Handling Overlapping Occurrences

It is important to observe that the single underlined and single over-lined occur-
rences of abab are overlapping. While this may not be a problem in some situa-
tions, any application that ‘uses up’ the string once it is identified will destroy
the subsequent overlapping occurrence(s). Consequently the current identifica-
tion technique will over estimate the value of some strings if overlapping should
be prohibited. This section extends the preceding algorithm so that it detects
and ignores overlapping occurrences of the string.

Two occurrences of a substring are known to overlap if the absolute value of
the difference in their starting positions within s is less than the length of the
substring. We annotate each interior node in the tree with the score based on
the number of non-overlapping occurrences of the substring represented by the
node using the depth first traversal algorithm shown in Figure 4.

During this traversal, a balanced binary search tree is constructed for each
node in the suffix tree. It contains the starting indexes of the substring rep-
resented by the node in the suffix tree. For leaf nodes, the binary search tree
consists of a single node. At each interior node, the balanced binary search trees
from its children are merged to form a new larger tree. Each tree from a child is
merged in sequence, with the smaller trees being merged into the largest tree.

In the pathological case where the height of the suffix tree is n, the amount of
time required to merge the binary search trees is O(log n) for each level in the tree
because only one new node is merged, giving an overall complexity of O(n log n).
A similar situation results in the pathological case where n = |Σ| + |L|. In this
case, the height of the suffix tree is 1, but n leaf nodes must be merged into the
tree at a cost that is O(log n) for each merge. As a result, this case also has a
complexity which is O(n log n).

A myriad of suffix trees exist with heights between the pathological cases
described in the previous paragraph. However, the amount of time required to
construct the balanced binary search trees is also O(n log n) for these cases. The
number of merges is minimized by merging the smaller trees into the largest tree
at each merge point, resulting in each merge still having a cost that is O(log n).
Due to the construction of a suffix tree, it is known that the size of the largest
binary search tree will grow by at least one at each level in the tree (since each
interior node in the suffix tree has at least two children except for the split leaf
nodes). When the binary search tree grows by only one element at each level, the
tree has height n and the overall time required to build the binary search trees
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is O(n log n) as described previously. If the size of the largest binary search tree
grows by more than 1 at any point, then the height of the suffix tree is known
to be less than n. In fact, if the increase in size of the largest binary search
tree is denoted by Δj at level j then the maximum height of the suffix tree is
n−

∑
(Δj − 1), where

∑
indicates summation in this instance. While any level

that has a value of Δi that is greater than 1 requires multiple merges that each
cost O(log n), the additional merges performed at that level are offset by the
decreased height of the tree, resulting in an overall running time that remains
O(n log n).

Once the binary search tree for a node is constructed, it is traversed using algo-
rithm CountUniqueOccurrences, shown in Figure 5. This algorithm is responsible
for determining if two or more of the occurrences of the substring represented by
suffix tree node n overlap. This is accomplished by traversing the balanced binary
search tree using an in-order traversal, counting only those nodes whose value
differs by at least length. This value is returned to the NonOverlappingScore
algorithm, which uses it to compute the score for the node.

Since each starting position can only exist in one binary search tree at each
level in the suffix tree, the total time required to traverse all of the binary search
trees at a level is O(n). Unfortunately, this leads to worst case running time for
CountUniqueOccurrences which is O(n2) in those rare cases when the height of
the suffix tree approaches n. Studies have been conducted that show, contrary
to the worst case height, the expected height of a suffix tree is O(log n) [1, 2, 5].
Consequently, while it is possible that CountUniqueOccurrences may cause the
overall running time of NonOverlappingScore to reach O(n2), its expected per-
formance should not exceed the O(n log n) performance of CountUniqueOccur-
rences. This expected performance exceeds the cost associated with constructing
the suffix tree initially (O(n)), and splitting its leaf nodes (O(n log |S|)). Thus we
conclude that the overall cost of determining the Most Contributory Substring
when overlapping occurrences are prohibited is O(n2) in the worst case, with an
expected performance of O(n log n).

The NonOverlappingScore algorithm is O(n) in space. In a degenerate suffix
tree with height n, it is necessary to allocate the ChildTrees array for every level
in the tree before any call to NonOverlappingScore returns. Initially, this may
appear to require O((|Σ|+ |L|)n) space. However, it is impossible for every node
in the tree to to have |Σ| + |L| children unless |Σ| + |L| is three or less. This
constraint exists because the total number of nodes in the modified suffix tree is
bounded by 3n. Thus, even if we must allocate space to hold a pointer to every
child’s tree before any calls to NonOverlappingScore return, the total amount of
space allocated with still be 3n pointers or less.

The amount of space required to store the binary trees used to identify the
unique occurrences is also O(n). The total number of nodes in the binary trees at
any level in the suffix tree is bounded by n. Furthermore, binary trees only exist
at two levels in the suffix tree at any time. Once the binary tree for the current
node in the suffix tree is constructed, the binary trees for all of its children are
deallocated. This means that a total of no more than 2n nodes will be present
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Algorithm NonOverlappingScore(node n)

ChildTrees: an array of pointers to binary search trees
Retval: a pointer to a balanced binary search tree

If n.NumChildren == 0 // it’s a leaf node
Retval = new binary search tree with one node
Set the value in Retval’s root node to |s| - n.StringDepth
Return Retval

End If

Allocate n.NumChildren pointers for ChildTrees // Proceed depth first
For i = 0 to n.NumChildren - 1 // through the suffix tree

ChildTrees[i] = NonOverlappingScore(n.Child[i])
End For

For i = 1 to n.NumChildren - 1 // Ensure ChildTrees[0] points to largest tree
If ChildTrees[0].num_nodes < ChildTrees[i].num_nodes

swap(ChildTrees[0], ChildTrees[n])
End If

End For

Retval = ChildTrees[0]
For i = 1 to n.NumChildren - 1 Retval = BSTreeMerge(Retval, ChildTrees[i])
n.Score = CountUniqueOccurrences(Retval,n.StringDepth) * n.StringDepth

Deallocate the binary tree for each child and the ChildTrees array
return Retval

Fig. 4. Algorithm NonOverlappingScore

Algorithm CountUniqueOccurrences(BinarySearchTree t, Integer str_len)

count = 0 // number of non-overlapping occurrences
last_position = MIN_INT // last_position is initialized to the

// negative value of largest magnitude
InOrderTraversal(t.root, count, last_position)
return count

Algorithm InOrderTraversal(BSTNode b, Ref Integer count,
Ref Integer last_position)

If (b.left != NULL) InOrderTraversal(b.left, count, last_position)
If ((last_position + str_len) <= b.value)
count++
last_position = b.value

End If
If (b.right != NULL) InOrderTraversal(b.right, count, last_position)

Fig. 5. Algorithm CountUniqueOccurrences
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Fig. 6. Suffix tree for the string ababab$abab# Including Score Computed Using Only
Non-Overlapping Occurrences

in the binary trees before the children’s binary trees are deallocated, giving a
space requirement that is O(n).

After algorithm NonOverlappingScore executes the number of disjoint occur-
rences of each substring has been determined and the resulting score has been
computed. Figure 6 shows the tree after scoring has been performed using the
NonOverlappingOccurrences algorithm. It shows that the best substring is ab
with a score of 10 – a different result than the abab achieved when overlapping
strings were permitted.

6 Applications

This algorithm was originally developed to analyze profile data collected dur-
ing the execution of an application. The profile data consisted of approximately
200 distinct events which occurred millions of times. While determining which
distinct event occurred with greatest frequency was straightforward, determining
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which sequence of events contributed the most to the execution of the application
was more challenging. Analyzing this data using an inefficient algorithm took
a prohibitively large amount time. As a result, the most contributory substring
problem was identified and solved. Using the solution to the most contributory
substring problem made it possible to quickly identify what sequence or se-
quences of events contributed the most to the execution of the application.

We also believe that using this algorithm can improve the level of compression
achieved by Huffman coding. In its simplest form, Huffman coding uses variable
length bit sequences to represent each symbol. Shorter sequences of bits are
used to represent those symbols that occur with greater frequency while longer
sequences are used to represent symbols that occur less frequently.

A variation on Huffman coding has also been developed which considers fixed
length groups such as 2 symbols at a time. The frequency of each sequence of 2
symbols is determined and bit sequences are assigned based on the frequencies
of the sequences. Using the most contributory substring algorithm can extend
this idea further by using variable length sequences. The most contributory sub-
string can be identified repeatedly in order to determine what sequence (possibly
consisting of only one symbol) represents the largest portion of the string be-
ing compressed. This sequence would then be encoded using the shortest code
word. Using this strategy degenerates to standard Huffman encoding when each
most contributory substring identified has length one. We have yet to implement
this variation of Huffman coding, so we are presently unsure how much of an
improvement is achieved for real data sets.

Other applications for this algorithm may also exist. In particular, we believe
that it may have utility in the realm of computational biology.

7 Conclusion

An algorithm is presented which solves the Most Contributory Substring Prob-
lem. This problem identifies a substring of its input that represents the largest
proportion of the characters in the input string. In its first presentation, the al-
gorithm identified potentially overlapping occurrences of the most contributory
substring in a running time that was O(n). An extended version of the algo-
rithm was also presented that discounted overlapping occurrences of the most
contributory substring. While the extended algorithm may require a running
time as large as O(n2) for pathological input cases, previous studies have shown
the expected height of a suffix tree is O(log n) rather than O(n), reducing the
complexity of the Most Contributory Substring Algorithm to O(n log n) in the
expected case.

While our algorithm gives an optimal result when one substring is identified,
it does not necessarily give an optimal result when applied iteratively to identify
the k most contributory substrings of s. We hope to extend our algorithm to
efficiently solve this problem in the future.
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Abstract. Mining weighted association rules considers the profits of items in a 
transaction database, such that the association rules about important items can 
be discovered. However, high profit items may not always be high revenue 
products, since purchased quantities of items would also influence the revenue 
for the items. This paper considers both profits and purchased quantities of 
items to calculate utility for the items. Mining high utility quantitative associa-
tion rules is to discover that when some items are purchased on some quantities, 
the other items on some quantities are purchased too, which have high utility. In 
this paper, we propose a data mining algorithm to find high utility itemsets with 
purchased quantities, from which high utility quantitative association rules also 
can be generated. Our algorithm needs not generate candidate itemsets and just 
need to scan the original database twice. The experimental results show that our 
algorithm is more efficient than the other algorithms which only discovered 
high utility association rules. 

1   Introduction 

The previous approaches [3, 8, 9, 10] which discovered high utility association rules 
cannot generate high utility quantitative association rules. Mining quantitative asso-
ciation rules [1, 5, 7] is to discover that most of the customers purchased some items 
on some quantities, also purchased the other items on some quantities. For an item, 
different purchased quantities for the item are regarded as different quantitative items. 
For example, three cakes and four cakes are different quantitative items. There may 
be many different purchased quantities for each item in the database. It is very costly 
to process a large number of quantitative items. In order to reduce and speed up the 
computation time and generate useful information, the purchased quantities for each 
item need to be combined to some ranges. However, the combinations for quantities 
of items may lead to information loss. Besides, mining quantitative association rules 
just considered frequently purchased quantities of items, but not considered profits or 
importance of items, such that association rules about high profit items cannot be 
discovered. 

This paper considers both profit and purchased quantities for each item to compute 
utilities for quantitative itemsets, and proposes an algorithm to find high utility quan-
titative itemsets. High utility quantitative association rules can be discovered from 
high utility quantitative itemsets. An example of such a rule is (bread, 3, 4) ⇒ (milk, 
2, 3), which means that most of customers purchased three or four breads, also  



284 S.-J. Yen and Y.-S. Lee 

purchased two or three milk. We can use this information to package products with 
quantities that have high utility and estimate the number of items which need to be 
reserved according to the number of the other items. 

For mining high utility quantitative association rules, a criterion of high utility 
need to be specified. If the utility for a quantitative itemset satisfy the criterion, then 
the quantitative itemset is a high utility quantitative itemset. However, there may  
be different utilities for the items with the same profit, since the purchased quantities 
for the items may be different. For a quantitative itemset which does not satisfy the 
criterion, it may satisfy the criterion by combining the quantities with the adjacent 
quantities of the quantitative itemset. Therefore, we propose a combination method to 
combine the quantities for an itemset, such that useful information can be discovered.  

Besides, the subsets for high utility quantitative itemsets may not be high utility, 
that is, there is no downward closure property for the problem of mining high utility 
quantitative itemsets. We also propose a support bound method to predict if a quanti-
tative itemset can be joined with the other quantitative itemsets to generate high utility 
quantitative itemsets. Our algorithm just needs to scan original database twice to gen-
erate small datasets, and use the support bound method to reduce the number of data-
sets. High utility quantitative itemsets can be discovered from these small datasets 
without generating candidate quantitative itemsets. Hence, our algorithm is very effi-
cient than the other approaches [3, 8, 9, 10] which just discovered high utility itemsets 
without quantity information.  

2   An Algorithm for Mining Quantitative Association Rules 

In this section, we present our algorithm HUQA (High Utility Quantitative Associa-
tion Rules) for mining high utility quantitative association rules. Table 1 is a transac-
tion database, in which TID denotes transaction identifier. Each transaction contains 
items purchased in this transaction and their purchased quantities. The weights for 
each item are shown in Table 2. 

Table 1. A transaction database 

TID Transaction TID Transaction 

1 
2 
3 
4 
5 
6 

(A,2)(B,5)(C,2)(D,1) 
(B,4)(C,1)(D,1) 
(A,2)(B,6)(C,2) 
(B,5)(C,1) 
(B,4)(C,2) 
(A,2)(B,6)(C,1)(D,1) 

7 
8 
9 
10 
11 
12 

(A,3)(C,2)(D,1) 
(B,6)(C,1) 
(A,3)(B,6)(C,1)(D,1) 
(B,5) 
(A,2)(B,6)(C,2)(D,1) 
(A,3)(B,4)(C,2)(D,1) 

 
Before introducing our algorithm, we first define and describe the problem of min-

ing high utility quantitative association rules: A quantitative item (q_item) x = (ip, l, 
u) is an item with purchased quantities, in which ip is an item, l and u are lower bound 
and upper bound of purchased quantities, respectively. For example, q_item x = (B, 2, 
4) represents that the purchased quantities of item B are between 2 and 4. If l = u, then 
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x can be denoted as (ip , l), which means that the purchased quantity of item ip is l. A 
quantitative itemset (q_itemset) is a set of q_items. The length of a q_itemset is the 
number of q_items contained in the q_itemset. A q_itemset with length k is called 
k_q_itemset. For example, q_itemset X = {(A, 1)(B, 5)} means that the item A and 
item B were purchased together, and the purchased quantities for A and B are 1 and 5, 
respectively. The length of q_itemset {(A, 1)(B, 5)} is 2, which is a 2_q_itemset. 

Table 2. The weight for each item 

Item Weight 
A 0.8 
B 0.3 
C 0.2 
D 0.4 

 
For any two q_items x = (i1, l1, u1) and y = (i2, l2, u2), if  l1 ≤ l2 and u1 ≥ u2, then x 

contains y. For any two q_itemsets X = {(x1, l1, u1)(x2, l2, u2) … (xn, ln, un)} and Y = 
{(y1, p1,q1)(y2, p2, q2) … (ym, pm, qm)}, if there exists 1 ≤ i1, …, im ≤ n such that y1 = 
xi1, y2 = xi2, …, ym = xim, li1 ≤ p1, li2 ≤ p2 , …,  lim ≤ pm,  ui1 ≥ q1,  ui2 ≥ q2, …,  uim ≥ qm, 
then q_itemset X contains q_itemset Y. If a q_itemset X contains a subset of a trans-
action, then the transaction supports X. The support for q_itemset X is the ratio of the 
number of the transactions which support X to the total number of transactions in the 
database. The support count for q_itemset X is the number of the transactions which 
support X, which is denoted as SC(X).  

The utility u(x) of a q_item x = (i, j) is the product of the weight W(i) of item i and 
the quantity j. For example, u(A,2) = W(A) × 2 = 0.8 × 2 = 1.6. If a transaction Tq 
supports q_item x and x contains q_item (ip, j) in transaction Tq, then the utility of 
q_item x in Tq is u ( x , Tq) = u( ip , j ) = W( ip ) × j. The utility of a q_itemset in a 
transaction is the sum of the utilities for all the q_items contained in the q_itemset in 
the transaction. For example, the utility of q_itemset ｛(A,1,3)(B,4,6)｝in the first 
transaction in Table 1 is (0.8 × 2)+(0.3 × 5) = 3.1. The utility of a q_item in a transac-
tion database is the total sum of the utilities of the q_item in all the transactions in the 
database. The total utility of the transaction database is defined in expression (1), in 
which D is the set of all the transactions in the database. The utility support of a 
q_item x = {ip, l, u } is the ratio of the utility of x in the database to the total utility of 
the transaction database, which is shown in expression (2). 
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The utility of a q_itemset in a transaction database is the sum of the utilities of the 
q_itemset in all the transactions in the database. The utility support of a q_itemset X = 
{(i1, l1, u1)(i2, l2, u2)…(ik, lk, uk)} in a database is the ratio of the utility of X in the 
database to the total utility of the database, which is shown in expression (3). For 
example, the utility support of q_itemset {(A,2)(B,5,6)} in Table 1 is computed as 
follows. Because SC((A,2)(B,5)) = 1 and SC((A,2)(B,6)) = 3; W(A) = 0.8 and W(B) = 
0.3 in Table 2, the utilities of q_itemsets {(A,2)(B,5)} and {(A,2)(B,6)} are 
u((A,2)(B,5)) = 0.8×2 + 0.3×5 = 3.1 and u((A,2)(B,6)) = 0.8×2 + 0.3×6 = 3.4, respec-
tively. The total utility of transaction database in Table 1 is 36.9. Hence, the utility 
support  of q_itemset {(A,2)(B,5,6)} is US((A,2)(B,5,6)) = [SC((A,2)(B,5)) × 
u((A,2)(B,5)) + SC((A,2)(B,6)) × u((A,2)(B,6))] / TU = [ 1×3.1 + 3×3.4 ] / 36.9 = 
0.36. If the utility support for a q_itemset is no less than user-defined minimum utility 
support (MUS) threshold, then the q_itemset is a high utility q_itemset. 

2.1   Mining High Utility Quantitative Itemsets 

Our algorithm HUQA includes two steps for mining high utility q_itemsets: The first 
step is to find the q_itemsets whose utility supports satisfy minimum utility support. 
Because the subsets of high utility q_itemsets may not be high utility, we need to find 
weak utility q_itemsets that can be extended to generate high utility q_itemsets by 
joining with the other q_itemsets. For the first database scan, the support count and 
the utility support for each q_item are computed, and the high utility q_itemsets and 
weak utility q_itemsets can be generated. For each transaction in the database, the 
q_items are sorted decreasingly according to the utilities of the q_items in the first 
database scan. For the second step, the conditional database for each high (weak) 
utility q_itemset can be constructed. After constructing conditional databases, high 
(weak) utility q_itemsets are generated from the conditional databases, which is simi-
lar the first step. Hence, HUQA executes the two steps recursively. 

Because there are different q_items for an item, there may be too many q_items in 
the database to generate high utility q_itemsets. We propose a combining method to 
combine a set of adjacent q_items, which these q_items with adjacent quantities and 
the same item. For a q_item with single quantity, if the utility support for the q_item 
satisfies minimum utility support (MUS), then this q_item is a high utility 
1_q_itemset. Otherwise, this q_item is considered to be combined with the other 
q_items with adjacent quantity. If all the q_items with adjacent quantities are com-
bined to form another q_item, then the range of the quantities for the q_item will be 
large. Hence, a combined threshold needs to be specified to avoid combining the 
q_item with low utility support. For a set of adjacent q_items (i, l1), (i, l2), … and (i, 
lk), if their utility supports are less than MUS and greater than or equal to MUS/r, in 
which r is a user-specified quantitative related coefficient and r≥1, then these q_items 
can be combined to form another q_item (i, l1 , lk). If the utility support for the com-
bined q_item is no less than MUS, then this q_item is a high utility q_itemset. If the 
utility support for a q_itemset is less than MUS/r, then this q_itemset cannot be com-
bined with the other q_itemsets.  

For example, suppose that the minimum utility support (MUS) and quantitative re-
lated coefficient r are 20% and 2, respectively. Since the utility support for (B, 6) 
satisfies MUS, (B, 6) is a high utility q_itemset. Because utility supports for (A, 2), 
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(A, 3), (B, 4) and (B, 5) are no less than MUS/r, these q_items can be combined as 
(A, 2, 3) and (B, 4, 5). Since the utility supports for (A, 2, 3) and (B, 4, 5) are 0.37 
and 0.23, respectively, which are greater than MUS (0.2), the two q_itemset (A, 2, 3) 
and (B, 4, 5) are also high utility q_itemsets. 

A q_itemset  X which is not high utility may be extended  to generate high utility 
q_itemsets by joining with the other q_itemsets, because the utilities for the extended 
q_itemsets are larger than that of q_itemset X. Hence, we construct conditional  
database for q_itemset X in order to find high utility q_itemsets which contain X. 
However, if conditional databases are constructed for all q_itemsets, then many con-
ditional databases need to be generated. In order to generate conditional databases as 
few as possible, we propose a method to find the q_itemsets without high utilities, 
which can be extended to generate high utility q_itemsets. Expression (4) represents 
that the utility support for a high utility q_itemset (i, j) is greater than or equal to 
MUS, which can be transformed into expression (5).  

Hence, for a q_itemset which can be extended to generate high utility q_itemsets, 
the support count for the q_itemset must be no less than the support bound (SB) for 
the q_itemset. The support bound for a q_item (i, j) is shown in expression (6), in 
which MaxU (i, j) is the largest utility among the utilities of the q_itemsets after 
q_item (i, j) in the transactions. If the support count for a q_itemset is less than its 
support bound, then the q_itemset cannot be joined with the other q_itemsets to gen-
erate high utility q_itemsets. Hence, in the first database scan, we compute and record 
the largest utility of all the q_itemsets which can be joined with (i, j) in the transac-
tions of the database. For a q_itemset whose utility support is less than MUS, if sup-
port count for the q_itemset is no less than its support bound, then this q_itemset is 
called weak utility q_itemset. 
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2.2   Conditional Database Generation 

For the first database scan, HUQA finds all the high and weak q_items. For the sec-
ond database scan, the conditional databases for all the high and weak q_items are 
constructed. The conditional database for a q_item x is constructed as follows: For 
each transaction T in the database, if x is in transaction T, then x and all the q_items 
after x in T are put into conditional database for x. If x is not in T, then T is ignored. 
After scanning all the transactions, the conditional databases for all the high and weak 
utility q_items can be constructed.  

After constructing conditional databases for high and weak utility k_q_itemsets  
(k ≥ 1), HUQA finds all the high and weak (k+1)_q_itemsets from the conditional 
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databases according to the first step. Hence, HUQA just need to scan original data-
base twice to generate high (weak) utility 1_q_itemsets and construct conditional 
databases for them, and generate high (weak) utility k_q_itemsets and conditional 
databases for high (weak) utility k_q_itemsets from conditional databases for (k-
1)_q_itemsets recursively. 

3   Experimental Results 

Because there is no algorithms for discovering high utility quantitative association 
rules, we evaluate the performance of our HUQA algorithm by comparing with Two-
Phase association rule algorithm [10], which is the most efficient algorithm for min-
ing high utility itemsets. Owing to real data is hard to be obtained, we generate  
synthetic datasets to simulate real world datasets. Table 3 shows the parameters used 
in the synthetic datasets. 

Table 3. Parameters for synthetic datasets 

|D| 

|T| 

|L| 

|I| 

N 

MQ 

Number of transactions 

Average number of items per transaction  

Number of maximal potentially high utility quantitative itemsets 

Average length of maximal potentially high utility quantitative itemsets 

Number of items 

The maximum purchased quantity of items 

It is different between the utility defined in [10] and the utility support defined in 
this paper. In addition, HUQA algorithm is to find high utility quantitative itemsets. 
Liu et al. [10] proposed Two-Phase algorithm just to find high utility itemsets. The 
differences between Two-Phase algorithm and HUQA algorithm are shown in Table 4. 
Hence, the two algorithms cannot specify the same threshold. We compare our HUQA 
algorithm with Two-Phase algorithm under the same number of high utility (quantita-
tive) itemsets generated by the two algorithms. 

We generate synthetic dataset T6.I4.D10K, and the number of items is set to 
1000. In the following two experiments, the numbers of high utility (quantitative) 
itemsets generated by the two algorithms are 1000, 2000, 3000 and 4000, respec-
tively. The execution times for the two algorithms are shown in Figure 1. From  
 

Table 4. Comparisons of Two-Phase and HUQA 

 Two-Phase HUQA 
Threshold u(X)≧MU us(X) ≧MUS 

Pattern 
High utility itemset 

{A, C} 
High utility q_itemset 

{(A,2)(C,2,3)} 
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Fig. 1. Execution times for Two-Phase HUQA algorithms 

Figure 1, we can see that the performance gap between Two-Phase algorithm and 
HUQA algorithm increases significantly as the number of generated high utility (quanti-
tative) itemsets increases, since the number of candidate itemsets and the number of 
database scans also increases for Two-Phase algorithm. However, our HUQA algorithm 
needs not generate candidate itemsets and the longer the lengths of high utility 
q_itemsets are, the smaller the sizes of conditional databases are. Hence, HUQA  
algorithm outperforms Two-Phase algorithm significantly. 

We also use dataset T6.I4.D10K to compare the size of memory space used by 
Two-Phase and HUQA algorithms based on the same configuration as the above 
experiment. Figure 2 shows that the memory space used by Two-Phase algorithm 
is more than that of HUQA algorithm. Because a lot of candidate itemsets, the 
total utility of all the transactions which contains each candidate itemset, and 
support count and utility of each candidate itemsets need to be stored for Two-
phase algorithm, a large number of storage space need to be used. However, com-
paring with Two-Phase algorithmm, HUQA has to take memory space to store 
conditional databases, but all the conditional databases are small.  

 

Fig. 2. The memory usages for Two-Phase and HUQA algorithms 
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Fig. 3. The executing times for different minimum utility support threshold 

In the following, we evaluate the scalability for our HUQA algorithm. The dataset 
used in the experiment is T6.I4.D1000K, and the number of items is 1000. Figure 3 
shows that the execution times increase smoothly as minimum utility support de-
creases, since the number of high utility q_itemsets increases and the number of con-
ditional databases increases when minimum utility support decreases. 

Figure 4 shows the execution times when the number of items is from 1000 to 
5000. The dataset used in the experiment is T6.I4.D100K, and minimum utility sup-
port is set to 0.5%. From Figure 4, we can see that the execution times slightly  
decrease as the number of items increases, since support count for each q_item de-
creases and the number of high utility q_itemsets decreases when the number of items 
increases. 

Finally, for the dataset T6.I4.D1000K, the number of transactions is set to 300K, 
500K, 700K and 1000K, respectively, and minimum utility support is set to 0.5%. 
The execution times of HUQA algorithm for different number of transactions are 
shown in Figure 5, in which the execution times increase gradually as the number of 
transactions increases. This is because the number of transactions which need to be 
processed increases and the sizes of conditional databases increases when the number 
of transactions increases. 
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Fig. 4. Execution times for different number of items 



 Mining High Utility Quantitative Association Rules 291 

0

500

1000

1500

2000

2500

3000

300K 500K 700K 1000K

Number of transaction

T
im
e
(s
e
c
)

 

Fig. 5. The executing times for different number of transactions 

4   Conclusions 

Mining weighted association rules [2, 4, 6] only considers purchased frequency and 
profit for an itemset; however, a high profit item may not always be a high utility 
item, since the purchased quantities for the itemset also needs to be considered. 
Therefore, this paper defines utility support of an itemset, which is calculated by 
weights, purchased quantities and purchased frequency for the itemset. We also pro-
pose an efficient algorithm HUQA to discover high utility quantitative itemsets from 
a transaction database. High utility quantitative association rules can be generated 
from the high utility quantitative itemsets. For HUQA algorithm, a method for  
combining adjacent quantities for an item and a method for reducing the number of 
conditional databases generated by HUQA are proposed. HUQA algorithm does not 
generate candidate q_itemsets and just needs to scan original database twice, which is 
very efficient. For the experiments, we compare our algorithm with Two-Phase algo-
rithm which is the most efficient algorithms for mining high utility itemsets. The 
experimental results show that our algorithm outperforms Two-Phase algorithm [10] 
under the same number of generated high utility (quantitative) itemsets. 

References 

1. Agrawal, R., Srikant, R.: Mining quantitative association rules in large relational tables. 
In: Proc. ACM SIGMOD, pp. 1–12 (1996) 

2. Cai, C.H., Fu, A.W.C., Cheng, C.H., Kwong, W.W.: Mining Association Rules with 
Weighted Items. In: IDEAS, pp. 68–77 (1998) 

3. Chan, R., Yang, Q., Shen, Y.-D.: Mining high utility itemsets. In: Proceedings of the 2003 
IEEE International Conference on Data Mining, Melbourne, FL, November 2003, pp.  
19–26 (2003) 

4. Tao, F., Murtagh, F., Farid, M.: Weighted Association Rule Mining using Weighted Sup-
port and Significance Framework. In: Proceedings of the ACM SIGKDD Conference on 
Knowledge Discovery and Data Mining, pp. 661–666 (2003) 

5. Tsai, P.S.M., Chen, C.-M.: Mining Quantitative Association Rules in a Large Database of 
Sales Transactions. J. Inf. Sci. Eng. 17(4), 667–681 (2001) 



292 S.-J. Yen and Y.-S. Lee 

6. Wang, W., Yang, J., Yu, P.: Efficient mining of weighted association rules (WAR). In: 
Proceedings of the ACM SIGKDD Conference on Knowledge Discovery and Data Min-
ing, pp. 270–274 (2000) 

7. Yen, S.J., Lee, Y.S., Chen, S.W.: Mining Quantitative Association Rules from Transaction 
Database. In: Proceedings of 10th National Conference on Fuzzy Theory and Its Applica-
tions, pp. D520–D525 (2002) 

8. Yao, H., Hamilton, H.J., Butz, C.J.: A Foundational Approach to Mining Itemset Utilities 
from Databases. In: Proc. of the 4th SIAM International Conference on Data Mining, Flor-
ida, USA, pp. 482–486 (2004) 

9. Shen, Y.D., Yang, Q., Zhang, Z.: Objective-oriented utility-based association mining. In: 
Proc. of the IEEE Int. Conf. on Data Mining, Japan, December 2002, pp. 426–433 (2002) 

10. Liu, Y., Liao, W.-K., Choudhary, A.: A Fast High Utility Itemsets Mining Algorithm. In: 
Proc. ACM Press Conference on Knowledge Discovery in Data, pp. 90–99 (2005) 



Extraction of Association Rules Based on
Literalsets

G. Gasmi1,2, S. Ben Yahia1, E.M. Nguifo2, and S. Bouker1

1 Department of computer science
Faculty of Science of Tunis

2 Research center of computer science of Lens
Rue de l’Université SP 16, 62307 Lens Cedex

ghada_gasmi@yahoo.fr, sadok.benyahia@fst.rnu.tn, mephunguifo@gmail.com,
slimkrm@yahoo.fr

Abstract. In association rules mining, current trend is witnessing the
emergence of a growing number of works toward bringing negative items
to light in the mined knowledge. However, the amount of the extracted
rules is huge, thus not feasible in practice. In this paper, we propose to
extract a subset of generalized association rules (i.e., association rules
with negation) from which we can retrieve the whole set of general-
ized association rules. Results of experiments carried out on benchmark
databases showed important profits in terms of compactness of the in-
troduced generic basis.

1 Introduction

The problem of association rules mining is one of the most important problems
of data mining which was intensively studied since its definition [1]. This prob-
lem concerned the market basket analysis. Indeed, association rules analysis is the
task of discovering correlations between itemsets witch are frequently occurring
together (e.g., 70% of costumers who buy chips and drinks buy also pizza with a
probability equal to 90%). Nevertheless, in many domains, one might be interested
in discovering assocation rules taking into account the absence of some items. For
example, e.g., 60% of customers who do not buy chocolate do not buy also toys
in 80% of cases. However, incorporating negation into association rule framework
is problematic. Indeed, in an average transaction, only a small fraction of items
occurs. At the same time, almost all possible items are not present in each trans-
action. Therefore, each transaction supports a huge number of litteralsets (i.e., a
generalization of itemsets which takes into account the absence of items) contain-
ing negation. Consequently, the number of association rules with negation (gen-
eralized association rules) is huge. It is nearly impossible for the end users to com-
prehend or validate such large number of complex generalized association rules,
thereby limiting the usefulness of the data mining results.

In this paper, we propose an adaptation of Prince algorithm [2], called
GenGbr, to extract a subset of generalized association rules (generic basis of
generalized association rules) from which we can retrieve the remaining rules.

I.Y. Song, J. Eder, and T.M. Nguyen (Eds.): DaWaK 2007, LNCS 4654, pp. 293–302, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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Thus, we help user to explore better the presented knowledge. Results of exper-
iments carried out on benchmark databases showed a significant compactness of
the generalized association rules raging from 87% to 99%.

The remainder of the paper is organized as follows. Section 2 overviews the
related work on the extraction of generalized association rules. In section 3, we
present key notions used throughout the paper. In section 4, we describe the
algorithm GenGbr permitting to extract generic basis of generalized association
rules. In section 5, we present the results of experiments carried out on bench-
mark databases. Section 6 concludes the paper with conclusion and future work.

2 Related Work

The idea of mining generalized association rules was first presented in [3] where
the authors introduce the concept of excluding associations. They present a
versatile method for finding associations of the form ABC ⇒ D, where AB ⇒ D
is not valid due to an insufficient confidence value. Such a rule represents the
fact that A and B imply D when C does not occur. Their solution is to transform
the database into a trie structure and extract both positive association rules and
excluding association rules directly from the trie.

In [4], the authors mentioned the notion of negative relationships based on
chi-square. Indeed, this statistical metric is used to verify the independence be-
tween two variables. To determine the nature of the relationship (i.e., positive
or negative), a correlation metric was used. In [5], the authors presented a new
idea to mine strong negative rules. They combined positive frequent itemsets
with domain knowledge in the form of taxonomy to mine negative associations.
However, it is not obvious to generalize their algorithm it is domain dependent
and requires a predefined taxonomy. In [6], the authors proposed a new algo-
rithm for generating both positive and negative association rules. They add on
top of the support-confidence framework another measure called mininterest
for a better pruning of the frequent litteralsets generated.

Another approach was presented in [7] permitting to find confined generalized
association rules of the form X ⇒ Y , X ⇒ Y , or X ⇒ Y , where the entire an-
tecedent or consequent is a conjunction of only negative or a conjunction of only
positive items. However, it is noteworthy that this approach is not general enough
to capture all types of generalized association rules. However, limiting the algo-
rithm to the discovery of confined negative association rules only allows the au-
thors to develop an efficient method based on the correlation coefficient analysis.

Also, the problem of mining generalized association rules has been attacked
in [8]. Itemsets are divided into derivable and non-derivable based on the ex-
istence of certain rules (functional dependencies) in the dataset. The authors
present an efficient method permitting to extract a concise representation of a
huge number of patterns with negation using negative border and rule genera-
tors, called generalized disjunction-free literal set representation (GDFLR). In
[9], the authors adapted proposed GDFLR to propose a novel concise represen-
tation which represents all frequent litteralsets with at most k negative items.
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In [10], the authors defined the dissociation rules allowing users to find negatively
associated sets of items. However, this set of rules does not capture all types of
generalized association rules.

3 Key Notions

In the following, we present some key notions which will be used in the remaining
of the paper.

Definition 1. (literal) A litteral l is an item i (i.e., positive litteral) or the
negation of an item i (i.e., negative litteral).

For example, the first transaction of the extraction context depicted by Figure 1
contains the following litterals: A, B, C, D and E.

Definition 2. (Extraction context) An extraction context is a triplet K =
(O, I,R), such that O represents a finite set of objects (or transactions), I
represents a finite set of attributes (or items) and R is a binary relation ( i.e., R
⊆ O × I). Each couple (o,i) ∈ R expresses that the transaction o ∈ O contains
the item i ∈ I.

Definition 3. (literalset) A literalset L noted by X Y is a conjunction of:

– a positive literalset X which is a conjunction of positive litterals.
– a negative literalset Y which is a conjunction of negative litterals.

A literalset L is said to be frequent if and only if its relative support given by
supp(L) = |{T∈D,X⊆T∧∀l∈Y l/∈T |}

|T | is at least equal to a minimal threshold minsup

fixed by the user.

For minsup = 2
5 , we can extract from the database of Figure 1 the frequent lit-

eralset C D which has a support equal to 4
5 . Indeed, from a context containing n

items, we can derive 3n literalsets. Thus, this number is usually huge. A solution
consists on extracting a condensed representation of the whole set of literalsets
which consists on the set of closed literalsets.

Definition 4. (Variation)
Let L be a positive literalset. A variation of L is obtained after negating any
number of positive litterals in L.

A B C D E
1 × ×
2 × ×
3 × ×
4 × × ×
5 × × ×

Fig. 1. An extraction context K
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Definition 5. (Positive variation) Let L noted by XY be a literalset. P is
the positive variation of literalset L if and only if P is equal to XY such that
Y = {l, l ∈ Y }.

A positive variation of the literalset A B C is A B C.

Definition 6. (Galois connection) Let an extraction context K = (O, I, R).
Let φ be the application from the power set O ( i.e. the set of all subsets of O),
noted by P(O), to the power set of literals L, noted by P(L). φ associates to a
set of objects O ⊆ O, the set of literals L ∈ I shared by all objects o ∈ O.

φ : P(O) → P(L)
φ(O) = {l ∈ L|∀o ∈ O, (o, l) ∈ R}

Let ψ be the application of the power set of L to the power set of O. It associates
to a set of literals L ⊆ L, the set of objects O ∈ O containing items i ∈ L:

ψ : P(L) → P(O)
ψ(L) = {o ∈ O|∀i ∈ L, (o, l) ∈ R}

Definition 7. (Closure operators) The couple of applications (φ, ψ) defines
a Galois connection between the power set of O and that of L. Applications ω =
φ ◦ ψ and γ = ψ ◦ φ are called closure operators of Galois connection [11].

Definition 8. (Closed literalset) A literalset L ⊆ L is closed if and only if
L = ω(L). L is the maximal set of items shared by a set of objects.

Definition 9. (Minimal generator) Let g be a literalset. It is said a minimal
generator of a closed literalset L if and only if ω(g) = L and � g’ ⊆ g such that
ω(g′) = L.

4 Extraction of Generic Basis of Generalized Association
Rules

Incorporating negation into association rule framework is very problematic. In-
deed, in an average transaction, only a small fraction of items is present. At the
same time, almost all possible items are not present in every transaction. There-
fore, each transaction supports a huge number of literalsets containing negation.
Consequently, the number of association rules with negation (generalized asso-
ciation rules) is huge. It is nearly impossible for the end users to comprehend or
validate such large number of complex generalized association rules, thereby lim-
iting the usefulness of the data mining results. To palliate this limit, a solution
consists on extracting a condensed representation of the whole set of generalized
association rules called a generic basis of generalized association rules. In the
following, we present an adaptation of Prince algorithm [2], called GenGbr,
permitting to:

1. extract the set of frequent minimal generators and their corresponding closed
literalsets;

2. deriving a generic basis of generalized association rules;
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4.1 GenGbr Algorithm

GenGbr algorithm takes as input the extraction context K, minsup and
minconf measures and returns a generic basis of generalized association rules.
Indeed, GenGbr operates in three steps. 1) extraction of the set of frequent min-
imal generators. 2) ordering partially this set of minimal generators 3) extraction
of generic basis of generalized association rules.

Extraction of Minimal Generators. GenGbr initializes the set of 1-minimal
generators with items and their respective negations. The algorithm computes
the support of positive 1-minimal generators after a scan to the extraction con-
text. Then, it deduces the support of negative 1-minimal generators. 1-minimal
generators having a support equal to that of the empty set are pruned since they
can not be minimal.

The algorithm generates k-minimal generators by joining pairs of k-1-minimal
generators. In order to compute the supports of minimal generators, we use
the algorithm FasterIE [12] permitting to compute the support of literalsets
efficiently. Indeed, for each k-minimal generator g, we check if all its k-1-subsets
belong to the set of k-1-minimal generators. The estimated support of g is equal
to the smallest support of its k-1-subsets. Notice that k-1-minimal generators are
stored in a prefix tree. Hence, according to the proposition 1, we can compute
the support of a minimal generator g by using supports of its subsets. Then, we
calculate positive variation of all retained candidates in one pass over context,
in order to obtain their real supports. If the estimated support of a minimal
generator g is equal to its real support, then g is pruned.

Proposition 1. Let L = {i1, ..., ik, ..., ip, j1, ..., jz, ..., jn} be a literalset, where
ik, jz ∈ I, {i1, ..., ik, ..., ip} is the set of positive items and {j1, ..., jz , ..., jn} is
the set of negative items. The support of L is given by

supp({i1, ..., ik, ..., ip, j1, ..., jz, ..., jn}) = (−1)nsupp({i1, ..., ik, ..., ip, j1, ..., jz , ..., jn)+
∑

S⊂{j1,...,jn}

(−1)|S′|supp({i1, ..., ik, ..., ip} ∪ {jz|z ∈ S})

Where |S’|=|S| if n is odd and |S’|=|S|+1 if n is even.

Ordering the Set of Minimal Generators Partially. In this step, GenGbr
orders the set of minimal generators by grouping them into equivalence classes
(i.e., minimal generators having the same support).

Extraction of Generic Basis of Generalized Association Rules. In this
step, the algorithm computes the closure of each equivalence class. Hence, we
can extract generic basis of generalized association rules. In the following we
present an extension of the generic basis of exact association rules GBE and
the generic basis of approximative association rules T GBA which are introduced
in [13].
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GBE
R1 B

1⇒ E D R6 C D
1⇒ B E

R2 E
1⇒ B D R7 A

1⇒ B E D

R3 D
1⇒ B E R8 A

1⇒ C

R4 B C
1⇒ E D R9 C A

1⇒ B E D

R5 C E
1⇒ B D

T GBA
R10 ∅ 0.8⇒ B E D R15 E

0.75⇒ B C D

R11 ∅ 0.8⇒ C R16 E
0.75⇒ B A D

R12 B
0.75⇒ C E D R17 D

0.75⇒ B C E

R13 B
0.75⇒ E A D R18 D

0.75⇒ B E A

R14 C
0.75⇒ B E D

Fig. 2. Left: GBE and Right: GBE for minsup=2 and minconf =0.7

Definition 10. Let FCL be the set of frequent closed literalsets and Gc be the
set of minimal generators of a frequent closed literalset c. GBE basis is defined
as the following:

GBE = {R : g ⇒ (c − g) | c ∈ FCL ∧ g ∈ Gc ∧ g �= c}.

Definition 11. T GBA = {R: g ⇒ (c-g), c ∈ FCL ∧ g ∈ G ∧ ω(g) ⊂ c, � c’
FCL ∧ c’ ⊂ c ∧ confidence(R) ≥ minconf}.

Example 1. From the extraction context 1, we can extract the generic basis of
generalized association rules shown by Figure 2.

5 Experimental Results

All programs was developed in the C language. Experiments were conducted on a
PentiumM PC with 1.73 GHz and 1GB of main memory, running Fedora Linux.
In the following, we present the results of experiments carried out on Benchmark
datasets which are taken from the UCI Machine Learning Repository 1.

Table 1 summarizes the characteristics of these datasets. It shows the number
of transactions, the number of items and the average transaction length.

In Table 3, we report, respectively, in the second and the third column the
number of frequent literalsets and the number of frequent closed literalsets. Ac-
cording to the fourth column which shows the compactness degree, we can note
that frequent closed literalsets represents an efficient reduction of the whole set
of frequent literalsets. Indeed, the compactness degree ranges from 53% to 99%.
Especially, we can notice that the more minsup measure decreases, the more the
compactness degree increases.

Table 3 presents the number of minimal generators and closed frequent liter-
alset for a value of minsup and reports the evolution of the size of (GBE , T GBA)
following the variation of minconf threshold. As we see, we can notice that the
size of (GBE , T GBA) is sensitive to the variation of minconf . Indeed, the more
minconf decreases, the more the size of (GBE , T GBA) increases. This is can be
explained by the fact that the more minconf decreases, the more number of
minimal generators which satisfy minconf increases (c.f., definition 11).

1 http://www.ics.uci.edu/∼mlearn/MLRepository.html
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Table 1. Datasets characteristics

Datasets Number of transactions Number of items Average size
Nursery 12960 31 9
Monks 432 19 7
Flare 323 32 10
Zoo 101 28 9

Table 2. Variation of closed literalsets vs frequent litterasets

Zoo
minsup (%) |closed literalsets| |literalsets| compactness

50 4496 85976 94%
45 6534 175138 96%
40 9440 411597 97%
35 13287 3475290 99%
30 18546 12005931 99%

Flare
minsup (%) |closed literalsets| |literalsets| compactness

70 785 10179 92%
60 2697 55138 95%
50 8222 291967 97%
40 22673 1376138 98%
30 63309 7834112 99%

Monks
minsup (%) |closed literalsets| |literalsets| compactness

5 20091 402562 95%
4 23787 670078 96%
3 31152 1069381 97%
2 52119 2952838 98%
1 65647 9858007 99%

Nursery
minsup (%) |closed literalsets| |literalsets| compactness

30 7820 16639 53%
25 23865 52915 54%
20 55189 155093 64%
15 148782 559223 73%
10 527181 3591330 85%

Table 3 present the evolution of redundant association rules, extracted by Apri-
ori algorithm [1], and the evolution of the size of (GBE , T GBA). According to
this table, we can notice that the extraction of (GBE , GBA) reduces significantly
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Table 3. Evolution of generic basis vs minconf variation

Zoo

minsup |minimal generators| |closed literalsets| minconf |(GBE , T GBA)|
100% 13878
80% 76511

40% 14965 9440 60% 80665
40% 82141
100% 158961
70% 809708

10% 160369 48335 40% 894402
10% 902803

Flare

minsup |minimal generators| |closed literalsets| minconf |(GBE , T GBA)|
90% 1639699
70% 2420995

30% 409346 63309 50% 2621381
30% 2627627
80% 6961732
60% 8673651

20% 1300799 158743 40% 9039247
20% 9049337

Monks
minsup |minimal generators| |closed literalsets| minconf |(GBE , T GBA)|

100% 405344
50% 2186412

2% 406048 52119 10% 2190424
2% 2190424

100% 741416
60% 2449336

1% 742120 65547 20% 4107928
1% 4107928

Nursery
minsup |minimal generators| |closed literalsets| minconf |(GBE , T GBA)|

80% 117015
60% 337823

20% 67814 55189 40% 346969
20% 346985
100% 720666
70% 3199069

10% 831917 527181 40% 5295733
10% 5299004



Extraction of Association Rules Based on Literalsets 301

Table 4. Evolution of redundant association rules vs variation of (GBE , T GBA)

Zoo

minsup minconf |redundant rules| |(GBE , T GBA)| compactness
100% 1757107 5726 99%
90% 9395726 26804 99%

50% 70% 21927278 32986 99%
50% 25707122 33305 99%
100% 36633849 13878 99%
80% 126906052 76511 99%

40% 60% 214911116 80665 99%
40% 243781052 82141 99%

Flare

minsup minconf |redundant rules| |(GBE , T GBA)| compactness
90% 3197382 38740 98%
80% 7005934 44881 99%

60% 70% 9479458 47580 99%
60% 9992856 47677 99%
100% 3016819 37275 98%
90% 26490103 153579 99%

50% 70% 86872737 197179 99%
50% 113240360 199535 99%

Monks

minsup minconf |redundant rules| |(GBE , T GBA)| compactness
100% 2562376 78152 97%
60% 7486234 282724 97%

5% 20% 27239400 377524 98%
5% 34459908 377524 98%

100% 5606560 108368 98%
60% 14327608 377224 98%

4% 20% 55183848 526600 99%
4% 73640844 526600 99%

Nursery

minsup minconf |redundant rules| |(GBE , T GBA)| compactness
80% 898992 117015 87%
60% 2829756 337823 88%

20% 40% 5187964 346969 93%
20% 7059822 346985 95%
100% 5606560 149291 97%
75% 14327608 598750 95%

15% 45% 55183848 1134618 98%
15% 73640844 1135112 98%
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the amount of knowledge presented at the user. Indeed, the compactness degree
ranges from 87% to 99%.

6 Conclusion

In this paper, we presented an approach permitting to extract a subset of gen-
eralized association rules. Results of experiments carried out on benchmark
databases showed important profits in terms of compactness of the introduced
generic basis. Our future work agenda includes investigation of new metric dif-
ferent from minsup and minconf permitting to reduce the number of literalsets.
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Abstract. Classification plays an important role in medicine, especially for 
medical diagnosis. Health applications often require classifiers that minimize 
the total cost, including misclassifications costs and test costs. In fact, there are 
many reasons for considering costs in medicine, as diagnostic tests are not free 
and health budgets are limited. Our aim with this work was to define, 
implement and test a strategy for cost-sensitive learning. We defined an 
algorithm for decision tree induction that considers costs, including test costs, 
delayed costs and costs associated with risk. Then we applied our strategy to 
train and evaluate cost-sensitive decision trees in medical data. Built trees can 
be tested following some strategies, including group costs, common costs, and 
individual costs. Using the factor of “risk” it is possible to penalize invasive or 
delayed tests and obtain decision trees patient-friendly. 

Keywords: Classification, Costs and Cost Analysis, Data Mining in Medicine, 
Cost-Sensitive Learning. 

1   Introduction 

In medical care, as in other areas, knowledge is crucial for decision making support, 
biomedical research and health management [1]. Data mining and machine learning 
can help in the process of knowledge discovery. Data mining is the non-trivial process 
of identifying valid, novel, potentially useful and ultimately understandable patterns 
in data [2]. Machine learning is concerned with the development of techniques which 
allow computers to “learn” [3]. 

Classification methods can be used to build models that describe classes or predict 
future data trends. It generic aim is to build models that allows predicting the value of 
one categorical variable from the known values of other variables. Classification is a 
common, pragmatic tool in clinical medicine. It is the basis for finding a diagnosis 
and, therefore, for the definition of distinct strategies of therapy. In addition, 
classification plays an important role in Evidence-Based Medicine. Machine learning 
systems can be used to enhance the knowledge bases used by expert systems as it can 
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produce a systematic description of clinical features that uniquely characterize clinical 
conditions. This knowledge can be expressed in the form of simple rules, or decision 
trees [4]. 

The majority of existing classification methods was designed to minimize the 
number of errors. Nevertheless, real-world applications often require classifiers that 
minimize the total cost, including misclassifications costs (each error has an 
associated cost) and test (attribute) costs. In medicine a false negative prediction, for 
instance failing to detect a disease, can have fatal consequences; while a false positive 
prediction can be, in many situations, less serious (e.g. giving a drug to a patient that 
does not have a certain disease). Each diagnostic test has also a cost and to decide if is 
worthwhile pay the costs of tests it is necessary to know both misclassification and 
tests costs. There are many reasons for considering costs in medicine. Diagnostic 
tests, as other health interventions, are not free and budgets are limited. 

Misclassification and test costs are on the most important costs, but there are also 
other types of costs [5]. Cost-sensitive learning (also known as cost-sensitive 
classification) is the area of machine learning that deals with costs in inductive 
learning. 

Our aim with this work was to study and implement a strategy for learning and 
testing cost-sensitive decision trees, considering several costs, and with application to 
medical data. 

The rest of this paper is organized as follows. In the next section we expose the 
main types of costs. Then we review related work. After that, we explain our cost-
sensitive decision tree strategy. Next, we present and compare some experimental 
results. And finally, we conclude and point out some future work. 

2   Types of Costs 

Turney [5] presents a taxonomy for many possible types of costs that may occur in 
classification problems. From his enumeration, misclassification and test are on the 
most important costs. Costs can be measured in many distinct units as, for instance, 
money (euros, dollars), time (seconds, minutes) or other types of measures (e.g., 
quality of life). 

2.1   Misclassification Costs 

A problem with n classes is normally associated with a matrix n*n, where the element 
in line i and column j represent the cost of classifying a case in class i being from class 
j. Usually the cost is zero when i = j. Typically, misclassification costs are constant, 
that is, the cost is the same for any instance classified in class i but belonging to class j. 
The traditional error rate measure occurs when the cost is 0 for i = j and 1 for all the 
other cells. 

In some cases, the cost of misclassification errors can be conditional, that is, it can 
be dependent of specific features or dependent on a moment in time. The cost of 
prescribing a specific drug to an allergic patient may be different than prescribing that 
drug to a non allergic patient. 
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The cost of misclassification can be associated with the moment it occurs. A 
medical device can issue an alarm when a problem occurs and, in this situation, the 
cost is dependent simultaneously on the correctness of the classification and on the 
time the alarm is issued, that is, the alarm will only be useful if there is time for an 
adequate action [6]. Misclassification costs can also be dependent on the classification 
of other cases. In the previous example, if an alarm is correctly and consecutively 
issued for the same problem, then the benefit of the first alarm should be greater than 
the benefit of the others. 

2.2   Cost of Tests 

In medicine, the majority of diagnostic tests have an associated cost (e.g., an 
echography or a blood test). These costs can be highly distinct between different tests 
(attributes). 

The costs of tests may be constant for all patients or may change according to 
specific patient features. A bronchodilatation test, for instance, has a higher cost for 
children less than 6 years, which means that the feature age has influence in the cost 
of the test. 

Medical tests can also be very distinct when considering their influence in the 
“quality of life”. A range of tests are completely harmless for patients (e.g., obstetric 
echography), others can be dangerous and put patient life at risk (e.g., cardiac 
catheterism), and some can be (only) uncomfortable (e.g., digestive endoscopy). 

Some tests can be cheaper (and faster) when ordered together (in group) than when 
ordered individually and sequentially (e.g., renal, digestive and gynecological 
echography). Some tests can also have common costs that can be priced only once. 
Blood tests, for instance, share a common cost of collecting the blood sample. There 
is not only an economic reduction but also a non-economical reduction in the cost of 
“worry” the patient. 

A number of tests might depend of the results of other tests. The test “age”, for 
instance, may influence the cost of the bronchodilatation test. Some tests can have an 
increased price as result of secondary effects. Other tests can have patient specific, 
time dependent or emergency dependent costs. 

In general, tests should only be ordered if their costs are not superior to the costs of 
classification errors. 

3   Current Cost-Sensitive Approaches 

In inductive learning (learning by examples), the majority of the work is concerned 
with the error rate (or success rate). 

Nevertheless, some work has been done considering non-uniform misclassification 
costs, that is, different costs for different types of errors [7], [8]. Other literature is 
concerned with the cost of tests, without taking into account misclassification costs 
[9], [10]. 

And there is also some work concerned simultaneously with more than one type of 
costs, including the work of Turney [11], Zubek and Dietterich [12], Greiner et al. 
[13], Arnt and Zilberstein [14], and Ling et al. [15], [16], [17], [18], [19], [20]. At this 
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level, the work of Turney [11] was the first to consider both test and misclassification 
costs. Next, we give a brief overview of this work considering both costs. 

Turney [11] implemented a system, the ICET system, that uses a genetic algorithm 
for building a decision tree that minimizes test and misclassification costs. The ICET 
system was robust but very time consuming. 

Several authors associated the cost problem to a Markov decision process that has 
the disadvantage of being computationally expensive. Zubek and Dietterich [12] used 
an optimal search strategy, while Arnt and Zilberstein [14] included a utility cost for 
the time needed to obtain the result of a test. 

Greiner et al. [13] analyzed the problem of learning cost-sensitive optimal active 
classifiers, using a variant of the probably-approximately-correct (PAC) model. 

Chai et al. [15] proposed a cost-sensitive naïve Bayes algorithm for reducing the 
total cost. Ling et al. [16] proposed a decision tree algorithm that uses a cost reduction 
splitting criteria during training, instead of minimum entropy. After that, Sheng et al. 
[17], presented an approach where a decision tree is built for each new test case. In 
another paper, Sheng et al. [18] proposed a hybrid model that results from the 
integration of a decision tree sensitive to costs with a naïve Bayes classifier. Zhang et 
al. [19] compared strategies for checking if missing values should be or not obtained, 
and stated that, for tests with high costs or high risk, it should be more cost-effective 
not to obtain their values. Recently, Ling et al. [20], updated their strategy for 
building cost-sensitive decision trees, with the inclusion of sequential test strategies. 

4   A Cost-Sensitive Strategy: Taking Risk into Account 

Next, we briefly describe our strategy for implementing a cost-sensitive decision tree. 
Our aim was to implement a tool for building decision models sensitive to costs, 
namely test costs, misclassification costs and other types of costs. 

We opted to use decision trees because they have several interesting characteristics 
for health professionals. They are easy to understand and use, and present an intuitive 
and appealing structure. Their structure is congruent with decision making methods 
that physicians normally use in daily routine, when they try to understand which is the 
best diagnostic test or the best treatment for one patient [21]. 

We modified the C4.5 algorithm [22] to contemplate costs and, consequently, to 
generate cost-sensitive decision trees. Specifically we used de j48 class, implemented 
in the open source package for data mining Weka [3]. 

4.1   Cost Function 

We adapted the decision tree splitting criteria to contemplate costs, through the 
following cost function (1): 

( )
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Where iIΔ is the information gain (or gain ratio) for attribute i, iC  is the cost of 

attribute (test) i, iφ is the factor of “risk” associated with attribute (test) i, and ω is the 

cost scale factor. 
When building a tree, for each node, the algorithm will select the attribute that 

maximizes the defined heuristic for the cost function. The cost function does not 
consider misclassification costs, as these costs do not have influence in the decision 
tree splitting criteria [23]. 

Attributes without cost, as age and gender, are assigned the value 1. Attributes with 
higher costs lead to lower results in the cost function and have, consequently, fewer 
chances to be selected. 

The factor of “risk” is an influent piece in the cost function. This factor was 
introduced to penalize attributes that might be invasive, may cause discomfort and 
disturb, or could somehow contribute to low patient quality of life (e.g., the invasive 
test “coronary angiography”). The value 1 means absence of influence and is 
equivalent to a completely innocuous test, while values higher than 1 means that 
exists influence. Higher factors leads to lower results in the cost function and, 
therefore, to lower possibilities for an attribute to be selected. 

If both test cost and factor of “risk” are equal to one, then their participation is 
neutral and, thus, the cost function is basically the traditional information gain 
function. The cost of the attribute can be adjusted in two ways. It can increase or 
decrease considering the inoffensiveness of the test (factor of “risk”), or it can be 
modified by the cost scale factor. The cost scale factor is a general parameter that is 
equally applied to all tests, reducing or increasing the influence of costs in attribute 
selection. 

The factor of “risk” can also be used to penalize delayed tests. A longer test can 
have consequences in the patient quality of life and may increase other costs, as those 
related to staff, facilities and increased length of stay. Between two similar tests, but 
with one longer than the other, it makes sense that the faster test should be preferred. 
Hence, considering the average length of tests, an adjustment can be made through the 
factor of “risk”. 

The cost scale factor regulates the influence of costs, as it can make trees more (or 
less) sensitive to costs. This factor may also be used to adequate the cost function to 
the used scale. An inexpensive test, such as the “age” test, has the same cost for any 
scale. But, tests with real costs have clearly different values in different scales. If a 
test “A” cost 10 in the Euro scale then it costs 1000 in the centime scale, that is, the 
ratio between the tests “age” and “A” are 1 to 10 in the Euro scale and 1 to 1000 in 
the other. To avoid that a change in the scale could benefit some attributes, it is 
important to adjust it with the cost scale factor. 

For a cost scale factor of 0 the costs are not considered as the denominator of the 
cost function became 1. This situation is equivalent to consider the original C4.5 
information gain. With an increase in the cost scale factor, the costs of tests will have 
more influence and less expensive tests will be preferred. The cost scale factor 
typically will assume a value between 0 and 1. 

For making our model sensitive to misclassification costs, we used a meta-learner 
implemented in Weka, CostSensitiveClassifier [3]. 
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4.2   Decision Tree Test and Usage Strategies 

After building cost-sensitive models, we want to test and use them. For that, we have 
a test strategy where we consider the cost of a test individually or in a group. Within 
groups of tests it is possible to distinguish between (i) tests ordered simultaneously or 
(ii) tests with a common cost. 

Sometimes (i), there is a big difference between the cost of a group of tests and the 
sum of individual tests costs. Many medical tests do not have an immediate result and 
therefore it also important to consider the length of time for the group against the total 
delay of the individual tests. When a medical doctor is at a node of the decision tree, 
and have the first of a group of tests, he must decide if he will ask for a group of tests 
or only for the node test. If he orders a group of tests, then the cost considered will be 
the group cost, even if some tests in the group are not used. 

In the other situation (ii), it is possible to separate a common cost for a group of tests. 
In a group of blood tests, for instance, the cost of collecting blood is a common cost for 
all tests in the group. Only the first test of the group will be priced for that common cost. 

Delayed tests are considered in the training phase of the decisions tree. Slower tests 
will, therefore, have tendency to be tested only after faster ones. 

4.3   Individual Costs 

Our strategy also allows (a) to consider specific patient characteristics, (b) to modify 
test costs in situations where their values are already known (tested previously), and 
(c) to consider availability and slowness of some tests. 

(a) The cost of each test can be conditional on the characteristics of the patient, that 
is, it is possible to have a variable cost associated with specific features of the patient. 
As seen before, the age can change the cost of the test “bronchodilatation” (higher for 
children less than 6 years). The comorbidity index of a patient is another example, as 
it can influence the cost of some tests and, therefore, could be used to adjust the cost 
of the test. For a specific test, different patients may require additional tests, 
consequently with an increase in costs. 

(b) In other circumstances, some tests might have been obtained previously and, 
logically, their original costs should not be considered again. Consequently, we adopt 
another approach for building trees where, for each new instance (patient), tests with 
known values are considered without cost and without “risk”. For each new vector of 
distinct costs a new decision tree is built. 

(c) Resources are not infinite neither are always available. A specific test may be 
conditional on the availability of a medical device in a specific time period. In these 
cases, it is possible to exclude that test and build a new tree. Optionally, it is possible 
to increase de factor of “risk” of that test, decreasing it probabilities of being selected. 
As the availability is not constant over time, this problem should be analyzed for each 
case (patient); this is a circumstantial cost and not a cost intrinsic to the patient. 

5   Experimental Results 

In this section we present some experimental results. We tested our cost-sensitive 
decision tree with several datasets, including the Pima Indians Diabetes. This dataset, 
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Table 1. Attribute costs for Pima Indians Diabetes 

Test Cost ($) Group cost ($) 
a. Number of times pregnant 1  
b. Glucose tolerance test 17.61 b + e = 38.29 
c. Diastolic blood pressure 1  
d. Triceps skin fold thickness 1  
e. Serum insulin test 22.78 b + e = 38.29 
f. Body mass index 1  
g. Diabetes pedigree function 1  
h. Age (years) 1  

 
donated by Vincent Sigillito, contains 768 instances and a class that assumes 2 values, 
“healthy” (500 instances) or “diabetes” (268 instances)1. We can see test costs  
(all attributes are numeric) in Table 1 and the cost matrix in Table 2. 

Tests “glucose tolerance” and “serum insulin” are not immediate and have a 
distinct cost (other attributes have a symbolic cost of $1). Moreover they share a 
common cost, $2.1, from collecting blood. As these attributes are not immediate, 
when using the tree it is necessary to decide if both tests will be ordered together (in 
group) or not. 

Table 2. Cost matrix for Pima Indians Diabetes 

  Prediction 
  Healthy diabetes 

healthy $ 0 FP cost 
Reality 

diabetes FN cost $ 0 

 
We ranged the cost scale factor from 0.0 to 1.0 and induced decision trees using 

10-fold cross-validation. After that, we considered cost zero for cases classified 
correctly and varied misclassification costs, from $10 to $1,000, with equal costs for 
false negative (FN) and false positives (FP).  In Table 3 we can see the results of the 
evaluation of five decision trees for that range of misclassification costs. Notice that 
for a cost scale factor equal to zero, the model is equal to the obtained by the 
traditional C4.5. 

In Table 4, we considered different FN and FP costs, with a variable cost ratio. In 
this case, we can see that for low misclassification costs (less than or equal to $150) 
best results occurs with cost scale factor equal to 1,0. For high misclassification costs, 
the model obtained with cost scale factor equal to 0,0 (C4.5) has better results, but 
only with slight differences. These results are similar to the previous ones, obtained 
with equal FN and FP costs. 

In this example, for low misclassification costs, the best results are obtained for a 
cost scale factor between 0.5 and 1.0. In these situations, average costs are much 
lower when compared with C4.5. For high misclassification costs, compared to test 
                                                           
1 UCI Repository of Machine Learning Databases, ftp://ftp.ics.uci.edu/pub/machine-learning-

databases/ 
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Table 3. Average costs in the evaluation of 5 decision trees, for a range of misclassification 
costs (FN cost equal to FP cost) and cost scale factors; 95% confidence intervals included 

Cost scale factor: 0.0 0.1 0.2 0.5 1.0 
Accuracy (%): 73.8 73.7 72.3 68.5 68.2 

$10 23.4 ± 0.53 21.9 ± 0.57 19.5 ± 0.66 6.4 ± 0.44 5.7 ± 0.35 
$20 26.0 ± 0.79 24.5 ± 0.81 22.2 ± 0.89 9.5 ± 0.73 8.8 ± 0.68 
$50 33.8 ± 1.67 32.4 ± 1.67 30.6 ± 1.75 19.0 ± 1.69 18.4 ± 1.66 

$100 46.9 ± 3.20 45.5 ± 3.21 44.4 ± 3.30 34.7 ± 3.33 34.2 ± 3.31 
$200 73.1 ± 6.31 71.8 ± 6.31 72.2 ± 6.45 66.2 ± 6.62 66.0 ± 6.61 
$500 151.6 ± 15.7 150.8 ± 15.7 155.4 ± 16.0 160.8 ± 16.5 161.3 ± 16.5

$1,000 282.5 ± 31.2 282.3 ± 31.3 294.0 ± 31.8 318.3 ± 33.0 320.2 ± 33.0
 

Table 4. Average costs in the evaluation of 2 decision trees, for a range of misclassification 
costs (with FN cost different from FP cost) and cost scale factor (csf) 0.0 and 1.0.; 95% 
confidence intervals included 

FN/FP ratio FN FP csf = 0.0 csf = 1.0 
1/10 $10 $100 34.3 ± 2.37 17.3 ± 2.35 
10/1 $100 $10 36.0 ± 2.52 22.6 ± 2.75 
3/1 $150 $50 47.9 ± 3.78 37.2 ± 4.12 
1/3 $50 $150 46.0 ± 3.58 31.3 ± 3.59 
1/2 $500 $1,000 212.2 ± 24.58 225.8 ± 25.20 
2/1 $1,000 $500 221.9 ± 25.67 255.7 ± 28.09 

 
costs, best results occur with cost scale factor equal to 0.0 (C4.5) and 0.1, but without 
substantial differences for the other models. 

As misclassification costs rise, test costs tend to be negligible. That is, for 
sufficiently higher misclassification costs and when considering equal cost for false 
negatives and false positives, a higher accuracy rate corresponds to a lower average 
cost. 

In this evaluation we also distinguished between individual and group costs, and 
realized that results considering group costs always had higher average costs. This 
happened because the serum insulin test, which shares group costs with the glucose 
tolerance test, only intermittently appeared in the decision trees and, therefore, there 
was an extra imputed cost that was nothing or little used. 

We also tested the factor of “risk” with other datasets and obtained interesting 
results. Sometimes, with minimum increase in the total cost it is possible to obtain 
models that are more patient-friendly. 

6   Conclusions 

In this paper we present approaches to build cost-sensitive decision trees, considering 
different aspects of test costs, where are included economic and non-economical 
costs. Our framework integrates also a cost-sensitive meta-learner to consider the 
situations where misclassifications costs are different. Results show that it 
outperforms the traditional, non cost-sensitive, C4.5. We can clearly see that, in 
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inductive learning, it is important to consider several types of costs as they can be 
substantially decreased. 

As technologies became more expensive, it is even more rational to consider all the 
cost involved. A big challenge is to have better healthcare using less money. The 
factor of “risk” is an important item of the proposed framework as it can induce 
models patient-friendly. Decision trees represent a natural representation for 
classification problems (for diagnosis or prognosis) that includes costs. 

In our future work we will continue to evaluate our strategies, with new 
experiments in other datasets, with real data and real costs. We will try to incorporate 
other costs associated with delayed tests, emergency situations, staff, facilities, and 
increased length of stay. The cost function will also be refined and tested for different 
scenarios. We will also study other methods for building and testing decision trees 
with the application of a cost-sensitive pruning strategy. 
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Abstract. In this paper, we explore how global ranking method in conjunction 
with local density method help identify meaningful term clusters from ontology 
enriched graph representation of biomedical literature corpus. One big problem 
with document clustering is how to discount the effects of class-unspecific 
general terms and strengthen the effects of class-specific core terms. We claim 
that a well constructed term graph can help improve the global ranking of class-
specific core terms. We first apply PageRank and HITS to a directed abstract-
title term graph to target class specific core terms. Then k dense term clusters 
(graphs) are identified from these terms. Last, each document is assigned to its 
closest core term graph. A series of experiments are conducted on a document 
corpus collected from PubMed. Experimental results show that our approach is 
very effective to identify class-specific core terms and thus help document 
clustering.  

Keywords: Document Clustering, Term Graph, Global ranking. 

1   Introduction 

It is shown that only a small portion of terms that has distinguishable power on 
documents clustering [9][10]. Steinbach et al. [9] argued that each document class has 
a “core” vocabulary of words and remaining “general” words may have similar 
distributions on different classes. Thus, two documents from different classes can 
share many general words (e.g. stop words) and will be treated similar in terms of 
vector cosine similarity. The ideal situation is that only distinguishable terms are used 
to cluster documents in a much lower dimensionality. However, to discover these 
distinguishable core terms is not trivial when we don’t have knowledge about the 
document class beforehand.  

HITS [6] and PageRank [8] based algorithms have been viewed as very effective 
approaches to calculate the global importance of a web document based on directed 
link information on world wide web. Moreover, LexRank [4] also showed its 
effectiveness on undirected graph for text summarization tasks. Therefore, in this 
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paper, we employ these two ranking methods on an undirected term co-occurrence 
graph of a given corpus to extract global important class specific core terms. 
However, when these algorithms are applied to a term co-occurrence graph, they face 
noise. The identified terms are very likely to be general terms that tend to co-occur 
with many “core” terms. If the noise of class-unspecific general terms is well 
discounted, we claim that the global ranking of class-specific core terms will be 
improved and only a small portion of top ranked terms will be good enough to form 
the initial clustering model.  

We claim that this noise problem can be partially solved when the term graph is 
well constructed. We argue that different sections of the documents have different 
importance level on finding globally important class specific core terms. For example, 
title terms are usually more specific to the major topic of a document than that of 
abstract; the text of a document title usually contains much bigger percentage of 
topical terms than that of document abstract. Herein, a document abstract can be 
treated as an explanation of document title. In other words, abstract terms “cite” terms 
in the title. Based on this intuition, a directed abstract title term graph is constructed 
with abstract terms pointing to title terms. By this way, class specific core terms can 
get more in links from abstract terms than that of pure term co-occurrence graph.  

Motivated from discussion above, a novel framework is presented to cluster a 
collection of documents utilizing term’s global and local importance information. A 
collection of documents is first represented as directed title abstract term graph.  
PageRank and HITS based algorithms are then used to rank the terms in the graph. 
The top ranked terms are later clustered into k clusters. Last, a document is assigned 
to its closest term cluster.  

Experiments are conducted on a selected PubMed document set. We make 
following main evaluations (1) terms’ ranking on term co-occurrence graph and 
abstract title graph; (2) effects of different global ranking schemes; (3) quality of 
identified term cluster; (4) quality of identified document cluster.  

Experimental results show that our approach is very effective on document 
clustering and can identify document clusters and core term clusters at the same time 
using only a small amount of distinguishable class specific core terms based on term’s 
global and local importance information. 

2   Related Work 

Given the representation of documents or sentences as graph, there are some 
emerging works recently in text classification [5] [7] and text summarization [4].   

[7] et al. represented a web document as a graph with consideration of semantic 
information and location of text and then extracted most frequent document 
Subgraphs. In the end, these document Subgraphs are used for document 
classification. However, in essence, this approach is equal to extract one-gram, two-
gram, tri-gram, etc. from a document, and thus can not take advantage of the link 
information among documents and terms over the entire document set.  

[5] developed an approach to cluster document by integrating term’s PageRank 
score to documents’ representation. PageRank is applied to term co-occurrence graph. 
Document vectors are then represented using (PageRank Score)*IDF.  The author 
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shows it has a better performance than that of TF*IDF on clustering document by K-
means. However, PageRank and IDF can be both treated as global ranking scores. 
Putting them together will cause information loss such as term frequency.  

LexRank [4] is a PageRank based approach called power method to find globally 
important sentences in text summarization. It computes sentence importance based on 
the concept of eigenvector centrality in a graph representation of sentences. While 
they represent sentences as graph nodes, we take terms as graph nodes.   

There are also some other works [1][2][3] that focused on how to use link 
information to enhance traditional content based text classification task. [2] [3] 
applied content based method to assign labels to part of the data and then used 
relaxation labeling techniques to estimate and re-estimate the class label using the 
hyper link information. In contrast, [1] combined content and connectivity 
information into a joint probabilistic model. 

Although existing methods try to combine link information with content 
information, nonetheless, there is no approach for exploring how to identify class 
specific core terms using link information to facilitate initial document clustering.   

3   Graph-Based Document Clustering 

3.1   Framework of Our Approach  

The proposed approach consists of the following five main steps: (1) document 
representation; (2) construction of abstract-title term graph and term co-occurrence 
graph; (3) ranking terms according to their global importance; (4) clustering the top 
ranked terms to k clusters from term co-occurrence graph utilizing local importance 
information; (5) assign each document to the closest term clusters. The whole 
clustering process is described in the figure below. 

3.2   Document Representation  

In biomedical domain, it is very common that a concept has more than one synonym 
and is composed of more than one word, which makes it very necessary to represent 
document using appropriate biomedical ontology. 

MeSH Ontology. Medical Subject Headings (MeSH) [www.nlm.nih.gov./mesh] 
mainly consists of the controlled vocabulary and a MeSH Tree. The controlled 
vocabulary contains several different types of terms, such as Descriptor, Qualifiers, 
Publication Types, Geographics, and Entry terms. Among them, Descriptors and 
Entry terms are used in this research because they are the only terms that can be 
extracted from documents. Descriptor terms are main concepts or main headings. 
Entry terms are the synonyms or the related terms to descriptors. For example, 
“Neoplasms” as a descriptor has the following entry terms {“Cancer”, “Cancers”, 
“Neoplasm”, “Tumors”, “Tumor”, “Benign Neoplasm”, “Neoplasm, Benign”}. MeSH 
descriptors are organized in a MeSH Tree, which can be seen as the MeSH Concept 
Hierarchy. In the MeSH Tree there are 15 categories (e.g. category A for anatomic 
terms), and each category is further divided into subcategories. For each subcategory, 
corresponding descriptors are hierarchically arranged from most general to most 
specific.  
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Algorithm: 
Input: an abstract title term collection graph G_AB-TI, a term co-occurrence collection 

graph G_CO, k (the desired number of clusters), p (initial # of vertices (terms) for term 
clustering), M (minimum number core terms in each cluster), Cluster quality ratio Q 

Output: k document clusters 
// 1: Calculating Salient Scores of vertices V 
      Salience(vi) = GlobalRankingG_AB-TI(vi)(Eq (1), Eq(2)) 
//sort V in the descending order of Salience(v)using abstract-title 

graph G_AB-TI 
Sort(V,Salience(v),des)  
 
// 2: Detecting k core term clusters from Graph G_CO 
Do{ 

For(i=1; i<=numOfNodesForClustering; i++){ 
    Get free cluster Ck from k free cluster pool 
    Ck.add(Ti) //add term Ti to cluster Ck 
    Check in_Cluster_Degree for all terms Ti_list that have 

edge with Ti //refer to Eq(3) 
    Sort Ti_list descending 
    For(j=size(Ti_list);j>=1,j--){ 
        //check cluster quality 
       if (In_cluster_degree(Tj)/In_cluster_degree(Ti)>=Q){ 
           cutoff_point = j; 
           break loop; 
             } 
      } 
} 
Add terms over cutoff point to cluster Ck 
If(numOfTerm(Ck)<M){ 
   remove all terms from cluster Ck 
   put back Cluster Ck to free cluster Pool 
  } 

}While reach the number of K Cluster 
// 3: Assign document to closest term cluster 
Assign remaining top ranked terms to K cluster by Max (Eq.(4)) 
Match Document To Term Cluster by Max (Eq.(5)) 
 

Fig. 1. Clustering algorithm 

Mesh Descriptor Term extraction. While processing an abstract, we map terms in 
each document to the Entry terms in MeSH and then maps the selected Entry terms 
into MeSH Descriptors to handle the synonyms. In this way, synonyms of a given 
MeSH descriptor are assigned a unique ID.   

We create one stop term list for MeSH based on the analysis of PubMed 
documents from 1994-2004 using Zipf law [12]. Based on the stop term list, we 
exclude some MeSH terms that are too general (e.g. HUMAN, WOMEN or MEN) or 
too common in MEDLINE articles (e.g. ENGLISH ABSTRACT or DOUBLE-
BLIND METHOD).  

3.3   Global Ranking and Term Graph Construction 

PageRank [8] is one of methods Google uses to determine a page’s relevance or 
importance. The beauty of the method is that it integrates social reference knowledge 
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into the page ranking procedure. Given a web page in a network, the PageRank score  
of this page is defined as follows: 
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where N is the number of pages under consideration, ( )ipM is a set of pages that link 

to ip , ( )jpL is the number of outbound links on page jp , and d is damping factor.    

Hypertext Induced Topic Selection (HITS) [6] is a link analysis algorithm that 
rates Web pages by their authority and hub values. Authority value estimates the 
value of the content of the page; hub value estimates the value of its links to other 
pages. These values can be used to rank Web search results.  
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Table 1. The PageRank score of title and abstract terms of a document   

PageRank score of Title term PageRank score of Abstract term 

Gout 5.53E-06 

Arthritis, Gouty 1.18E-06  

Gout 5.53E-06 
Association 3.93E-06 
Incidence 3.47E-06 
Epidemiology 2.52E-06 
Pain 1.68E-06 
Hyperuricemia 1.20E-06 
Arthritis, Gouty 1.18E-06 
Arthritis 4.10E-07 
Algorithms 2.14E-07 
Obesity 1.62E-07 
Patient Education 1.52E-07 
Diabetes Mellitus 1.37E-07 
Hyperlipidemia 8.97E-08  

 
The success of PageRank and HITS lies on calculating stationary distribution on a 

directed social link graph. However, for a term co-occurrence graph, it does not have 
this information, i.e., there is no reference relationship between terms. We can build 
symmetrical term co-occurrence graph where term co-occur with each other when 
they appear in the same document. However, ranking terms on pure term-concurrence 
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graph can be very likely to assign general terms high ranking scores because they tend 
to co-occur with many other terms. Thus, how to let down the ranking of general 
terms will be crucial to let up the ranking of class-specific core terms. We claim that 
the different section of a document can provide the directed reference information like 
hyperlink environment. For example, let abstract terms link to title terms, so the link 
can be taken as a scenario in which abstract terms give a detailed explanation of title 
terms by referencing title terms. Since title terms usually contain much bigger 
percentage of topical terms than that of abstract, these topical terms can receive much 
higher score than within term co-occurrence graph as shown in table 1. In this way, a 
corpus level abstract-title term graph is built with abstract terms pointing to title 
terms.  

3.4   Term Clustering by Local Density 

We assume that the top ranked terms will form several dense areas within the co-
occurrence term graph.  

)(),(__ , kjCitki EdgeNumCtDegreeClusterIn =  (3) 

In Fig. 1, our algorithm grows core term clusters from the top ranked terms by 
PageRank or HITS. For example, if the starting term is “Hepatitis B, Chronic”, the 
algorithm will take all terms that connect to “Hepatitis B, Chronic” as a candidate 
cluster including itself. Then each cluster member’s in cluster degree will be 
calculated and then sorted in descending order. The algorithm will start from the term 
with the least in cluster degree and calculating whether its ratio with the highest one is 
over threshold Q. If it is so, the algorithm will keep the terms over threshold as a core 
term cluster. We keep only a few higher ranked terms in the core cluster and remove 
lower ranked terms to the pool of reassignment. If this core term cluster has enough 
number of terms, a new core term cluster is formed. Otherwise, the algorithm will 
skip this term and grow core term cluster from the second top ranked term. If the 
second is already included in the cluster, then it will start from the third and so on. As 
discussed earlier, each class only contains a small number of class specific core terms. 
To guarantee the high quality of initial term cluster, we set the minimum number of 
core terms in each cluster to 3 and the quality ratio Q as 0.8.   

The remaining top ranked terms are assigned to K term clusters according to its 
In_Cluster_Frequency(ICF) that is the number of edges connecting it to cluster 
members with edge weight counted (please refer to Fig.1for details): 
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where )( , jkCit
EdgeWeight is the edge weight between term i and term j in cluster kC  

and )( , kjCit
EdgeNum is the number of edges. In this study, we use the frequency of 

term co-occurrence as edge weight. This is also extensible to other types of weight.  
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3.5   Document Clustering 

After core term clusters are identified, each document is assigned to its closest cluster: 

∑= ),(__),( , kjtiki CdFreqClusterInCdClosenessDocCluster  (5) 

where 
jtid , is the term jt in document d. 

4   Experimental Results 

4.1   Document Sets 

For the extensive experiments, we collect document sets about various diseases from 
PubMed, which is the web interface to MEDLINE. We use “MajorTopic” tag along 
with the disease MeSH terms as queries to PubMed. In this way, 10 document classes 
are collected for the experiments (see table 2). 

Table 2. The document sets and their sizes 

Document Sets #.of Docs 
Gout 642 
Chickenpox 1,083 
Raynaud Disease 1,153 

Jaundice 1,486 
Hepatitis B 1,815 
Hay Fever 2,632 

Kidney Calculi 3,071 
Age-related Macular Degeneration 3,277 
Migraine 4,174 

Otitis 5,233 

4.2   Term’s Global Ranking 

Since class-unspecific general terms co-occur frequently with many other terms, how 
to reduce the effects of common terms will contribute to discover distinguishable 
class-specific core terms. We evaluate the impacts of term graph construction on 
term’s global ranking. As shown in the table 3, the ATTG schemes has six class 
specific core terms, while the TCG scheme contains only two core terms. Obviously, 
PageRank algorithm assigns higher weight to class specific core terms on ATTG than 
on TCG, which indicates that this representation is very effective on discounting 
class-unspecific general terms. 

4.3   Term Clustering Evaluation 

We evaluate the quality of term cluster by whether it contains class name related core 
terms (Table 2). As shown in table 4, nine out of ten semantic related and graphical 
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Table 3. Top ten terms ranked by PageRank 

Abstract-Title Term Graph (ATTG) Term Co-occurrence Graph (TCG) 

Otitis Patients 
Migraine Disorders Therapeutics 
Patients Disease 
Therapeutics Child 
Child Otitis 
Macular Degeneration Migraine Disorders 
Infection Time 
Chickenpox Infection 
Hepatitis B, Chronic Serum 
Kidney Calculi Role 

Table 4. Term cluster identified by our algorithm using PageRank 

 Term cluster( corresponding class name) 

1 Kidney Calculi, Shock, Lithotripsy (Kidney Calculi) 
2 Macular Degeneration, Visual Acuity, Vision (Macular Degeneration) 
3 Chickenpox, Viruses, Herpesvirus 3, Human(Chickenpox) 
4 Migraine Disorders, Epilepsy, Women (Migraine Disorders) 
5 Otitis Media with Effusion, Otitis, Observation (Otitis) 
6 Hepatitis B, Chronic, Lamivudine, Hepatitis B virus, Hepatitis B, 

Antigens(Hepatitis B) 
7 Kidney Calculi, Calcium Oxalate, Organization and Administration (Kidney 

Calculi) 
8 Jaundice, “Jaundice, Neonatal”, Bilirubin, Life (Jaundice) 
9 Rhinitis, Pollen, Immunotherapy (Hay Fever) 
10 Macular Edema, Cystoid, Visual Acuity, Edema (Macular Degeneration) 

connected term graphs (clusters) (containing class name related terms) are identified 
through our core term cluster identification algorithm. This indicates our method can 
create initial cluster models with high quality.  

4.4   Document Clustering Evaluation 

Cluster quality is evaluated by three extrinsic measures, purity[13], entropy[13],  
F-measure[13] and normalized mutual information (NMI) [11]. 

To test the two schemes of term graph construction on document clustering, we run 
global ranking including PageRank and HITS on both term co-occurrence graph and 
abstract title term graph. The effects of the number of term nodes used for the 
detection of core term clusters. From table 5,6,7,8, we can see that (1) PageRank and 
HITS have very similar performances; and PageRank is slightly better; (2) abstract-
title scheme is better than co-occurrence scheme when the terms used for clustering 
are very few. This is expected because abstract-title scheme give class-specific core 
terms higher ranking than term co-occurrence graph (Table 3); (3) when all the terms 
are used for clustering, there is not much difference between ATTG and TCG scheme 
because Lower ranked terms have the same chance to be grew into a cluster as top 
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ranked terms; (4) the most promising result is with the ATTG scheme; only 100 terms 
are enough for the detection of core term clusters. It is worth noting that 200 instead 
of 100 are assigned for TCG scheme, because 100 terms are not enough to identify 
core term clusters. We also compare clustering results to that of spherical K-mean 
clustering using TF*IDF as document representation. Our clustering performance is 
slightly worse than K-mean (Entropy: 0.40, F-measure:0.754, Purity: 0.889 and NMI: 
0.755). However, our algorithm (including term ranking, core term cluster 
identification and document matching) performs more efficiently. On a laptop PC 
with Duo core 1.83GHZ, and 1GB memory setting, our algorithm usually finishes 
within 20 seconds, while spherical K-means costs more than 30 seconds. Spherical K-
means needs to iteratively re-estimate distance between each document and cluster 
center, while our algorithm can determine documents’ class labels by one time 
calculation once the k core term clusters are discovered. Our contribution is beyond 
the document clustering itself since class-specific term clusters can serve as the 
interpretation of clustering results. 

Table 5. PageRank on Abstract-Title term graph 

Terms for clustering Entropy F-measure Purity NMI 
100 0.500 0.811 0.885 0.661 
200 0.620 0.772 0.850 0.640 
All 0.633 0.763 0.840 0.654 

Table 6. PageRank on term co-occurrence graph 

 Terms for clustering Entropy F-measure Purity NMI 
200 0.780 0.737 0.812 0.581 
300 0.731 0.758 0.825 0.610 
All 0.646 0.764 0.839 0.650 

Table 7. HITS on Abstract-Title term graph 

Terms for clustering Entropy F-measure Purity NMI 
100 0.522 0.799 0.785 0.641 
200 0.656 0.742 0.760 0.623 
All 0.641 0.763 0.775 0.642 

Table 8. HITS on term co-occurrence graph 

Terms for clustering Entropy F-measure Purity NMI 
200 0.801 0.699 0.724 0.563 
300 0.742 0.706 0.782 0.602 
All 0.677 0.752 0.801 0.631 

5   Conclusions and Future Work 

In this paper, we present a framework of graph-based document clustering which 
utilizes both global and local term importance information on not only clustering 
documents but also identifying class-specific core term clusters. We mainly discuss: 
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(1) two schemes of graph construction: term co-occurrence graph and abstract-title; 
(2) the identification of class-specific core term clusters from these two schemes by 
considering terms’ global and local importance; (3) clustering document based on  the 
identified term clusters. Our main findings include: (1) the identified core dense term 
clusters are both important for document clustering and clustering results 
interpretation; (2) abstract-title graph scheme improves the global ranking of class-
specific core terms and thus identifies more class-specific core term clusters than term 
Co-occurrence graph scheme (3) while performing more efficiently, our algorithm is 
comparable to top clustering algorithm such as spherical K-means. For our future 
work, we would like to evaluate our approach on other applications such as text 
classification and summarization; also we will extend our research to general domain. 
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Abstract. Ontology–based information extraction is considered as an effective 
method to improve the performance of information extraction (IE) systems. In 
order to build a better IE system using ontology-based technique, the two 
challenges should be most taken into account are semantic elements extraction, 
and ontology enhancement. Focusing on the two key points above, we propose 
an ontology-based information extraction system and its application 
information retrieval system in the health care domain. In ontology-based 
information extraction system, we propose a non part-of-speech based method 
for the semantic elements extraction and the ontology enhancement to 
overcome the above challenges. Experiments and Results show that all 
functions work well in the whole system. Many kinds of semantic elements can 
be extracted by the proposed extraction functions regardless parts-of-speech of 
words. High ratio of new semantic elements is detected for the ontology and 
database enrichment that yield very good results in information retrieval. The 
system is implemented in Vietnamese.  

Keywords: Ontology, Ontology Enhancement, Information Extraction, 
Information Retrieval. 

1   Introduction 

The ontology allows us to define concretely objects and relations between them. 
Therefore, it is considered as a data model that is powerful in reasoning over data. 
With those features, ontology-based techniques have been used widely in many fields 
of computer science as well as information technology especially in knowledge 
management systems or intelligent systems [3], [4]. Ontology-based Information 
Extraction (IE) techniques are of the cases taking more and more researches on, 
where the ontology has been proved to be very helpful in improving accuracy of 
information extraction. However, these techniques are also facing to two major 
challenges: instances extraction using the ontology and the ontology enhancement.   

The first challenge relates to identification of instances from the ontology in the 
text. Normally, there are five different types of information extraction from a text in a 
natural language: Entities, Mentions, Descriptions of entities, Relation between 
entities, and Events [3]. In general, the above information is extracted by Part-of-
speech (POS)–technique which is mostly used in IE system [3], [4], [7]. This method 
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is not usable in applications that need to extract various semantic elements regardless 
of their part-of-speech. For example, at the same time, we need to extract named 
entities, descriptions of entities and events that happened to those entities. It can be 
argued that an extra gazetteer can be used in this case, however with such method; the 
whole system will not be synchronized because gazetteer is separated from the 
ontology and the knowledge as the result will not be well managed. Another week 
point of the part-of-speech based method is that it might not be effective with some 
languages which are facing to difficulties in natural language processing issues such 
as segmentation or part-of-speech. 

The second challenging task in the ontology-based information extraction is the 
ontology enhancement [3], [6], [7]. The ontology enhancement is a process used for 
upgrading the ontology with new instances to cover the knowledge better in a domain. 
This is a very important issue in the ontology-based information extraction system 
because in order to extract exactly semantics elements, ontology should be well-
defined to cover the knowledge as much as possible in a domain. This task, however, 
is rather difficult and takes time depending on the range of a domain such as how the 
ontology should be big enough for extraction in a domain, and how to construct such 
a large ontology at the beginning are really challenging tasks. So that, in the ontology-
based IE system, there should be a strategy and mechanism to enrich the ontology for 
the better performance. 

And again, in the circumstances of having diversity of part-of-speech of semantic 
elements, the ontology enhancement issue is getting more complex. At the same time, 
all new semantic elements ignoring their part-of-speech have to be detected and 
updated in the ontology for the better performance in the extraction process. 

Taking these two challenging issues into account, we propose an XML-based 
schema that is used for extracting many types of semantic elements as well as 
detecting new elements for the ontology enhancement regardless of their part-of-
speech to build an ontology-based information extraction and information retrieval 
system in health care domain. In our system, we extract health care information from 
web pages dedicated for only healthcare information. The following information is 
defined as semantic elements to be extracted: 

- Concept (C): named entities about every parts of human body such as heart, 
lung, kidney… 

- Name of Disease (N): words or phrases of disease names 
- Description (D): any words or phrases that describe Concepts. “Description” 

refers to any kind of words or phrases that relates semantically to Concepts. 
- Pair of Concept and Description (P): all possible combinations of Concepts 

and Descriptions. Combinations contain full meaning of relationships 
between C and D. 

With these semantic elements as defined above, our system has to extract diversity of 
words regardless of their part of speech. Because normally, Concept or Name of 
disease elements are nouns and Description elements are adverbs or adjectives. 
Besides that, in Vietnamese, Description elements can be verbs. Moreover, our 
system has to be able to detect new semantic elements from various types of words in 
the web documents to upgrade ontology. 
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Organization of this paper is as follows: after this introduction part, we take a look 
of some related works to figure out the general picture of the IE issues in section 2. 
Section 3 is dedicated for the proposed system introduction. In this part, the system 
architecture, the proposed methods for semantic elements extraction and ontology 
enhancement which play as a core of system are presented. Experiments and results 
are shown in section 4. And base on the system performance, we present an 
application in health care information retrieval in section 5. We conclude the paper in 
the last section 6 together with future works. 

2   Related Works 

In this part, we introduce some representative researches on the ontology-based 
information extraction and information retrieval systems in which extraction, 
ontology enrichment and information retrieval methods are most focused on. 

In many existing IE systems, extraction is mostly based on the part-of-speech 
mechanism to detect semantic elements. M. Abulaish in [7] has introduced a method 
to extract the relationship between entities in biological documents. In this method, 
words that are tagged as verb part-of-speech are processed to extract the fuzzy 
relationship to upgrade the ontology. With the same technique, L.Dey et al in [3] have 
proposed a method to extract imprecise description of wine entities. Wines have 
attributes such as color, taste but each attribute can be expressed more detail with 
additional descriptive words or phrases: light red and red for color or strong, light and 
very strong for taste. The author has designed an extension of ontology structure to 
include the imprecise information. 

The ontology enhancement and ontology generation are also taken many efforts in 
researches recently [1],[2],[7]. Dealing with ontology generation, Shamsfard and 
Barforoush[2] have suggested an ontology building approach in which the system 
starts from a small ontology kernel and constructs the ontology through text 
understanding automatically. The kernel contains the primitive concepts, relations and 
operators to build the ontology. Michael Dittenbach, Helmut and Dieter Merk [6] 
have provided a connectionist approach to visualize semantic relation inherent in free 
form text documents related to a specific domain. They exploit word co-occurrence to 
catch the relationship of the word’s context. And after that, they use the well-known 
neural network which is called self-organizing map with unsupervised learning 
function to map the high dimensional data onto a two-dimensional representation for 
convenient browsing. 

Muller, Kenny, and Strenber [5] have developed an ontology-based text mining 
system TEXTPRESSO for scientific literature that splits documents into sentences, 
and sentences into words or phrases. Each word or phrase is then labeled according to 
the concepts defined in the Gene Ontology (GO). The labeling is based on 
identification of a set of terms associated to a concept. These terms and the set of 
entities to be looked for are handcrafted in consultation with biological databases. An 
index on all sentences with respect to labels and words is created to allow a rapid 
search for sentences that have a desired label and/or keyword. Ontology enhancement 
is not mentioned in TEXTPRESSO. 
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Another well-known platform for semantic annotation, indexing, and retrieval 
system called KIM has been introduced by Borislav Popov et.al [8]. It allows semi-
automatic annotation and ontology population for the Semantic Web, using 
Information Extraction (IE) technology. KIM is based on two major platforms; GATE 
and Sesame/OMM. KIM has an upper-level ontology named KIMO having about 200 
classes covering the most important entity types in a semantically sound fashion and 
providing ground for expansion to include more complex knowledge like relations, 
scenarios, events, domain or task-specific knowledge and integration with third 
party/customer information systems. Based on the ontology, large-scale and instance-
base entity descriptions are maintained. 

With approaches in the survey above, the extraction process mostly bases on part-
of-speech method that has some weaknesses as described in the introduction part. The 
ontology enhancement, on the other hand does not get much efforts so that the issue 
has not yet been solved effectively. In addition to that, ontology enhancement and IE 
are dealt separately in systems. That is, ontology is constructed and enriched in the 
ontology engineering system and the completed ontology will be used as a knowledge 
base for information extraction. 

3   Proposed System Architecture 

In this part, we present our ontology-based information extraction system. The main 
functions of the system are to extract all semantics elements Cs, Ds, Ns and Ps in the 
health care domain from web pages and to detect new semantic elements for ontology 
enhancement during extraction process. The Fig.1 shows our proposed architecture: 

 

Fig. 1. Architecture of Proposed Information Extraction System and Information Retrieval 
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3.1   Knowledge Based Schema 

The knowledge base includes the domain ontology and database. In the domain 
ontology, we construct a health care domain ontology which consists of sets of 
vocabularies about parts of body which are defined as Concept elements (Cs), names 
of diseases (Ns) and description of concepts (Ds) using protégé tool. All parts of body 
are divided into categories and sub-categories with respect to human organ systems 
such as circulatory system, immune system, respiratory system, heart, stomach. Each 
Concept may have a set of descriptions which are considered as attributes of entities. 
Descriptions are words or phrases that have descriptive relation with Concepts. Name 
of diseases is a list of diseases. Additionally, in order to provide a knowledge base for 
future use in other applications, we create a rational database to index web documents 
with respect to semantic elements. Database is also used to store all possible Pairs 
(Ps) which are combinations of Concepts and Descriptions. 

3.2   Document Collecting Module and Document Processing Module 

The document collecting module is designed to collect web pages for the extraction. 
A web spider is developed to craw and download new web pages form the list of 
specific web sites that are mainly dedicated for health care information in Vietnam. 
The collected web documents are being processed to facilitate the semantic extraction 
in document processing module. All documents are filtered to remove other 
information except text. After that, all obtained text are reconstructed in a specific file 
format where the first line of a text is the address of the document and the second line 
is title of the document followed by the text body. 

3.3   Semantic Elements Extracting Module 

In order to extract various semantic elements at the same time, we implement a non 
part-of-speech method which is based on our proposed algorithm named “semantic 
element extracting algorithm” to build a structured XML file that represents content 
of web document along with extracted semantic elements.  
 

<!ELEMENT vnhies (address, title, content)> 
<!ELEMENT address (#PCDATA)> 
<!ELEMENT title (#PCDATA)> 
<!ELEMENT content (paragraph+)> 
<!ELEMENT paragraph (sentence+)> 
<!ELEMENT sentence (CDATA, concept*, description*,  disease*)> 
<!ELEMENT concept (#PCDATA)> 
<!ELEMENT description (#PCDATA)> 
<!ELEMENT disease (#PCDATA)> 
]> 

Fig. 2. Structure of XML File for Semantic Extraction 

Some of the key behavioral features of the algorithm are: (i) to covert a text file 
into XML file with structure defined by the DTD as in the Fig.2, (ii) to split document 
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into paragraphs and to split paragraphs into sentences. Each sentence is scanned to 
extract Concept, Description of concept, and Name of diseases with a reference to the 
ontology. All extracted semantic elements are to be added to the XML with an 
element named Concept, Description and Diseases. 

3.4   Ontology Upgrading Module 

We designed a “semantic elements learning algorithm” so as to try to detect unknown 
semantic elements from resources for updating the knowledge base for the better 
performance in IE. The basic idea of the algorithm is using fuzzy relationships 
between Concepts and Descriptions in health care domain. An XML file created in 
the extraction phase is processed as follows. We traverse all sentences elements of the 
XML document and take a focus on which has some child elements “concept”, 
“description” or “disease”. And new semantic elements are guessed by the rules 
below: 

- If there are many Concept elements(Description elements) but just a few 
Description  elements (Concept elements) in a sentence then there might be 
some unrecognized Description elements, or 

- If there are some Concept elements and some Description elements in a 
sentence but no possible pair from database is found then there might be 
some unrecognized pairs of Concept-Description. 

The sentence that matches one of the above rules is being sent to a suggestion list and 
is used latter by the domain experts to extract real semantic elements. With this 
approach, new Concepts, Descriptions, and Pairs of Concept-Description might be 
detected regardless parts-of-speech of words. The algorithm itself is not dedicated for 
extracting new Names of disease elements. But with this open approach, some Names 
of disease elements might be found in the sentence that is added in the suggestion list. 

3.5   Knowledge Base Management Module 

In any web document, the system not only extracts semantic elements but also tries to 
catch more knowledge about the page. This can be done by calculating the summary 
of the page with respect to semantic elements extracted from the page. The 
knowledge management module is dedicated for this function.  All the documents 
after being converted to XML file are summarized according to the extracted words. 
Then the document with summary information is indexed and stored in the database 
for later use by other applications. 

4   Experiments and Results 

We take some big web sites about the health care information currently published 
online on the Internet. For the experiment, we develop a crawler to download around 
30000 pages from 6 indicated sites. The knowledge base comprises ontology and a 
database. The ontology has been constructed with 205 entities of parts of body, 30 
Names of disease and 60 Descriptions.  In the database, there are 10 records of Pairs 
of Concept-Description. In the first state, knowledge base has been purposely 
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constructed not too big in order to test the performance of the knowledge base 
enhancement function. 

At first, we take a test on the knowledge base enhancement function in order to get 
more semantic elements for the information extraction test. The Fig.3 shows the 
number of increased new semantic elements after processing 1500 web pages, 
semantic elements in knowledge base after processing 1500 pages comprising of 438 
Concepts, 515 Descriptions, 971 Pairs and 120 Names of diseases. 
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Fig. 3. Number of Semantic Elements Changes 

To count how many percentages of new semantic elements are learned by the 
algorithm, in the first 100 web pages, we calculate manually the number of 
unrecognized elements and compare it with the number of new extracted elements by 
the algorithm. Table 1 below shows how many percentages of new semantic elements 
have been extracted in first 100 web pages using the original knowledge base. 

Table 1. New Semantic Elements Detected in 100 Web Pages 

Type of Extracted 
Information 

Unrecognized 
Elements 

Extracted 
Elements 

Extraction 
Percentage <%> 

Concept 316 201 63.61 
Description 538 356 66.17 
Pair 478 388 81.17 
Name of Disease 67 23 34.33 

Because the 100 articles are extracted using the same original ontology, there are 
some duplicated elements in the unrecognized elements set as well as the extracted 
ones from the suggestion set. Regardless of the duplicated elements, we just consider 
how our method can recognize new elements. The result shows that we extract the 
high number of new elements where Pairs can be detected most due to the very 
limited source in the database.  
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Table 2. Precision and Recall Ratios after Extracting 100 Articles with New Updated Ontology 

Semantic 
Elements (SE) 

SE in 
Sources 

Correct 
Extracted SE 

Incorrect 
Extract SE 

P R 

Concept 1639 1498 63 96 91.4 
Description 2064 1918 79 96 92.9 
Pair 1896 1709 20 98.8 90.1 
Name of Disease 402 351 10 97.2 87.3 

The ontology and the database after being upgraded are used for the information 
extraction. For this experiment, we evaluate the performance of the information 
extraction function by the precision and recall. 100 web pages are used to extract 
semantic elements using the new updated knowledge base. Table 2 summarizes the 
results of precision and recall.  

Wrong extraction comes from the linguistic problem such as antonyms or 
synonyms, and the context ambiguity. Concept and Description semantic elements are 
more affected from the above reason that causes the precision values lower than the 
precision of Pair or Name of disease. The linguistics issues and the context ambiguity 
also have the influence on recall. In addition to that, there are still number of semantic 
elements that are not recognized due to the limitation of the ontology and the database 
in the knowledge base. These make the recall result lower than the precision but this 
can be improved by upgrading the knowledge base process. 

5   Discussion and Application 

We have developed an ontology-based information extraction system for the health 
care domain. Our test result shows that our system can extract high rate of semantic 
elements in sources. And the most important thing is that we can upgrade the 
ontology during extracting phase. It makes ontology be enriched gradually and be 
useful so that it covers almost semantic elements in the health care domain. We also 
provide a ready used knowledge base with indexed documents according to semantic 
elements appearing in the document. With these advantages above, we develop an 
application that allows users to query some health care information.  

5.1   User Interface and Query Processing 

It provides a user with a GUI to create queries as well as present searching result. 
Before searching, the user query should be processed to facilitate the searching 
process. The functions of this module are to filter non-Vietnamese query, to 
normalize the query string and to try to catch the meaning of the query by extracted 
all possible semantic elements in the query. The query string is being scanned to 
extract any C, D, P or N by referring to ontology and database. The query is reformed 
as a set of semantic elements and being sent to search and ranking module to find 
most matched documents. Any query that does not contain any C or N is considered 
as a trivial query, and it needs not to be sent to the search and ranking phase. 
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5.2   Search and Ranking 

Semantic elements which are extracted in the pre-processing are considered as 
keywords to search because those elements carry meaning of the query and imply 
what user wants to search about. In order to find the most matched document to a 
query in semantic point of view, the search and ranking procedures should satisfy the 
following constraints: 

- Width priority: it bases on the number of semantic elements the document 
covers. The document that covers all semantics that are included in the query 
is considered to have a higher ranking than less covering documents. 

- Depth priority: retrieval documents also can be ranked by the number of C, 
D, N and P in the query appearing in the document 

Taking these constraints into the algorithm designing process, we propose the “Search 
and Ranking Algorithm”. Assume that an arbitrary query has m Concepts (C1, 
C2,..,Cm), n Descriptions (D1, D2,..,Dn), q Names of diseases (N1,N2,..,Nq), and s 
Pairs of Concept and Description (P1,P2,..,Ps). 

First, we find all web documents in the database that contain any of Concept and 
Description semantic elements in the query. Let X is the set of documents that has 
been found. Then, for each document in X, let’s says: S is the total number of 
semantic elements C, D, N, P in the document that exactly match with those in the 
query.  

Next step, the weight of each document in X is calculated by (1): 

 

where 

- 1α , 2α , 3α , 4α  are meaning coefficients of Description, Concept, Pair 
and Name of disease respectively and 

- TDi,TCj, TPk, TNl  are number of appearances of Descriptions Di, Concepts 
Cj,Pairs Pk, and Names of diseases Nl respectively. 

The value w of each document represents how much the document relates 
semantically to the user query. These values are being used to compare among 
documents to get the most matched one to the query. W = {w} which is set of weights 
for documents in X is sorted in descending order for document ranking. 

5.3   Information Retrieval Part 

The evaluation method is as follows. We use randomly five queries to search health 
care information in both keyword-based search engine and our system. Both the 
ontology-based and the keyword-based methods use the same data sources to 
implement five queries. There are three specific sites chosen for the experiments 
www.vnexpress.net, www.vietnamnet.net and www.bacsigiadinh.com that are called 
Dataset 1 (DS1), Dataset 2 (DS2), Dataset 3(DS3) hereafter respectively. For each 
query, taking the first 10 retrieval documents in retrieval result of both methods, we 
 



332 T.Q. Dung and W. Kameyama 

Table 3. Precision and Recall Result in IR test 

Query No.           DS1 
P(%)        R(%) 

          DS2 
P(%)        R(%) 

          DS3 
P(%)        R(%) 

Q1 -  ONT 
Q1 -  KWD 

75.3    
34.6 

67.9 
31.2 

70.8 
33.2 

68.54 
23.4 

63.2 
19.8 

56.9 
18.8 

Q2 – ONT 
Q2 – KWD 

65.7 
45.6 

60.4 
24.5 

72.4 
38.5 

70.1 
30.4 

56.7 
23.6 

55.1 
22.0 

Q3 – ONT 
Q3 – KWD 

78.7 
23.5 

77.9 
20.6 

59.8 
19.7 

57.3 
17.8 

65.1 
33.1 

64 
29.8 

Q4 – ONT 
Q4 – KWD 

51.2 
35.6 

45.8 
34.5 

48.5 
8.3 

45.3 
4.9 

44.3 
9.4 

40.5 
7.3 

Q5 – ONT 
Q5 – KWD 

60.4 
18.4 

54.2 
16.5 

48.3 
21.1 

47.5 
13.9 

58.8 
9.6 

50.4 
8.3 

calculate the precision and recall values. The measurement of recall and precision 
requires human assessment of the relevancy. However, to facilitate the measurement, 
relevant elements are calculated by exactly matched semantic elements in queries and 
in documents. Table 3 shows the precision and recall results. From the semantic 
elements point of view, it is clear that, the ontology-based method (ONT) is much 
better than the keyword-based method (KWD). However, some more evaluations 
should be done to assess the level of satisfaction to user requirements 

6   Conclusion and Future Works 

In this paper, we present a proposal of the information extraction and information 
retrieval system in health care domain. The proposed system can extract many kinds 
of semantic elements of the health care information regardless of parts-of-speech of 
words. The extracted information from Web documents is then summarized, indexed 
and stored in the database for the information retrieval. The system also provides the 
strategy and method to enrich the ontology and the database with new extracted 
semantic elements so that the knowledge base is upgraded gradually and supports 
better for information extraction. After all, the information retrieval which is one of 
application has been presented. The experiments and results show that our approach 
works well through all system. In the next, we will focus on taking more advantages 
of the ontology-based to improve IR function. 
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Abstract. This paper presents a novel approach for identifying relevant
genes by employing a fuzzy classifier. First a fuzzy classifier rule set is
derived such that each rule involves a compact set of genes. Then, a
correlation matrix is produced by considering the correlations between
the genes in each rule. Apriori is applied on the correlation matrix to find
the maximal sets of correlated genes after tuning the minimum support
value. Experiments conducted on the Leukemia dataset demonstrate the
effectiveness of the proposed approach in producing relevant genes.

1 Introduction

Feature selection in biological domain is to identify a small subset of genes which
are informative and relevant to classification problems. This leads to dimension-
ality reduction and hence computational cost reduction. It prevents irrelevant
genes from overshadowing the contribution of relevant genes. Further, identifying
informative genes may be beneficial in revealing genes of particular importance
in a biological process. The basic feature selection methods may be categorized
into three broad groups: filter [3,4], wrapper [5,6] and embedded [7,8].

Many supervised machine learning algorithms such as neural networks,
Bayesian networks and support vector machine (SVM), combined with feature
selection techniques, have been previously applied to microarray gene expression.
For instance, in the work described in [2], we achieved outstanding accuracy in
gene expression classification by combining neural networks learning and SVM-
based feature selection into an integrated approach. However, most of the exist-
ing gene selection approaches employed in the integrated solutions use a common
technique which is based on removing or adding features from the actual training
set to a smaller training set and measuring the quality of features one by one;
they basically do not consider the correlation existing among genes while remov-
ing them. Further, some of the genes selected by these methods are not relevant
to the disease being investigated, even though they result in building an accu-
rate classifier model. Some other techniques that take the correlations among
the genes into account suffer from unreliability, i.e., each run of the algorithm
results in different genes extracted from the dataset; this degrades the reliability
of the approach. To biologists, gene expression data can be a valuable source for
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understanding the biological associations between genes. Relevant associations
among different genes may be discovered by using rule mining techniques.

In this study, we take advantage of using fuzzy classifier rules to capture the
correlations between genes. The motivation is that a fuzzy classifier rule is essen-
tially an “if-then” rule that contains linguistic terms to represent feature values.
This way, the correlations among the genes are very simple to understand and
interpret by domain experts. In our proposed gene selection procedure, instead of
measuring the effectiveness of every single gene for building the classifier model,
we incorporate the impotence of a gene correlation with other existing genes in
the selection process. That is, we reject a gene if it is not in a significant cor-
relation with other genes in the dataset. To improve reliability, we repeat the
process several times in the experiments, and report genes that are selected in
most experiments.

To demonstrate the effectiveness of the proposed method, we compare it
with SVM-RFE [9] based gene selection approach, namely r-GeneSelect [10].
SVM-RFE [9] has been recognized as a powerful wrapper approach to conduct
relevant gene selection for cancer classification. We obtained the source code of
r-GeneSelect from [11] as developed by the authors of [10]. After conducting very
precise biological analysis on several gene expression datasets, we noticed that
some of the genes selected by this method are not biologically significant. Even
though the selected genes resulted in building a highly accurate classifier, they
are irrelevant to cancer. Using our gene selection method, we are able to build
accurate classifier mostly with fewer number of genes compared to r-GeneSelect.
Also, we argue that our genes are more related to cancer. We demonstrate this
by performing a comprehensive biological analysis on the functionality of the
genes selected from the ALL/AML leukemia dataset.

The rest of the paper is organized as follows. Our approach for discovering the
correlation among the genes is presented in Section 2. Section 3 describes how
relevant genes are extracted by employing a frequent pattern mining technique.
Section 4 presents the selected evaluation model, the conducted experiments and
the achieved results. Section 5 is summary and conclusions.

2 Constructing the Correlation Set

The first step in the proposed method is creating from the training set a classifier
fuzzy rule set that highlights important existing correlations between informative
genes. This is a mapping between the training set and a correlation set containing
correlations between features. Since our main purpose here is not building a fuzzy
rule based classifier, we propose an algorithm for generating fuzzy rules that rely
on data samples from the training set. The target rule set is generated through a
number of iterations, while changing the minimum expected value for standard
deviation. The steps involved in each iteration of the process are described in
the rest of this section.

Filtering Genes by Standard Deviation: Useful genes from every dataset
are supposed to be able to discriminate patterns from different classes. To
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Fig. 1. Fuzzy membership functions

improve the performance of our fuzzy rule set classifier, we have added a sim-
ple filtering step before generating rules from data samples in the training set.
This filtering procedure works as follows. Given a dataset and a threshold t,
gene values for different classes are separated into different sets. Then, the mean
value for each set is calculated, and the standard deviation of the mean values is
computed. If the standard deviation is below t, the gene is filtered out without
getting to the next step. The only concern here is selecting the value of t, which
is variable in our final algorithm, i.e., we generate rule sets starting from low
values of t and incrementally increase t in each subsequent step of the iterative
process. We keep adding rules to the final rule set until t is so high that no more
features can pass the initial filter.

Constructing Fuzzy Classifier Rule: A fuzzy classifier rule in our system is
composed of a sequence of fuzzy linguistic values that indicate a class label. The
employed fuzzy membership functions are shown in Figure 1. The length of a
fuzzy classifier rule is the same as the number of genes. A fuzzy rule set consists
of several fuzzy classifier rules.

The construction of a fuzzy rule set from the training set has already received
considerable attention, e.g., [12,13]. Our proposed system generates the classifier
rules by using existing patterns in the training set. For each feature (gene), we
first check if it is in the list of features that passed the filter. If found, the
attribute in the rule is set to the symbol of the membership function that gives
the maximum value for the corresponding feature value. If not, the attribute in
the rule is set to “don’t care”.

Assigning Class Label: In general, not all generated rules are useful. To assign
class labels to the generated rules, we consider all data samples present in the
training set. The degree of compatibility between a fuzzy classifier and a data
sample is defined as the minimum of all membership values for the corresponding
feature (gene) values in the fuzzy rule and the data sample; it is computed as:

μj(xp) = Min{μj1(xp1), ..., μjn(xpn)} p = 1, 2, . . . (1)

where μj(xp) is the degree of compatibility between rule j and sample xp, and
μji is the membership function for the i-th attribute of the rule; p changes over
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the whole dataset for checking the compatibility of the rule with all samples in
the set. After calculating the degree of compatibility between each rule and each
sample, we determine the rule class using the sum of compatibility degrees for
all classes as shown in Equation 2:

βh(Rj) =
∑

xp∈Classh

μj(xp) (2)

Here, βh(Rj) is the sum of all compatibility degrees of the j -th rule with samples
of class h. Among all the classes, the one which achieves the maximum β value
is the class selected for the newly created rule.

Evaluating Rule Effectiveness: Since our system works with individual rules
created from data samples, we need a measure to evaluate each rule separately.
The compatibility degree of each rule with each data sample is either 0 or a
positive value. We compare the class labels of the rule and the data sample; if
both class labels are the same, the sample is classified by the rule; otherwise
the sample is misclassified by the rule. Associated with each rule, we have 2
variables in our system: one is the number of samples classified by the rule and
the other is the number of samples misclassified by the rule. The former indicates
the strength of the rule in correctly classifying samples and the latter indicates
the risk of future misclassifications by the rule. These two factors are used to
evaluate the effectiveness of each rule.

The Algorithm for Generating Rules: The process of generating the rule
set used in constructing the correlation set invokes the following functions. Can-
didateSamples refers to the list of data samples which are candidate patterns for
rule generation. If a rule created from a candidate sample is not able to satisfy
the initial criteria, the sample is removed from the list of candidate samples.
GetRandomSample picks a data sample randomly and returns it as a candidate
for rule generation. The selection is done randomly because there is no guarantee
that creating the rule set starting from the beginning of the list gives the best
order. Due to this effect, GetRules does not return the same rule set each time.
However, since there are some distinct genes which are important for the classifi-
cation, important genes are identified by the algorithm regardless of the order of
rule generation. To neutralize this randomness effect and to improve the reliabil-
ity, we repeated the process several times in the experiments, and genes selected
in most of the experiments are reported in the result. DetermineRuleClass de-
termines the class label for the rule. EvaluateRule counts from the training set
the number of data samples classified and misclassified by the current rule. We
use these values to make an initial decision whether the rule is a good candidate
for gene selection or not. No misclassification is allowed for the initial rule since
we have enough candidate samples to generate rules and hence do not want to
take any risk in rule selection. Before adding a generated rule to the rule set,
it is reduced using the following function, Reduce, which is basically the feature
reduction unit.

Given the list of features other than “don’t care”, we select a random fea-
ture from the rule and changes it to “don’t care”. If this does not affect the
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effectiveness in terms of the number of samples classified and misclassified by
the rule, the change is committed, otherwise the feature is identified as playing
an important role in the classification power of the rule, and hence we rollback
the change. Here, we still have the random selection for the order in which we
remove the features because there is no guarantee that starting from the head of
the list is the best order. This randomness effect for feature selection is natural.
Other techniques which were attempted for gene selection also suffer from this
randomness. For instance, SVM-RFE [9] extremely suffers from this randomness
and each run of the algorithm returns different features. In [10], the authors
tried to remove this randomness by reliability analysis using 10-fold cross val-
idation. Although the most important genes reported from their approach are
the same in all the experiments, it still suffers from randomness because some
genes change in the final result of each run. To resolve this problem, we repeated
the experiment and reported genes that appear as reliable in most experiments.

Eventually, the algorithm that generates the final rule set is simply a loop
over the GetRules function. Before the loop, we identify the maximum standard
deviation among all genes. Then, we define the step size for the threshold ac-
cording to the number of times we want to repeat the algorithm with different
thresholds for the initial filtering. We generate the sub-rule sets starting from
threshold 0, and then change the threshold by the step size and add the sub-rule
sets to the final rule set until the threshold value is so high that no gene can pass
the filter. Using this approach in changing the value of the threshold, we consider
the standard deviation as a factor for the effectiveness of individual genes and
pay more attention to them, while at the same time we do not ignore the fact
that some features that do not have high standard deviation values may also
be important due to their correlation with other genes. These genes are given
the chance to show their importance in the first iterations of the algorithm,
and as the algorithm proceeds to the next iterations more chance is given to
genes with higher values of standard deviation because discovering correlations
between extremely important genes is a priority.

Generating the Correlation Set: The correlation set consists of correlations
between genes where each row of the set contains few genes which are highly cor-
related to each other in the classification process. We create the correlation set
using the final rule set. After evaluating each rule, it is associated with the samples
it classifies. Here, it is worth noting that the number of misclassified samples for
each rule is zero because we don’t let any misclassification to happen by enforc-
ing feature reduction when we generated the rule. The sequence of active features
in the rule forms a correlation between them. The number of times a correlation
appears in the correlation set is the same as the number of data samples classified
by the rule.

3 Mining Frequent Patterns

We used the Apriori algorithm to discover frequent patterns in the correla-
tion set. Using Apriori requires setting two initial parameters, Support and
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Confidence. The confidence parameter is set to 0 for all experiments because
our purpose is discovering frequent patterns and we don’t want to generate as-
sociation rules. Assuming the value ε as the support for the frequent itemsets,
we extract all frequent itemsets that satisfy the minimum support. Assuming we
have N frequent itemsets, the final list of genes is obtained using Equation 3.

FeatureSet =

N⋃

i=1

{MaximalSeti|Size(MaximalSeti) > 1} (3)

We exclude all singleton frequent itemsets from the final feature set. This is
because we believe that frequency of individual features in rules should not be
the only important factor, particularly for the case of gene selection. The only
concern is adjusting the value of support. Since we already reduced each rule to
the shortest rule containing the minimal set of features that can represent its
characteristics, we do not expect very high frequency for itemsets. Also, because
we exclude singleton frequent itemsets, we need to select a small value for support
that allows enough frequent itemsets to be selected. For most experiments, a
value around 2% demonstrated to be a good selection.

We select the value of support according to the ratio between the number of
features in the selected frequent itemsets and the number of all singleton frequent
itemsets. Since we are only interested in non-singleton frequent itemsets, the
value of support must be small enough to find useful existing correlations and
in order not to miss some important correlations due to a very large value; and
on the other hand it should be large enough in order not to accept infrequent
itemsets. We observed that this balance is achieved when the number of features
in the union of the selected frequent itemsets is equal to the number of singleton
frequent itemsets. Since equal number of features in the two mentioned groups
is not possible in all cases, we select the value of support that leads to the best
balanced in terms of the number of features in the two groups. Eventually, the
lower and upper bounds of the support could be derived using the statistics of
the correlation set. For instance, lower and upper bounds of the support for the
ALL/AML Leukemia dataset are 0.3% and 2.8%, respectively.

4 Experimental Results

To demonstrate the applicability and effectiveness of the approach described
in this paper, we conducted some experiments using the acute lymphoblastic
leukemia (ALL)- acute myeloid leukemia (AML) dataset taken from [14]; it con-
tains 7129 genes; the training set size is 38 (27/11) and the test is 34. First, we
used the provided training set to extract useful genes and then we used the test
set for the final evaluation. In order to achieve better reliability, we repeated the
process 5 times.

After extracting the correlation set, the final set of genes is selected using
Apriori. Table 1 summarizes the statistics obtained after the first phase of the
algorithm. These statistics highlight the usefulness of the rule generation phase.
Next, we elaborate more on the different parameters reported in Table 1. Num-
ber of lines is the number of feature sequences added to the correlation set.
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Table 1. Statistics of the Leukemia correlation dataset

Parameter R1 R2 R3 R4 R5 Average
Number of lines(P1) 279 279 279 279 279 279

Number of distinct lines(P2) 210 216 211 220 225 216.4

Total number of genes appeared(P3) 374 390 375 372 392 380.6

Average line length(P4) 3.16 3 3.04 2.91 2.96 3.01

Number of binary correlations(P5) 1401 1203 1328 1138 1239 1261.8

Maximum repetition of a binary correlation(P6) 8 10 7 7 9 8.2

Number of correlations appeared only once(P7) 423 409 386 397 471 417.2

Because more important sequences are repeated in the set, number of lines is
generally more than the number of distinct lines in the correlation set. And the
difference between these two numbers indicates the generalization that the final
rule set achieves. Total number of genes shows the feature reduction power of
the first phase. We started from 7129 genes, and after the first phase most of the
redundant and unnecessary genes are removed; the number of genes is reduced to
380 genes on average. Average line length is the average reduction power of the
Reduce function. The sequence length is 3.01 on average, which means each rule
can maintain its classifier power and characteristics with this number of genes,
and other genes are unnecessary. Number of binary correlations is the number
of times a pair of features appeared together. Compared to the total number
of possible combinations from the remaining genes (C(374,2) = 69751), the re-
ported value of 1401 is rather small, i.e., the correlation matrix derived from the
correlation set is sparse, contains only strong correlations between genes.

Maximum repetition of binary correlations is the maximum number of times
that two possible genes have appeared together in correlations. This number is
8.2 on average, and can be used as a guideline to adjust the value of support.
Simply maximum support for the correlation set derived from the Leukemia
dataset can be the maximum appearance over the number of lines, while the
minimum support value is one over the total number of lines. Number of corre-
lations that appeared only once may be an indicator of the randomness attribute
of the algorithm since a correlation that has appeared only once in the dataset
is not definitely of great importance.

Table 2. Results of running Apriori and feature extraction on the correlation set

Experiment Features

R1 6201-5688-1882-4342-5290-2592-4377-5552-758-4569-6224-1054- 2150-
4237-4825-5163-5211

R2 5688-758-5290-6201-4342-1882-4680-5599-6277-2592-2830

R3 5688-5290-6201-758-1882-4342-6200

R4 5688-5290-4680-758-6201-5808-4342-2592-6277-3646-7001-5367-5712

R5 5688-5290-2642-6201-6606-2349-4342-4680-6277-5808-630-2592-5449-
671-4409-4110-6806
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Fig. 2. Most frequent genes that appear in half or more of the results

The final step is to extract from the correlation set genes which are repeated
in most experiments. First, the lower and upper bounds of support were calcu-
lated using the statistics, and then genes were selected. Table 2 and Figure 2
demonstrate extracted features and the process of picking features that appear
in most results as important features. Numbers that appear at the head of each
sequence are gene numbers that had existed in more frequent itemsets. Genes
highlighted in bold font are frequent genes that have appeared in the results from
at least half of the experiments. Finally, to measure its classification power, our
approach reported 9 genes with 97.05% accuracy, while r-GeneSelect reported 5
genes and 88.23% accuracy; on the other hand, genes numbered 1882 and 6201
are in common. Biologists might find these features that are reported by both
approaches and also other reported genes from our approach of great importance
as highlighted in the next section.

4.1 Biological Significance of the Extracted Genes

Our approach discovered nine genes, namely L33930, D88270, Y00787, X59871,
L00058, U02020, X82240, M30703 and M27891, which have strong correlation
with Lymphoma cancer. Gene L33930 is CD24 signal transducer; it codes for
sialoglycoprotein which is expressed in B cells; CD24 regulates E-cadherin, which
plays major role in cell to cell interaction and TGF-beta3 expression. Also,
CD24 expression is associated with breast and ovarian cancer. Gene D88270
is Immunoglobin lambda gene; it encodes a protein with similarity to Human
topisomerase (DNA) III beta, which is thought to relax supercoiled DNA upon
replication and cell division. Moreover, this gene transduces signals for cell pro-
liferation, differentiation from the pro-B cell to pre-B cell stage. Gene U02020
has a pre-B-cell colony enhancing factor 1. It is upregulated in neutrophils by
IL-1beta and functions as a novel inhibitor of apoptosis in response to a variety
of inflammatory stimuli. It is more expressed in ALL patients. Gene X82240 is
T-cell leukemia/lymphoma 1 A (TCL1A). Increased TCL1 expression correlates



342 M. Khabbaz et al.

with PBC-ALL progression. TCL1 expression is important for the maturation
of precursor lymphocytes. Also, it is a proto-oncogene in some cancers. These
four genes are more expressed in ALL patients. However, the rest of our genes
are more expressed in AML patients.

Gene Y00787 encodes Interleukin-8, which is one of the mediators of the in-
flammatory response. Secretion levels of IL-8 and TNF-alpha are elevated in
activated T-cells in large granual lymphocytic leukemia associated with autoim-
mune disorders. IL-8 gene transcription is induced by p38 and NF-kB, which
plays role in different cancers through degradation of IkB. Gene X59871 is a
transcription factor 7 (T-cell factor-1) involved in WNT signaling pathway. It
does not only regulate T-cell development, but also peripheral T-cell differentia-
tion. Gene L00058 encodes a multi-functional protein that plays role in cell cycle
progression, apoptosis. Mutations, over-expression, rearrangement and translo-
cation of this gene have been associated with a variety of hematopietic tumors,
leukemia and lumphoma. Gene M30703 is amphiregulin (AREG); it is a mem-
ber of epidermal growth factor family. AREG gene expressed by purified primary
myeloma cells. AREG plays an important role in biology of multiple myeloma.
Finally, gene M27891 encodes a protein, which belongs to the cystatin super-
family; some members of those proteins are cysteine protease inhibitors.

As a result, it can be easily seen that almost all of our genes have related
functions and play role in B and T cells proliferation and lymphocyte cells dif-
ferentiation, besides their role in cancer and cell cycle regulation. The genes
discovered by the other method are M19507, M27891, Y00787, M96326, and
L20688. The authors claimed that those genes are the most significant genes
to distinguish between AML and ALL. However, the function of the most sig-
nificant gene they discovered (M19507) is Myeloperoxidase (MPO), which is a
heme protein synthesized during myeloid differentiation. Although this protein
is working in cell differentiation, there is no relation between MPO and cell cy-
cle regulation. Both M27891, Y00787 are in common with our genes. Although
the former gene is kind of unrelated to cancer, the second one plays role in
inflammatory response.

M96326 and L20688 are Azurocidn and GDP, respectively. The former gene
encodes an azurophil granule antibiotic protein, and the later has weak relation
to cancer. Their method has considered FTH1 (L20941) as significant gene. This
gene encodes the heavy subunit of ferritin, the major intracellular iron storage
protein in prokaryotes and eukaryotes. Proteoglycan 1 gene is not related to
cell cycle regulation. They also have discovered several genes like Enolase alpha,
EIF4E. Those genes showed to play role in cell cycle, but no specific study showed
their role in Lymphocyte differentiation. In conclusion, we realized that the genes
we have discovered have strong relation to pre-B to Pro-B stage development.
Some of the genes discovered by others are unrelated to cancer such Azurocidn
and Cystatin. Some of them are related to cancer but not related to Leukemia or
lymphocyte development. Another point is that they gave the same weight for
ENO1 , EIF4E and FTH1. The formers have high expression in AML patients,
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but the later has weak ALL/AML expression; we argue that their method has
to distinguish between such genes.

5 Summary and Conclusions

In this study, we have demonstrated the power of generating fuzzy classifier
rules and using them for identifying relevant genes. We first applied feature re-
duction to get a compact set of representative features. The process involves
creating fuzzy classifier rule set and then deriving a correlation matrix between
the genes appearing in the rules. The correlation matrix is the input to the apri-
ori algorithm to find frequent itemsets, which lead to the relevant genes. The
proposed approach reported high accuracy on the ALL/AML Leukemia dataset.
Also, the genes identified by the proposed approach are highly significant from
biological perspective; the same may not be said regarding our competitors.
Several studies stressed the role of our genes in Leukemia in particular and
cancer in general. Currently, we are conducting experiments on other gene ex-
pression datasets and we are working on a comprehensive self-adaptive fuzzy
classifier.
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Abstract. In this paper we propose TwoWayFocused classification that
performs feature selection and tuple selection over the data before per-
forming classification. Although feature selection and tuple selection have
been studied earlier in various research areas such as machine learning,
data mining, and so on, they have rarely been studied together. The
contribution of this paper is that we propose a novel distance measure to
select the most representative features and tuples. Our experiments are
conducted over some microarray gene expression datasets, UCI machine
learning and KDD datasets. Results show that the proposed method
outperforms the existing methods quite significantly.

1 Introduction

Data are increasing in both ways: dimensions or features and instances or ex-
amples or tuples; not all the data are relevant though. So, it behooves for a
data mining expert to remove the noisy, irrelevant and redundant data before
proceeding with classification because many traditional algorithms fail in the
presence of such noisy and irrelevant data [4]. In addition to this advantage,
removing such noisy features and tuples improves the understanding of the user
by bringing focus.

Thus, as a solution, in this paper we study how to remove the noisy and irrel-
evant features and tuples while improving or at least not significantly reducing
the prediction accuracy. This task is called “focusing” in this paper, i.e, select
the relevant features and tuples in order to improve the overall learning. In the
literature many feature selection and tuple selection methods have been pro-
posed [5,14]. Feature selection algorithms can be broadly grouped as wrapper
and filter [4,11,14,8]. In the wrapper method the classifier is used as an evalu-
ation function to evaluate and compare the candidate feature subsets. In filter
method evaluation of feature subsets is usually independent of the final classi-
fier. In tuple selection, a broad category of methods let the learning algorithm
to select the relevant tuples [4,15,7].

Contribution of this paper is that we propose a distance measure to se-
lect representative features and tuples. Experimental results over several mi-
croarray datasets and UCI machine learning repository datasets and UCI KDD
archive [1,3] show that the proposed TwoWayFocused algorithm performs better
than the existing feature selection methods.
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Notations. Let the data D have n number of tuples and m number of features.
I be the set of tuples where Ii is the ith tuple for i = 1, ...n. F be the set of
features where fj is the jth feature for j = 1, ...m. C is the set of class labels.
We will introduce other notations as and when they become necessary.

Histogram based Distance Measure. The proposed TwoWayFocused method tries
to find a small subset having 1-itemset frequencies that are close to those in the
entire database. The distance or discrepancy of any subset S0 from its superset
S with respect to 1-itemset frequencies is computed by the L2-norm (Euclidean
distance) as follows:

dist(S0, S) =
∑

(freq(A; S0) − freq(A; S))2 (1)

where A is an 1-itemset, and each element in subset S and S0 is a set of items.
Using this distance function we can compare two subsets S1 and S2 for their
representativeness of the superset S: if dist(S1, S) < dist(S2, S), then arguably
S1 is a better representative of the whole set than S2. In place of L2-norm, we
can also use L1-norm (Manhattan distance) and L∞-norm.

2 Feature Selection

The proposed feature selection method is a two-phase algorithm where in the
first phase we rank the features based on their relevance to the class label, and
in the second phase we select from the top-ranking features in order to remove
the redundant features.

Feature Ranking. In this section we show how the proposed distance function
can be used to rank features based on their relevance. Relevance of a feature
is defined in [10] as features whose removal would affect the original class dis-
tribution. In the previous section we showed that it is possible to compare two
subsets for their representativeness of a superset. We extend this idea to compare
individual features. Given that F is the total set of features, we can compare
two features f1 and f2 as follows:

if dist(F − {f1}, F ) < dist(F − {f2}, F ) then
f2 is arguably better than f1.

The idea is that if by removing feature f1 distance of the resultant set {F − f2}
from the whole set F is greater than the distance of {F − f1} (after removing
f1) from the whole set F , then it indicates that f2 is arguably a better represen-
tative of F than f1. We can easily extend this idea to rank all the features. For
each feature fj , j = 1, ..., m, compute dist(F − {f1}, F ). Features having larger
distances are given higher ranks. In Equation 1 the frequencies are determined
for 1-itemsets. To compute in a similar fashion data must be binary valued (i.e.,
0 or 1). Later in this section, we describe how to deal with other types of data
such as nominal, discrete, and continuous. As we are dealing with classification
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task, data has class labels. We can make use of class information simply by first
separating the data into groups based on the class labels. Then we apply the
ranking algorithms for each group of tuples. Next we add the ranks of each fea-
ture for all groups to find out the overall rankings. Ties are broken arbitrarily.
As our experiments show, this is a simple yet powerful way of utilizing the class
information.

Feature Selection to remove Redundancy. After ranking the features we need
to select a subset of features. The main goal here is to remove redundancy
because while ranking the features we did not consider the fact that there may
be redundant features.

In phase 2, we use a measure called inconsistency measure [6] to remove re-
dundancy. Inconsistency of a feature subset is measured by finding out how
inconsistent it is vis-a-vis the class label. Although inconsistency measure can
be used directly to remove the redundant features, in order to search through
the feature space we need a more efficient mechanism than a simple exhaustive
method. We propose to use forward selection algorithm. A forward selection
algorithm works as follows. In the beginning the highest ranked feature (accord-
ing to phase 1) is selected. Note that the phase 2 is invoked after phase 1 where
features are ranked by the distance measure. Then if the task is to select |S′|
number of features we take 2 ∗ |S′| top-ranked features. Then we find out the
best feature to add to the highest ranked feature by sequentially going through
2 ∗ |S′| − 1 features. We compare the subsets by measuring their redundancy
and relevance. Redundancy is measured by inconsistency rate, and relevance is
measured by determining the correlation between the subset of features. and the
class. We use mutual information to estimate the correlation. It is described as
follows.

Mutual information: Let there X and Y be two random variables with joint dis-
tribution p(x, y and marginal distribution p(x) and p(y). The mutual information
M(X ; Y ) is given as:

M(X ; Y ) =
∑

x

∑

y

p(x, y) log
p(x, y)

p(x)p(y)
(2)

It can be seen that mutual information is conceptually a kind of “distance” be-
tween the joint distribution p(x, y) and the product distribution p(x)p(y). When
X and Y are independent, i.e., p(x, y) = p(x)p(y), the “distance” becomes zero.
The larger value of M indicates variables are more dependent. Thus, mutual infor-
mation is appropriate to measure the correlation between a feature and the class.

We combine these two measures, i.e., mutual information M , and inconsis-
tency measure IR as follows. As discussed initially S′ is the highest ranked feature
fr, i.e., S′ = {fr}. Suppose that at a certain stage we are considering feature fj

and we denote S′ = S′ ∪ fr, then the next feature to be added to S′ is:

f∗ = argmaxfj (w1 ∗ M(fj , C) +
w2

IR(S′)
) (3)
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Our empirical experiments suggest that w1 is 0.9 and w2 is 0.2. Note that rank
1 or the highest rank corresponds to the highest distance, and so on.

Tuple Selection. Each tuple in the set of tuples I is first of all ranked using the
same method described for ranking of features. Distance is computed by remov-
ing each tuple Ii from I in turn for i = 1, ..., n, and finally sorting the distances
in descending order in order to produce ranks of the tuples. The difference be-
tween feature selection and tuple selection is the manner in which they utilize
the class information. Like feature selection, here we first separate out the tuples
based on their class labels. In an experimental set up there is a training set and a
testing set. So, the tuples in the training set are separated out based on the class
labels whereas the test set is untouched. Next, like feature selection, we compute
the distance of each tuple under each class label. But notice that, unlike feature
selection where each class had all the features, in tuple selection that is not the
case. The total number n of tuples are divided among |C| number of class la-
bels. So, here we select a proportionate number of top-ranking tuples from each
group and the combination of such top-ranking tuples are output as the selected
tuples. The idea is that the final sample should have proportionate number of
tuples from each class label. Ties in rankings are arbitrarily broken. Finally we
propose a new algorithm called TwoWayFocused which denotes first applying
feature selection followed by tuple selection. In order to compare we also pro-
pose OneWayFocused which denotes only feature selection without performing
tuple selection.

Handling Different Data Types. In this section we describe how to apply the
proposed focused classification method for different data types such as binary,
nominal, discrete and continuous. In this section, for ease of understanding we
consider the data to be a matrix of rows and columns where the task is to
select a set of rows. This holds true (a) for feature selection where features are
considered rows and tuples are considered as columns, and (b) for tuple selection
where tuples are considered rows and features are considered columns. Note that
the proposed distance function works for binary data only. So, for binary type
of data there is no need to modify it. For nominal data type, it is converted to
binary using the following technique. First of all, count the number of different
nominal values that appear in a column l. If column l takes p different values,
then we convert it to p binary columns l1, l2, ..., lp.

Discrete and Continuous Data Types. If a column has continuous data type, it
is discretized first of all. In the literature there are many discretization methods
which can be broadly grouped as supervised and unsupervized depending on
whether they use the class information. A good survey is available in [13]. In
this work we use a simple and popular discretization method called ‘0-mean 1-
sigma’ where mean is the statistical mean μ of the values in a column fj and
sigma is the standard deviation σ of column fj [19]. This discretization method
assumes that μ is at 0. Each value in the column takes a new discretized value
from the set 1, 2, 3 based on the following conditions. Any numerical value
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in the range [μ − σ, μ + σ] is assigned the discrete value 2, numerical values in
the range [−∞, μ − σ] is assigned the discrete value 1, and numerical values in
the range [μ + σ, +∞] is assigned the discrete value 3. After discretization each
column is converted to 3 columns. An original value v will be converted to a
vector of 3 binary values which can be {1 0 0}, or {0 1 0}, or {0 0 1}.

If a column has discrete data type, it is treated as continuous data and is
discretized using the same method described here.

3 Empirical Study

We select three methods: ReliefF, t-test, and RBF [12,9,19]. We mainly used
two groups of datasets – group 1: UCI machine learning repository and UCI
KDD archive, and group 2: gene expression microarray datasets [1,3]. Although
both groups of data are high-dimensional, the difference is that in group 1 (UCI
repository) the number of tuples usually far exceed the number of features,
whereas for microarray data the number of features or genes are in thousands
but the tuples or samples are in 10s. The two groups have a mixture of continuous
and nominal data types, and different number of classes. In Table 1 we give a
summary of the datasets used in the empirical study.

Table 1. Summary of Datasets

Title Features Tuples Classes Title Features Tuples Classes

UCI ML/KDD Repository Gene Expression Microarray Data

Multi 649 2000 10 Prostate 12600 136 2
Features Cancer

Lung 56 32 3 Colon 2000 62 2
Cancer Cancer

Arrhy- 279 452 16 Lung 12533 181 2
thmia Cancer

Coil2000 85 5822 2 Leukemia 7129 72 2

Promoters 57 106 2

Splice 60 3190 3

Musk2 166 6598 2

Isolet 617 1560 26

Framework for Comparison. Comparison is done based on prediction accuracy
and time of a classifier. We chose C4.5 [16] to obtain the accuracy, and we use
system time. We used the WEKA implementation of C4.5 [18]. Each data is
divided into a training set and a testing set. We use 10-fold cross-validation for
each experiment, i.e, 9 folds are used for training and one fold is used for test-
ing. Note that feature selection, tuple selection, and training of C4.5 decision
tree are all done using the 9 folds, and finally the prediction accuracy is tested
using the last fold. That means, reported accuracy and time are average of 10
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Table 2. P-values of the t-test comparing TwoWayFocused with existing algorithms

Feature Ranking Feature Selection

ReliefF RBF
P-value 0.025-0.05 0.005-0.01 <0.0005 <0.0005 <0.0005 0.0005-0.005

t-test
P-value 0.0005-0.005 <0.0005 <0.0005 <0.0005 <0.0005

(for 10 folds) runs. All experiments are conducted in a system with configuration
Pentium 4, 1.6 GHz and 512 MB RAM.

The proposed algorithm TwoWayFocused performs both feature selection (FS)
and tuple selection (TS). We implemented two versions of the algorithm: (a)
without TS (OneWayFocused) and (b) with TS (TwoWayFocused). Comparison
is done with the three existing algorithms which are ReliefF, t-test, and RBF.
The reason for choosing these algorithms are: (a) Relief (and its extension Re-
liefF) is a proven robust feature ranking method; also Relief is based on tuple
selection, (b) t-test is a commonly used feature ranking method that usually
works well, and (c) RBF is a recently proposed and very successful feature se-
lection method [19]. Among these three, ReliefF and t-test are feature ranking
methods whereas RBF is a feature selection method. We compare TwoWayFo-
cused and OneWayFocused with these three methods in two ways: (a) ReliefF
and t-test rank the features; so we compare the four algorithms for various num-
ber of top-ranked features; the range of the number of top-ranked features vary
across datasets because total number of features vary, and (b) RBF outputs a
single subset S′; so we take |S′| top-ranked features for TwoWayFocused and
OneWayFocused.

Both RBF and the proposed algorithms TwoWayFocused and OneWayFo-
cused first discretize the data for feature selection. Then the original (numeri-
cal) data is used for training and testing the C4.5 classifier using the selected
features.

Results and Analysis. In Tables 3 and 4 we give the comparison results of feature
ranking using four algorithms: TwoWayFocused, OneWayFocused, ReliefF and
t-test. In Table 5 we give the comparison results of feature using three algorithms:
TwoWayFocused, OneWayFocused and RBF. The best prediction accuracy for
each data is high-lighted.

In ALL experiments over 12 datasets, for both feature ranking and feature
selection, the highest prediction accuracy is obtained by either TwoWayFo-
cused or OneWayFocused. In feature ranking (see Tables 3 and 4), TwoWayFo-
cused outperforms the other three algorithms including OneWayFocused. Only
in 8 out of 60 experiments (12 datasets times 5 tests) for feature ranking,
OneWayFocused is better than TwoWayFocused. Similarly, in feature selection
(see Table 5), TwoWayFocused is better than RBF and OneWayFocused for
11 out of 12 datasets, and for the remaining one time, OneWayFocused is
better than RBF and TwoWayFocused. The prediction accuracy results of
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Table 3. Comparison results for feature ranking for UCI ML/KDD repository datasets

Datasets Accuracy Time (sec)

UCI ML/KDD Repository Datasets
#Features 30 40 50 60 70
ReliefF 93.9 92.3 90.1 88.2 88.4 6.37
t-test 94 93.4 89.5 86.7 88.9 0.4

CoiL2000 OneWayFocused 94.7 93.1 93.1 91.3 90 1.2
TwoWayFocused 95 94.6 94.1 93.2 92 2.13

#Features 10 20 30 40 50
ReliefF 75 51.9 66.4 66.2 70.9 0.09
t-test 77.6 74.3 76 75.1 74.8 0.06

Promoters OneWayFocused 80.2 80.2 81.3 79 79.2 0.02
TwoWayFocused 79.3 80.2 80.1 80.5 82.4 0.02

#Features 20 30 40 50 60
ReliefF 85.4 86.7 84.2 87.7 89.1 2.68
t-test 86.1 88.9 85.2 89.2 87.4 3.25

Splice OneWayFocused 87.2 90 88.3 90.3 91 0.71
TwoWayFocused 89.8 91.5 90.4 92.1 92.6 0.98

#Features 60 70 80 90 100
ReliefF 80.5 78.6 78.4 75.2 77.4 18.6
t-test 80.6 79.5 77.2 76.3 79.7 34.69

Musk2 OneWayFocused 80.2 83.1 83.5 81.2 82.1 2.2
TwoWayFocused 82 85.2 84.9 84.9 85.8 3.45

#Features 65 85 105 125 150
ReliefF 65.4 67.4 71.8 69.1 74 20.8
t-test 77.6 79.7 75.3 70.9 74.6 28.52

Isolet OneWayFocused 81.5 81.9 83.7 80.8 83 3.03
TwoWayFocused 82.5 83.5 82.4 82.9 81.9 4.14

#Features 50 100 150 200 250
ReliefF 85.5 86.7 84.2 83.6 82.1 22.48
t-test 92 92.1 90.3 89.7 87.5 18.92

Multi-Features OneWayFocused 87.2 91 92.4 89.3 91.1 1.78
TwoWayFocused 93.1 93.1 92.9 91.7 93.8 2.98

#Features 20 25 30 35 40
ReliefF 83.1 82.8 81.7 80.9 80.2 0.06
t-test 80.2 79.3 79.3 78 77.6 0.03

Lung Cancer OneWayFocused 83.2 84.6 85.9 84 83.7 0.01
TwoWayFocused 81.7 85.3 85.2 85.8 84.5 0.01

#Features 30 50 70 90 110
ReliefF 66.2 65 65.6 64.1 62 2.76
t-test 60.8 59.5 58.3 57.9 58.2 1.86

Arrhythmia OneWayFocused 63.1 64.4 63.2 66.9 63.1 0.03
TwoWayFocused 67.9 65.8 65.7 68.8 66.3 0.03

TwoWayFocused and OneWayFocused are more stable than the other algo-
rithms. The possible reason is that the proposed algorithms are able to select
important set of features that is much close to the optimal set.
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Table 4. Comparison results for feature ranking for microarray data

Datasets Accuracy Time (sec)

#Features 31 62 124 248 496
ReliefF 80.5 78.8 74.1 75.7 75 3.5
t-test 81.6 75.5 80.4 80.5 74.1 0.03

Colon Cancer OneWayFocused 81.6 80.4 80.2 82.7 77 0.05
TwoWayFocused 82.9 84.8 83.1 82.7 79.1 0.06

#Features 56 112 224 448 896
ReliefF 83.2 85.5 84.6 85.6 81.7 13.2
t-test 78.1 83.7 83.1 86.3 80.3 0.13

Leukemia OneWayFocused 84.5 87.7 93.7 92.9 84.1 0.3
TwoWayFocused 86.5 89.6 94.4 93.2 87.4 0.42

#Features 98 196 392 784 1568
ReliefF 91.1 87.1 85.3 84.2 82.9 71.5
t-test 73.6 76.3 76.9 75.3 78.5 1.31

Prostate Cancer OneWayFocused 91.4 88.9 90.1 89.4 87.6 0.95
TwoWayFocused 89.8 90.1 90.1 90.3 87.7 1.14

#Features 19 38 76 152 304
ReliefF 95.6 96.2 96.1 95.1 95.6 124.7
t-test 81 83.9 82.8 89.2 91.7 1.52

Lung Cancer (μArray) OneWayFocused 95.6 96.2 97.1 94.3 95.8 2.12
TwoWayFocused 93.1 97.6 97.4 95.3 96.4 2.89

Table 5. Comparison results for feature selection

Datasets #Selected Features RBF OneWayFocused TwoWayFocused
Accuracy Time Accuracy Time Accuracy Time

UCI ML/KDD Repository Datasets
CoiL2000 5 93 1.59 93.5 1.23 94.3 0.78

Promoters 6 72.6 0.11 83.6 0.03 84.1 0.02

Splice 12 91.7 1.67 94.8 1.61 95.2 0.8

Musk2 2 83.8 4.99 85.5 3.23 86.8 1.9

Isolet 25 83.5 9.05 84 8.2 85.7 9.3

Multi-Features 47 93.7 29.56 93.6 23.57 95.9 24.23

Lung Cancer 4 84.5 0.01 84.9 0.01 82.8 0.01

Arrhythmia 5 70.4 0.04 71.6 0.03 72.2 0.02

Microarray Datasets
Colon Cancer 4 85.3 0.23 91.2 0.06 92.6 0.87

Leukemia 4 88.9 1.17 94.4 0.23 94.4 0.31

Prostate Cancer 78 86.7 14.34 92.2 1.23 93.3 2.41

Lung Cancer (μarray) 1 97.2 17.48 97.2 2.98 97.2 3.76

Similarly for time, for both ranking and selection, the lowest execution time
is reported by either TwoWayFocused or OneWayFocused except for 3 datasets.
For these 3 datasets, t-test reported the lowest execution time.

In Table 2 we showed the p-values for feature ranking (5 different number
of top ranking features) and feature selection. We use one-tailed (upper tail)
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paired t-test between the accuracy of TwoWayFocused and the accuracy of an
existing algorithm (ReliefF, t-test, and RBF). For level of significance 5% all
values are significant, i.e., the null hypothesis of equality is rejected in all tests.
The p-values are quite significant in most cases (e.g., < 0.0005).

An interesting outcome of this empirical study is that although the number
of tuples or sample tests for gene expression microarray data is quite small
(e.g., Leukemia dataset has only 72 tuples), still tuple selection improves the
prediction accuracy even after reducing the number of tuples by half. Until now
researchers have not considered the idea that some tuples may be unnecessary
or even detrimental for prediction accuracy for classification of microarray data.
They had only focused on how to reduce the thousands of genes or features (e.g.,
Leukemia dataset has 7129 genes) to 10s of genes. This new found information
is going to assist the biologist in their study of gene functionalities.

4 Conclusion

In this paper we proposed focused classification using feature selection and tuple
selection. The novelty of the work is that a distance based ranking method based
on frequency histogram is used both for feature selection and tuple selection. The
proposed algorithm TwoWayFocused consistently outperformed the three chosen
existing algorithms Relief, t-test, and RBF. Also, results over a range of selected
features showed that TwoWayFocused and OneWayFocused produce very good
prediction accuracy consistently.
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Abstract. A Bayesian Network (BN) is a multivariate joint probability 
distribution graphical representation that can be induced from data. The 
induction of a BN is a NP problem. Two main approaches can be used for 
inducing a BN from data, namely, Conditional Independence (CI) and the 
Heuristic Search (HS) based algorithms. When a BN is induced for 
classification purposes (Bayesian Classifier - BC), it is possible to impose some 
specific constraints aiming at an increase in computational efficiency. In this 
paper a new CI based algorithm (MarkovPC) to induce BCs from data is 
proposed. MarkovPC uses the Markov Blanket concept in order to impose some 
constraints and optimize the traditional PC algorithm. Experiments performed 
with ALARM BN, as well as other UCI and artificial domains revealed that 
MarkovPC tends to execute fewer comparisons than the traditional PC. The 
experiments also show that the MarkovPC produces competitive classification 
rates when compared with both, PC and Naïve Bayes. 

Keywords: Bayesian Networks, Bayesian Classifiers, Markov Blanket, 
Conditional Independence. 

1   Introduction  

In the last years, Bayesian Networks (BNs) have been applied in many supervised and 
unsupervised learning applications and presented good results. Therefore, many new 
BNs learning algorithms have been proposed [9]. The search space for learning a BN 
from data, however, has an exponential dimension, thus, this is a difficult problem.  

There are two main approaches, described in the literature, to the BN learning 
problem. The first one is based on dependency analysis and is called Conditional 
Independence (CI), while the second approach searches for good network structures 
according to a heuristic (or metric) and is called Heuristic Search (HS). The Markov 
Blanket concept has been applied in conjunction with both CI [3] and HS [8] learning 
methods as a feature selection strategy. In this sense, after inducing a BN from data, 
the relevant variables to a specific query can be identified, thus, the model can be 
pruned in order to reduce its complexity.  
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In this work, the Markov Blanket is also applied trying to reduce the model 
complexity.  Instead of using the MB concept after the complete BN induction (as 
done in [3] and [8]), however, our approach, named MarkovPC, explores the MB of 
the class variable during the BN induction process. Therefore, it is possible to 
simplify the model structure (BN) while building it, and consequently, to reduce the 
learning algorithm complexity. To do so, our method requires a supervised learning. 
In other words, MarkovPC is a BN learning algorithm designed to classification 
problems. Thus, it is possible to define that MarkovPC is a Bayesian Classifier (BC) 
learning algorithm based on the CI approach. 

The remainder of this work is structured as following, the next section gives an 
overview of Bayesian Networks and Bayesian Classifiers foundations. Section 3 
presents the classic PC learning algorithm. Section 4 introduces the proposed 
MarkovPC algorithm which can be seen as an extension of the PC algorithm. Section 5 
shows the performed experiments and discusses the obtained results. Finally, Section 6 
describes the conclusions and points out some future works. 

2   Bayesian Networks and Bayesian Classifiers 

A Bayesian Network (BN) [10] G has a directed acyclic graph (DAG) structure. Each 
node in the graph corresponds to a discrete random variable in the domain. An edge, 
Y → X in the graph describes a parent−child relation, where Y is the parent and X is 
the child. All parents of X constitute the parent set of X, which is denoted by πX. Each 
node of the BN structure is associated to a conditional probability table (CPT) 
specifying the probability of each possible state of the node, given each possible 
combination of states of its parents. If a node has no parents, its CPT gives the 
marginal probabilities of the variable it represents. 

In a Bayesian network where λxi is the set of children of xi, the subset of nodes 

containing π xi, λxi, and the parents of λxi is called Markov Blanket of xi (Fig. 1). As 
shown in [10], the only nodes that have influence on the conditional distribution of a 
given node xi (given the state of all remaining nodes) are the nodes that form the 
Markov Blanket (MB) of xi. Thus, after constructing the network structure from data, 
the Markov Blanket of the class attribute can be used as a criterion for selecting a 
subset of relevant attributes for classification purposes. As it will be detailed in the 
sequel, this concept plays an important role in our proposed method. Meanwhile, let 
us address how Bayesian networks can be constructed. 

BNs can be induced directly from domain knowledge or they can be automatically 
learned from data. It is also possible to combine both strategies. Learning BNs from 
data became an effervescent research topic in the last decade [9], and there are two 
main classes of methods to perform this task: methods based on heuristic search and 
methods based on conditional independence tests.  

Instead of encoding a joint probability distribution over a set of random variables, 
as done by a BN, a Bayesian Classifier (BC) aims at correctly predicting the value of 
a discrete class variable, given the value of a vector of attribute variables (predictors). 
Bayesian Network learning methods may be used to induce a BC and this is done in 
this work. The BN learning algorithm used in the experiments described in Section 4 
is based on the PC algorithm [12], which constructs a BN from data based on 
Conditional Independence tests as addressed in the next section. 
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xi

 

Fig. 1. The shadowed nodes represent the Markov Blanket of xi 

3   The PC Algorithm 

The PC algorithm [12] is based upon statistical conditional independence tests. It 
works looking for a Bayesian Network that represents the independence relationship 
among variables in a dataset. This is done based on the conditional independence 

 
PC Algorithm
Problem: Given a set IND of d-separations, determine the DAG pattern 
faithful to IND if there is one. 
Inputs: a set V of nodes and a set IND of d-separations among subsets of 
the nodes. 
Outputs: If IND admits a faithful DAG representation, the DAG pattern gp 
containing the d-separations in this set. 

1  begin 
2  A.) form the complete undirected graph gp over V; 
3  B.) 
4 i = 0; 
5 steps = 0;  //helps to measure the algorithm effort
6  repeat 
7  for (each X  V) { 
8 for (each Y  ADJX) { 
9        determine if there is a set S  ADJX {Y} such 
10       that |S| = i and I({X},{Y}|S)  IND; //|S|returns
11 steps = steps + 1;                 //the size of set S 
12 if such a set S is found {        
13          S

XY
 = S; 

14          remove the edge X  Y from gp;
15       } 
16    } 
17 } 
18 i = i + 1; 
19 until (|ADJX| < i for all X  V); 
20 C.)for each triple of vertices X, Y, Z such that the pair
21    X, Y and the pair Y, Z are each adjacent in C but the pair
22    X, Z are not adjacent in C, orient X–Y–Z as X->Y<-Z if and
23    only if Y is not in S

XY

24 D.) repeat
25 If A -> B, B and C are adjacent, A and C are not 
26        adjacent, and there is no arrowhead at B, then
27        orient B–C as B->C. 
28 If there is a directed path from A to B, and edge 
29        between A and B, then orient A-B as A->B. 
30 until no more edges can be oriented. 
31 end. 

 

Fig. 2. PC algorithm (adapted from [9]and [12]) 
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criteria I(Xi,Xj|A) defined in [10] where A is a subset of variables, Xi and Xj are 
variables. If I(Xi,Xj|A) is true, variable Xi is conditionally independent of Xj given A 
(d-separation criterion).  

To verify whether X and Y are conditionally independent given A, we compute the 
cross entropy CE(X,Y|A) where the probabilities are their maximum likelihood 
estimators extracted from the data (i.e. relative frequencies). Other measures can also be 
used [4][12]. The main steps of the PC algorithm can be summarized as in Figure 2. 

Having as input a list with all the independencies (I(Xi,Xj|A)) and adjacencies of 
each node (ADJXi), PC first finds the graph skeleton (undirected graph) that best 
represents the d-separations expressed by I(Xi,Xj|A). Afterwards, it starts establishing 
the orientation of the edges.  

As stated in [11], “if the population, from which the sample input was drawn 
perfectly fits a DAG C all of whose variables have been measured, and the population 
distribution P contains no conditional independence except those entailed by the 
factorization of P according to C, then in the large sample limit the PC algorithm 
produces the true pattern” (present in the data). 

4   MarkovPC 

MarkovPC can be seen as an extension of the traditional PC algorithm. It is designed 
to explore the Class’ Markov Blanket (CMB) trying to build more accurate and 
simpler classifiers. The main idea is excluding from possible structures those having 
attributes out of the CMB.  

The use of the CMB allows the reduction of the computational effort needed to 
build the classifier structure (DAG), as well as, the simplification of its structure. 
Thus, MarkovPC can minimize the effort needed to both, build the classifier and to 
use it as a class prediction tool. In addition, having a simpler classifier makes easier 
the data visualization and understanding, reduce the measurement and storage 
requirements, reduce training and utilization times, and defy the curse of 
dimensionality to improve prediction performance. Fig. 3 summarizes MarkovPC in 
an algorithmic fashion based on the PC algorithm description given by [9] and [12]. 

Observing figures 2 and 3 it is possible to verify that the main difference between 
PC and MarkovPC are in lines 8 and 9 of Figure 3. These lines define the CMB test. 
In other words, the UNDIRECTED_MB(CLASS) procedure represents a set of nodes 
that may be  contained in the CMB.  It is important to say that the CMB created by 
the MarkovPC algorithm is an approximation of the CMB identified by the PC 
algorithm. It happens because at this point (lines 8 and 9 of the algorithm) the graph is 
not oriented, so the exact CMB can not be defined yet. In this sense, 
UNDIRECTED_MB(CLASS) is regardless of graph orientation and it  means that 
this set contains all the nodes that can be reached from the CLASS in at most 2 edges. 
These nodes are eligible candidates to be part of the CMB when the graph is directed 
(steps C and D of Figure 3). Following this strategy, all nodes identified by the PC 
algorithm as part of the CMB will also be present in the CMB defined by MarkovPC. 
Some nodes present in the CMB defined by MarkovPC, however, may not be present 
in the CMB defined by the PC algorithm. 
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MarkovPC Algorithm
Problem: Given a set IND of d-separations, determine the DAG 
         pattern, optimized as a classifier and faithful to 
         IND if there is one. 
Inputs:  a set V of nodes, a set IND of d-separations among 
         subsets of the nodes and a CLASS class-node  V. 
Outputs: If IND admits a faithful DAG representation, the DAG 
         pattern gp containing the d-separations in this set 
         optimized as a Bayesian classifier. 

1  begin 
2  A.) form the complete undirected graph gp over V; 
3  B.) 
4 i = 0; 
5  steps = 0;      //helps to measure the algorithm effort
6  repeat 
7  for (each X  V) {     //first X should be the CLASS node 
8 if UNDIRECTED_MB(CLASS)  X { 
9        remove X from gp; 
10    }
11 else { 
12 for (each Y  ADJ

X
) { 

13          determine if there is a set S  ADJX {Y} such
14          that |S| = i and I({X},{Y}|S)  IND;   
15 steps = steps + 1;
16 if such a set S is found {        
17             S

XY
 = S; 

18             remove the edge X  Y from gp;
19          } 
20       } 
21    } 
22    steps = steps + 1; 
23 } 
24 i = i + 1; 
25 until (|ADJX| < i for all X  V OR i<=|S|);
26 C.)for each triple of vertices X, Y, Z such that the pair
27    X, Y and the pair Y, Z are each adjacent in C but the pair
28    X, Z are not adjacent in C, orient X – Y – Z as X -> Y <- Z
29    if and only if Y is not in S

XY

30 D.)repeat
31 If A -> B, B and C are adjacent, A and C are not 
32       adjacent, and there is no arrowhead at B, then
33       orient B–C as B->C. 
34 If there is a directed path from A to B, and edge 
35       between A and B, then orient A-B as A->B. 
36 until no more edges can be oriented. 
37 end. 

 

Fig. 3. MarkovPC algorithm 

The resulting CMB induced by means of the strategy applied by the MarkovPC 
algorithm can be summarized as follows: considering a consistent list of 
independences (IND), the CMB induced by the MarkovPC algorithm is not the 
minimal CBM, but it contains at least all the relevant nodes (present in the CMB 
induced by the traditional PC) to the class variable.  

When concerning the induced classifier complexity, as the MarkovPC algorithm 
selects the most relevant variables, it tends to induce classifiers containing a reduced 
number of variables. It is important to notice that the variable selection is based on a 
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approximate CMB, thus the number of selected variables depends upon the CMB size. 
Considering the characteristics described in the MarkovPC algorithm, on one hand is 
possible to say that, when working with domains having a high number of features and a 
small CMB, the MarkovPC effort tends to be smaller than the one done by the 
traditional PC. On the other hand, in a situation where a domain has a CMB containing 
a high number of variables, MarkovPC tends to lead to no variable elimination, and, 
thus, its effort can be higher than the one needed by the traditional PC.  

Considering that testing whether a variable is present in the CMB has the same 
complexity present in line 10 of PC algorithm (Figure 2), it is possible to analyze the 
above situation in an extreme case, in which a domain with N variables (all present in 
the CMB) and a list of indecencies sets (IND) having cardinalities from 0 to M (see 
[12] for a more detailed description of independency cardinality) are given. In such a 
situation, the MarkovPC algorithm will need (N * (M+1)) tests more that the 
Traditional PC algorithm. It happens because, for each independency cardinality set, 
the MarkovPC will test whether each variable is present in the CMB or not. In most of 
the domains, however, this extreme situation does not happen, thus, the MarkovPC 
tends to need less effort than the traditional PC. 

Another difference between Figure 2 and Figure 3 is present in the “until” clause 
(line 19 in Figure 2 and line 25 in Figure 3). This clause in MarkovPC has an “or” 
operator which is not present in the original PC algorithm. The motivation for 
inserting this “or” operator is to eliminate unnecessary tests. This modification is not 
necessary to the Markov Blanket strategy proposed in MarkovPC, but it is 
implemented trying to reduce the computational complexity of the algorithm. It is 
important to observe that this modification (inserting the “or” operator) do not chance 
the algorithm behavior in terms of the classifier to be induced.   

Taking into account the Average Correct Classification Rates (ACCRs), the 
MarkovPC algorithm should produce results consistent to the ones produced by  
the traditional PC. Next section describes the conducted experiments and analyzes the 
obtained results.   

5   Experiments and Results 

Trying to verify the soundness of the proposed MarkovPC algorithm, when compared 
to the traditional PC algorithm, a number of empirical classification experiments were 
conducted. The main aspects to be considered when concerning the MarkovPC 
behavior are twofold: the ACCRs and the classifier (structure) complexity. The 
remaining of this section initially describes the knowledge domains used in the 
experiments as well as the experimental methodology adopted. The results from the 
experiments are then presented and analyzed. 

Ten domains were used in our simulations. A well-known Bayesian Network 
domain, namely ALARM [1]; six benchmark problems from the U. C. Irvine 
repository [2], namely, Car, kr-vs-kp, Lung Cancer (Lung), Postoperative-Patient-
Data (Patient), Solar-flare 1 (Flare 1) and Solar-flare2 (Flare 2); and finally, three 
synthetic domains namely, Synth 1, Synth 2 and Synth 3. Table 1 summarizes 
datasets characteristics. 
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Table 1. Datasets Description with dataset name (Data), number of attributes plus class (AT), 
number of instances (IN) and number of classes (Cl) 

 ALARM Car Kr-vs-kp Lung Patient Flare 1 Flare 2 Synth 1 Synth 2 Synth 3 
AT 38 7 37 57 9 13 13 32 32 32 
IN 100000 1728 3196 32 90 323 1066 100000 100000 100000 
Cl See 

Table 2 4 2 3 3 7 7 2 2 2 

Table 2.  

Variable Anaph
ylaxis 

Intubation Kinke
dTube 

Disco
nnect 

Hypov
olemia 

InsuffA
nesth 

LVFailu
re 

Pulm 
Emboulus 

|Domain| 2 3 2 2 2 2 2 2 

The ALARM network has 8 prediction variables and, in this work, all these 
variables are used as classes. In this sense, 8 different experiments were conducted 
with the ALARM domain; in each one, a different class is assumed. Table 2 shows 
the prediction variables (classes) names and their domain size. 

The description of each UCI domain can be downloaded from the UCI Repository 
site1. The artificial domains (Synth 1, Synth 2 and Synth 3) have 32 variables and 
were created using a sample strategy applied to the Bayesian Classifiers structures 
described in Figure 4. Synth 1 describes a domain in which only one variable directly 
influences the class variable (the CMB has a single variable forming it). Synth 2, 
however, describes a domain in which 14 variables directly influence the class 
variable. Finally, Synth 3 represents a domain in which all the 32 variables are 
contained in the CMB.  

Synth 1 Synth 2 Synth 3  

Fig. 4. Bayesian Networks representing Synth 1, Synth 2 and Synth 3 domains. The graphical 
representations were created using GeNie Software [5]. 

Intending to perform a more robust comparative analysis, besides presenting 
classification results (ACCRs) obtained using the proposed MarkovPC and the PC 
algorithms, this section also shows the performance of the traditional Naïve Bayes 
Classifier [6] when applied to all the 10 described domains. In all the performed 
 

                                                           
1 UCI Repository of Machine Learning Databases, [http://www.ics.uci.edu]. Irvine, CA, Univ. 

of California, Dept. Information and Computer Science. 



362 S.D.C. de O. Galvão and E.R. Hruschka Jr. 

Table 3. Number of steps and the Average Correct Classification Rates obtained with each 
domain using PC, MarkovPC and Naive Bayes algorithms 

Effort (Number of steps) ACCR (%) Domain 
PC MarkovPC PC MarkovPC NB 

|MB| 

ALARM 
Hypovolemia 2758 1121 97.98 98.38 96.55 3 

ALARM 
LVFailure 

2758 1135 98.95 99.03 96.41 4 

ALARM 
Anaphylaxis 2758 1052 98.98 98.98 97.26 1 

ALARM 
Insuff. Anesthesia 

2758 1442 81.85 84.77 63.34 4 

ALARM 
PulmEmboulus 2758 1160 99.21 99.42 97.30 3 

ALARM 
Intubation 

2758 1458 97.55 98.46 84.96 8 

ALARM 
KinkedTube 2758 1327 98.87 98.91 85.30 4 

ALARM 
Disconnect 

2758 1145 96.16 98.74 92.95 2 

Synth 1 1663 797 89.16 89.16 83.42 1 
Synth 2 823 599 93.20 93.20 93.20 14 
Synth 3 908 610 85.30 86.74 83.16 31 

Car 76 34 89.81 93.57 85.64 N/A 
Kr-vs-kp 6129 2127 96.08 94.08 87.76 N/A 

Lung-Cancer 5881 2151 75.00 75.00 46.87 N/A 
Patient 36 54 71.11 71.11 68.88 N/A 

Solar-flare 1 418 176 72.75 73.06 66.25 N/A 
Solar-flare 2 342 238 75.23 74.85 73.92 N/A 

Average 2255.2 977.94 89.25 89.86 82.54 - 
Standard Dev. 1787.1 643.45 10.33 10.38 14.28 - 

classification a 10-fold cross validation strategy was applied, and the same training 
and test files were used by all algorithms. Table 3 presents the average obtained 
results (ACCRs). 

Table 3 reveals that, considering the aforementioned domains, the computational 
effort (number of tests) performed by MarkovPC is (on average) only 43.36% of the 
total effort performed by the PC algorithm. Only with the Patient domain, the 
MarkovPC executed more comparative tests than the traditional PC. It happened, 
because MarkovPC did not eliminate any variable form the model and considered all 
them forming the CMB. This is a very interesting result to illustrate the extreme 
situation described in Section 4. As the Patient domain has 9 attributes and its 
independency list (IND) has two cardinalities sets (cardinality 0 and cardinality 1), the 
MarkovPC performed (9 * 2) tests more than the traditional PC. 

Trying to get more robust conclusions (when analyzing the ACCRs) the t-test [7] 
was applied to compare PC and MarkovPC, as well as MarkovPC and Naïve-Bayes 
ACCRs. The t-test assesses whether the means of two groups are statistically different 
from each other. A "rule of thumb" was used to set the alpha level at .05. The 
obtained results allow concluding that the difference between the means for the two 
groups (in both cases) is significantly different (even given the variability). Therefore, 
it is possible to consider that, besides needing less computational effort, MarkovPC 
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performed better than the traditional PC when the ACCRs are concerned. Still 
concerning the ACCRs, MarkovPC performed sensibly better (on average) than the 
NB. 

When concerning the classifier complexity, it is possible to state that PC and Naïve 
Bayes generate classifiers containing all variables present in the dataset domains. The 
MarkovPC, however, tended to reduce the number of variables present in the induced 
classifiers. Considering the 17 simulations reported in table 3, on average, the PC and 
Naïve Bayes classifiers produced models having 31.52 variables. The MarkovPC, on 
the other hand, produced classifiers having 7.52 variables on average. Thus, the 
classifiers induced by the MarkovPC have only 23.85% of the variables present in the 
classifiers induced by the PC algorithm and the Naïve Bayes approach.  

6   Conclusions and Future Work 

This paper proposes and discusses a new CI based BC learning algorithm, named 
MarkovPC, to induce BCs from data. Instead of using the Markov Blanket concept to 
select variables after the BN induction, as done in other works described in the 
literature, MarkovPC uses the Markov Blanket concept in order to impose some 
constraints and optimize the traditional PC algorithm while inducing the BC. It is 
important to state that MarkovPC is designed specifically to classification tasks. 

Experiments performed with a number of domains revealed that MarkovPC tends 
to be more accurate (in terms of ACCRs) than the traditional PC and Naïve-Bayes. In 
addition, MarkovPC produced simpler classifiers demanding less comparisons test 
during the learning procedure than the PC algorithm. The approximate CMB found by 
MarkovPC is consistent with the PC CMB. Therefore, MarkovPC can be considered 
consistent and promising.  

Authors intend to continue along this line of investigation and plan to introduce the 
main ideas present in MarkovPC in other CI learning algorithms. Another interesting 
future work is to use the MarkovPC Markov Blanket strategy when performing CI 
statistical tests. 
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Abstract. The discovery of semantically associated groups of terms is
important for many applications of text understanding, including docu-
ment vectorization for text mining, semi-automated ontology extension
from documents and ontology engineering with help of domain-specific
texts. In [3], we have proposed a method for the discovery of such terms
and shown that its performance is superior to other methods for the
same task. However, we have observed that (a) the approach is sensi-
tive to the term clustering method and (b) the performance improves
with the size of the results’list, thus incurring higher human overhead
in the postprocessing phase. In this study, we address these issues by
proposing the delivery of a hierarchically organized output, computed
with Bisecting K-Means. We compared the results of the new algorithm
with those delivered by the original method, which used K-Means using
two ontologies as gold standards.

1 Introduction

The discovery of semantic relations is important for the explication of shared
domain knowledge. Prominent examples of such relations are those describing
“co-hyponyms”, i.e. subterms (hyponyms) of the same, possibly unknown or
never articulated term, and “co-meronyms”, i.e. parts (meronyms) of the same
whole entity/term. In our earlier work [1,3,2], we have proposed methods for
the extraction of sibling groups of terms from Web documents, exploiting the
mark-up similarities of documents.

A disadvantage of methods that discover arbitrary groups of sibling terms
is the potentially large number of output groups. One might expect that such
groups are themselves correlated, e.g. when they share some terms. The organi-
zation of semantic sibling groups into a hierarchy would allow for a more concise
and informative representation of the groups. First, a hierarchy can be rolled up
to a high level of abstraction or drilled down, if the ontology engineer is inter-
ested in a particular sibling group of terms. Second, the hierarchical structure
highlights vertical and horizontal relationships among groups, which remain hid-
den in a flat representation. In this study, we modify our original approach of [3]
to deliver a hierarchy of sibling groups. For this purpose, we use the Bisecting

I.Y. Song, J. Eder, and T.M. Nguyen (Eds.): DaWaK 2007, LNCS 4654, pp. 365–374, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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K-Means algorithm – a hierarchical variation of K-Means, which has been shown
to be more robust than K-Means towards outliers [16].

The paper is organized as follows: In the next section, we discuss related
work on the discovery of semantic sibling groups and on the performance of
different clustering algorithms for text mining. In Section 3, we present the
underpinnings of the original algorithm XTREEM-SG that discovers a flat list
of sibling groups of and modify it to deliver a semantic hierarchy of groups.
Our evaluation methodology is discussed in Section 4. Our experiments with
two ontologies from the domain “Tourism” are described in Section 5. The last
section summarizes our study and elaborates on open issues for future work.

2 Related Work

The discovery of semantic relations among terms belongs to the domain of on-
tology learning. A comprehensive overview on this subject has appeared in [4].
There are methods in the ontology learning field which are used to obtain a con-
cept hierarchy, some using Formal Concept Analysis [6], others using clustering
[5]. In [12], prototype ontologies are learned using hierarchical Latent Semantic
Indexing. A prototype ontology is similar to a hierarchy of sibling groups, but
sibling relations are not a primary characteristic of prototype ontologies.

The approaches above are focusing on ontology learning from unstructured
texts. In contrast, we are performing ontology learning from semi-structured
documents. The importance of this research topic is stressed among else in
[11]. Kruschwitz [10] uses markup sections of Web documents to learn a do-
main model. Similarly to our approach, Kruschwitz exploits the markup for the
representation of similar concepts inside Web documents, but does not incor-
porate the tree structure of HTML/XHTML documents. The work of [15] also
exploits HTML structure to acquire hyponymy relations, but they focus on list
itemizations only.

So-called Hearst patterns [9] are used to find relations among terms in text
collections and are also appropriate for the discovery of co-hyponymy relations.
This is done in [7,8], where Web documents are analyzed. However, Hearst pat-
terns are rare, and the coverage is low even on big document collections.

For the discovery of sibling groups of terms from texts, we need clustering
algorithms that are appropriate for the particularities of document collections,
among else for large feature spaces. In [16], Steinbach, Karypis and Kumar com-
pare document clustering techniques and point out (among else) that Bi-Secting-
K-Means is superior to K-Means for the traditional bag-of-words representation
of documents (a document being a vector in the feature space of terms). Cimi-
ano, Hotho and Staab compare clustering methods, as well, whereby they model
a term as a vector of documents [5]. Since we opt for a vectorization of docu-
ments on the feature space of terms, we orient our work towards the findings of
[16], albeit we use a more elaborate vectorization, as presented in [3].

Hierarchical Clustering is frequently used for obtaining semantical structures
[7,8]. In hierarchical clustering, we distinguish between agglomerative and
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divisive methods. The time complexity of agglomerative hierarchical clustering
is n3 or log(n) · n2, where n is the number of documents. For large document
collections, this complexity is a serious caveat. In our approach, we use Web col-
lections of possibly millions of documents, whereby each document contributes
not one but several vectors. Thus, we need a method that combines the advan-
tages of hierarchical clustering but scales better. This motivates the selection of
Bisecting K-means.

The underpinnings of our method have been presented in [1,3,2]: The core
idea is to exploit the Xhtml structure as the basis of similarity among document
vectors: Similar vectors are clustered and terms characterizing the same cluster
form sibling groups. In this work, we use the same core idea, but we perform
hierarchical clustering and thus build a hierarchy of sibling groups.

3 Building a Sibling Group Hierarchy

We present first the principle of XTREEM (Xhtml TREE Mining). Both the
method XTREEM-SG for sibling group discovery [3] and the new hierarchical
method XTREEM-SGH for the establishment of a semantic hierarchy are based
on this principle. Then, we present and juxtapose XTREEM-SG and XTREEM-
SGH. A complete description of XTREEM-SG can be found in [3].

3.1 Foundations of XTREEM

Xhtml TREE Mining is based on markup conventions that can be found in almost
all Web documents: Different authors use different nested tags to structure pieces
of information in Web documents, but tend to adhere to similar structures. We
find terms that adhere to the same syntactic structure within an Xhtml document
and apply data mining to reduce the potential large amounts of candidate sets to
find semantically related sibling terms. Such semantically related “pieces of text”
are not necessarily physically “co-located” in the same narrow context window.

We use the expression tagpath for a sequence of tags and the expression
textspan for the plain text, at which a tagpath ends. We first group textspans that
share the same tagpath (“Group-By-Path” operation), eliminate rare textspans
and use the retained ones as a feature space. Then, a tagpath becomes a vector
in this feature space and similar vectors are clustered. Features/textspans that
appear in the same cluster constitute sibling groups [3].

3.2 The XTREEM-SG and XTREEM-SGH Procedures

XTREEM takes as input a collection of documents, observing each document
as collection of textspan sets. The collection is not a conventional corpus but is
acquired by issuing domain-specific queries towards the whole Web.

Step 1 - Querying & Retrieving: The XTREEM procedure operates on a Web
Document Collection. Such a Web document collection is obtained by querying
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a Archive+Index Facility on a Query with a Web document collection as result.
The Query constitutes the domain of interest whereupon semantics should be
discovered. It should therefore encircle the documents which are supposed to
entail domain relevant content, e.g. “touris*”.

The Web document collection should be big enough to contain manifold oc-
currences of the desired concepts. The Web document collection is not supposed
to be a small manually handcrafted document collection; bigger amounts of web
content which have an appropriate coverage of the domain are more desirable.
Here, recall is more important than precision.

Step 2 - Group-By-Path: For each document the Group-By-Path algorithm is
applied. It groups textspans that share a common syntactic structure, i.e. the
tagpaths of Xhtml tags leading to them. As result we obtain the collection of
textspan sets. Textspans that appear rarely (with respect to a threshold) are
eliminated: They correspond to rare terms, for which we cannot expect to find
sibling groups of statistical significance. Their elimination speeds up the whole
process.

Step 3 - Filtering: This step is performed only if there exists a domain-specific
vocabulary. Textspans that are not appearing in the vocabulary are eliminated
as irrelevant to the domain. In this study, we do use a vocabulary of terms from
the existing ontology, so that sibling groups among those terms (and only those)
are discovered.

Step 4 - Vectorization: The feature space is the set of textspans retained after
Group-By-Path, optionally reduced with respect to the domain-specific vocab-
ulary (Step 3). The textspans or vocabulary terms constitute the feature space.
Each document contributes several vectors – one per tagpath in it. The cells in
the vectors are values in [0, 1] according to the classic TF-IDF [13] weighting
scheme.

Step 5 - Bi-Secting-K-Means Clustering: While XTREEM-SG [3] invokes K-
Means to group vectors into clusters, in XTREEM-SGH we invoke Bi-Secting-
K-Means with cosine distance function. As with K-Means, the target number of
clusters is specified in advance. But Bi-Secting-K-Means builds a tree of clusters
in a top-down way by splitting the least homogeneous cluster into two more
homogeneous ones. We retain this hierarchy of clusters, assigning labels to each
of them, as described in the next step.

Step 6 - Cluster Labeling: We define a “cluster label” as the set of frequent
features in the cluster. A frequent feature is a feature which has a in-cluster-
support over a threshold τ . The in-cluster-support of a feature is the relative
share of vectors (instances) which have this feature.

Here has to be mentioned that we use the resulting cluster hierarchy in a way
different to the way cluster dendrograms are conventionally used. In traditional
hierarchical clustering, a level of the dendrogram is selected. For Bi-Secting-
K-Means, the K leaf nodes may be selected. In XTREEM-SGH, we retain all
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clusters in all levels of the dendrogram: This is permissible for our approach,
since we are not interested in assigning instances to clusters but rather in un-
derstanding the cluster labels - the sibling groups. These groups are acquired by
traversing the dendrogram in a breadth-first manner.

4 Evaluation Methodology

There is an ongoing discussion on how evaluation of ontology learning can be
performed. Despite that gold standard evaluation can be criticized; we will com-
pare the automatic obtained results against reference semantics. The measured
quality is not easily comparable (over different references), but it can help to
show tendencies.

Our evaluation objective is: “How good is K-Means clustering compared to
Bi-Secting-K-Means clustering on structuring a given vocabulary into sibling
groups. We evaluate against gold standards, i.e. ontologies that deliver both the
vocabulary (the terms) and the sibling relations among them. Our goal is to find
those relations. The evaluation of sibling relations is performed in [8] with the
average sibling overlap measure. We will compare our results on this measure.

Different numbers of clusters can be obtained. We will show the resulting
quality of sibling overlap in dependence to the generated/evaluated number of
clusters.

We will also show the distribution of the best matching clusters, revealing if
a hierarchy where different tree levels are allowed can be helpful.

4.1 Description of Experimental Influences

Evaluation Reference. The Evaluation is performed on two gold standard
ontologies (GSO), from the tourism domain. The concepts of these ontologies are
also terms, thus in the following the expressions “concepts and “terms are used
interchangeably. The “Tourism GSO1 (GSO1) contains 293 concepts grouped
into 45 sibling sets; the “Getess annotation GSO2) (GSO2) contains 693 concepts
grouped into 90 sibling sets.

There are three Inputs to the XTREEM procedure described in the following:

Input(1)- Archive+Index Facility: We have performed a topic focused web
crawl on the “tourism related documents. The overall size of the document col-
lection is about 9.5 million Web documents. The Web documents have been
converted to XHTML. With an n-gram based language recognizer non-English
documents have been filtered out. The Documents are indexed, so that for a
given Query a Web Document Collection can be retrieved.

Input(2)-Query: For our experiments we consider a document collections
which result from querying the Archive+Index Facility on the Query “touris*.

1 http://www.aifb.uni-karlsruhe.de/WBS/pci/TourismGoldStandard.isa
2 http://www.aifb.uni-karlsruhe.de/WBS/pci/getess tourism annotation.daml
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Input(3)- Vocabulary: The GSO’s described before, are lexical ontologies.
Each concept is represented by a term. These terms constitute the vocabulary
and the feature space.

The XTREEM-SGH (XTREEM-SG) approach was performed with the pre-
viously listed inputs. From 1,468,279 documents adhering to the query “touris*,
222,037 instances with at least two terms of the GSO1 vocabulary and 318,009
instances for GSO2 vocabulary have been obtained.
On the processing we vary the following:

Processing(1) - Clustering Method: K-Means vs. Bi-Secting-K-Means.
We apply flat K-Means clustering and Bi-Secting-K-Means clustering. For
Bi-Secting-K-Means there are various strategies for selecting a cluster to split next
are manifold (1) size (cardinality), (2) homogeneity - variance minimization or
more sophisticated quality measures [14] or (3) splitting all clusters. We use the
strategy (3); the secting iterations are conducted to up to a depth of 15 levels (split-
ting is also only possible on clusters with two instances). From such a full hierarchy,
different subsets are also obtained and evaluated against the reference.

Processing(2) - Number of Clusters: The number of clusters varies, for
K-Means it has to be given in advance. For K we used values of 50, 100, 150,
200, 350, 500, 750, 1000, 2000 and 3000. These numbers include the range of
numbers of clusters which are appropriate to be shown to a human ontology
engineer. For the Bi-Secting-K-Means clustering different numbers of clusters
result from different strategies of generating an accessing the cluster hierarchy.
A hierarchy with up to 15 splits (tree depth is 15 levels) is produced. The cluster
labelling threshold was set to 20 percent.

4.2 Evaluation Criteria

Each of the gold standard ontologies delivers a number of reference sets of terms
in sibling relation. Each run of XTREEM-SG and XTREEM-SGH delivers a
number of term clusters that are suggested as potential sibling groups. Intu-
itively, one would compare each of the suggested clusters against each of the
reference sets, select the best match and then count the number of matches;
clusters without match and reference sets for which no match was found would
be observed as false positives or false negatives. However, the identification of a
“best match is not straightforward, nor is the selection of a “single best match
the most appropriate evaluation strategy.

The F-Measure on average sibling overlap (FMASO) [8] can be used to compare
two collections of term sets against each other to obtain a statement about how
the two collections overlap. This evaluation measure is described in detail in [3].

5 Experiments

5.1 Experiment 1: K-Means vs. Bi-secting-K-Means

Our setting - and algorithm is in so far different, that the Bi-Secting-K-Means
is not used to obtain K Clusters. The criteria for selecting a cluster to split are
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manifold size (cardinality), homogeneity - variance minimization or more sophis-
ticated quality measures [14]. The secting iterations are conducted to up to a
depth of 15 levels (splitting is also only possible on clusters with two instances).
From such a full hierarchy, different subsets are also obtained and evaluated
against the reference.

Figure 1(a) shows that the quality of the results obtained by the K-Means
Clustering algorithm are in generally as good as or better than those obtained via
Bi-Secting-K-Means Clustering. For the second reference, shown in figure 1(b),
K-Means shows even better results, Bi-Secting-K-Means results are with excep-
tion of some outliers generally worse.

Conclusion: For our setting, we have to change the conclusion of Steinbach,
Karypis and Kumar [16] that “The bisecting K-means technique is better than
the standard K-means approach [16]. Our conclusion is that K-Means is as good
as or better than Bi-Secting-K-Means clustering; for our setting, our goal, and
our data. But since the difference is rather small and a hierarchy has advantages
on its own, Bi-Secting-K-Means clustering is nevertheless worth considering. We
will investigate which settings cause a Bi-Secting-K-Means clustering which is
as good as possible.
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Fig. 1. FMASO on different K for K-Means Clustering and Bi-Secting-K-Means Clus-
tering towards (a) GSO1 and (b) GSO2

5.2 Experiment 2: Accessing the Hierarchy

In this experiment we will differentiate the way the cluster hierarchy is accessed.
We have performed experiments for the following strategies:

Access Strategy 1 - Separate Levels: Only the clusters which are obtained
at a certain hierarchy level are evaluated as one automatically obtained result
which is evaluated against the gold standard.

Access Strategy 2 - Up To Level X: All clusters up to the hierarchy Level
X are evaluated together. Different hierarchy levels are mixed together.

Access Strategy 3 - Merged Levels: This is the special case of Up-
ToLevelX, but here X is the deepest level which was calculated.

Figure 2 shows that the different ways of accessing the cluster hierarchies lead
to different evaluated quality of the results. The best results are obtained for only
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using the clusters from a certain hierarchy level. This is comparable to creating
only a flat clustering. But here has to be mentioned that if the hierarchy is used
more deeply, also a lot of similar clusters is evaluated, but the evaluation criteria
allows only for one best match. In a real world setting, where a human would
inspect the cluster hierarchy, he could stop unfolding the cluster hierarchy, if the
clusters do not contribute anymore.
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Fig. 2. FMASO for Bi-Secting-K-Means Clustering towards (a) GSO1 and (b) GSO2.
Different Strategies of accessing the Hierarchy are differentiated.
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Best Matches is averaged over 60 clusterings.

5.3 Experiment 3: The Hierarchy Level of Best Sibling Group
Overlaps

In the following experiment we will investigate on which hierarchy levels the
best overlap with the reference sibling sets occurred. In figure 3 the distribution
of best matching hierarchy level is shown for GSO1 and GSO2. The results are
averaged over 60 Bi-Secting-K-Means clusterings. The hierarchy is accessed in
breath first traversal order. This corresponds to the way a human would access
the hierarchy, as a human user would rather start from near the root, than
looking at a potentially very depth tree. As can be seen, the best matching
hierarchy levels are distributed over certain levels. From this we conclude that
it is appropriate to present the hierarchy to the human ontology engineer. If the
access to the hierarchy would be limited to only the levels near the root, many
sibling groups which are evaluated as ’good’ would be missed.
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6 Conclusions and Future Work

On a data set which is different to traditional text document vectorization, we
investigated the quality obtained by using a flat K-Means clustering compared
to using a hierarchical Bi-Secting-K-Means clustering. We can not state that the
results obtained by Bi-Secting-K-Means clustering are as good as those obtained
by a K-Means clustering, regarding a gold standard evaluation. But the results
are not much worse. If the added value of the hierarchy can support the human
ontology engineer on semi-automatic ontology learning, the minor worse results
obtained by Bi-Secting-K-Means clustering are acceptable. The best matching
clusters of the generated sibling set hierarchy can be found on various hierarchy
levels, giving raise to the recommendation that the hierarchy should be pre-
sented to the user for subsequent human inspection. Future work circumference
a comparison of Bi-Secting-K-Means clustering to the computational expensive
agglomerative hierarchical clustering. Since this work is intended to be used in a
semi-automatic setting we also want to investigate improvements on presenting
the cluster hierarchy to the user.
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Abstract. Several business applications such as marketing basket analysis, 
clickstream analysis, fraud detection and churning migration analysis demand 
gradient data analysis. By employing gradient data analysis one is able to 
identify trends, outliers and answering “what-if” questions over large databases. 
Gradient queries were first introduced by Imielinski et al [1] as the cubegrade 
problem. The main idea is to detect interesting changes in a multidimensional 
space (MDS). Thus, changes in a set of measures (aggregates) are associated 
with changes in sector characteristics (dimensions). MDS contains a huge 
number of cells which poses great challenge for mining gradient cells on a 
useful time. Dong et al [2] have proposed gradient constraints to smooth the 
computational costs involved in such queries. Even by using such constraints on 
large databases, the number of interesting cases to evaluate is still large. In this 
work, we are interested to explore best cases (Top-K cells) of interesting 
multidimensional gradients. There several studies on Top-K queries, but 
preference queries with multidimensional selection were introduced quite 
recently by Dong et al [9]. Furthermore, traditional Top-K methods work well 
in presence of convex functions (gradients are non-convex ones). We have 
revisited iceberg cubing for complex measures, since it is the basis for mining 
gradient cells. We also propose a gradient-based cubing strategy to evaluate 
interesting gradient regions in MDS. Thus, the main challenge is to find 
maximum gradient regions (MGRs) that maximize the task of mining Top-K 
gradient cells. Our performance study indicates that our strategy is effective on 
finding the most interesting gradients in multidimensional space. 

1   Introduction 

Gradient queries were first introduced by Imielinski et al [1] as the cubegrade 
problem. The main idea is to detect interesting changes in a multidimensional space 
(MDS). Thus, changes in a set of measures (aggregates) are associated with changes 
in sector characteristics (dimensions). By employing gradient data analysis one is able 
to identify trends, outliers and answering “what-if” questions over large databases. 
MDS contains a huge number of cells which poses great challenge for mining 
gradient cells on a useful time. To reduce search space, Dong et al [2] propose several 
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constraints which are explored by a set-oriented processing. Even by using such 
constraints on large databases, the number of interesting cases to evaluate is still 
large. Furthermore, at a first experience for finding gradients in MDS, users often 
don’t feel confident of what set of probe constraints to use. Thus, it should be the case 
to provide some Top-K facility over MDS.  

As illustration of the motivation behind this problem, consider the following 
example of generating alarms for potential fraud situations on mobile 
telecommunications systems. Generally speaking, those alarms are generated when 
abnormal utilization of the system is detected, meaning that sensitive changes 
happened concerning the normal behavior. For example, one may want to see what 
are associated with significant changes of the average (w.r.t., the number of calls) in 
the Porto area on Monday compared against Tuesday, and the answer could be one in 
the form “the average of number of calls for callings during working time in Campaña 
went up 55 percent, while those callings during night time in Bonfim went down 15 
percent”. Expressions such as “callings during working time” correspond to cells in 
data cubes and describe sectors of the business modeled by the data cube. Given that 
the number of calls generated in a business day in Porto area is extremely large 
(hundred million calls); the fraud analyst would be interest to evaluate just the Top-10 
higher changes in that scenario, specially those ones in Campaña area. Then the fraud 
analyst would be able to “drillthrough” most interesting customers. 

The problem of mining Top-K cells with multidimensional selection conditions 
and raking gradients is significantly more expressive than the classical Top-K and 
cubegrade query [1]. In this work, we are interested to mine best cases (Top-K cells) 
of multidimensional gradients in a MDS. 

2   Problem Formulation and Assumptions 

A cuboid is a multidimensional summarization by means of aggregating functions 
over a subset of dimensions and contains a set of cells, called cuboid cells. A data 
cube can be viewed as a lattice of cuboids, which also integrates a set of cuboid cells. 
Data cubes are built from relational base tables (fact tables) from large data 
warehouses.  

Definition 1 (K-Dimensional Cuboid Cell). In a n-dimension data cube, a cell c = 
(i1,i2,…,in : m) (where m is a measure) is called a k-dimensional cuboid cell (i.e., a 
cell in a k-dimensional cuboid), if and only if there are exactly k (k ≤ n) values among 
{i1,i2,…,in} which are not * (i.e., all). If k = n, then c is a base cell. A base cell does 
not have any descendant. A cell c is an aggregated cell only when it is an ancestor of 
some base cell (i.e., where k < n). We further denote M(c) = m and V(c) = (i1,i2,…,in). 

Definition 2 (Iceberg Cell). A cuboid cell is called iceberg cell if it satisfies a 
threshold constraint on the measure. For example, an iceberg constraint on measure 
count is M(c) ≥ min_supp (where min_supp is an user-given threshold).  

Definition 3 (Closed and Maximal Cells). Given two cells c = (i1,i2,…,in : m) and c’ 
= (i1’, i2’,…,in’  : m’), we denote V(c) ≤ V(c’) if for each ij (j = 1,…,n) which is not *, 
ij’ = ij. A cell c is said to be covered by another cell c’ if for each c’’ such that V(c) ≤ 
V(c’’) ≤ V(c’), M(c’’) = M(c’). A cell is called a closed cuboid cell if it is not covered 
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by any other cells. A cell is called a maximal cuboid cell if it is closed and has no 
other cell c which is superset of it. 

Definition 4 (Matchable Cells). A cell c is said to match a cell c’ when they differ 
from each other in one, and only one, cube modification at time. These modifications 
could be: Cube generalization/specialization iff c is an ancestor of c’ and c’ a 
descendant of c; or mutation iff c is a sibling of c’, and vice versa. 

Definition 5 (Probe Cells). Probe cells (pc) are particular cases of iceberg cells which 
are significant according to some selection condition. This selection condition is a 
query constraint on base table’s dimensions.  

Definition 6 (Gradient Cells). A cell cg is said to be gradient cell of a probe cell cp, 
when they are matchable cells and their delta change, given by Δg(cg, cp) ≡ (g(cg, cp) 
≥ ψ) is true, where ψ is a constant value and g is a gradient function.  

In this work we confine our discussion with average gradients (M(cg)/M(cp)). Average 
gradients are effective functions for detecting interesting changes in multidimensional 
space, but they also pose great challenge to the cubing computation model [2] [10].   

Problem Definition. Given a base table R, iceberg condition IC, probe condition PC, 
the mining of Top-k Multidimensional Gradients from R is: Find the most interesting 
(TopK) gradient-probe pairs (cg, cp) such that Δg(cg, cp) is true. 

3   Mining Top-K Gradient Cells 

Before start the discussion about mining Top-K cells in MDS, lets first look to Figure 1. 
This figure shows how aggregating values are distributed along cube’s dimensions. The 
base table used for cubing was generated according to a uniform distribution. It has 100 
tuples, 3 dimensions (x, y, z) with cardinalities varying from 1 to 10, and a measure (m) 
varying from 1 to 100. 

From Figure 1 we can see that different aggregating functions will provide 
different density regions in data cubes. When searching for gradients, one may want 
to start this task by evaluating a region in which presents higher variance. In Figure 
1(b) the central region corresponding to the rectangle R1 {[4, 7] : [6, 5]} covers all 
five bins {b0={0-20},b1={20-40}, b2={40-60}, b3={60-80}, b4={80-100}}. If it is 
possible to identify such region, chances are that the most interesting gradients will 
take place there.  We denote those regions as gradient regions(GR). The problem is 
that average is an algebraic function and it has a spreading factor(SF) with respect to 
the distribution of aggregating values over the cube quite unpredictable. Thus, there 
will be sets of possible gradient regions to looking for in the cube before selecting the 
most Top-K gradient cells. 

Another interesting insight from Figure 1(b) is that gradients are maximized when 
walking from bins bo to b4. Therefore, even if a region doesn’t cover all bins but if at 
least has the lowest and highest ones; it should be a good candidate GR for mining 
Top-K cells. We expect that GRs with largest aggregating values will provide higher 
gradient cells. This observation motivates us to evaluate gradients cells by using a 
gradient ascent approach.  
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                    (a) count()                                                 (b) average() 

Fig. 1. It presents the distribution of aggregating values from a 2-D(x, y) cube 

Gradient ascent is based on the observation that if the real-valued function f(x) is 
defined and differentiable in a neighborhood of a point Y, f(x) then increases fastest if 
one goes from Y in the direction of the gradient of f at Y, Δf(Y) . It follows that, if 

)(YfYZ Δ+= γ                                                        (1) 

for, γ > 0 a small enough number, then f(Y) ≤  f(Z). With this observation, one could 
start with x0 for a local maximum of f, and considers the sequence x0,x1,x2,… such that 

0),(1 ≥Δ+=+ nxfxx nnnn γ                                              (2) 

We have f(x0) ≤ f(x1) ≤ f(x2) ≤ …, so we expect the sequence (xn) converge to the 
local maximum. Therefore, when evaluating a GR we first search for the maximal 
probe cells, i.e. the highest aggregating values (non-closed and non-maximal cells) on 
it and then calculates its gradients from all possible matchable cells. 

To allow this gradient ascent traversal through cube’s lattice, one needs to 
incorporate the main observations mentioned above into the cubing process.  

3.1   Spreading Factor 

The spreading factor is measured by the variance. This statistical measure indicates 
how the values are spread around the expected value. From 1-D cuboid cell we want 
to capture how large the differences are in a list of measures values ML=(M1,…,Mn) 
from the base relation R. Thus, dimensions are projected onto cube’s lattice according 
to this variation. This variation follows 

N

X∑ − 2)( μ
                                                      (3) 
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where, X is a particular value from  ML, μ is the mean from ML and N is the number of 
elements in ML. For large datasets one could use a variation of Equation 3, using a 
sample rather than the population. In this sense one can replace N with N-1. 

3.2   Cubing Gradient Regions 

Our cubing method follows Frag-Cubing approach [11]. We start by building 
inverted indices and value-list indices from the base relation R, and then assembling 
high-dimensional cubes from low-dimensional ones. For example, to compute the 
cuboid cell {x1, y3, *} from Table 1, we intersect the tids (see Table 2) of x1 {1, 4} 
and y3 {4} to get the new list of {4}. 

Table 1. Example of a base table R 

tid X Y Z M 
1 x1 y2 z3 1 
2 x2 y1 z2 2 
3 x3 y1 Z2 3 
4 x1 y3 z1 4 

The order in which we compute all cuboids is given by a processing tree GRtree 
following a DFS traversal order. Before creating GRtree we can make use of the first 
heuristics for pruning (p1, pruning non-valid tuples). To smooth the evaluation of 
iceberg-cells, it is interesting to build such tree only with tuples satisfying the  
iceberg condition. 

After applying p1, we are able to calculate the spreading factor (sf, see Section 3.1) 
of all individual dimensions X, Y and Z. 

Table 2. Inverted indices and spreading factor for all individual dimensions of Table 1 

Attr.Value Tid.Lst Tid.Sz sf 
x1 1, 4  2 2.25 
x2 2 1 0 
x3 3 1 0 
y1 2, 3 2 0.25 
y2 1 1 0 
y3 4 1 0 
z1 4 1 0 
z2 2, 3 2 0.25 
z3 1 1 0 

From Table 2 we can say that we have a total of nine GRs to grow.  
The GRtree will follow the order of X>>Y>>Z. Given that we want to find large 

gradients, chances are that higher gradients will take place on projecting GRs having 
higher spreading factors. Here comes the second heuristic for pruning (p2, pruning 
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non-valid regions). For example, a threshold constraint on a GR is sf(GR) ≥ min_sf 
(where min_sf is a user-given threshold). Let’s say that we are interested to search for 
gradients on GRs having a sf ≥ 0.25. From this constraint we only need to evaluate 3 
GRs rather than 9 ones. Cubing is carried out through projecting x1; y1 and finally z2 

(see Figure 2). 

 

Fig. 2. The lattice formed by projecting GRs {x1, y1, z2}. Aggregating values are placed 
“upper” all cuboid cells. Possible probe cells are denoted with shadow circles. The letters 
“matchable cells” shows valid gradient pairs. 

Since we have cubing those three regions in Figure 2, it is possible now to mine the 
Top-K gradient cells from them. After this cubing, we also augment each region with 
its respective bin [aggmin; aggmax] according to the minimum and maximum 
aggregating value on it. For example bx1=[1; -4], by1=[2,5; -2,5] and bz2=[2,5; -2,5]. 
With all those information we can make use of the third heuristic for pruning (p3, 
pruning non-TOPk regions). Given that we have an iceberg condition on average 
such as Mavg(c) ≥ 2.7, we can confine our search for Top-K cells only for GR=x1.  

Even by using such constraint, the number of gradient pairs to evaluate is still large 
in x1. So, we must define our set of probe cells pc{} to mine. Remember the 
discussion about gradient ascent; by taking the local maximum (i.e., a cuboid cell 
having the highest aggregating value) from a particular region, all matchable cells 
containing this local maximum will increase gradient factors. Thus, our probe cells 
are given by the set of the Top-K aggregating values in that region TopKpc. For a 
cuboid cell to be eligible as a probe cell, it cannot be a closed and maximal cell. For 
example, in Figure 2 the cuboid cell ={1,3,1} cannot be selected as a probe cell. Next, 
for each probe cell in TopKpc we calculate its gradients. Finally we select the Top-K 
gradient cells TopKgr. For example, with we are looking for the Top-3 cell, the 
TopKpc is formed by {{1,3};{1,1};{1}}and TopKgr is formed by letters {i, L, j}. 

Usually we will have more valid-ToPk regions rather than in the previous example. 
Thus, the final solution must take into account all local TopKgr before raking TOP-K 
cells. Besides, after having calculated all local TopKgr, we continue searching for 
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other valid gradient cells resulting from matchable cells (i.e., projecting probe cells 
from a GRi over cuboid cells in GRj).  

Pseudo Algorithm 3.1 TopKgr-Cube 

Input:  a table relation trel; an iceberg condition on average minavg; an iceberg 
condition on GR min_sf; the number of Top-K cells K 
Output : the set of gradient-cell pairs TopKgr. 
Method : 

1. Let ftrel be the relation fact table 
2. Build the processing tree GRtree // evaluating heuristic p1 
3. Call TopKgr-Cube ().  

Procedure TopKgr-Cube (ftrel, GRtree, minavg, min_sf, K)  

1: Get 1-D cuboids from GRtree 
2: For each 1-D cuboids do { 
3:  Set GR ← {subTree_GR(V(c))} //build gradient regions  
4: For each GR having sf ≥ min_sf do //apply p2 

  Aggregate valid GR // do projections, cubing  
5: For each valid GR having a bin[min,max] satisfying minavg // 
apply p3 
6:  Set TopKpc ← {topKpc_GR(GR,K)} //select probe cells 
7: For each valid TopK GR  
    Set TopKgr ←{topKgr_GR(TopKpc)} // calculate its gradients 
8: Rank Top-K cells (TopKgr,K) //rank gradient cells,  

DESC order of ψ 

4   Evaluation Study 

All the experiments were performed on a 3GHz Pentium IV with 1Gb of RAM 
memory, running Windows XP Professional. TopKgr-Cube was coded with Java 1.5, 
and it was performed over synthetic datasets (Table 3). These datasets were generated 
using the data generator described in [2, 10]. 

Table 3. The overall information of each dataset 

Dset Tuples Dims Card1 M[min,max] 
D1 5000 7 100 100,1000 
D2 10000 10 100 100,1000 

When running the next performance figures, we confine our tests with TopKgr-
Cube to the following scenarios: one, (Figure 3) we want to see the effects of using 
variance as a criteria for mining Top-K cells: two, (Figure 4) we want to see the 
effects of iceberg condition while selecting interesting regions; and three, (Figure 5) 
the pruning effects by using the heuristics used by our Top-K cubing method.  
                                                           
1 Those cardinalities provide very sparse data cubes, thus, poses more challenge to the Top-K 

cubing computation model.  
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(a) D1                                                                (b) D2 

Fig. 3. Performance (Runn.time(s), Y-axis) x Min_sf (X-axis) 

 
                                (a) D1                                                          (b) D2 

Fig. 4. Performance (Runn.time(s), Y-axis) x Min_AVG (X-axis) 

 
                               (a) D2                                             (b) Pruning Effects 

Fig. 5. (a) Performance x K effects (X-axis). (b) Valid-cells (Y-axis) x Min_sf (X-axis) 
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5   Final Discussion 

5.1   Related Work 

The problem of mining changes of sophisticated measures in a multidimensional 
space was first introduced by Imielinski et al. [1] as a cubegrade problem. The main 
idea is to explore how changes (delta changes) in a set of measures (aggregates) of 
interest are associated with changes in the underlying characteristics of sectors 
(dimensions). In [2] was proposed a method called LiveSet-Driven leading to a more 
efficient solution for mining gradient cells. This is achieved by group processing of 
live probe cells and pruning of search space by pushing several constraints deeply. 
There are also other studies [3, 4, 5] by Sarawagi for mining interesting cells on data 
cubes. The idea of interestingness in these works is quite different from that explored 
by gradient-based ones. Instead of using a specified gradient threshold in relevance to 
the cells’ ancestor, descendants, and siblings, it relies on the statistical analysis of 
neighborhood values of a cell to determine its interestingness (or also outlyingness). 

Those previous methods employ the idea of interestingness supported by either 
statistical or ratio-based approach. Such approach still provides a large number of 
interesting cases to evaluate, and on a real application scenario, one could be 
interested to explore just such a small number (best cases of Top-K cells) of gradient 
cells. There are several research papers on answering Top-queries [6, 7, 8] on large 
databases, which could be used as baseline for mining Top-K gradient cells. However, 
the range of complex delta functions provided by the cube gradient model 
complicates the direct application of those traditional Top-K query methods. To the 
best of our knowledge, the problem of mining Top-K gradient cells in large databases 
is not well addressed yet. Even the idea of Top-K queries with multidimensional 
selection was introduced quite recently by Dong et al. [9]. Furthermore, the model 
still relies on the computation of convex functions. 

5.2   Conclusions 

In this paper, we have studied issues and mechanisms on effective mining of Top-K 
multidimensional gradients. Gradient are interesting changes in a set of measures 
(aggregates) associated with the changes in the core characteristics of cube cells. We 
have also proposed a gradient-based cubing strategy (TopKgr-Cube) to evaluate 
interesting gradient regions in MDS. This strategy relies on cubing gradient regions 
which show high variance. Thus, the main challenge is to find maximum gradient 
regions (MGRs) that maximize the task of mining Top-K gradient cells through a set 
of Top-K probe cells. To do so, we use a gradient ascent approach with a set of 
pruning heuristics guided by a specific GRtree. Our performance study indicates that 
our strategy is effective on mining the most interesting gradients in multidimensional 
space. To end up our discussion we set the follow topics as interesting issues for 
future research: 

− Top-K average pruning into GRs. Although, we make pruning of GRs according to 
an iceberg condition. One can take advantage of Top-K average [10] for cubing 
only GRs satisfying this condition. 
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− Looking ahead for Top-K gradients. Given that GR1>>GR2>>GR3 , it should be the 
case that by looking ahead for a gradient cell in GR2 will not generate gradients 
higher than that in GR1. 

− Mining high-dimensional Top-K cells. The idea is to select small-fragments [11] 
(with some measure of interest) and then explore on-line query computation to 
mine high-dimensional Top-K cells.  
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Abstract. Graph partitioning, or network clustering, is an essential research 
problem in many areas. Current approaches, however, have difficulty splitting 
two clusters that are densely connected by one or more “hub” vertices. Further, 
traditional methods are less able to deal with very confused structures. In this 
paper we propose a novel similarity-based definition of the quality of a parti-
tioning of a graph. Through theoretical analysis and experimental results we 
demonstrate that the proposed definition largely overcomes the “hub” problem 
and outperforms existing approaches on complicated graphs. In addition, we 
show that this definition can be used with fast agglomerative algorithms to find 
communities in very large networks.  

1   Introduction 

Many problems can be represented as networks or graphs, and identifying cluster in 
the network or partitioning the graph is a fundamental problem for computer networks 
analysis, VLSI designing, biologic network analysis, social networks analysis [18], 
business networks analysis, and community detection [7]. In the literature, graph  
partitioning has many names, and is sometimes called network analysis, network clus-
tering, detecting communities in networks, etc. This area of research has seen a lot of 
efforts in this problem over decades, and many algorithms have been proposed, stud-
ied, and used.  

The problem is defined thus: Given a graph G = {V, E}, where V is a set of vertices 
and E is a set of weighted edges between vertices, optimally divide G into k disjoint 

sub-graphs Gi = {Vi, Ei}, in which Φ=ji VV ∩  for any i≠j, and ∑
=

=
k

i
iVV

1
. The num-

ber of sub-graphs, k, may or may not be prior known.  
In this paper, we focus on the partitioning problem of un-weighted graphs, that is, 

graphs for which the weight of all edges is 1.  
Two questions need to be answered, one that is mathematical and one that is algo-

rithmic. First, what is the definition of optimal when partitioning a graph, and second, 
how does one find the optimal partition efficiently.  
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Regarding to the first question, there is no consensus in the literature. Different ap-
proaches use different criteria for different applications. Examples are the min-max 
cut [1, 2, 3], modularity [4, 5, 6] and betweenness [7, 8]. To the second question, 
since finding the optimal partition in a graph is normally a NP-complete problem, 
most current approaches apply heuristics to shorten the search and find only near-
optimal partitions.  

b g

c a f

d e h

(a). Type I (b). Type II  

Fig. 1. Two types of graphs 

These approaches, though they work well for some applications, performance dete-
riorates as graphs become more confused. Graphs may present three kinds of compli-
cations. Figure 1 illustrates two types of unweighed graphs. The first and main source 
of confusion is “random” interconnections between clusters, illustrated by the Type I 
graph. These have dense clusters that are sparsely inter-connected. As the number of 
interconnections increase, discerning the underlying structure becomes more chal-
lenging. Such structures have been the focus of past study.  

The second and third sources of confusions are what we call hubs and outliers, and 
these have been little discussed in the literature. The Type II graph in Figure 1 has clus-
ters that are connected by a “hub” vertex (i.e. vertex 'a') that is difficult to place in one 
cluster or another. It also has an outlier vertex that may be best placed in a cluster to it-
self (i.e. vertex 'h'). Past approaches do not deal with the “hub” and “outlier” problems 
very well. That is, they cannot split two clusters very well that are densely connected by 
one or more “hub” vertices, and they often fail to detect and isolate outliers.  

In this paper, we propose a similarity-based graph partitioning definition that glob-
ally measures if one partitioning is better than another. Through theoretical analysis 
and experimental results, we demonstrate that the proposed definition outperforms ex-
isting approaches on complicated graphs and handles with agility hubs and outliers. 
Further, we show that this novel definition can be used with the fast agglomerative  
algorithm [4, 5] to find communities in very large networks.  

The rest of this paper is organized as follows: in section 2 we briefly review related 
works; in section 3 we propose our novel similarity-based modularity measurement; in 
section 4 and 5 we discuss two techniques for finding optimal graph partitions by maxi-
mizing the modularity; in section 6 we apply them to network with known structures and 
present experimental results; and finally in section 7 we summarize our conclusions.  

2   Related Work 

The most traditional definition of graph partitioning is probably the min-max cut [1, 
2, 3], which seeks to partition a graph G={V, E} into two sub graphs A and B. The 
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principle of min-max clustering is minimizing the number of connections between 
clusters A and B and maximizing the number of connections within each. For a 
weighted graph the number of connection is the sum of weights of edges involved. 
Thus the connection between A and B is the cut: 

∑
∈∈

==
BvAu

vuwBAWBAcut
,

),(),(),(
.        (2.1) 

A bi-partition of the graph is defined as minimizing the following objective function: 
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),(
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BAcut
Mcut += .         (2.2) 

The above function is called the min-max cut function. It minimizes the cut be-
tween two clusters while maximizing the connections within a cluster. However, a 
pitfall of this definition is that if we only cut out one node from a graph, Mcut will 
probably get the minimum value. So, in practice, Mcut must be accompanied with 
some constraints, such as A and B should be of equal or similar size, or |A| ≈ |B|. These 
constraints are not always applicable for all applications, e.g., in clustering problems 
where some communities are much larger than the others.  

To amend the issue above, a normalized cut (Ncut) was proposed [2]: 
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where ∑
∈∈

=
VvAu

vuwVAassoc
,

),(),(  is the total connection from vertices in A to all ver-

tices in the graph. Using the Ncut, cutting out one vertex or some small part of the 
graph will no longer always yield a small Ncut value.  

Using the Mcut or Ncut one can partition a graph into two sub-graphs. As the natural 
consequence, to divide a graph into k sub-graphs, one has to adopt a top-down ap-
proach, i.e., splitting the graph into two sub-graphs, then further splitting these sub-
graphs into next level sub-graphs; repeat this process until k sub-graphs have been  
detected. The disadvantage [9] of this method is that, like all other bisection algo-
rithms, it only partitions a graph into two sub-graphs. Though one can repeat this pro-
cedure on the sub-graphs, there is no guarantee of the optimality of partitioning, and 
one has no clue on when to stop the repeated the bisection procedure or how many 
sub-graphs should be produced in a graph.  

To answer the question “what is the best graph partition”, other researchers pro-
posed global measurements, such as M. J. Newman’s modularity [4, 5, and 10].  
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where NC is the number of clusters, L is the number of edges in the network, ls is the 
number of edges between vertices within cluster s, and ds is the sum of the degrees  
of the vertices in cluster s. The optimal clustering is achieved by maximizing the modu-
larity QN. Modularity is defined such that QN is 0 at the extremes of all vertices clustered 
into a single cluster and of vertices randomly clustered. As this modularity definition re-
quire no constraints, it is better than the min-max cut definition. Modularity is a quality 
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measure of graph partitioning, while normalized cut is not. Note that with this definition 
both top-down (divide and conquer) and bottom-up (agglomerative) algorithms can be 
used for graph partitioning.  

Finding the best QN is NP-complete. Instead of performing an exhaustive search, 
Newman used a bottom-up approach [4,5] which begins by merging two vertices into 
clusters that increase QN, then likewise merging pairs of clusters, until all have 
merged to form a single cluster. At each stage the value of QN is recorded. The parti-
tion with the highest QN is the solution of this algorithm. This is a typical hill-
climbing greedy search algorithm, which generally has high speed but easily falls into 
a local optimum. In [10], the authors use a simulated annealing algorithm to find the 
optimal partition with the highest QN. This is a random search based algorithm, which 
usually can achieve higher quality than the greedy search (like the authors claimed in 
[10]) but has much lower speed.  

According to our study [11], while Newman’s modularity works well for type I 
graphs (Figure 1 (a)); it fails to deal well with type II graphs due to the “hub” and 
“outliner” vertices. To reiterate, a “hub” vertex is a vertex that densely connects two 
or more groups in a graph. For example, in Figure 1 (b), the central vertex 'a' connects 
two sub-groups. Note also that this same vertex has the largest degree. Using New-
man’s modularity definition, this graph in Figure 1 (b) will be clustered into two 
groups, {a, b, c, d} and {e, f, g, h}. However, the more reasonable clustering schedule 
could be {b, c, d}, {a, e, f, g}, and {h}, where 'h' is in a cluster by itself. Newman's 
modularity definition will not identify outliers; rather it will assign them membership 
to some larger cluster.  

Generally, when there are clear sub-graph structures existed in a graph, i.e., the 
connections between sub-graphs are sparse while the connections within a sub-graph 
are much dense, both min-max cut or its variations and Newman’s modularity works 
very well. But when the sub-graph structure becomes more confused, i.e., the between 
connections become denser, the performance of these methods deteriorates rapidly.  

3   A Novel Similarity-Based Modularity 

Based on our observation, it is not very accurate to use connections within clusters 
and between clusters as the criteria of partitioning for all types of graphs, especially 
for graphs with complicated cluster structures. Instead, we propose a more general 
concept, similarity, to measure the graph partitioning quality. A good partition is one 
for which the similarity of vertices within a cluster is higher than the similarity of ver-
tices between clusters.  

If two connected vertices also share a lot of neighbors, we say they are similar. How-
ever, merely counting the number of shared neighbors doesn’t tell us what proportion of 
the vertices’ neighbors is shared, and therefore is insufficient for distinguishing a hub 
from a normal vertex. To handle this problem, we adopt the normalized similarity [12]. 
Let Γi be the neighborhood of vertex i in a network, the cosine normalization similarity 
is defined as: 
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Then we define the Similarity-based Modularity (QS) function as the following: 
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where NC is the number of clusters, ISi is the total similarity of vertices within cluster 
i; DSi is the total similarity between vertices in cluster i and any vertices in the graph; 
TS is the total similarity between any two vertices in the graph; S(u,v) is defined in 
(3.1); V is the vertex set of the graph and Vi is the vertex set of cluster i.  

If we define 
     0 if u is not in cluster i, 

),( iuδ = 
  1 if u is in cluster i, 

then (3.2) is written as 
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In other words, QS is a measure of the similarity of a partitioning of the actual net-
work versus the similarity of the same partitioning if the network's vertices were actu-
ally randomly connected. As with Newman's modularity, if we put all vertices either 
into one cluster or place them in clusters randomly, QS will be 0. 

Referring again to the type II graph in Figure 1 (b), the similarity between the 
“hub” vertex 'a' and its neighbors is quite low, despite the hub's high degree. Like-
wise, the similarity between the “outlier” vertex 'h' and its lone neighbor is low.     
Table 1 summarizes QN and QS respectively for several possible partitionings of the 
network in Fig 1. (b).  

Table 1. QN and QS for different clustering structures 

Clustering Schedule QN QS 

All vertices in one cluster 0.0 0.0 
{a}, {b, c, d}, {e, f, g}, {h} 0.119835 0.343714 

{a, b, c, d}, {e, f, g}, {h} 0.177686 0.312469 
{a, b, c, d}, {e, f, g, h} 0.227273 0.289307 
{b ,c, d}, {a, e, f, g}, {h} 0.185950 0.368656 
{b, c, d}, {a, e, f, g, h} 0.214876 0.321978 

We acknowledge that preferring one graph partitioning over another may be sub-
jective; however, we think the original modularity definition classifies the hub node_a 
into the wrong cluster  {a, b, c, d} and fails to segregate the outliner node {h}. The 
proposed Similarity-based Modularity successfully detects the outlier node {h} and 
classifies the hub node {a} into the more reasonable cluster {a, e, f, g}, which was  
our aim.  
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4   A Genetic Graph Partitioning Algorithm 

Recall that finding the optimum Similarity-based Modularity in a graph is NP-hard, 
and heuristic approaches all suffer from the local optimum drawback. To evaluate the 
capability of the proposed modularity function, we would like to use a less heuristic 
approach that avoids the local optimum traps that greedy search algorithms suffer [13-
17], namely a Genetic Algorithm (GA), 

Encoding – For a graph with n vertices, a partition can be represented as an array of 
integers, for which each index corresponds to a vertex and the value to its cluster ID 
of this vertex. For example, the string “2 3 2 3 5 1 5 4 5” indicates that there are 5 
clusters in the graph, the 1st and the 3rd vertices belong to cluster 2, the 2nd and the 4th 
vertices belong to cluster 3, and so on. Since each array element can have a value 
from 1 to n, the total search space is nn, which is potentially very large.  

Initial Population – the initial population can be generated randomly or using some 
task related strategies. Here we use a random initialization.  

Fitness Measure – the function to be optimized. For the graph partitioning problem 
we use formulae (3.1) and (3.2).  

Selection – some individuals are selected according to their fitness or ranks and they 
mate to produce offspring. We use a probabilistic selection: 
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                 (4.1) 

where k is the number of clusters.  

Crossover – this operator determines how to produce offspring from parents. Either 
single point or multiple point crossovers can be used. An important parameter is the 
cross rate, which determines how many genetic elements are exchanged. We use sin-
gle point crossover. The exchanged point is chosen at random and the length of the ar-
ray block that is exchanged is set by the Crossover Rate parameter. There are two 
cases in single point crossover: with or without roll back.  

a). Single point crossover (Crossover Rate = 50%, no roll back): 
Parents    Children 
1 1 1 3 2 3 4 4   1 1 1 3 4 4 3 3 
2 2 3 1 4 4 3 3       2 2 3 1 2 3 4 4 

 

           Crossover point 
b). Single point crossover (Crossover Rate = 50%, with roll back): 

Parents   Children 
1 1 1 3 2 3 4 4   2 1 1 3 3 4 3 3 
2 2 3 1 4 4 3 3       1 2 3 1 4 3 4 4 

 
 

        Roll back          Crossover point 
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Mutation – mutation adds random variation and diversity to the population. Usually 
the mutation rate should be kept very small.  

2 2 3 1 2 3 4 4     2 2 1 1 2 3 4 4 

Replacement – new offspring are inserted into the original population, replacing in-
dividuals with lower fitness. Usually, the replacement population size is constant.  

The above procedure is repeated until a predefined number of generations have 
elapsed or the fitness of the population stops increasing. The string with highest fit-
ness is the solution.  

5   A Fast Agglomerative Algorithm 

Although GA has the potential to jump out of local optimums, it has the drawback of 
being slow and thus may be unsuitable for large graphs. Here we extend Newman’s 
fast hierarchical agglomerative clustering (FHAC) algorithm [4, 5] to the similarity-
based modularity.  

Formula (3.2) can be re-written as: 
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The algorithm is as follows: 

1. Initialize by placing every vertex vi into its own cluster ci, and calculates 
iSQ  for 

each cluster.  
2. Considering merging every possible pair of cluster cg and ch, (g ≠ h) and note 

the change to QS, which is given by: 

            hghghg SSSS QQQQ −−=Δ
++                                           (5.2) 

1. Choose the merge producing the largest 
hgSQ

+
Δ and update and record QS.  

2. Update all affected values of 
igSQ

+
Δ and 

jhSQ
+

Δ  (i ≠ g; j ≠ h) using formula 

(5.2).  
3. Repeat step 3 and 4 until all vertices are grouped into one cluster.  
4. Retrieve the partitioning with the highest QS value as the best result.  

In step 4, only clusters with edges connecting them to the merged pair need to be 
updated. The number of clusters to update that are connected to cluster g is |i| and the 
number connected to cluster h is |j|. There are at most |i|+|j| updates, each update tak-
ing O(log k) < O(log n) time to access the data structure, where n is the number of 
vertices in the Graph. Thus each iteration takes O((|i|+|j|)log n) time [5].  

The overall running time is the sum of all joining steps, which, as Newman indi-
cated is at most O(md log n) [4], where m is number of edges and d is the depth of the 
dendrogram. More details of this algorithm may be found in [4, 5].  
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6   Evaluation Results 

In this section, we present experimental result from analyzing synthetic graphs, de-
tecting community structure in social networks, and clustering entities from a cus-
tomer database. The size of the graphs varies from tiny to very large. Each example 
has a known structure that we are seeking to reproduce. We introduce a measure of 
“error” to gauge the performance of different clustering algorithms: if a node is classi-
fied into a cluster other than the pre-defined cluster, we count it as an error.  

6.1   Tests on Synthetic Graphs 

Synthetic graphs are generated based on predefined cluster structure and properties, 
so as to facilitate systematic study of the performance of our similarity-based modu-
larity definition and graph partitioning algorithms. Here we use the same construction 
as used in [4, 7 and 10]. The synthetic graph consists of 128 vertices that are divided 
into 4 equal-size clusters. Each vertex connects to vertices within its cluster with a 
probability Pi, and connects to vertices outside its cluster with a probability Po<Pi. On 
average, each vertex is connected to Kout=96Po outside vertices and to Kin=31Pi inside 
vertices. We generate several random graphs using different Kout and Kin, and then test 
the performance of our two algorithms. Figure 2 illustrates examples of these syn-
thetic random graphs with different levels of interconnectivity [10]. Notice that these 
graphs belong to type I defined in Figure 1.  

(a). Kin : Kout =15:1 (b). Kin : Kout =10:5 (c). Kin : Kout =8:8  

Fig. 2. Graphs with different Kin : Kout  Ratio 

Table 2 summarizes the results of the Genetic algorithm using Newman’s modular-
ity (QN) and the similarity-based modularity (QS). Since the Genetic algorithm falls 
into local minimums, we run the algorithm several times for each parameter setting 
and report the best result. At Kin:Kout >= 11:5, the structures are very clear, both modu-
larity definitions perfectly identify the structure. At Kin:Kout =10:6, QN has 2 errors, but 
QS yields only one error. Since then, along with the confusion increases, Qs begins 
slightly lagging from QN. This is due to the synthetic graphs are generated based on 
the ratio of Kin:Kout , which exactly matches with the definition of QN. The accuracy 
comparison is plotted in Figure 3. We can conclude that the two modularity measures 
yield a comparable accuracy for the synthetic graphs.  
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Table 2. GA Performances 

Kin : Kout Best QN  Errors Best QS  Errors 
12:4 0.50 0 0.66 0 
11:5 0.44 1 0.61 0 
10:6 0.38 2 0.56 1 
9:7 0.32 4 0.48 6 
8:8 0.26 15 0.45 20 
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Fig. 3. Accuracy curves of GA using QN and QS 

Likewise, we tested the fast hierarchical agglomerative clustering algorithm 
(FHAC) to detect structure in the synthetic graphs. The results are summarized in Ta-
ble 3, and we plot accuracy curves in Figure 4.  

Comparing Figure 3 and 4, one can see that the FHAC keeps accuracy with GA 
when Kout<=6 (Kin=16-Kout), then accuracy drops significantly when Kout>6, when  
 

Table 3. Results of FHAC optimizing QS 

Kin :  Kout Best QS # of clusters Error 
11:5 0.61 4 0 
10:6 0.57 4 4 
9:7 0.48 5 18 
8:8 0.46 8 44 
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Fig. 4. Accuracy curves of FHAC using QN and QS 
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the cluster structure becomes confused. However, one may notice that the FHAC al-
gorithm works much better when combining with the proposed Similarity-based 
Modularity. It demonstrates that the proposed measurement cooperates with the 
greedy search algorithm FHAC much better even when the pre-defined cluster struc-
ture is not in favor of it.  

While the synthetic network is a Type I network that does suffers from no hubs or 
outliers, it is a significant problem to study to demonstrate the stability that similarity 
adds. In that regard, hubs and outliers are elements that add confusion.  

6. 2   Real Applications 

The first real application we report in our experiment is a social network – detecting 
communities (or conferences) of American college football teams [4, 7, 8, 10]. The 
NCAA divides 115 college football teams into 13 conferences. The question is how to 
find out the conferences from a network that represents the schedule of games played 
by all teams. We presume that because teams in the same conference are more likely 
to play each, that the conference system can be mapped as a structure despite the sig-
nificant amount of inter-conference play. We analyze the graph by using both GA and 
FHAC. The results are reported in Table 4. From which, FHAC with QN partitions the 
graph into 6 conferences with 45 misclassifications [4], while FHAC with QS parti-
tions to 12 conferences with only 14 errors. Again, QS significantly outperforms QN 
when combining with FHAC.  

Table 4. Detecting conferences in college football teams by using QN and QS respectively 

Alg.  Best QN # of clusters Errors Best QS # of clusters Errors 

GA 0.60 12 14 0.82 12 14 

FHAC 0.58 6 45 0.82 12 14 

The second application is detecting the individuals from customer records coming 
from Acxiom Corporation, where data errors blur the boundaries between individuals 
with similar information (see Figure 5). This example represents a Type II graph, with  
 

 

Fig. 5. Customer record networks 
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hubs and outliers. In this dataset, there are 3 groups of customers, a number of hubs 
(vertices 7, 10 , 11, and 19) and a single outlier (vertex 21).  

We test both GA and FHAC by using QN and QS respectively. The results are 
summarized in Table 5. Both algorithms make 3 errors by using QN , they misclassify 
hub node vertex 7 and vertex 10 into wrong cluster and fail in detecting the outlier 
(vertex 21). However, by using the proposed QS , both algorithms perfectly classify 
this graph, which means the QS has better ability to deal with hub and outlier vertices.  

The final experiment was on a very large dataset – the DBLP authors’ collabora-
tion networks of 2005 [19], which consist of 52,909 vertices (authors) and 245,300 
edges (co-author relationship). The purpose of this experiment is testing the speed of 
FHAC on a very large network. The running time on an Intel PC with P3 2G CPU and 
2GB memory are reported in Table 6. One can see that optimizing QS it runs margin-
ally slower than optimizing QN, which means QS cooperates with the FHAC algorithm 
very well.  

Table 5. Performance comparison on Acxiom dataset using QN and QS respectively 

Alg.  
Exp. # 
clus-
ters 

Exp. 
QN 

Best  
QN  

# of 
clus-
ters 

Err. Exp. 
QS 

Best 
QS 

# of 
clus-
ters  Err. 

GA 4 0.38 0.40 3 3 0.47 0.47 4 0 

FHAC 4 0.38 0.38 3 3 0.47 0.47 4 0 

        Note: “Exp.” is the abbreviation for “Expected” and “Err.” for “Error”. 

Table 6. FHAC running time for very large network 

Vertices Edges FHAC+ QN FHAC+ QS 

52909 245300 591 Sec.  658 Sec.  

7   Conclusion 

In this paper, we propose a novel similarity-based modularity (QS) to measure the qual-
ity of a graph partitioning. Through theoretical analysis and extensive experiments, we 
can conclude that the propose measure is significantly more accurate and robust than 
Newman’s connection-based modularity with respect to the result of clustering. Fur-
thermore, it has a better ability to deal with hubs and outliners. The proposed similarity-
based modularity in combination with the Genetic clustering algorithm (GA) and the 
greedy search algorithm FHAC yields an improved accuracy for even dense, confused 
graphs. The FHAC often converges to the global optimal for real applications using the 
proposed modularity. However, in some very tough cases, such as in very confused syn-
thetic graphs, FHAC significantly lags the global optimal obtained by GA. This sug-
gests us to further study more powerful fast clustering algorithm in the future to exert 
the potential of the proposed modularity definition.  
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Abstract. With ever more advanced development in video devices and
their extensive usages, searching videos of user interests from large scale
repositories, such as web video databases, is gaining its importance. How-
ever, the huge complexity of video data, caused by high dimensionality
of frames (or feature dimensionality) and large number of frames (or se-
quence dimensionality), prevents existing content-based search engines
from using large video databases. Hence, dimensionality reduction on the
data turns out to be most promising. In this paper, we propose a novel
video reduction method called Optimal Dual Dimensionality Reduction
(ODDR) to dramatically reduce the video data complexity for accurate
and quick search, by reducing the dimensionality of both feature vec-
tor and sequence. For a video sequence, ODDR first maps each high
dimensional frame into a single dimensional value, followed by further
reducing the sequence into a low dimensional space. As a result, ODDR
approximates each long and high dimensional video sequence into a low
dimensional vector. A new similarity function is also proposed to effec-
tively measure the relevance between two video sequences in the reduced
space. Our experiments demonstrate the effectiveness of ODDR and its
gain on efficiency by several orders of magnitude.

1 Introduction

With the rapid advances in multimedia devices and processing technologies, more
and more applications with quickly enlarging video databases are emerging, such
as WWW video search, advertising, news video broadcasting, TV and movie edi-
tion, video copyright detection, medical video identification, and personal video
archives, etc. Content-based retrieval, such as Query by Video Clip, is generat-
ing tremendous and growing interests [4,2,8,9]. A video is typically defined as
a sequence of frames, each of which is a high-dimensional feature vector [2,8].
Video similarity search is to find similar videos with respect to a user-specified
query from a video collection underlying a defined similarity measure. However,
as the video database becomes very large, this problem is very difficult due to
extremely high complexity of video data mainly due to high dimensionality of
feature vectors (or feature dimensionality) and large number of frames (or se-
quence dimensionality) in video sequences. Existing data organization methods
fail to indexing a very large and continuously growing video database for fast

I.Y. Song, J. Eder, and T.M. Nguyen (Eds.): DaWaK 2007, LNCS 4654, pp. 397–406, 2007.
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search. Towards an effective and efficient solution of video similarity search, the
following challenges have to be addressed: (a) effective and compact video rep-
resentations, (b) effective similarity measurement, and (c) efficient indexing on
the compact representations with a fast search strategy. It is indispensable to
reduce the complexity of original video data before any indexing structure can
be deployed.

In this paper, we address the first two issues and propose a novel video re-
duction method called Dual Dimensionality Reduction (DDR) to dramatically
reduce the video data complexity. DDR is the first to explore the potential to
reduce the dimensionality of both feature vector and sequence. It consists of two
steps. In the first step, DDR maps each high dimensional frame into a single
dimensional value via distance-based transformation. A video sequence is then
represented as a sequence of one dimensional values, which can be viewed as a
time series. Given that the number of frames in a video sequence is typically
very large, in the second step, DDR further reduces the long one dimensional
sequence into a low dimensional vector via an efficient reduction approach called
Segment Approximation (SA). SA partitions a sequence into a few segments,
each of which is represented by a couple of its mean and length. As a result,
DDR approximates each long and high dimensional video sequence into a low
dimensional vector, where each dimension is an approximation of a segment rep-
resented by its mean and length. An optimal method based on DDR, called
Optimal Dual Dimensionality Reduction (ODDR), is then proposed for further
improvement on sequence segmentation. The method of dynamic programming
is applied in ODDR for optimal sequence segmentation. A new similarity func-
tion is proposed to effectively measure the relevance of two video sequences in the
reduced dimensional space. Our theoretical analysis and experiments on large
real life video dataset confirm the effectiveness of DDR/ODDR and its gain on
search efficiency by several orders of magnitude over the traditional method.

The rest of paper is organized as follows. We formulate the problem and review
some related work in Section 2. Dual Dimensionality Reduction method is pre-
sented in Section 3. The results of performance study are reported in Section 4,
and finally, we conclude our paper in Section 5.

2 Video Similarity Search

A video can be considered as a sequence of frames, each of which is represented
as a high dimensional image feature vector. Formally, we denote a video sequence
as V = {v1, ..., v|V |}, where vi = (v1

i , ..., vd
i ) is a d-dimensional feature vector and

|V | is the number of frames in V . The problem of video similarity search can be
defined as follows:

Definition 1 (Video Similarity Search). Given a query video Q = {q1, ...,
q|Q|} and a video database V = {V1, ..., V|V|}, where |Q| and |V| denote the num-
ber of frames in Q and the number of videos in V, respectively. Video similarity
search is to find videos from V, whose similarity to Q are not less than a prede-
fined threshold underlying a similarity function.
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Very often, the value of similarity threshold is nontrivial to be set. The above
definition can be extended to also find the top-k most similar videos to Q.

To measure the similarity of two video sequences, many approaches have been
proposed. One widely used video similarity measure is the percentage of similar
frames shared by two sequences [2,8]. Warping distance [7] considers the temporal
differences between two sequences. Hausdorff distance [6] is used to measure the
maximal dissimilarity between two shots. However, all these measures need to
compare most, if not all, frames pairwise. The time complexity is at least linear
in the number of frames multiplied by the dimensionality of frame. For very large
video databases, such expensive computations are strongly undesirable.

To reduce the computational cost, one promising approach is to summarize
the video sequences into compact representations, hence the video similarity can
be approximated based on the compact representations. Existing works focus
on reducing the sequence dimensionality by clustering similar frames into a sin-
gle representative. In [8], similar frames are summarized into a single cluster
represented by a video triplet including cluster center, cluster radius, and clus-
ter density. The original videos are then represented by a smaller number of
high dimensional feature vectors. In [2], a randomized summarization method
which randomly selects a number of seed frames and assigns a small collection
of closest frames (called video signature) to each seed is introduced. Finally, a
multidimensional indexing structure is applied to facilitate the search. However,
high feature dimensionality still resists on their limited performance.

3 Dual Dimensionality Reduction

In this section, we present DDR, a novel dimensionality reduction method to
reduce both feature and sequence dimensionality dramatically, as a significant
step for effective and efficient video search in very large video databases.

3.1 Dimensionality Reduction

The high computational complexity of video search is mainly caused by high
dimensionality of feature vectors and large number of frames. To overcome this
bottleneck for efficient search, we propose to reduce the both feature dimen-
sionality and sequence dimensionality. Fig. 1 outlines our Dual Dimensionality
Reduction (DDR) method, which consists of two major steps.

Feature Dimensionality Reduction (lines 1-2). Given a video sequence
V = {v1, ..., v|V |} where vi = (v1

i , ..., vd
i ) is a d-dimensional feature vector, in

the first step, DDR employs a distance-based transformation method to map
a d-dimensional feature vector into a single distance value. To do so, a simple
way is the compute the distance between vi and a reference point D(vi, O) as
proposed in [3], where O is a reference vector/point selected by users. Hence, a d-
dimensional feature vector vi can be represented by its distance to the reference
point O. In this paper, we choose the origin point [0]d as the reference point and
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DDR Algorithm.
Input: V - a video sequence
Output: SA - segment approximation of V
//Step 1: feature dimensionality reduction
1. For i=1 to |V |
2. V ′[i] ← D(vi, O);
//Step 2: sequence dimensionality reduction - SA
3. min = max = sum = V ′[1]; l = 1;
4. L = 0;
5. V ′[|V | + 1] = V ′[|V |]+2δ
6. For i = 2 to |V |+1
7. if |V ′[i]-min| > δ or |V ′[i]-max| > δ
8. SA[+ + L] =< sum/l, l >;
9. min = max = sum = V ′[i]; l = 1;
10. else
11. min← Min(min,V ′[i]);
12. max← Max(max,V ′[i]);
13. sum = sum + V ′[i];
14. l++;
15. return SA;

Fig. 1. DDR Algorithm

Euclidean Distance function is applied. Obviously, such a reduction from d to 1
dimensionality would cause lots of information loss. One most important feature
for video data is the sequence order along temporal line. Our inspiration comes
from the intuition that information lost during feature dimensionality reduction
might be compensated by taking sequence order into consideration. As we will see
later in the experiments, integrating sequence order to compute the similarity
indeed has compensation action for similarity search.

After feature dimensionality reduction, a sequence of d-dimensional feature
vectors V is reduced to be a sequence of 1-dimensional values V ′, which can be
regarded as a time series, as shown from Fig. 2a to Fig. 2b. Obviously, |V | = |V ′|.

Sequence DimensionalityReduction (lines 3-14). Since V ′ is 1-dimensional
sequence, motivated by dimensionality reduction approaches, such as APCA [5],
from the literature of signal/time series indexing, we propose an efficient segmen-
tation method called Segment Approximation (SA) to divide the whole V ′ into
several segments/pieces, each of which is represented by its mean and length. The
key idea of SA is to partition the signal into segments whose amplitudes are less
than a threshold - δ.

As shown in the second step of Fig. 1, the parameters for a current segment,
where (max−min) suggests its amplitude and l is its length, are first initialized
(line 3). The number of segments L is also initialized (line 4). If a valid segment
is detected (line 7), the segment is approximated as a couple of (μ, l), where
μ = sum/l (line 8), and the parameters are re-initialized (line 9). Otherwise, the
statistics of current segment are updated correspondingly (lines 10-14).
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(a) A sequence of d-dimensional
feature vectors

1-d value

Sequence

δ> δ>

δ>

(b) A sequence of 1-dimensional
values

1-d value

Sequence

>< 2,1μ

>< 4,2μ

>< 8,3μ

>< 3,4μ

(c) A sequence of segment ap-
proximations

Fig. 2. Graphical illustration of DDR algorithm

After sequence dimensionality reduction, V ′ is further reduced to be a se-
quence of segments called SA, and each segment is represented by a couple of
its mean and length, as shown from Fig. 2b to Fig. 2c. Finally, SA is returned
by DDR as the compact representation of V (line 15). Clearly, SA can also be
viewed as a low dimensional vector, where each dimension is a couple of mean
and length values.

3.2 Optimal Dual Dimensionality Reduction

The sequence dimensionality reduction in the above DDR algorithm involves a
parameter δ to determine the number of segments. Manual adjustment of this
parameter is ad-hoc and impractical in real world applications. Therefore, in this
section, we propose a method based on dynamic programming for parameter op-
timization to automatically determine the optimal video sequence segmentation
without any parameter. Consequently, an Optimal Dual Dimensionality Reduc-
tion (ODDR) algorithm is show in Fig. 3, where the output err(|V |, n) is the
error function which indicates the minimal approximation error caused by divid-
ing the sequence into a number of n segments. Based on ODDR, we can get the
optimal segmentation SA to achieve the minimal approximation error under any
specific n (n ≤ |V |,|SA| = n). Therefore, under the same number of segments
n, ODDR will give the better segmentation for DDR. Obviously, it is a tradeoff
between n and err(|V |, n). The bigger n, the smaller err(|V |, n). However, the
variance of err(|V |, n) will get smooth when n goes beyond a critical value. We
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ODDR Algorithm.
Input: V - a video sequence
Output: err - error function
//Step 1: feature dimensionality reduction
1. For i=1 to |V |
2. V ′[i] ← D(vi, O);
//Step 2: sequence dimensionality reduction
3. For i = 1 to |V |
4. err[i][i] = 0;
5. err[i][1] ← Δ(1,i)
6. For i = 3 to |V |
7. For j = 2 to i-1
8. err[i][j] ← min

k=j−1..i−1
(err[k][j-1]+Δ(k+1,i))

9. return err;

Fig. 3. ODDR Algorithm

consider this value as an optimal n to balance both the number of segments and
the approximation error. Note that,

mean(i, j) = (
j∑

k=i

V ′[k])/(j − i + 1) (1)

Δ(i, j) =
j∑

k=i

|V ′[k] − mean(i, j)| (2)

3.3 Complexity Comparison

Given a video sequence V , its size is d∗|V |, where |V | is its number of frames. For
its corresponding SA, the size is 2 ∗ |SA|, where |SA| is the number of segments
generated from V . Hence the size of SA is just 2∗|SA|

d∗|V | of that of V . For example,
given a V in 64-dimensional feature space with 500 frames and its |SA| = 10, the
size of SA is just 1

1600 of original video size. The threshold δ affects |SA|. Later
in the experiments, we will see how it affects the search accuracy and efficiency.

3.4 Similarity Measure

The similarity of two videos can be approximated by the similarity of their SAs.
Given two segment approximations SAV and SAQ generated from a database
video V and a query video Q, they may have different lengths, i.e., |SAV | �=
|SAQ|. To compute their similarity, we first reduce the longer SA to be the same
length of the shorter one, by iteratively combining two consecutive segments
which have closest μ values. This process is done by dynamic programming. The
reason we force two SAs to have the same length is to preserve their sequence
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property for fast similarity computation. After two SAs become equally long,
the dissimilarity of their corresponding videos is approximated as follows:

Dis(V, Q) =

√
√
√
√

|SAQ|∑

i=1

(SAV [i].μ ∗ SAV [i].l − SAQ[i].μ ∗ SAQ[i].l)2

The above similarity measure is an extended Euclidean distance function by
taking local segment length into consideration and its complexity is linear in the
length of SA. However, most of existing sequence similarity measures preserving
temporal order are quadratic to the sequence length, since they involve pairwise
frame distance comparisons [7,6].

4 Performance Study

4.1 Experiments Setup

Our test database consists of about 8,500 video clips, including TV commercials,
movie trailers, news clips, etc. They are recorded by VirtualDub [1] at PAL
frame rate of 25fps in AVI format at the resolution of 384 x 288 pixels. The
video lengths vary from seconds to minutes (more than 500 hours in total), and
the average number of frames is about 380. Each video frame is processed and
two popular feature spaces are used: RGB color space and HSV color space. Four
feature datasets in 8-, 16-, 32- and 64-dimensionality for each color space were
extracted for evaluation purpose, and the value of each dimension was normalized
by dividing the total number of pixels. We will present the experimental results
performed on the 64-dimensional RGB dataset in the following subsections.

All the experiments were performed on Window XP platform with Intel Pen-
tium 4 Processor (2.8GHz CPU) and 1GB RAM. All results are averaged on 20
query video clips for top-50 search. The indicators precision and search time are
used to measure the effectiveness and efficiency of our method.

4.2 Effectiveness

In this experiment, we tested the effectiveness of DDR and ODDR. The ground
truth results are computed on the original 64-dimensional video data using the
same similarity measure defined above. Since we use top-k search, precision is
sufficient for evaluation. δ value affects the degrees of approximation in DDR.
Table 1 shows the average sequence dimensionality remained (i.e., the average
number of segments) for different δ values. Note that the value of δ is often
small, as the original histogram feature vectors have already been normalized.
The larger the parameter δ, the smaller the number of segments generated (i.e.,
the smaller size of SA). We can observe that when δ reaches the value of 0.01,
the number of segments is reduced by 77% comparing to the original sequence
dimensionality (i.e., δ = 0).
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Table 1. |SA| vs. δ for DDR

δ 0 0.002 0.004 0.006 0.008 0.01 1
|SA| 376 237 167 129 104 88 1

Next, we see the effect of δ on search precision. From Fig. 4, we have the
following observations. First, when δ=0, i.e., only feature dimensionality is re-
duced, precision is above 80% which is quite acceptable. Second, the precision
decreases slowly as δ increases. This is reasonable since a larger δ causes more
information loss during sequence dimensionality reduction. The precision drops
dramatically when δ is increased to above 0.008, suggesting a threshold beyond
which the original data cannot be well preserved any more.

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 0  0.002  0.004  0.006  0.008  0.01

Pr
ec

is
io

n

δ

Fig. 4. Precision vs. δ

Fig. 5 reveals the relationship between the approximation error and the num-
ber of segments n in ODDR. Comparing Fig. 6 and Fig. 4, it can be observed
that ODDR is better than DDR method in term of search precision at the same
number of n.

The results indicate that although reducing the original 64-dimensional fea-
ture vectors into 1-dimensional values causes significant information loss, the
preservation of sequence property compensates the loss to an acceptable extent.

Traditionally, a video can be represented as a set of key frames. We test differ-
ent sampling rates to select key frames. The disadvantage of this approach is high
information loss. Its precision is not comparable to that of our proposed methods.
Due to the page limit, we will not present the precision curve in this paper.

4.3 Efficiency

In this experiment, we test the efficiency of DDR by reporting the search time
on reduced video representations - SAs. As we analyzed in Section 3.3, the size
of SA is smaller than the original video size by many orders of magnitude. The



Dual Dimensionality Reduction for Efficient Video Similarity Search 405

 0

 0.5

 1

 1.5

 2

 2.5

 0  50  100  150  200  250

er
r

n

Fig. 5. Error function vs. n

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  50  100  150  200  250

Pr
ec

is
io

n

n

Fig. 6. Precision vs. n for ODDR

 0

 10

 20

 30

 40

 50

 60

 70

 80

 90

 0  0.002  0.004  0.006  0.008  0.01

T
im

e 
(m

s)

δ

Fig. 7. Search time vs. δ

search time on the original data is clearly incomparable to that on SAs and
cannot fit into the figure. Hence, we just show the search time on SAs, without
applying any multidimensional indexing structure for this experiment. As shown
in Fig. 7, search time is in the unit of millisecond for our large video database.
It decreases as δ increases since a larger δ leads to smaller sized approximations
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of original video data. By taking both the effectiveness and efficiency of DDR
into account, it seems an optimum value of δ would be in the range of (0.006,
0.008). The search time of ODDR is similar to that of DDR since they share the
same complexity of video representation under a specific number of segments
(i.e. |SA|) and the same similarity measure.

5 Conclusion

In this paper, we propose a video reduction method called Dual Dimensionality
Reduction (DDR) and its optimal version ODDR to dramatically reduce the
video data complexity for efficient similarity search, by reducing both feature
dimensionality and sequence dimensionality. DDR and ODDR can approximate
each long and high dimensional video sequence into a low dimensional vector.
Such a reduced video representation is extremely small in size comparing with
original data. A new similarity function is proposed to effectively measure the
relevance between two video sequences in the reduced space. Our theoretical
analysis and experiments show the superiority our method.
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Abstract. Decision tree induction algorithms generally adopt a greedy
approach to select attributes in order to optimize some criteria at each
iteration of the tree induction process. When a decision tree has been
constructed, a set of decision rules may be correspondingly derived. Uni-
variate decision tree induction algorithms generally yield the same tree
regardless of how many times it is induced from the same training data
set. Genetic algorithms have been shown to discover a better set of rules,
albeit at the expense of efficiency. In this paper, we propose a protocol
for secure genetic algorithms for the following scenario: Two parties, each
holding an arbitrarily partitioned data set, seek to perform genetic al-
gorithms to discover a better set of rules without disclosing their own
private data. The challenge for privacy-preserving genetic algorithms is
to allow the two parties to securely and jointly evaluate the fitness value
of each chromosome using each party’s private data but without com-
promising their data privacy. We propose a new protocol to address this
challenge that is correct and secure. The proposed protocol is not only
privacy-preserving at each iteration of the genetic algorithm, the inter-
mediate results generated at each iteration do not compromise the data
privacy of the participating parties.

1 Introduction

In the modern world of business competition, collaboration between industries
or companies is one form of alliance to maintain overall competitiveness. Two
industries or companies may find that it is beneficial to collaborate in order to
discover more useful and interesting patterns, rules or knowledge from their joint
data collection, which they would not be able to derive otherwise. Due to privacy
concerns, it is impossible for each party to share its own private data with one
another if the data mining algorithms are not secure. Privacy-preserving data
mining (PPDM) has been proposed to resolve the data privacy concerns [1,8].
Conventional PPDM makes use of Secure Multi-party Computation [15] or ran-
domization techniques to allow the participating parties to preserve their data
privacy during the mining process.
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In recent years, PPDM has emerged as an active area of research in the
data mining community. Several traditional data mining algorithms have been
adapted to be become privacy-preserving: decision trees, association rule mining,
k-means clustering, SVM, Näıve Bayes. These algorithms generally assume that
the original data set has been horizontally and/or vertically partitioned, with
each partition privately held by a party. Jagannathan and Wright introduced
the concept of arbitrarily partitioned data [6], which is a generalization of hori-
zontally and vertically partitioned data. In arbitrarily partitioned data, different
disjoint portions are held by different parties.

Decision tree induction algorithms iteratively perform greedy selection on at-
tributes when constructing the decision tree. At each iteration, the best attribute
that optimize some criteria, such as entropy, information gain, or the gini index,
is chosen to split the current tree node. Univariate decision tree induction is
known to produce the same decision tree regardless of the number of times it is
induced from the same data set. As identified by Freitas [4], genetic algorithms
are able to discover a better set of rules than decision trees, albeit at the expense
of efficiency. Hence, the genetic algorithm approach is a better alternative for
generating and exploring a more diverse set of decision rules than decision tree
induction.

In this paper, we propose a protocol for two parties each holding a private
data partition to jointly and securely apply genetic algorithms to discover a set of
decision rules for their private data partitions without compromising individual
data privacy. As genetic algorithms are iterative, it is a challenge to not only
preserve the privacy of data at each iteration, it is also a challenge to ensure that
the intermediate results produced at each iteration do not compromise the data
privacy of the participating parties. We shall show that our proposed protocol
satisfy these two requirements for data privacy.

This paper is organized as follows. In the following section, we review various
privacy-preserving data mining algorithms. In Section 3, we propose a protocol
for performing privacy-preserving genetic algorithms for arbitrarily partitioned
data involving two parities. Section 4 analyzes the correctness, security, and
complexity of the protocol. We conclude our work in the final section.

2 Related Work

In this section, we review current work on privacy-preserving data mining algo-
rithms that are based on Secure Multi-party Computation [15].

Lindell and Pinkas [8] proposed a privacy-preserving ID3 algorithm based on
cryptographic techniques for horizontally partitioned data involving two parties.
Vaidya and Clifton [10] presented privacy-preserving association rule mining for
vertically partitioned data based on the secure scalar product protocol involv-
ing two parties. The secure scalar product protocol makes use of linear algebra
techniques to mask private vectors with random numbers. Solutions based on
linear algebra techniques are believed to scale better and perform faster than
those based on cryptographic techniques.
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Vaidya and Clifton [11] presented a method to address privacy-preserving k-
means clustering for vertically partitioned data involving multiple parties. Given
a sample input which are held partially by different parties, determining which
cluster the sample is closest must be done jointly and securely by all the parties
involved. This is accomplished by the secure permutation algorithm [3] and the
secure comparison algorithm based on circuit evaluation protocol [15]. Jagan-
nathan and Wright [6] proposed a new concept of arbitrarily partitioned data
which is a generalization of horizontally and vertically partitioned data. They
provided an efficient privacy preserving protocol for k-means clustering in an
arbitrarily partitioned data setting. To compute the closest cluster for a given
point securely, the protocol also makes use of secure scalar product protocols.

Yu et al. [17] proposed a privacy-preserving SVM classification algorithm for
vertically partitioned data. To achieve complete security, the generic circuit eval-
uation technique developed for secure multiparty computation is applied. In an-
other paper, Yu et al. [16] securely constructed the global SVM classification
model using nonlinear kernels for horizontally partitioned data based on the
secure set intersection cardinality protocol [12]. Laur et al. [7] proposed secure
protocols to implement the Kernel Adaption and Kernel Perception learning al-
gorithms based on cryptographic techniques without revealing the kernel and
Gramm matrix of the data.

To the best of our knowledge, there is no work to date on a privacy-preserving
version of genetic algorithms. In this paper, we propose a protocol for two par-
ties each holding a private data partition to jointly and securely apply genetic
algorithms to discover a set of decision rules from their private data partitions.
We propose protocols to securely compute a fitness function for rule discovery
and ensure that the intermediate results of the protocols do not compromise
data privacy.

3 Genetic Algorithms for Rule Discovery

In this section, we present a protocol for privacy-preserving genetic algorithms
for rule discovery. When applying genetic algorithms to a problem domain, the
solutions in the problem domain are mapped to chromosomes (individuals) which
are crossovered and mutated to evolve new and better chromosomes as the ge-
netic process iterates. When using genetic algorithms for rule discovery, each
rule—representing a possible solution—is mapped to a chromosome (individ-
ual). An example of a rule is (X = xi) −→ (C = ci), where xi is an attribute
value of attribute X and ci is a class label. As rules evolve in the genetic iteration
process, the antecedent of rules may include more attributes, thereby becoming
more complex and accurate in predicting the class labels of the data set.

To evaluate the goodness of each rule, a fitness function is defined. In a two-
party setting, the fitness function is jointly applied by the two parties to eval-
uate each rule with respect to the private data partitions held by each party.
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Protocol 1. PPGA Protocol

1: Two parties jointly initialize population randomly.
2: Evaluate the fitness of each individual in the population based on the Secure Fitness

Evaluation Protocol.
3: repeat
4: Two parties jointly select the best-ranking individuals for reproduction.
5: Breed new generation through crossover and mutation (genetic operations) and

give birth to offspring by two parties together.
6: Evaluate the individual fitness of the offspring based on the Secure Fitness Eval-

uation Protocol.
7: Replace the worst ranked part of population with offspring by two parties to-

gether.
8: until 〈terminating condition〉.

Actual Class
ci not ci

Predicted ci NTP NFP

Class not ci NFN NTN

Fig. 1. Confusion matrix for the rule (X = xi) −→ (C = ci)

The challenge here is to perform this joint evaluation without compromising each
party’s data privacy. In Section 3.1, we describe a general protocol for privacy-
preserving genetic algorithms. We propose protocols to securely compute the
fitness function in Section 3.2.

3.1 General Protocol for Privacy-Preserving Genetic Algorithms

Party A and Party B each holds an arbitrarily partitioned data portion respec-
tively. They wish to jointly and securely use genetic algorithms to discover a
set of decision rules from their private data partitions so that these rules can
be used to predict the class label of future data samples. The general protocol
for Privacy-Preserving Genetic Algorithms (PPGA) in the setting of arbitrarily
partitioned data involving two parties is shown in Protocol 1.

In this paper, the steps that we use for population initialization and genetic
operations (i.e., crossover and mutation) in genetic algorithms for rule discovery
are the same as those by Freitas [4].

3.2 Secure Fitness Function Evaluation for Rule Discovery

In this section, we describe how a fitness function for rule discovery can be se-
curely computed. The performance of a classification rule with respect to its
predictive accuracy can be summarized by a confusion matrix [14]. For example,
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for the rule (X = xi) −→ (C = ci), its confusion matrix is shown in Fig. 1. Each
quadrant of the matrix refers to the following:

– NTP (True Positives): Number of tuples belonging to class ci whose class
labels are correctly predicted by the rule; i.e., these tuples satisfy the TP
condition (X = xi) ∧ (C = ci).

– NFP (False Positives): Number of tuples not belonging to class ci whose class
labels are incorrectly predicted by the rule; i.e., these tuples satisfy the FP
condition (X = xi) ∧ (C �= ci).

– NFN (False Negatives): Number of tuples belonging to class ci whose class
labels are incorrectly predicted by the rule; i.e., these tuples satisfy the FN
condition (X �= xi) ∧ (C = ci).

– NTN (True Negatives): Number of tuples not belonging to class ci whose
class lables are correctly predicted by the rule; i.e., these tuples satisfy the
TN condition (X �= xi) ∧ (C �= ci).

Note that there is a confusion matrix for each classification rule. The goodness
(fitness) of each rule can be evaluated using its confusion matrix:

Fitness = True Positive Rate × True Negative Rate. (1)

where True Positive Rate = NTP/(NTP + NFN) and True Negative Rate =
NTN/(NTN + NFP). Note that other forms of fitness functions may also be de-
fined using combinations of Precision, True Positive Rate, True Negative Rate,
and/or Accuracy rate, with Precision = NTP/(NTP+NFP) and Accuracy Rate=
(NTP + NTN)/(NTP + NFP + NFN + NTN).

Note that the fitness function as defined in Eq. 1 has been used for classifica-
tion rule discovery using genetic algorithms [2]. It has also been used as a rule
quality measure in an ant colony algorithm for classification rule discovery [9].

It is clear that the fitness function as defined in Eq. 1 is defined in terms of
the four values NTP, NFP, NFN, and NTN. If these values can be computed in
a secure manner, the overall fitness function can also be securely computed. In
the remaining part of this section, we show how each of the four values can be
securely computed as the scalar product of two binary vectors.

Binary Vector Notation: Define a binary vector Vα
β , where α ∈ {a, b} (a ≡

‘Party A’ and b ≡ ‘Party B’) and β ∈ {TP, FP, FN, TN}. For a given classifi-
cation rule r, vector Vα

β encodes its TP, FP, FN, or TN condition with respect
to the private data partition of a party α. More precisely, for a particular rule
r: (X = xi) −→ (C = ci), α (either Party A or B) generates binary vector
Vα

β = [V1, V2, . . . Vm]T (m is the number of tuples in data set S) where

– Vi = 1 if (i) attribute X ’s value in the i-th tuple of S is held by another
party but not α or (ii) X ’s value in the i-th tuple of S is held by α and the
i-th tuple satisfies β’s condition.

– Vi = 0 otherwise.
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Vector Vα
β contains partial information of how partial tuples in α’s partition

satisfy β. For instance, Va
TP captures partial information of those tuples in Party

A’s data partition satisfying the TP condition with respect to the rule r.
In this way, the value Nβ (β ∈ {TP, FP, FN, TN}) for rule r can be computed

by applying secure scalar product protocols on vector Va
β from Party A and

vector Vb
β from Party B:

Nβ = Va
β • Vb

β . (2)

Therefore, the four values NTP, NFP, NFN and NTN may be securely computed
using secure scalar products. When there are more than one attributes in the rule
antecedent, we use a logical conjunction of their corresponding binary vectors to
obtain a single binary vector.

Although the fitness value of a rule may now be securely computed, there
is one weakness with the use of secure scalar product protocols. Vaidya and
Clifton [12] have pointed out that existing secure scalar product protocols are
subject to probing attacks. Party A may probe Party B’s binary vector by gener-
ating a vector [0, 0, 1, 0, 0] containing only one element whose value is 1. Party A
uses this probing vector to probe Party B’s third element value when computing
the scalar product. Party A could likewise generate all such probing vectors to
probe Party B’s vector. To prevent probing attacks, we could find a secure way
to express the scalar product of two binary vectors as the sum of two compo-
nent values; each component value is held privately by each party. In this way,
each party does not know the other party’s component value, but they are still
able to jointly and securely come together to determine the scalar product. In
the following paragraph, we describe a protocol to compute the fitness function
(Eq. 1) in the manner just described.

Secure Fitness Evaluation Protocol: There exist known protocols on how
to express the scalar product of two vectors as the sum of two component val-
ues [3,5]. Party A and B may use any of these protocols to derive component
values when computing NTP, NFP, NFN, and NTN. At the end of these protocols,
each party only knows their component values, but not those of the other party.
This prevents probing attacks. The protocol to securely compute the fitness value
of a rule is shown above. Steps 1 to 4 of the protocol yield the component values
corresponding to NTP, NFP, NFN, and NTN.

With the component values, Party A and B may now jointly and securely
compute the fitness value (Eq. 1) of rule r in the genetic iteration process as
shown:

Fitness ⇔ Va
TP • Vb

TP

Va
TP • Vb

TP + Va
FN • Vb

FN

× Va
TN • Vb

TN

Va
FP • Vb

FP + Va
TN • Vb

TN

⇔ va
TP + vb

TP

(va
TP + vb

TP) + (va
FN + vb

FN)
× va

TN + vb
TN

(va
FP + vb

FP) + (va
TN + vb

TN)

⇔ (va
TP + vb

TP) × (va
TN + vb

TN)
[(va

TP + va
FN) + (vb

TP + vb
FN)] × [(va

FP + va
TN) + (vb

FP + vb
TN)]
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Protocol 2. Secure Fitness Evaluation Protocol
Input: Party A has four input vectors Va

TP, Va
FP, Va

FN and Va
TN with respect to rule

r. Party B also has four input vectors Vb
TP, Vb

FP, Vb
FN and Vb

TN for rule r.
Output: Fitness = True Positive Rate × True Negative Rate is the fitness value of
rule r.

1: Party A and Party B compute Va
TP • Vb

TP using existing secure scalar product
protocols. At the end of the protocol, Party A and B each holds a private component
values va

TP and vb
TP respectively, where va

TP + vb
TP = Va

TP • Vb
TP.

2: Similarly, Party A and Party B compute Va
FP • Vb

FP and at the end, each holds a
private component values va

FP and vb
FP respectively, where va

FP +vb
FP = Va

FP •Vb
FP.

3: Similarly, Party A and Party B compute Va
FN • Vb

FN and at the end, each holds a
private component values va

FN and vb
FN respectively, where va

FN+vb
FN = Va

FN•Vb
FN.

4: Similarly, Party A and Party B compute Va
TN • Va

TN and at the end, each holds a
private component values va

TN and vb
TN respectively, where va

TN+vb
TN = Va

TN•Vb
TN.

5: Party A uses va
TP and va

TN and Party B uses vb
TP and vb

TN as inputs to execute
Protocol 3. The output is u1 = (va

TP + vb
TP) × (va

TN + vb
TN).

6: Party A uses va
TP + va

FN and va
FP + va

TN and Party B uses vb
TP + vb

FN and vb
FP + vb

TN

as inputs to execute Protocol 3. The output is u2 = [(va
TP + va

FN) + (vb
TP + vb

FN)] ×
[(va

FP + va
TN) + (vb

FP + vb
TN)].

7: Fitness = u1/u2.

Protocol 3

Input: Party A has input values wa
1 and wa

2 . Party B has input values wb
1 and wb

2.

Output: o = (wa
1 + wb

1) × (wa
2 + wb

2).

1: Party A and Party B securely compute the scalar product of vectors Wa =
[wa

1 , wa
2 ]T and Wb = [wb

2, wb
1]

T . At the end of this protocol, Party A and B
each holds a private component values wa and wb respectively, where wa + wb =
Wa • Wb.

2: Party A sends the partial result oa = wa
1 × wa

2 + wa to Party B.
3: Party A computes the final result o = oa + ob and sends it to Party B.

The above shows that the fitness value of a rule is expressed in terms of private
component values corresponding to NTP, NFP, NFN, and NTN of the rule. Thus,
what remains is to compute the numerator and denominator of the fraction. This
is accomplished in Steps 5 and 6 of the protocol. As shown in Protocol 2, another
protocol is required to perform Steps 5 and 6. This is shown in Protocol 3.

4 Protocol Analysis

In this section, we show that Protocols 2 and 3 are correct and privacy-preserving
during the iteration process of genetic algorithms.
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4.1 Correctness

Protocol 3: The correctness of the protocol is given:

o ⇔ oa + ob ⇔ {wa
1 × wa

2 + wa} + {wb
1 × wb

2 + wb}
⇔ wa

1 × wa
2 + Wa • Wb + wb

1 × wb
2

⇔ wa
1 × wa

2 + [wa
1 , wa

2 ]T • [wb
2, w

b
1]

T + wb
1 × wb

2

⇔ (wa
1 + wb

1) × (wa
2 + wb

2)

Protocol 2: Party A has four input vectors Va
TP, Va

FP, Va
FN and Va

TN. Party
B has four input vectors Vb

TP, Vb
FP, Vb

FN and Vb
TN. The output is Fitness =

True Positive Rate×True Negative Rate. It is clear that the protocol is correct
by definition of the fitness function in the previous page.

Protocol 1: It is clear that the protocol is correct as it uses Protocol 2, which
has been shown above to be correct.

4.2 Privacy Preservation

Protocol 3: We show that it is impossible for Party B (dishonest) to guess
the values of Party A (honest) regardless of the number of times Protocol 3
is invoked. If Protocol 3 is invoked once, Party B only knows the intermediate
values of o and oa from Party A as follows:

o = (wa
1 + wb

1) × (wa
2 + wb

2) = wa
1 × wa

2 + wa
1 × wb

2 + wa
2 × wb

1 + wa
2 × wb

2

oa = wa
1 × wa

2 + wa

There are three unknown values wa, wa
1 and wa

2 for Party B in two nonlinear
equations. Even if the equations are linear, with only three unknowns, there are
infinitely possible solutions as the number of unknowns is more than the number
of equations.

If Protocol 3 is invoked more than once, the values of wa, wa
1 and wa

2 are
different, as they are randomly generated and known only to Party A. The
more number of times the protocol is executed, the more unknowns Party B
has. Therefore, it is impossible for Party B to guess the values of wa, wa

1 and
wa

2 using the intermediate results from the two or more times the protocol is
executed. Hence, Protocol 3 is secure.

Protocol 2: As shown above, value va
TP (which corresponds to wa

1 in Protocol 3)
of Party A as used in Step 5 of Protocol 2 cannot be disclosed during Protocol 3.
Without va

TP, Party B is not able to guess, even by probing, any element values
of vector Va

TP of Party A. Likewise, Party B will not know any element values
of vectors Va

FP, Va
FN and Va

TN of Party A. Therefore, if Protocol 2 is invoked
once, the data privacy of Party A is not compromised. However, the numerator
u1 and denominator u2 in Protocol 2 are revealed. To achieve the complete
security, the secure division protocol proposed by Vaidya et al. [13] that securely
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computes the division can be applied. According to the authors, the protocol
would significantly increase the complexity.

If Protocol 2 is invoked more than once, the values of va
TP, va

FP, va
FN and va

TN

are different, as they are randomly generated and known only to Party A. It
is impossible for Party B to guess any element values of the private vectors of
Party A using the intermediate results. Thus, Protocol 2 is secure.

On the whole, no matter how many times Protocol 2 is invoked by Protocol 1,
the dishonest party is not able to guess any element values of the honest party’s
private vectors.

Protocol 1: The protocol is secure as it uses Protocol 2, which has been shown
above to be secure.

4.3 Complexity Analysis

The computational complexity and communication cost of the secure scalar
product protocol used in Protocol 2 and Protocol 3 are defined as O(φ(z)) and
O(φ

′
(z)) respectively, where (1) z is the number of elements in vectors; and (2)

φ(z) and φ
′
(z) are expressions for the computational complexity and communi-

cation cost respectively of z with respect to some chosen secure scalar product
protocol.

As Protocol 3 invokes the secure scalar product protocol for two vectors of
length 2 once (Step 1), the overall computational complexity of Protocol 3 is
O(φ(2)) = O(1) and the communication cost is O(φ

′
(2)) = O(1).

As Protocol 2 invokes the secure scalar product protocol for two vectors of
length m four times (Steps 1–4) and Protocol 3 twice (Steps 5 and 6), the
computational complexity of Protocol 2 is O(4φ(m)) + O(2φ(2)) = O(φ(m)),
where m is the number of tuples in the data sets. The communication cost is
O(4φ

′
(m)) + O(2φ

′
(2)) = O(φ

′
(m)).

Since Protocol 1 uses Protocol 2 once (Step 6) at each iteration, the total
computational complexity for Protocol 1 is T × O(φ(m)) = O(T × φ(m)) and
the communication cost is T × O(φ

′
(m)) = O(T × φ

′
(m)) where T is the total

number of iterations before the termination condition is satisfied.

5 Conclusions

Several traditional data mining algorithms have been adapted to be become
privacy-preserving: decision trees, association rule mining, k-means clustering,
SVM, Näıve Bayes, Bayesian network. These algorithms generally assume that
the original data set has been horizontally and/or vertically partitioned, with
each partition privately held by a party. In this paper, we proposed protocols
for securely using genetic algorithms for rule discovery on private arbitrarily
partitioned data that are held by two parties without compromising their data
privacy. As genetic algorithms are iterative, it is a challenge to not only preserve
the privacy of data at each iteration, it is also a challenge to ensure that the
intermediate results produced at each iteration do not compromise the data
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privacy of the participating parties. We showed that the proposed protocols
satisfy these two requirements for data privacy. As the protocol currently only
works for two parties, extending to multiple parties is part of the future work.
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Abstract. Recently, the problem of privately mining association rules in
vertically partitioned data has been reduced to the problem of privately
computing boolean scalar products. In this paper, we propose two cryp-
tographic multi-party protocols for privately computing boolean scalar
products. The proposed protocols are shown to be secure and much faster
than other protocols for the same problem.

1 Introduction

With the recent concerns about privacy of personal information, considerable
work has been done in the relatively new area of privacy-preserving data mining
[2,9]. The goal is not only to develop new data mining algorithms that incor-
porate privacy constraints, but also to augment the existing ones with privacy-
preserving capabilities. Such algorithms should also be fast and as efficient as
possible in terms of accuracy of the results. Most of these algorithms are increas-
ingly important in homeland security and counterterrorism-related applications,
where the data is usually sensitive.

In this paper, we focus on the problem of privately mining association rules
in vertically partitioned data, which was recently addressed in [13], [12], [14],
[7], [4], [11], and [6]. In [13] and [7], the authors have proposed two distinct
algebraic protocols for the special case of the problem when there are only two
parties involved in the computation of the scalar product. Both of these alge-
braic techniques are interesting, although the protocol given in [7] requires at
least twice the bitwise communication cost of the protocol presented in [13]. An-
other protocol for the special case when there are only two parties involved in the
computation of the scalar product has been proposed in [14], but their protocol
is cryptographic in nature, since it is based on homomorphic encryption. The
protocol proposed in [4] is a two-party cryptographic protocol for privately com-
puting boolean scalar products, but was recently proven insecure in [6]. To the
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best of our knowledge, the only protocols proposed for the general case when
multiple parties are involved in the computation of the scalar product are as
follows.

1. In [11], the authors have extended the algebraic protocol given in [13] to
the multi-party case. However, the complexity of the extended protocol is
about O(nk), where n is the number of transactions in the database and k
is the number of parties. So, for reasonable values of n and k, the extended
protocol is not even implementable. Moreover, this protocol was recently
proven insecure in [6].

2. In [12], the author has proposed two distinct multi-party cryptographic pro-
tocols. In the first one, the author has reduced the problem to secure set
intersection and then solved the latter using some cryptographic tools. How-
ever, this protocol was shown to produce leakage of information for all par-
ties. The second cryptographic protocol produces no leakage of information,
but it is not fast at all (according to the results reported in [12] and this
paper).

3. In [6], the authors have proposed a multi-party cryptographic protocol. This
protocol was proven to be secure, but it has two significant problems. First,
it was proven in [6] to be collusion-resistant only if the number of colluding
parties is strictly less then k

2 , where k is the total number of parties. Second,
it introduces a large overhead in the communication part of the problem.

In this paper, we propose two cryptographic protocols for privately computing
boolean scalar products. Our protocols are shown to be secure and much faster
than the protocol given in [6] and the second protocol proposed in [12]. The
paper is organized as follows. In Section 2, we provide the reader with a concise
introduction to the problem of privately mining association rules in vertically
partitioned data. In Section 3, we propose two cryptographic multi-party pro-
tocols for privately computing boolean scalar products. The proposed protocols
are shown to be secure. Results of our implementations are reported in Section 4.
The protocol given in [6] and the second cryptographic protocol proposed in [12]
are the only protocols that we compare our protocols against, since these are the
only previously proposed multi-party protocols for privately computing boolean
scalar products that were not proven insecure yet. Experimental results show
that the proposed protocols are much faster than other cryptographic protocols
for the same problem, and this is due to the fact that the proposed protocols do
not make use of any modular exponentiations or other time-consuming primi-
tives. Finally, in the last section, we provide some conclusions and future work
directions.

2 Privacy-Preserving Association Rule Mining in
Vertically Partitioned Data

The problem of mining association rules, as it was first posed in [3], can be
formally stated as follows. Let I = {I1, I2, . . . , Im} be a set of attributes, usually
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called items, and let D be a set of transactions. Each transaction in D is a set
T ⊆ I of items. An association rule is an implication of the form X =⇒ Y ,
where X ⊂ I, Y ⊂ I, and X ∩ Y = ∅. The rule X =⇒ Y has support s in D
if s% of the transactions in D contain X ∪ Y . On the other hand, we say that
the rule X =⇒ Y holds with confidence c in D if c% of the transactions in D
that contain X also contain Y . The problem is to find all association rules with
support and confidence above certain thresholds (usually referred to as minsup
and minconf). The association rule mining problem can be decomposed into two
distinct subproblems:

1. Generate all combinations of items that have support at least minsup.
2. For every frequent itemset Y = {Ii1 , Ii2 , . . . , Iik

} found in the first step,
consider all rules of the form X =⇒ Iij (1 ≤ j ≤ k), where X = Y − {Iij}.
Clearly, every such rule has support at least minsup. However, not all such
rules may have confidence at least minconf. In order to see whether the rule
X =⇒ Iij is satisfied or not, just divide the support of Y by the support
of X . If the ratio is at least minconf, then the rule is satisfied; otherwise, it
is not.

Most of the work done so far has focused on the first subproblem, since gener-
ating the corresponding association rules from the frequent itemsets is a trivial
task. The best known algorithm for mining frequent itemsets is the Apriori algo-
rithm [1]. In [13], the authors have proposed a variant of the Apriori algorithm
for the case when the database is vertically splitted among several parties. They
showed that the problem of privately mining association rules in such a dis-
tributed setting can be reduced to the problem of privately computing boolean
scalar products in the same distributed setting. In this paper, we propose two
cryptographic multi-party protocols for privately computing boolean scalar prod-
ucts that are much faster than the only previously proposed protocols for the
same problem that were not proven insecure yet, namely the protocol proposed
in [6] and the second protocol proposed in [12].

3 Secure Cryptographic Multi-party Protocols for
Computing Boolean Scalar Products Under Privacy
Constraints

We have seen in Section 2 that the problem of privately mining association
rules in vertically partitioned data can be reduced to the problem of privately
computing boolean scalar products. The latter the can be formally stated as
follows. Let P1,P2,. . . ,Pk be k parties, and let Xi be the boolean column vector
corresponding to party Pi (all vectors have the same size n). The parties want
to collaboratively compute the scalar product X1 · X2 · . . . · Xk without any
party revealing its own vector to the other parties. In this section, we propose
two cryptographic multi-party protocols for privately computing boolean scalar
products, and then analyze their security.
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3.1 SECProtocol-I

The aim of this section is to propose a new cryptographic protocol for privately
computing boolean scalar products. We describe the new protocol by considering
a running example involving three parties. The extension to more than three
parties follows the same idea. Let P1, P2, P3 be three parties that want to
collaboratively compute the scalar product X1 · X2 · X3, where

X1 =

⎡

⎣
1
1
0

⎤

⎦ , X2 =

⎡

⎣
0
1
1

⎤

⎦ , X3 =

⎡

⎣
0
1
0

⎤

⎦

are the vectors associated with P1, P2, P3, respectively. Each of the vectors has
size n = 3. Let P3 be the initiator of the protocol. The protocol makes use of
a randomly generated parameter, denoted by t, which is available only to the
initiator of the protocol (in our case, P3), and is used to hide the input vectors
within the matrices constructed during the protocol. In our running example,
t = 7.

Step 1. First, P3 forms an n × 2n matrix

M3 =

⎡

⎣
0 1 1 1 0 0 0 1
0 1 1 0 1 0 1 0
1 0 1 0 1 0 0 1

⎤

⎦ ,

where the t-th column of M3 is X3 and the rest of the entries are randomly
generated in such a way that M3 contains all possible boolean column vectors
of size n within its columns. Then, P3 sends M3 to P2.

Step 2. Upon receiving M3 from P3, P2 forms an n × 2n matrix

M2 =

⎡

⎣
0 0 0 0 0 0 0 0
0 1 1 0 1 0 1 0
1 0 1 0 1 0 0 1

⎤

⎦ ,

where M2[l, c] = X2[l]M3[l, c] for all l, c. Then, P2 splits the set of column
indices, namely C = {1, 2 . . . , 8}, into equivalence classes, in such a way that
two indices i1 and i2 are in the same equivalence class if the i1-th and the
i2-th column are the same. In the case of M2, the equivalence classes are
C1 = {1, 8}, C2 = {2, 7}, C3 = {3, 5}, C4 = {4, 6}. For each equivalence
class Ci = {i1, i2, . . . , ix} that has at least two indices, that is, x ≥ 2, P2

randomly selects x−1 indices from Ci, and for those x−1 indices, it replaces
the corresponding columns with vectors that are not already present in the
matrix. Let us suppose that it replaces the 1-st, the 7-th, the 5-th, and the
6-th column with ⎡

⎣
1
1
1

⎤

⎦ ,

⎡

⎣
1
0
1

⎤

⎦ ,

⎡

⎣
1
1
0

⎤

⎦ , and

⎡

⎣
1
0
0

⎤

⎦ ,
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respectively. After this replacement, the new matrix is

M full
2 =

⎡

⎣
1 0 0 0 1 1 1 0
1 1 1 0 1 0 0 0
1 0 1 0 0 0 1 1

⎤

⎦ ,

which contains all possible boolean column vectors of size n within its columns.
The correspondence between M2 and M full

2 is given by the tuple

full2 = (8, 2, 3, 4, 3, 4, 2, 8).

This tuple is interpreted as follows. If the i-th element in the tuple is x, P2

knows that the i-th column in M2 moved on position x in M full
2 . The matrix

M full
2 is further processed by applying a random permutation, say

perm2 = (3, 1, 7, 5, 6, 4, 8, 2).

The new matrix is

Mperm
2 =

⎡

⎣
0 0 1 1 0 1 0 1
1 0 1 0 0 1 1 0
0 1 1 0 0 0 1 1

⎤

⎦ .

This permutation is interpreted as follows. If the i-th element in the permu-
tation is x, P2 knows that the i-th column in M full

2 moved on position x in
Mperm

2 . Finally, P2 sends Mperm
2 to P1, along with

product2 = (2, 1, 7, 5, 7, 5, 1, 2),

where the i-th element in product2 is x if the i-th element in full2 is j and
the j-th element in perm2 is x. So, product2 is the product between full2
and perm2.

Step 3. Upon receiving Mperm
2 from P2, P1 forms an n × 2n matrix

M1 =

⎡

⎣
0 0 1 1 0 1 0 1
1 0 1 0 0 1 1 0
0 0 0 0 0 0 0 0

⎤

⎦ ,

where M1[l, c] = X1[l]M
perm
2 [l, c] for all l, c. As in the previous step, P1

splits the set of column indices into equivalence classes. In the case of M1,
the equivalence classes are C1 = {1, 7}, C2 = {2, 5}, C3 = {3, 6}, C4 = {4, 8}.
Now, let us suppose that P1 replaces the 1-st, the 2-nd, the 4-th, and the
6-th column of M1 with

⎡

⎣
0
0
1

⎤

⎦ ,

⎡

⎣
1
0
1

⎤

⎦ ,

⎡

⎣
1
1
1

⎤

⎦ , and

⎡

⎣
0
1
1

⎤

⎦ ,

respectively. After this replacement, the new matrix is

M full
1 =

⎡

⎣
0 1 1 1 0 0 0 1
0 0 1 1 0 1 1 0
1 1 0 1 0 1 0 0

⎤

⎦ ,



Fast Cryptographic Multi-party Protocols 423

which contains all possible boolean vectors of size n within its columns. The
correspondence between M1 and M full

1 is given by

full1 = (7, 5, 3, 8, 5, 3, 7, 8).

M full
1 is further processed by applying a random permutation, say

perm1 = (6, 4, 3, 8, 1, 5, 2, 7).

The new matrix is

Mperm
1 =

⎡

⎣
0 0 1 1 0 0 1 1
0 1 1 0 1 0 0 1
0 0 0 1 1 1 0 1

⎤

⎦ .

The product between full1 and perm1 is

product1 = (2, 1, 3, 7, 1, 3, 2, 7),

and the product between product2 and product1 is

product = (1, 2, 2, 1, 2, 1, 2, 1).

Finally, P1 sends to P3 the tuple

sp = (0, 1, 1, 0, 1, 0, 1, 0),

where the i-th element of sp is x if the i-th element of product is j and the
number of 1’s in the j-th column of Mperm

1 is x.
Step 4. When P3 receives sp from P1, it knows that the i-th element of sp

corresponds to the scalar product X1 ·X2·M3[−, i]. Since t = 7, P3 concludes
that X1 · X2 · X3 = 1, since the 7-th element of sp is 1.

Denote this multi-party cryptographic protocol by SECProtocol-I. The com-
putations involved in SECProtocol-I take O(kn2n) time. The communication
complexity is O(kn2n) as well.

3.2 SECProtocol-II

In this section, we propose some changes to SECProtocol-I that will reduce its
complexity significantly. Let P1, P2, P3 be three parties that want to collabora-
tively compute the scalar product X1 · X2 · X3, where

X1 =

⎡

⎣
1
1
0

⎤

⎦ , X2 =

⎡

⎣
0
1
1

⎤

⎦ , X3 =

⎡

⎣
0
1
0

⎤

⎦

are vectors of size n = 3 each. First, P3 (which is the initiator of the protocol)
forms the matrices

M1
3 =

[
0 1

]
, M2

3 =
[
1 0

]
, M3

3 =
[
1 0

]
.
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Also, let c1 = 1, c2 = 1, and c3 = 2. It can be easily seen that the c1-th element
of M1

3 is X3[1], the c2-th element of M2
3 is X3[2], and the c3-th element of M3

3 is
X3[3]. Each of the matrices M1

3 , M2
3 , M3

3 contains all possible boolean column
vectors of size 1 within its columns.

Step 1. P3 runs SECProtocol-I in order to find the scalar product X1[1]·X2[1]·
X3[1]. The parameters used are M1

3 and c1.
Step 2. P3 runs SECProtocol-I in order to find the scalar product X1[2]·X2[2]·

X3[2]. The parameters used are M2
3 and c2.

Step 3. Finally, P3 runs SECProtocol-I in order to find the scalar product
X1[3] · X2[3] · X3[3]. The parameters used are M3

3 and c3.
Step 4. Summing up the three scalar products, P3 finds the desired scalar prod-

uct X1 · X2 · X3.

Remark 1. The protocol given above can be generalized, in the sense that we do
not have to restrict ourselves to n splits, each of size 1. The idea is as follows. Each
party Pi splits its own vector Xi into x subvectors of size n

x each. The subvectors
associated with party Pi are denoted by X1

i , X2
i , . . ., Xx

i . Additionally, Pk

randomly generates c1, c2, . . . , cx, where ci ∈ {1, 2, 3, . . . , 2
n
x } for all i, and then

forms x boolean matrices M1
k , M2

k , . . ., Mx
k (each of size n

x × 2
n
x ), in such a

way that the ci-th column of M i
k is X i

k, for all i. The matrices M1
k , M2

k , . . .,
Mx

k are also generated in such a way that each of them contains all possible
boolean vectors of size n

x within its columns. Then, for each i ∈ {1, 2, . . . , x}, Pk

initiates SECProtocol-I in order to find the scalar product X i
1 · Xi

2 · . . . · Xi
k.

The parameters used for finding the scalar product Xi
1 · Xi

2 · . . . · Xi
k are M i

k

and ci. Summing up these x scalar products, Pk finds the desired scalar product,
namely X1 · X2 · . . . · Xk.

Denote this improved version of SECProtocol-I by SECProtocol-II. The com-
putations involved in SECProtocol-II take O(xk n

x2
n
x ) time. The communication

complexity is O(xk n
x2

n
x ) as well.

3.3 Security

In this section, we analyze the security offered by SEC-Protocol-I and SECProto-
col-II. To simplify the exposition, we consider the following definition.

Definition 1. Let M be an n × q boolean matrix. If each of the 2n possible
boolean vectors of size n is present within the columns of M , then M is called
full with respect to the columns.

Given the nature of the problem, there is some inherent leakage of information
that exists in every protocol for this problem, no matter how secure it is. For
example, the initiator of the protocol can work with an input vector which has
a 1 on some position p and 0’s on the other positions. In such a case, if the
scalar product is 1, the initiator will know that each of the participating parties
has a 1 on position p. SECProtocol-I and SECProtocol-II make no exception
from this leakage of information. However, except for this inherent leakage of
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information, SECProtocol-I leaks no other information. SECProtocol-II leaks
some extra information, namely the x intermediate scalar products. However, the
intermediate scalar products cannot be used in any way to find the actual values
of the vectors, which means that in practice this small leakage of information is
useless for an adversary.

It can be easily seen that SECProtocol-I is secure. The security stems from
the fact that each of the matrices exchanged during the protocol is full with
respect to the columns. SECProtocol-II is basically SECProtocol-I in which the
input vectors are splitted into several parts. So, in conclusion, SECProtocol-II
is also secure.

4 Comparisons Between SECProtocol-II and Other
Protocols

Since the complexity of SECProtocol-I is O(kn2n), it is clear that SECProtocol-
I is practical only for small values of n, say n = 10. Assuming x = n

2 , the
complexity of SECProtocol-II is O(kn), which is indeed fast. So, we will compare
SECProtocol-II (under the assumption that x = n

2 ) against two protocols: the
cryptographic protocol proposed in [6] and the second cryptographic protocol
proposed in [12], which are the only previously proposed multi-party protocols
for privately computing boolean scalar products that were not proven insecure
yet (and which will be denoted by GLLM and OU, respectively).

4.1 Implementation

We have implemented all three protocols, which were tested on a GenuineIntel
server with an Intel Pentium 4 CPU at 2.40GHz. As in [12], we have implemented
OU using the Okamoto-Uchiyama public-key cryptosystem [10]. The results are
reported in Table 1. As one can see, SECProtocol-II is much faster than GLLM
and OU, mostly due to the fact that there are no modular exponentiations or
other cryptographic functions involved in SECProtocol-II.

Table 1. Comparisons between SECProtocol-II and other protocols

k n SECProtocol-II OU GLLM

1,000 0.03s 9.27s 6.97s
5,000 0.07s 25.10s 19.63s

5 10,000 0.14s 52.65s 40.48s
50,000 0.68s 6.67m 5.04m

100,000 1.34s 17.41m 14.28m

1,000 0.03s 17.70s 14.35s
5,000 0.14s 49.40s 37.19s

10 10,000 0.27s 1.75m 1.32m
50,000 1.33s 13.32m 10.71m

100,000 2.70s 34.86m 26.82m
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Definition 2. The communication overhead of a multi-party scalar product pro-
tocol P is defined to be equal to C(P )

n , where C(P ) is the number of bits commu-
nicated in the protocol P.

The results reported in Table 1 include only the computations involved in the
protocols. The communication part is not included. However, if the communi-
cation part is also to be included, then SECProtocol-II is expected to be even
faster, since the communication overhead of SECProtocol-II is 4k (assuming
x = n

2 ), whereas the communication overhead of GLLM is k log n and the com-
munication overhead of OU is kS1 + kS2

n , where S1 is the keysize and S2 is the
size of an encrypted message.

5 Conclusions and Future Work

In this paper, we have focused on the problem of privately mining association
rules in vertically distributed boolean databases. This problem can be reduced
to the problem of privately computing boolean scalar products. We proposed
two cryptographic multi-party protocols for privately computing boolean scalar
products. The two protocols are shown to be not only secure, but also much
faster than similar protocols. As future work, it would be interesting to design
and test parallel variants of the proposed multi-party protocols.
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Abstract. Privacy-preserving data mining seeks to allow the cooperative
execution of data mining algorithms while preserving the data privacy of
each party concerned. In recent years, many data mining algorithms have
been enhanced with privacy-preserving feature: decision tree induction,
frequent itemset counting, association analysis, k-means clustering, sup-
port vector machine, Näıve Bayes classifier, Bayesian networks, and so on.
In this paper, we propose a protocol for privacy-preserving self-organizing
map for vertically partitioned data involving two parties. Self-organizing
map (SOM) is a widely used algorithm for transforming data sets to a lower
dimensional space to facilitate visualization. The challenges in preserving
data privacy in SOM are (1) to securely discover the winner neuron from
data privately held by two parties; (2) to securely update weight vectors
of neurons; and (3) to securely determine the termination status of SOM.
We propose protocols to address the above challenges. We prove that these
protocols are correct and privacy-preserving. Also, we prove that the in-
termediate results generated by these protocols do not violate the data
privacy of the participating parties.

1 Introduction

Privacy-preserving data mining has become an active area of research in the data
mining community since privacy issue gains significance and importance [1,10].
To date, various data mining algorithms have been enhanced with a privacy-
preserving version for horizontally and/or vertically partitioned data. This in-
cludes decision trees, association rule mining, support vector machine (SVM),
Näıve Bayes classifier, Bayesian network structure, and so on.

To the best of our knowledge, there is no work to date on a privacy-preserving
version of Self-Organizing Map (SOM). Self-organizing map is a widely used algo-
rithm for transforming data sets to a lower dimensional space to facilitate visual-
ization. In this paper, we propose a protocol for two parties each holding a private
vertically partitioned data to jointly and securely perform SOM. The challenges
in preserving data privacy in SOM are (1) to securely discover the winner neuron
from data privately held by two parties; (2) to securely update weight vectors of
neurons; and (3) to securely determine the termination status of SOM.
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We propose protocols to address the above challenges. We prove that these
protocols are correct and privacy-preserving. Also, we show that the intermediate
results produced by the proposed protocols during the execution of SOM do not
compromise the data privacy of the participating parties.

The paper is organized as follows. In Section 2, we review various privacy-
preserving data mining algorithms and briefly describe the general algorithm of
self-organizing map. Section 3 propose a protocol with three sub-protocols for
privacy-preserving SOM in the setting of vertically partitioned data involving
two parties. Section 4 analyzes the correctness, complexity, and privacy of the
proposed protocol and sub-protocols. We conclude the paper in Section 5.

2 Background

2.1 Related Work

In this section, we review current work on privacy-preserving data mining algo-
rithms that are based on Secure Multi-party Computation [16].

Lindell and Pinkas [10] proposed a privacy-preserving ID3 algorithm based on
cryptographic techniques for horizontally partitioned data involving two parties.
Kantarcioglu and Clifton [8] proposed a method to securely mine association rules
for horizontally partitioned data involving three or more parties. The method in-
corporates cryptographic techniques to reduce the information disclosed. Vaidya
and Clifton [11] presented privacy-preserving association rule mining for vertically
partitioned data based on the secure scalar product protocol involving two parties.

Kantarcioglu and Vaidya [7] presented a privacy-preserving Näıve Bayes clas-
sifier for horizontally partitioned data based on the secure sum—an instance the
Secure Multi-party Computation [16]. Vaidya and Clifton [12] developed privacy-
preservingNäıveBayes classifier forverticallypartitioneddata. Secure scalar prod-
ucts protocols are used to give the appropriate probability for the data while
preserving data privacy. Wright and Yang [15] presented a privacy-preserving
Bayesian network computation for vertically distributed data involving two par-
ties. They showed an efficient and privacy-preserving version of the K2 algorithm
to construct the structure of a Bayesian network for the parties’ joint data.

Han and Ng [5] presented a privacy-preserving genetic algorithms for rule dis-
covery for arbitrarily partitioned data involving only two parties. To achieve data
privacy of the participant parties, secure scalar product protocols was applied to
securely evaluate the fitness value. Wan et al. [14] proposed a generic formula-
tion of gradient descent methods for secure computation by defining the target
function as a composition of two functions. They presented a secure two-party
protocol for performing gradient descent.

To the best of our knowledge, there is no work to date on a privacy-preserving
version of Self-Organizing Map (SOM). In this paper, we propose a protocol for
two parties each holding a private, vertical data partition to jointly and securely
perform SOM. We prove that these protocols are correct and privacy-preserving.
Also, we prove that the intermediate results generated by these protocols do not
violate the data privacy of the participating parties.
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2.2 Self-Organizing Map (SOM)

SOM is a feed-forward neural network without any hidden layer [9]. The output
layer is a grid map of neurons interconnected with weights to other neurons. The
most common topology of the map is a 2-dimensional rectangular or hexagonal
interconnection structure. The goal of SOM is to produce a low dimensional (usu-
ally 2-dimensional) projection of the data set while preserving the topological
properties of the data set. This gives users a means to visualize low-dimensional
views of high-dimensional data.

SOM executes a series of iterations each consisting of two phases: the compe-
tition and cooperation phases. At iteration t, during the competition phase,
for each input data X(t) = [Xi(t), X2(t), . . . , Xd(t)] from the data set, the
Euclidean distance between X(t) and each neuron’s weight vector Wj(t) =
[Wj,1(t),Wj,2(t), . . . ,Wj,d(t)] (1 � j � K, where K is the total number of
neurons in the grid) is computed to determine the neuron closest to X(t) as
follows:

||X(t) − Wj(t)|| =

√
√
√
√

d∑

i=1

(Xi(t) − Wj,i(t))2 (1)

The neuron c with weight vector Wc(t) that has the minimum distance to the
input data X(t) is called the winner neuron:

c = argmin
j

||X(t) − Wj(t)||. (2)

During the cooperation phase, the weight vectors of the winner neuron and
the neurons in the neighborhood G(rc) of the winner neuron in the SOM grid are
sheared towards the input data, where rj is the physical position in the grid of
the neuron j. The magnitude of the change decreases with time and is smaller for
neurons that are physically far away from the the winner neuron. The function
for change at iteration t can be defined as Z(rj , rc, t).

The update expression for the winner neuron c and the neurons in neighbor-
hood G(rc) of the winner neuron is shown as follows:

∀j ∈ G(rc), Wj(t + 1) = Wj(t) + Z(rj , rc, t)[X(t) − Wj(t)]. (3)

3 Privacy-Preserving Self-Organizing Map

In this section, we introduce the protocol for privacy-preserving self-organizing
map for vertically partitioned data involving two parties.

In vertically partitioned data, each input data point is partitioned into two
portions. Each party holds one private portion. To preserve the data privacy of
the participating parties, each weight vector is split into two private component
vectors, each held by one party. The actual weight vector is the vector sum of
the two component vectors.
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Protocol 1. Privacy-Preserving Self-Organizing Map

Input: Input data X = (X1, X2, . . . , Xd) from feature space.
Output: A grid with neurons j = 1, 2, . . . , K.

1. Each neuron j is initialized with a weight vector Wj(0) = WA
j (0) +WB

j (0) for all
j = 1, 2, . . . , K at step t = 0 where WA

j (0) and WB
j (0) are small component vectors

that are securely and randomly generated by Party A and Party B respectively.
2. At each iteration t, randomly select an input data X(t).
3. Calculate the distance between input data and weight vector of neuron j ||X(t) −

Wj(t)|| for 1 � j � K and find the winning neuron c by running Secure Compu-
tation of Closest Cluster Protocol.

4. Update weight vectors of the winner neuron and all neurons in the neighborhood
of the winner neuron based on Secure Weight Vector Update Protocol.

5. Two parties jointly update learning rate h(t) and shrink neighborhood σ(t).
6. Continue the training and repeat the steps 2-5 with iteration t = t+1. The training

is executed until all Wj(t) change less than ε (a predefined small value). That is
checked securely by Secure Detection of Termination Protocol.

To introduce the protocol formally, we describe the following notations for
privacy-preserving self-organizing map, which are similar to those for k-means
clustering [6].

In vertically partitioned data, for an input data X(t) at iteration t, Party
A holds data portion XA(t) for a subset of attributes, and Party B holds data
portion XB(t) for the remaining attributes. Without loss of generality, we assume
that the values of the first s attributes of the input data X(t) belong to Party A;
i.e., XA(t) = [XA

1 (t), . . . , XA
s (t)]). The values of the remaining d − s attributes

of the input data X(t) belong to Party B; i.e., XB(t) = [XB
s+1(t), . . . , XB

d (t)].
We note that XA(t) ∪ XB(t) = X(t) and XA(t) ∩ XB(t) = ∅.

The weight vector Wj(t) of neuron j at iteration t is split into two private com-
ponent vectors, eachheld by one party.PartyA holds the component vectorWA

j (t)
and Party B holds the component vectorWB

j (t). The weight vector Wj(t) for neu-
ron j is the sum of two private component vectors: Wj(t) = WA

j (t) + WB
j (t).

The protocol for privacy-preserving self-organizing map is given in Protocol 1.
As shown in Protocol 1, the difference between privacy-preserving self-organizing
map and standard self-organizing map is that three subprotocols are required to
perform some computations securely. The Secure Computation of Closest Clus-
ter Protocol is used to compute the winner neuron without disclosing the private
data of one party to the other party; the Secure Weight Vector Update Proto-
col is used to update new weight vectors securely; and the Secure Detection of
Termination Protocol is used to securely determine the termination status of
SOM. We note that although the sub-protocols are similar to those of [6], they
are adapted here to implement privacy-preserving self-organizing map more ef-
ficiently and securely. These protocols are shown in Protocol 2, Protocol 3, and
Protocol 4 respectively.
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Protocol 2. Secure Computation of Closest Cluster Protocol

Input: The inputs of Party A are (i) data portion XA(t) and (ii) weight component
vector WA

j (t). The inputs of party B (i) data portion XB(t) and (ii) weight component
vector WB

j (t).
Output: The winner neuron c = argminj ||X(t) − Wj(t)||.

1. for j = 1 to K do
2. Party A and Party B jointly and securely compute the term∑s

m=1

(
(XA

m(t) − WA
j,m(t)) × WB

j,m(t)
)

by applying the secure scalar
product protocols [2,4]. At the end of the protocol, Party A and Party
B each holds a private component value aj and bj respectively, where
aj + bj =

∑s
m=1

(
(XA

m(t) − WA
j,m(t)) × WB

j,m(t)
)
.

3. Two parties jointly compute the term
∑d

m=s+1

(
(XB

m(t) − WB
j,m(t)) × WA

j,m(t)
)

using the secure scalar product protocols [2,4]. At the end of the protocol, Party
A and Party B each holds a private component value cj and dj respectively,
where cj + dj =

∑d
m=s+1

(
(XB

m(t) − WB
j,m(t)) × WA

j,m(t)
)
.

4. Party A separately computes αj = PA−2×aj−2×cj where PA =
∑s

m=1(X
A
m(t)−

WA
j,m(t))2 +

∑d
m=s+1(W

A
j,m(t))2.

5. Party B separately computes βj = PB − 2 × bj − 2 × dj where PB =∑d
m=s+1(X

B
m(t) − WB

j,m(t))2 +
∑s

m=1(W
B
j,m(t))2.

6. end for
7. Party A and Party B securely compute the index c such that αc+βc is the minimum

among αj + βj for 1 � j � K based on secure comparison protocol.

In Protocol 2, two parties compute the index c of the winner neuron based
on their private data portions XA(t) and XB(t), and their private component
vectors WA

j (t) and WB
j (t) for 1 � j � K. The square of distance between X(t)

and Wj(t) is given:

||X(t) − Wj(t)||2 ⇔ ||X(t) − WA
j (t) − WB

j (t)||2

⇔
d∑

i=1

(Xi(t) − WA
j,i(t) − WB

j,i(t))
2 ⇔

s∑

m=1

(XA
m(t) − WA

j,m(t))2

+
d∑

m=s+1

(WA
j,m(t))2 +

d∑

m=s+1

(XB
m(t) − WB

j,m(t))2 +
s∑

m=1

(WB
j,m(t))2

−2 ×
s∑

m=1

(
(XA

m(t) − WA
j,m(t)) × WB

j,m(t)
)

−2 ×
d∑

m=s+1

(
(XB

m(t) − WB
j,m(t)) × WA

j,m(t)
)

(4)

The above shows that there are only two terms that are required to be jointly
computed by two parties, which are

∑s
m=1

(
(XA

m(t) − WA
j,m(t)) × WB

j,m(t)
)

and
∑d

m=s+1

(
(XB

m(t) − WB
j,m(t)) × WA

j,m(t)
)
. This can be computed using secure
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Protocol 3. Secure Weight Vector Update Protocol

Input: The inputs of Party A are (i) data portion XA(t) and (ii) weight component
vector WA

j (t). The inputs of party B (i) data portion XB(t) and (ii) weight component
vector WB

j (t). The non-sensitive information Z(r, rc, t).
Output: The new weight component vectors WA

j (t + 1) and WB
j (t + 1) for Party A

and Party B respectively.

1. for j ∈ G(rc) do
2. for i = 1 to d do
3. if Xj,i(t) is held by Party A then
4. WA

j,i(t + 1) = WA
j,i(t) − Z(r, rc, t) ×

(
Xj,i(t) − WA

j,i(t)
)
;

WB
j,i(t + 1) = WB

j,i(t) + Z(r, rc, t) × WB
j,i(t).

5. else
6. WB

j,i(t + 1) = WB
j,i(t) − Z(r, rc, t) ×

(
Xj,i(t) − WB

j,i(t)
)
;

WA
j,i(t + 1) = WA

j,i(t) + Z(r, rc, t) × WA
j,i(t) .

7. end if
8. end for
9. end for

scalar product protocols [2,4] for two parties. At the end of the protocol, each
party each holds one component value for each term without disclosing their
inputs to the other. The square of distance can be securely computed as shown
in Protocol 2.

In Protocol 3, each party updates the weight component vectors based on
its own private data portions only. Hence, the update of the weight vectors
separately by two parties is shown in Protocol 3.

In Protocol 4, two parties need to determine the termination status of SOM
in Protocol 1 based on the changes to their private weight component vectors.
If weight vector Wj(t) changes less than ε for 1 � j � K, Protocol 1 will
terminate. The difference between the new weight vector Wj(t + 1) and the old
weight vector Wj(t) is given as follows:

||Wj(t + 1) − Wj(t)||2

⇔ ||
(
WA

j (t + 1) + WB
j (t + 1)

)
−

(
WA

j (t) + WB
j (t)

)
||2

⇔
d∑

i=1

(
WA

j,i(t + 1) − WA
j,i(t)

)2
+

d∑

i=1

(
WB

j,i(t + 1) − WB
j,i(t)

)2

+2 ×
d∑

i=1

(
WA

j,i(t + 1) − WA
j,i(t)

)
×

(
WB

j,i(t + 1) − WB
j,i(t)

)
(5)

The only term
∑d

i=1

(
WA

j,i(t + 1) − WA
j,i(t)

)
×

(
WB

j,i(t + 1) − WB
j,i(t)

)
that re-

quire to be securely computed by two parties can be done using existing secure
scalar product protocols [2,4]. At the end of the protocol, two parties each holds
a private component value. Protocol 4 shows how the two parties securely de-
termine the termination status of SOM.
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Protocol 4. Secure Detection of Termination Protocol

Input: (i) The old weight component vectors WA
j (t) and WB

j (t) and (ii) The new
weight component vectors WA

j (t + 1) and WB
j (t + 1).

Output: True or False.

1. for j = 1 to K do
2. Party A and Party B jointly compute the term

∑d
i=1

(
WA

j,i(t + 1) − WA
j,i(t)

)
×

(
WB

j,i(t + 1) − WB
j,i(t)

)
by applying the secure scalar product protocols [2,4].

After execution of the protocol, Party A and Party B have a private component
value ej and fj respectively where ej + fj =

∑d
i=1

(
WA

j,i(t + 1) − WA
j,i(t)

)
×

(
WB

j,i(t + 1) − WB
j,i(t)

)
.

3. Party A separately computes μj = QA + 2 × ej where QA =
∑d

i=1

(
WA

j,i(t + 1) − WA
j,i(t)

)2
.

4. Party B separately computes νj = QB + 2 × fj where QB =
∑d

i=1

(
WB

j,i(t + 1) − WB
j,i(t)

)2
.

5. Party A and Party securely check the size of μj +νj and ε (where ε is a specified
value) based on secure comparison protocol [6].

6. if μj + νj ≥ ε then return false
7. end for
8. return true

4 Protocol Analysis

4.1 Correctness

Protocol 2: The square of distance between the input data X(t) and the weight
vector Wj(t) is correctly computed by Protocol 2 as follows:

αj + βj ⇔ (PA − 2 × aj − 2 × cj) + (PB − 2 × bj − 2 × dj)

⇔ PA + PB − 2
s∑

m=1

(
(XA

m(t) − WA
j,m(t)) × WB

j,m(t)
)

−2
d∑

m=s+1

(
(XB

m(t) − WB
j,m(t)) × WA

j,m(t)
)

It is clear that the final expression above is equivalent to ||X(t) − Wj(t)||2 by
definition of the square of distance between X(t) and Wj(t) in Eq. (4).

Protocol 3: The correctness of Protocol 3 is shown for the case where Xj,i(t)
is held by Party A:

[
WA

j,i(t) − Z(r, rc, t) ×
(
Xj,i(t) − WA

j,i(t)
)]

+
[
WB

j,i(t) − Z(r, rc, t) × WB
j,i(t)

]

⇔ WA
j,i(t) + WB

j,i(t) − Z(r, rc, t) ×
(
Xj,i(t) − WA

j,i(t) − WB
j,i(t)

)

⇔ Wj,i(t) − Z(r, rc, t) × (Xj,i(t) − Wj,i(t)) ⇔ Wj,i(t + 1)

If Xj,i(t) is held by Party B, the correctness can be shown in a similar manner.
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Protocol 4: The correctness of Protocol 4 is shown as follows:

μj + νj ⇔ QA + 2 × ej + QB + 2 × fj ⇔ QA + QB + 2 × (ej + fj)

⇔
d∑

i=1

(
WA

j,i(t + 1) − WA
j,i(t)

)2
+

d∑

i=1

(
WB

j,i(t + 1) − WB
j,i(t)

)2

+2 ×
d∑

i=1

(
WA

j,i(t + 1) − WA
j,i(t)

)
×

(
WB

j,i(t + 1) − WB
j,i(t)

)

It is clear that the final expression above is equivalent to ||(WA
j (t + 1) +

WB
j (t + 1)−WA

j (t) + WB
j (t))||2 by definition of difference between Wj(t) and

Wj(t + 1) in Eq. (5).

Protocol 1: It is clear that the protocol is correct as it uses Protocol 2, Protocol
3, and Protocol 4, which have been shown above to be correct.

4.2 Complexity Analysis

We assume the computational complexity and communication cost of secure
scalar product protocols used in Protocol 2 and Protocol 4 are defined O(φ(z))
and O(φ

′
(z)) respectively, where (1) z is the number of elements in vectors;

and (2) φ(z) and φ
′
(z) are an expression for computational complexity and

communication cost respectively of z with respect to some secure scalar product
protocol applied.

Protocol 2: From Step 1 to Step 6, K iterations are performed. At each iter-
ation, secure scalar product protocols are invoked twice for vectors of length d
(Step 2) and vectors of length d − s (Step 3). Hence, the overall computational
complexity and communication cost of Step 1 to Step 6 are K×O(φ(s))+O(φ(d−
s)) = O(K × φ(d)) and K ×

(
O(φ

′
(s)) + O(φ

′
(d − s))

)
= O(K × φ

′
(d)) respec-

tively. Step 7 invokes the secure comparison protocol K times to find the min-
imum values. The computational complexity and communication cost are both
O(K).

Overall, the computational complexity and communication cost of Protocol 2
are O(K × φ(d)) and O(K × φ

′
(d)) respectively.

Protocol 3: In Protocol 3, two parties update their weight component vectors
based on the private attributes of input vector held by them. They do not need
to communicate with each other. Hence, the computational complexity is O(d×
K

′
) = O(d × K), where K

′
is the number of neurons in its neighborhood.

Protocol 4: From Step 1 to Step 9, K iterations are performed. At each it-
eration, secure scalar product protocols are invoked once (Step 2) between two
vectors of length d. The overall computational complexity and communication
cost are K × O(φ(d)) and K × O(φ

′
(d)) respectively. Step 5 invokes the circuit

evaluation protocol once to compare the size of two values. It can be done effi-
ciently as shown above with the computational complexity and communication
cost are both O(K).
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Hence, the overall computational complexity and communication cost of Pro-
tocol 4 are O(K × φ(d)) and O(K × φ

′
(d)) respectively.

Protocol 1: Protocol 1 invokes Protocol 2, Protocol 3 and Protocol 4 once at
each iteration. Hence, the overall computational complexity and communication
cost of Protocol 1 are O(T ×K ×φ(d)) and O(T ×K×φ

′
(d)) respectively where

T is the total number of iterations before the termination condition is satisfied.

4.3 Privacy Preservation

Protocol 2: Protocol 2 securely computes the index of the winner neuron for a
given input vector.

The distance between the given input vector to each weight vector is computed
by secure scalar product protocols. At the end of the protocols, each parties
holds a private component value and one cannot obtain extra information about
vectors held by the other party. Finally, the winner neuron is computed securely
by the secure comparison protocol. The only information revealed is the winner
neuron index at the end of the protocol. We note that the only extra information
obtained from the other party does not violate the data privacy of the other
party. Hence, Protocol 2 is privacy-preserving.

Protocol 3: In protocol 3, two parties update their weight component values
based only on their private attributes of a given input vector. One party ob-
tains nothing from the other party without communicating with others. Hence,
Protocol 3 is secure.

Protocol 4: The privacy is preserved as the secure scalar product protocol and
secure comparison protocol used are privacy-preserving. The only information
that one party obtains at the end of the protocol is the information of whether
Protocol 1 can be terminated. Hence, Protocol 2 is privacy-preserving.

Protocol 1: The proposed protocol for privacy-preserving self-organizing map
is an iterative protocol. During the execution of the entire Protocol 1, the only
intermediate results that Party A and Party B learn are the indices of the winner
neurons at different iterations. Party A and Party B each holds a weight com-
ponent vector of weight vectors. So the dishonest party is not able to know the
honest party’s data using incomplete information about weight vectors. Hence,
the proposed protocol for privacy-preserving self-organizing map does not leak
any extra information about the honest party’s data.

5 Conclusions

Privacy-preserving data mining seeks to allow the cooperative execution of data
mining algorithms while preserving the data privacy of each party concerned.
In this paper, we proposed a protocol for privacy-preserving self-organizing map
for vertically partitioned data involving two parties. The challenges in preserv-
ing data privacy in SOM are (1) to securely discover the winner neuron from data
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privately held by two parties; (2) to securely update weight vectors of neurons;
and (3) to securely determine the termination status of SOM. We proposed
protocols to address the above challenges. We proved that these protocols are
correct and privacy-preserving. Also, we proved that the intermediate results
generated by these protocols do not violate the data privacy of the participating
parties.
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Abstract. Calendar-based pattern mining aims at identifying patterns on spe-
cific calendar partitions. Potential calendar partitions are for example: every 
Monday, every first working day of each month, every holiday. Providing 
flexible mining capabilities for calendar-based partitions is especially challeng-
ing in a data stream scenario. The calendar partitions of interest are not known a 
priori and at each point in time only a subset of the detailed data is available. 
We show how a data warehouse approach can be applied to this problem. The 
data warehouse that keeps track of frequent itemsets holding on different parti-
tions of the original stream has low storage requirements. Nevertheless, it  
allows to derive sets of patterns that are complete and precise. This work dem-
onstrates the effectiveness of our approach by a series of experiments. 

1   Introduction 

Calendar-based schemas [9,2] were proposed as a semantically rich representation of 
time intervals and used to mine temporal association rules. An example of a calendar 
schema is (year, month, day, day_period), which defines a set of calendar patterns, 
such as every morning of January of 1999 (1999, January, *, morning) or every 16th of 
January of every year (*, January, 16, *). In the research field of data mining, fre-
quent itemsets derived from transactional data represent a particularly important pat-
tern domain. Association rule mining is the most recognized application of frequent 
itemsets [1]. Other examples are generalized rule mining [12] and associative classifi-
cation [10]. The combination of the rich semantics of calendar-based schemas with 
frequent itemset mining, namely calendar-based frequent itemset mining, corresponds 
to the first step of various calendar-based pattern mining tasks, e.g., calendar-based 
association rules. An example of calendar-based association rules provided in [9] is 
that eggs and coffee are frequently sold together in morning hours. Considering the 
transactions at the all-day granule would probably not reveal such a rule and its im-
plicit knowledge. 

Network traffic analysis, web click stream mining, power consumption measure-
ment, sensor network data analysis, and dynamic tracing of stock fluctuation are  
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examples for applications that produce data streams. A data stream is continuous and 
potentially infinite. Mining calendar-based frequent itemsets in data streams is a diffi-
cult task that is described as follows: 
 

Problem Statement: Let D be a transactional dataset provided by a data stream. Let 
Χ be a set of calendar-based constraints and T the subset of transactions from D satis-
fying Χ. The frequency of an itemset I over T is the number of transactions in T in 
which I occurs. The support of I is the frequency divided by the total number of trans-
actions in T. Given a minimum support σ, the set of calendar-based frequent itemsets 
is defined by the itemsets with support ≥ σ over T. 

Some examples of calendar-based constraints are: weekday in {Monday, Friday}; 
day_period = “Morning”; holiday = “yes”. The main issues for mining calendar-based 
frequent itemsets are that the calendar partitions that reveal interesting temporal pat-
terns are not known a priori and that at each point in time only a subset of the detailed 
data is available. Existing approaches cannot solve this problem because either they 
require all transactions to be available during the calendar-based mining task or they 
do not provide enough flexibility to consider a calendar-based subset of the data 
stream. In order to flexibly derive calendar-based patterns, we need some kind of 
summary for previous time windows. As the calendar partitions that will be interest-
ing for analysis are not known in advance, it is not obvious how to build and store 
such a summary. 

DWFIST is an approach that keeps track of frequent itemsets holding on disjoint 
sets of the original transactions [13,8]. It refers to each disjoint set as a partition. One 
partition may represent a period of one hour for example. A data warehouse stores all 
frequent itemsets per partition. A temporal dimension represents the calendar features, 
such as year, month, holiday, weekday, and many others. One may freely combine the 
partitions in order to retrieve the frequent itemsets holding on any set of partitions.  

DWFIST does not comprise new algorithms for mining frequent itemsets on data 
streams. Instead, it builds on existing algorithms to perform regular frequent itemset 
mining on small partitions of stream data, and provides means to flexibly combine the 
frequent itemsets of different partitions. As a database-centered approach, DWFIST 
benefits from database index structures, query optimization, storage management fa-
cilities and so on. These are vital features because the data warehouse of frequent 
itemsets potentially comprises a large, but manageable, volume of data. In addition, a 
data warehouse of frequent itemsets can be implemented using commercial databases. 

The main contributions of this paper are as follows: (1) show how to apply 
DWFIST in a data stream scenario, leveraging calendar-based pattern mining capa-
bilities; (2) show how to cope with tight time constraints imposed by the data stream 
scenario; (3) show that the storage requirements of the data warehouse are kept at a 
manageable level; (4) discuss completeness and precision of retrieved sets of frequent 
itemsets; and (5) present experimental results related to these issues. 

The remainder of the paper is organized as follows. Section 2 lists related work. 
The DWFIST approach is presented in Section 3. In Section 4, we discuss time con-
straints and storage requirements, whereas we address completeness and precision  
issues in Section 5. The experimental results are presented in Section 6. Finally,  
Section 7 concludes the paper and presents some future work. 
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2   Related Work 

In order to discover temporal association rules, the work in [14] states very clearly the 
problem of omitting the time dimension. It is assumed that the transactions in the da-
tabase are time stamped and that the user specifies a time interval to divide the data 
into disjoint segments, such as months, weeks, days, etc. Cyclic association rules are 
defined as association rules with a minimum confidence and support at specific regu-
lar time intervals. A disadvantage of the cyclic approach is that it does not deal with 
multiple granularities of time intervals. An example of a calendar pattern that cannot 
be represented by cycles is the simple concept of the first working day of every 
month. [2] introduces a calendar algebra, which basically defines a set of time inter-
vals. Each time interval is a set of time units, e.g. days. A calendric rule is a rule that 
has the minimum support and confidence over every time unit in the calendar. Calen-
dar schemas, as the example given in the introduction, are used in [9] to specify the 
search space for different possible calendars. The rules mined by such algorithms are 
presented together with their mined calendars. All these approaches perform a calen-
dar-based frequent itemset mining step. However, they require all transactions to be 
available during the calendar-based mining task, which disables these approaches 
from being applied to data streams. Thus, they cannot be used to solve our problem. 

The focus in data stream mining has been on stream data classification and stream 
clustering. Only recently, mining frequent counts in streams gained attention. An al-
gorithm to find frequent items using a variant of the classic majority algorithm was 
developed simultaneously by [3] and [7]. Frameworks to compute frequent items and 
itemsets were provided in [11,5]. The presented algorithms for mining frequent pat-
terns in data streams, called Lossy Counting and MFIS, assume that patterns are 
measured from the start of the stream up to the current moment. They always consider 
the whole stream and do not provide the flexibility to mine the frequent itemsets hold-
ing on a subset of the stream. The work presented in [4] is closer to our approach. It 
proposes FP-Stream, a new model for mining frequent patterns from data streams. 
This model is capable of answering user queries considering multiple time 
granularities. A fine granularity is important for recent changes whereas a coarse 
granularity is adequate for long-term changes. FP-Stream supports this kind of analy-
sis by a tilted-time window, which keeps storage requirements very low but prevents 
calendar-based pattern analysis. An example of a tilted-time window (in minutes) is 
15,15,30,60,120,240,480,etc. It is possible to answer queries about the last 15 minutes 
or the last 4 hours (15+15+30+60+120 minutes), but it is not possible to answer que-
ries about last Friday or every morning, for example. The lack of a uniform partition-
ing, widely used in multimedia data mining, prevents calendar-based pattern analysis. 

3   The DWFIST Approach 

The acronym DWFIST stands for Data Warehouse of Frequent ItemSets Tactics.  
Figure 1 presents the components of the DWFIST approach [13,8]. 

The pre-processing and loading step is composed of three tasks: gather the transac-
tions into disjoint sets (partitions); mine the frequent itemsets holding on a partition 
using a pre-defined mining minimum support; and load the mined frequent itemsets 
into the data warehouse. The Data Warehouse of Frequent Itemsets (referenced 
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throughout the paper simply as DW) is the main component of the approach. Its task 
is to store and organize the frequent itemsets into partitions. The role of the Basic 
Frequent Itemset Retrieval Capabilities component is to retrieve a set of frequent 
itemsets holding on a user-specified set of DW partitions with a user-defined mini-
mum support. The Frequent Itemset Based Pattern Mining Engine generates patterns 
that can be obtained from frequent itemsets. The Advanced Analytical Tools compo-
nent comprises analysis and exploration tools built on top of the other components. 

 

Data Warehouse of 
Frequent Itemsets 

Pre-processing and loading 

Basic Frequent Itemset 
Retrieval Capabilities

Frequent Itemset Based 
Pattern Mining Engine

Advanced Analytical 
Tools

 

Fig. 1. Components of the DWFIST approach 

One of the goals of the DWFIST approach is to provide flexible pattern retrieval 
capabilities without requiring access to the detailed original data. This is the key fea-
ture for leveraging calendar-based pattern mining on data streams. In this paper, we 
focus on this issue. Hence, we do no further discuss the Frequent Itemset Based Pat-
tern Mining Engine and Advanced Analytical Tools components. 
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Fig. 2. (a) Partition Mining Properties and (b) Frequent Itemset Count Dimensional Schemas 

In Figure 2, we present one sample instance of a DW of frequent itemsets. It has 
one partition dimension and one item dimension. Partition dimensions organize the 
space of the original transactions into disjoint sets, which we call DW partitions. In 
this example, we use a calendar dimension with a granularity of 1 hour. This means 
that each tuple in the calendar dimension represents a period of 1 hour, e.g., 
“02/15/2007 [08:00AM, 09:00AM)”, “02/15/2007 [09:00AM, 10:00AM)”, and so on. 
Of course, additional calendar information has to be stored, e.g., the period of the day 
(morning, afternoon, …), weekday, holiday (yes, no) and any other calendar unit that 
represents an aggregation of the basic granularity. This basic granularity also sets the 
criteria for gathering the transactions in the pre-processing step. The item dimensions 
provide additional information about the items that appear in transactions. In our 
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sample instance, we use a single product dimension. Examples of additional informa-
tion are: description, department, category, etc. 

A data warehouse of frequent itemsets is composed of two fact tables. The first one, 
presented in Figure 2(a), stores some partition properties and thus has relationships 
only with partition dimensions. It stores the number of transactions and the minimum 
support used for the frequent itemset mining task per calendar granule (1 hour). The 
second fact table, presented in Figure 2(b), stores the frequency count for each set of 
products mined as frequent in a specific calendar granule (1 hour). Figure 2(b) also 
presents an itemset dimension that works as a bridge table between the multivalued 
dimension and the fact table. This sample data warehouse of frequent itemsets tracks 
the frequent sets of products per hour. By such a minimum granularity, it is not possi-
ble to analyze time intervals shorter than one hour. On the other hand, one may analyze 
all possible combinations of one-hour periods. 

4   Pre-processing and Loading in DWFIST 

In this section, we discuss how the pre-processing and loading steps can cope with 
tight time constraints and how we keep storage requirements at a manageable level. 

As far as we are able to pre-process and load the data of one DW partition before 
the next one is available, we cope with the time constraints that result from the data 
stream scenario. In our example, we defined the minimum granularity of analysis as 
1 hour. Hence, each DW partition covers data for one hour and a one-hour window is 
available for pre-processing and load. The first step in pre-processing is to gather the 
transactions into DW partitions. This is straightforward because the partitioning is 
usually based on a timestamp. The second step is to mine frequent itemsets on the 
gathered partition using a pre-defined mining minimum support. Finally, we load the 
frequent itemsets into the DW. While we gather the transactions of the current parti-
tion, we can mine and load the previous partition in parallel.  

Many frequent itemset mining algorithms have been proposed. In our mining pre-
processing step, we may apply any efficient algorithm. As an example, [4] uses the 
FP-Growth algorithm [6] to mine frequent itemsets on batches of transactions from a 
data stream. The efficiency of this step depends mainly on the mining minimum sup-
port and the number of transaction. The load step mainly comprises the insertion of 
new frequent itemset frequency counts and the creation of new dimension tuples. An 
important property of the load step is that the time required is proportional to the 
number of frequent itemsets to be loaded instead of the number of transactions taking 
place in the minimum granularity of analysis. For a fixed minimum support, an in-
creased number of transactions used in a frequent itemset mining task does not lead to 
a proportional increase in the number of frequent itemsets. In most cases, the number 
of frequent itemsets tends to stabilize or even decrease. 

The definition of the minimum granularity of analysis plays a central role for cop-
ing with time constraints. First, it defines the time window available for processing. 
Secondly, an increased time window makes the task of the mining step harder and the 
task of the load step easier. The task of the mining step gets more expensive because  
a bigger window means a potentially higher number of transactions. Fortunately,  
current frequent itemset mining algorithms are able to process a considerable large 
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number of transactions efficiently. Therefore, an increase in the time window is likely 
to bring more benefit for the load step than losses for the mining step. Our experimen-
tal results (see Fig. 4(a) in Section 6) show, that pre-processing is likely to be domi-
nated by the load step. Anyway, in extreme scenarios, we can additionally apply the 
framework presented in [4], called FP-Stream, to perform the mining task. This 
framework is capable of answering queries such as “retrieve the frequent itemsets 
holding on the transactions of the last 15 minutes” or “of the last 4 hours” on a 
stream. Also, the required processing time is independent from the period being que-
ried. This means that using this framework it is possible to increase the time window 
without increasing the time required for mining. The disadvantage of applying this 
framework is that it introduces an error in the frequency counts. We have to consider 
this additional error when computing the frequency upper bound (see Section 5) dur-
ing the DW retrieval. 

When it comes to storage requirement issues, an important assertion is that the size 
of DW increases in a lower rate than the size of the considered input stream. The rea-
soning that supports this assertion is two-fold. First, the frequent itemsets require less 
storage space than the original data stream transactions. Secondly, the reuse of infor-
mation stored in the dimensions reduces the storage requirements. 

Nevertheless, it is important to make a remark at this point. Dense correlated data-
bases may produce a large number of frequent itemsets. An extensive amount of work 
has been done on condensed representations of frequent itemsets aiming to represent a 
set of frequent itemsets in a compact way. The DWFIST approach allows to use such 
condensed representations to describe the frequent itemsets holding on each partition. 
In this work, we do not apply any condensed representation because we understand 
that using regular frequent itemsets imposes a more difficult scenario for streams, as 
we have to deal with a larger amount of data. In this sense, coping with stream re-
quirements using regular frequent itemsets suggests that we can achieve at least the 
same with condensed representations. 

A similar discussion on adjusting the minimum granularity of analysis applies to 
storage requirements issues. In an analogous way, the storage requirements are pro-
portional to the number of frequent itemsets being stored. 

5   Retrieving Calendar-Based Frequent Itemsets from the DW 

The Calendar Dimension provides attributes representing different calendar features. 
In our example, an attribute day_period in the calendar dimension may classify the 
periods of 1 hour into morning, afternoon, evening and dawn. Let us discuss how to 
perform the frequent itemsets retrieval task for the morning period. Considering our 
sample data warehouse, the Disjoint Partitions Property [8] tells us that we can sum 
the frequencies of a specific itemset over any set of partitions. This sum gives the fre-
quency lower bound. The frequency upper bound for each itemset is computed using 
the Error Upper Bound Property [8]. The error upper bound is based on the set of par-
titions where the frequency of the itemset is unknown. In the relational paradigm, it  
is more efficient to compute the error upper bound related to the partitions where  
the itemset frequency is known and subtract it from the error upper bound related  
to the whole set of partitions being queried. Figure 3 presents a query to perform the  
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 Select S.itemset_id, S.LB_Frequency, (S.LB_Frequency+G.Global_Error-S.Known_Part_Error) as UB_Frequency 
From ( Select  FMF.itemset_id, sum(FMF.frequency_count) as LB_Frequency, 

 sum(PMP.no_trans*PMP.min_sup) as Known_Part_Error, 
From Calendar_Dimension CD, Frequent_Itemset_Frequency FMF,Partition_Mining_Properties PMP 
Where CD.CD_id = PMP.CD_id and CD.CD_id = FMF.CD_id and CD.day_period = ‘Morning’ 
Group by FMF.itemset_id) S, 

( Select sum(PMP.no_trans) as Total_no_trans, sum(PMP.no_trans*PMP.min_sup) as Global_Error 
From Calendar_Dimension CD, Partition_Mining_Properties PMP 
Where CD.CD_id = PMP.CD_id and CD.day_period = ‘Morning’) G 

Where ( S.LB_Frequency+G.Global_Error-S.Known_Part_Error) >= (G.Total_no_trans*:query_minimum_support) 
 

Fig. 3. Frequent itemset retrieval for the morning period 

frequent itemset retrieval task for the morning period in our example using a query 
minimum support provided by the user. 

As the retrieved itemset frequencies are represented by intervals, we can only dis-
card an itemset when its frequency interval lies completely below the specified 
threshold. The completeness of the result can be guaranteed as far as the query mini-
mum support (σq) is equal or greater than the mining minimum support (σm) applied 
in the pre-processing step [8]. Furthermore, the precision of the result is measured by 
the ratio between the error and the approximate frequency retrieved from the DW. We 
call this ratio frequency relative error. A worst-case upper bound on the frequency 
relative error can be computed as follows (see [8] for a proof):  

( )mq

m
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σσ
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−
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Some important questions arise immediately: (1) Which range of query minimum 
support can be reasonably supported by the DW as it does not contain complete in-
formation about the original transactions, and (2) How close is the answer provided 
by the DW to the real set of frequent itemsets holding on the original transactions?. 
We address these issues in our experimental evaluation. 

6   Experimental Results 

We performed a series of experiments related to pre-processing and load time, storage 
requirements of DW, and the precision of the sets of frequent itemsets retrieved from 
DW. All experiments were performed on a PC Pentium IV 1.2 GHz with 768 MB of 
RAM. We used Oracle 10g to implement a data warehouse identical to our example.  

The stream data was created using the IBM synthetic market-basket data generator 
[15]. Two data streams were generated both representing a period of one week. The 
first data stream (Stream1) has 60 million transactions, 1000 distinct items and an av-
erage of 7 items per transaction. The transactions of Stream1 were uniformly distrib-
uted over 168 one-hour partitions (1 week). This data stream does not present strong 
calendar pattern behavior. We created the second data stream (Stream2) in two steps. 
First, we built a dataset with 50 million transactions, 1000 distinct items and an aver-
age of 7 items per transaction. Secondly, we built another dataset with 10 million 
transactions, 1500 distinct items and an average of 7 items per transaction. The 50M-
transactions dataset was uniformly distributed over 140 one-hour partitions and the 
10M-transactions dataset over 28 one-hour partitions. Finally, the 28 one-hour parti-
tions of the 10M-transactions dataset were associated to the morning period (08:00 to 
12:00) over the weekdays as well as to the period from 08:00 to 17:00 excluding 
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lunch (12:00 to 13:00) on the Saturday. The 140 one-hour partitions of the 50M-
transactions were associated to the remaining slots completing a week. Hence, 
Stream2 presents strong calendar behavior. 

Figure 4(a) presents the pre-processing and load times. The Y-axis represent the 
percentage of the one-hour window that was required for processing whereas the X-
axis represent the one-hour partitions. We used a mining minimum support of 0.1% 
for all one-hour partitions. As this task took less than one minute for all partitions, it 
appears only as a thin layer at the bottom of the charts. Figure 4(a) shows that for 
most of the partitions pre-processing and loading is completed in less than 30% of the 
available time window. Even for the rare partitions with peek processing time, pre-
processing is completed within the one-hour window. 
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Fig. 4. (a) Pre-processing and load time (b) Storage Requirements 

The detailed analysis of the loading step reveals that it is mainly influenced by 
three factors: the number of itemsets being loaded, the number of new itemsets being 
created, and the need for extending the physical storage area. The high processing 
peeks are related to periods where all three factors presented a negative influence. It is 
not likely that all three factors will negatively influence the load processing of several 
consecutive periods. For example, consecutive periods normally should not require an 
extension of the physical storage area. If they happen to do, it is most likely that the 
size of the extent is not properly set. Hence, it should be possible to compensate some 
processing peeks out of the window within a few consecutive periods. This would 
lead to a less conservative definition of the minimum granularity of analysis. Of 
course, we must also consider an increase in the storage requirements due to the need 
of a buffer to keep the itemsets with a delayed load. 
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Figure 4(b) presents the storage requirements comparing the sizes of the streams 
with the corresponding DW. It is clear that the storage requirements for the streams 
quickly reach unmanageable levels. For our examples, only one week already repre-
sents 2 GB. The size of the DW is orders of magnitude lower and increases at a lower 
rate than the size of the source data stream. For both examples, the DW size did not 
reach 20 MB including indexing structures. 

Further experiments cover measurements related to the precision of the set of  
frequent itemsets retrieved from the DW. We retrieved frequent itemsets for three dif-
ferent calendars: (i) whole Saturday (00:00 to 24:00); (ii) Monday, Wednesday and 
Friday from 08:00 to 17:00; and (iii) morning periods of weekdays (08:00 to 12:00). 
These calendars are related to the strong calendar behavior introduced in Stream2 in 
different ways. “Saturday” comprises 24 partitions from which 8 come from the 10M-
transactions dataset. “Monday, Wednesday and Friday from 08:00 to 17:00” presents 
12 out of 27. “Morning periods of weekdays” is related only to partitions from the 
10M-transactions dataset. They were defined in order to measure in Stream2 the ef-
fect of a strong calendar behavior on the precision of the result. We also executed the 
same queries on Stream1, which does not present a calendar behavior. 

We report the precision of the retrieved set of frequent itemsets according to two 
aspects: the number of false positives and the frequency relative error. In order to ob-
tain these measurements, we performed a regular frequent itemset mining task for 
each query directly on the corresponding stream transactions. The answer retrieved 
from the DW was compared with the exact answer. 
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Fig. 5. Precision measurements on Stream1 

As the results for the three queries on Stream1 presented the same behavior, we 
present only the results for one of them in Figure 5. The difference between the two 
bars on the left graph corresponds to the number of false positives. Note that with a 
query minimum support slightly greater than the mining minimum support (0.1%) it is 
already possible to retrieve the exact set of frequent itemsets. The graph on the right 
hand side of Figure 5 presents the frequency relative error measurements. The Worst-
case corresponds to the value obtained applying equation (1). The Maximum DW and 
Average DW are computed calculating the error as the difference between the ap-
proximate frequency and the frequency upper bound thus corresponding to the tight-
ness of the frequency interval. The Maximum Real and Average Real use the error as 
the difference between the approximate frequency and the exact real frequency  
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retrieve directly from the stream. The error drops quickly to zero for query minimum 
support values slightly greater than the mining minimum support. 

Figure 6 presents results for the three queries executed on Stream2. Again, for val-
ues of the query minimum support slightly greater than the mining minimum support 
the result presents a good precision. With a query minimum support of 0.12%, the 
Average DW frequency relative error already drops below 10%. It is especially  
important to observe the low values of the Average DW. As it does not require 
knowledge about the exact real frequency, it represents the average precision guaran-
tee provided to a user. Furthermore, the query for the morning period of weekdays 
presents the same behavior as the queries executed on Stream1. 
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Fig. 6. Precision measurements on Stream2 

7   Conclusions and Future Work 

In this paper, we presented how to leverage calendar-based pattern mining in data 
streams using the DWFIST approach. Our experimental evaluation reveals that this 
approach copes with the tight time constraints imposed by data streams and keeps 
storage requirements at a manageable level. The minimum granularity of analysis, 
DW parameters (mining minimum support) and DBMS parameters (extent size) pro-
vide ways of tuning the performance and storage requirements. We can guarantee the 
completeness of the set of frequent itemsets retrieved from the DW and we provided a 
theoretical worst-case bound for the relative error of the itemset frequency retrieved 
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from the DW. Furthermore, we measured the precision of different sets of frequent 
itemsets retrieved from the DW. The number of false positives decreases rapidly as 
the query minimum support moves away from the mining minimum support. More-
over, the tightness of the frequency interval presented an average behavior much bet-
ter than the theoretical worst-case. 

As future work, we intend to evaluate the use of condensed representations of fre-
quent itemsets. Furthermore, the development of algorithms in the Frequent Itemset 
Based Pattern Mining Engine component of the DWFIST approach to derive other 
calendar-based patterns, such as calendar-based association rules, exploring the cal-
endar features of the DW is an interesting issue. 
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Abstract. Summary mining aims to find interesting summaries for a data set 
and to use data mining techniques to improve the functionality of Online 
Analytical Processing (OLAP) systems. In this paper, we propose an interactive 
summary mining approach, called GenSpace summary mining, to find 
interesting summaries based on user expectations. In the mining process, to 
record the user’s evolving knowledge, the system needs to update and 
propagate new expectations. In this paper, we propose a linear method for 
consistently and efficiently propagating user expectations in a GenSpace graph. 
For a GenSpace graph where uninteresting nodes can be marked by the user 
before the mining process, we propose a greedy algorithm to determine the 
propagation paths in a GenSpace subgraph that reduces the time cost subject to 
a fixed amount of space.   

1   Introduction 

Summarization at different concept levels is a crucial task addressed by online 
analytical processing (OLAP). For a multidimensional table, the number of OLAP 
data cubes is exponential. Exploring the cube space to find interesting summaries with 
basic rollup and drilldown operators is a tedious task for users. Many methods and 
tools have been proposed to facilitate the exploration process. The use of an iceberg 
cube has been proposed to selectively aggregate summaries with an aggregate value 
above minimum support thresholds [1]. This approach assumes that only the 
summaries with high aggregate values are interesting. Discovery-driven exploration 
has been proposed to guide the exploration process by providing users with 
interestingness measures based on statistical models [9]. The use of the diff 
operator has been proposed to automatically find the underlying reason (in the form of 
detailed data that accounts for the difference) for a surprising difference in a data cube 
identified by the user [8]. 

Nonetheless, these approaches for finding interesting summaries have three 
weaknesses. First, a huge number of summaries can be produced, and during 
exploration, the data analyst must examine summaries one by one to assess them 
before the tools can be used to assist in exploring the discovered relationships. 
Secondly, the capacity for incorporating existing knowledge is limited. Thirdly, the 
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ability to respond to dynamic changes in the user's knowledge during the knowledge 
discovery process is limited. For example, if the information that more Pay-TV shows 
are watched during the evening than the afternoon has already been presented to the 
user, it will subsequently be less interesting to the user to learn that more Pay-TV 
shows are watched starting at 8:00PM than shows starting at 4:00PM. 

To overcome these limitations, we are developing a summarization method based 
on generalization space (GenSpace) graphs [3]. The GenSpace mining process has 
four steps [3]. First, a domain generalization graph (DGG) for each attribute is created 
by explicitly identifying the domains appropriate to the relevant levels of granularity 
and the mappings between the values in these domains. The expectations are specified 
by the user for some nodes in each DGG to form an ExGen graph and then 
propagated to all the other nodes in the ExGen graph. In this paper, the term 
“expectations” refers to the user’s current beliefs about the expected probability 
distributions for a group of variables at certain conceptual levels.  Second, the 
framework of the GenSpace graph is generated based on the ExGen graphs for 
individual attributes, and the potentially interesting nodes in this graph are 
materialized. Third, the given expectations are propagated throughout the GenSpace 
subgraph consisting of potentially interesting nodes, and the interestingness measures 
for these nodes are calculated [5]. Fourth, the highest ranked summaries are 
displayed. Expectations in the GenSpace graph are then adjusted and the steps are 
repeated as necessary. Having proposed the broad framework for mining interesting 
summaries in GenSpace graphs in [3], we now propose a linear expectation 
propagation method that can efficiently and consistently propagate the expectations 
in GenSpace graphs. 

A large variety of previous work has been conducted on incorporating user’s 
domain knowledge and applying subjective interestingness measures to find 
interesting patterns However, most of these methods only apply to discovered rules. 
In this paper, we incorporate the user’s knowledge to find interesting summaries. 

Expectation propagation in a GenSpace is similar to Bayesian belief updating in 
that they both propagate a user’s beliefs or expectations from one domain to another. 
However, Bayesian belief updating deals with the conditional probability of different 
variables, and does not deal with multiple concept levels of a single variable. 
Therefore, it does not apply to the problem addressed in this paper. 

The remainder of this paper is organized as follows. In Section 2, we give the 
theoretical basis for ExGen graphs and GenSpace graphs. In Section 3, we propose a 
linear expectation propagation method. In Section 4, we propose a strategy for 
selecting propagation paths in a GenSpace subgraph. In Section 5, we explain our 
experimental procedure and present the results obtained on Saskatchewan weather 
data. In Section 6, we present our conclusions. 

2   ExGen Graphs and GenSpace Graphs 

An ExGen graph is used to represent the user’s knowledge relevant to generalization 
for an attribute, while a GenSpace graph is used for multiple attributes. First, we give 
some formal definitions.  
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Definition 1. Given a set X = {x1, x2, …, xn} representing the domain of some attribute 
and a set P = {P1, P2, …, Pm} of partitions of the set X, we define a nonempty binary 

relation ≺  (called a generalization relation) on P, where we say Pi ≺  Pj if for every 

section Sa ∈ Pi, there exists a section Sb ∈ Pj, such that Sa  ⊆ Sb . For convenience, we 
often refer to the sections by labels. The graph determined by generalization relation 
is called domain generalization graph (DGG). Each arc corresponds to a 
generalization relation, which is a mapping from the values in the parent node to that 
of the child. The bottom node of the graph corresponds to the original domain of 
values X and the top node T corresponds to the most general domain of values, which 
contains only the value ANY. 
 

In the rest of the paper, we use “summary”, “node”, and “partition” interchangeably. 
 

Example 1. Let MMDDMAN be a domain of morning, afternoon, and night of a 
specific non-leap year {Morning of January 1, Afternoon of January 1, Night of 
January 1, …, Night of December 31}, and P a set of partitions {MMDD, MM, Week, 
MAN}, where MMDD = {January 1, January 2, …, December 31},  MM = {January, 
February, …, December}, Week = {Sunday, Monday, …, Saturday}, and MAN = 
{Morning, Afternoon, Night}.  Values of MMDDMAN are assigned to the values of 
the partitions in the obvious way, i.e., all MMDDMAN values that occur on Sunday 

are assigned to the Sunday value of Week, etc. Here MMDD ≺  MM and MMDD 

≺Week. Figure 1 shows the DGG obtained from the generalization relation.  
 

Definition 2. An expected distribution domain generalization (or ExGen) graph 
〉〈 EArcP ,, is a DGG that has expectations associated with every node. 

Expectations represent the expected probability distribution of occurrence of the 
values in the domain corresponding to the node. For a node (i.e., partition) Pj = {S1, 

…, Sk}, we have 1)(0, ≤≤∈∀ iji SEPS and 1)(
1

=∑
=

k

i
iSE , where E(Si) denotes 

the expectation of occurrence of section Si. 
 

Example 2. Continuing Example 1, for the partition MAN = {Morning, Afternoon, 
Night}, we associate the expectations [0.2, 0.5, 0.3], i.e., E(Morning) = 0.2, 
E(Afternoon) = 0.5, and E(Night) = 0.3. 

Any (T) 

MAN Weekday MM 

MMDD 

MMDDMAN (X) 
 

Fig. 1. An Example DGG 
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Definition 3. Assume node Q is a parent of node R in an ExGen graph, and therefore 

for each section Sb ∈ R, there exists a set of specific sections {
kaa SS ...,,

1
} ⊆ Q, 

such that ∪
k

i
ab i

SS
1=

= . If for all  Sb ∈ R , ∑
=

=
k

i
ab i

SESE
1

)()( ,  we say that nodes 

Q and R are consistent. An ExGen graph G is consistent if all pairs of adjacent nodes 
in G are consistent. 
 

Theorem 1. An ExGen graph G is consistent iff every node in G is consistent with the 
bottom node. 
 

Proof. A proof of Theorem 1 is given in [2]. 
 

An ExGen graph is based on one attribute. If the generalization space consists of more 
than one attribute, we can extend it to a GenSpace graph [2]. Each node in a 
GenSpace is the Cartesian product of nodes in all ExGen graphs. Theorem 1 for 
ExGen graphs can be adapted directly to GenSpace graphs.  

3   Propagation of Expectations in GenSpace Graphs 

Due to the combinational number of the nodes in a GenSpace graph, it is not practical 
to require that the user specify the expectations for all nodes. In exploratory data 
mining, the user may begin with very little knowledge about the domain, perhaps only 
vague assumptions about the (a priori) probabilities of the possible values at some 
level of granularity. After the user specifies these expectations, a data mining system 
should be able to create default preliminary distributions for the other nodes. We call 
the problem of propagating a user’s expectations from one node or a group of nodes 
to all other nodes in a GenSpace graph the expectation propagation problem. 

For each node in a GenSpace graph, the user can specify the expectations as an 
explicit probability distribution, or as a parameterized standard distribution, or leave 
the expectations unconstrained. If a standard distribution is specified, it is discretized 
into an explicit probability distribution. If expectations are not specified for a node, 
they are obtained by expectation propagation.  

We propose the following three expectation propagation principles: (1) the results 
of propagations should be consistent, (2) if new expectations are being added, the new 
information should be preserved, while the old expectations should be changed as 
little as possible, and (3) if available information does not fully constrain the 
distribution at a node, the distribution should be made as even as possible. 

To guarantee that propagation preserves consistency, we first propagate the new 
expectations directly to the bottom node, and then propagate the expectations up to 
the entire graph. Since bottom-up propagation makes all nodes consistent with the 
bottom node, the entire graph is consistent, according to Theorem 1. Bottom-up 
propagation will be elaborated in Section 4. Here we concentrate on the first step of 
our approach, specific expectations determination, i.e., how to propagate 
expectations from any non-bottom nodes specified by the user to the bottom node.  

Based on expectation propagation principles, we treat the problem of specific 
expectations determination as an optimization problem. Given a set of nodes with new 
expectations, the expectations at the bottom node X are found by representing the 
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constraint due to each node as an equation and then solving the set of equations. For a 
node i with ji sections Sik, where ijk ≤≤1 , assume that E’(Sik) is the new 

expectation for each section Sik, and s is an element of X, i.e., s ∈ X. We have 

)(')(' ik
Ss

SEsE
ik

=∑
⊆

.  

Under these constraints, we minimize 2
))()('(∑

∈
−

Xs

sEsE , where E’(s) and E(s) 

are new and old expectations for element s in bottom node, to make the changes to the 
node X as small as possible. This minimization reflects the intuition that the old 
knowledge is preserved as much as possible. Since the number of variables equals to 
the number of the records in the bottom node, for large GenSpace graphs, the 
optimization process, like Lagrange multipliers, has a prohibitive time and space cost.  

We propose the linear propagation method for finding an approximation to the 
solution to the optimization problem. We use the following linear equation to obtain 
the new expectations for the bottom node,  

)(
)(

)('
)(' sE

SE

SE
sE

ik

ik= , where s is a section of X and ikSs ∈ . According to this 

equation, we accept the probability ratio among the sections and also retain the ratio 
among the elements of each section.  

This method has three advantages. First, it is computationally efficient, because it 
involves only linear computation with time complexity of O(|N||X|), where |N| is the 
size of node N where the user changed his/her expectations. Secondly, it does not 
need to resolve conflicts among the user’s new expectations, because we propagate 
new expectations in sequence rather than simultaneously as with the optimization 
method. Thirdly, we have identified an upper bound in terms of the changes of 
expectations specified by the user for the expectation changes between the old and 
new expectations for all the nodes in a GenSpace graph. In this sense, the user’s old 
information is preserved. 
 
Theorem 2. Let N be a node in a GenSpace graph G with m sections S1,  ..., Sm. 
Suppose the old expectations for node N are {E(S1), …, E(Sm)}, the new expectations 
for N are )}('...,),('{ 1 mSESE and α=
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of sections in node P.  
 
Proof. A proof of Theorem 2 is given in [2]. 
 
Example 3. Theorem 2 tells us that if we change the expectations for each weekday 
by no more than 20%, after propagation, the expectation change for all other nodes 
(including nodes Month, Day and, Morning-Afternoon-Night) will not exceed 20%.  
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A drawback of the linear propagation method is that if expectations in two or more 
nodes are updated simultaneously, it cannot update expectations in other nodes 
simultaneously, as the optimization method does. However, we can obtain an appr-
oximation by applying the linear method multiple times, once for each updated node. 

4   Propagation in GenSpace Subgraphs 

If the user can identify some uninteresting nodes, we can prune them before 
propagation and only materialize the potentially interesting nodes. Pruning all 
uninteresting nodes saves the most storage, but it may increase propagation time.  

Selecting views to materialize draws much attention from researchers [4, 6, 7]. 
Harinarayan et al. proposed a linear time cost model for aggregating a table [4]. They 
found that the time cost for producing a summarization is directly proportional to the 
size of the raw table. Therefore, in our case, when we propagate expectations from 
node A to node B, the time cost is directly proportional to the size of node A.  
 

Example 4. In Figure 2, nodes are shown with a unique identifier and their size. The 
solid ovals denote interesting nodes and the blank ovals denote uninteresting nodes. If 
we prune node N4, the propagation cost from node N5 to N1, N2, and N3 is size(N5) * 3 
= 3000. If we preserve N4 as a hidden node, the propagation cost is size(N5) + size(N4) 
* 3 = 1600. Keeping hidden nodes reduces the propagation cost by nearly 50%. 

1 (1 0 0 )       2 ( 1 5 0 )    3 ( 1 0 0 )  

  
 
4 (2 0 0 )  

            
       5 ( 1 0 0 0 )  

 

Fig. 2. Efficiency Improvement Due to Keeping Uninteresting Nodes 

Sarawagi et al. encountered a similar problem when they calculated a collection of 
group-bys [10]. They converted the problem into a directed Steiner tree problem, 
which is an NP-complete problem. They used a heuristic method to solve their 
problem. Here, we consider our problem as a constrained directed Steiner tree 
problem, where there is a space limit for the uninteresting nodes. Furthermore, to use 
a Steiner tree model, we need to create additional arcs in the graph to connect all pairs 
of nodes that have a generalization relation, which causes extra storage space. We 
propose a greedy method to select hidden nodes and find an efficient propagation path 
for subgraphs. 
 

Definition 4. (Optimal Tree) Given a GenSpace graph G = <P, Arc, E> and a set of 
nodes N ⊆ P such that the bottom node X ∈ N, a optimal tree OT of N in G is a tree 
that consists of nodes in N. The root of the tree is X. For every non-bottom node n ∈ 
N, its parent is an ancestor in G of minimum size that belongs to N. 
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An optimal tree for a set of nodes has the most efficient propagation paths for the 
subgraph consisting of these nodes, because every node obtains expectations from its 
smallest possible ancestor in the subgraph. 

Algorithm SelectHiddenNodes for choosing hidden nodes and determining the 
propagation paths is given in Figure 3. We first create the optimal tree consisting of 
only the interesting nodes, then check the uninteresting nodes, and select the one that 
results in the greatest reduction in the scanning cost, which is defined as the sum of 
the sizes of the parent nodes in the optimal trees for all nodes. Then we modify the 
optimal tree to incorporate the selected nodes. This process continues until the space 
cost reaches the given threshold or no improvement can be obtained or no candidate 
uninteresting nodes are left. Selecting an uninteresting node will affect propagation 
efficiency in two ways. First it will cause an extra propagation cost for propagating 
expectations to this node; secondly, it may reduce the cost for its interesting 
descendents. Function Improvement calculates the efficiency improvement for an 
uninteresting node u. If it returns a positive value, it will reduce the scanning cost. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

SelectHiddenNodes(GenSpace graph G, Interesting node set I, Uninteresting node set U) { 
Create initial optimal tree OT based on I; 
U' = ∅; 
While there is enough memory and U is not empty do { 

For each u ∈U, do 
Impu = Improvement(u, I, G, U', OT); 

Select umax as the one with maximum improvement Impmax; 
If Impmax ≤ 0 

 break; 
U' = U' ∪ {umax}; U = U − {umax}; 
For each node x ∈ I∪U' do { 

Find its ancestor uan with smallest size in I∪U'; 
Set uan as x's parent; 

} 
OT = newly generated optimal tree; 

} 
Return selected node set U' and optimal tree OT for nodes I∪U'; 

} 
Improvement(u, I, G, U', OT) { 

Improvement = 0; 
Find u's best ancestor uan ∈ I∪U' in G;  
Find u's descendent set D ⊆ I∪U' in G; 
For each d in D, do { 

Find d's parent p in current OT; 
If size(p) > size (u) 

Improvement += size(p) − size(u); 
} 
Improvement −= size(uan); 
Return Improvement; 

} 
 

Fig. 3. Algorithm for Selecting Hidden Nodes and Creating an Optimal Tree 
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5   Experimental Results 

We implemented the GenSpace summary mining software and applied it to three real 
dataset. Due to space limitations, we only present the results for the Saskatchewan 
weather dataset here. This dataset has 211,584 tuples and four attributes, time, station, 
temperature, and precipitation. The ExGen graphs for these attributes are available 
elsewhere [2]. 

First, we compared the efficiency of the linear propagation method and the 
optimization method on the ExGen graph in Figure 1. The experiments were 
conducted in Matlab 6.1 in a PC with 512M memory and 1.7 GHz CPU. We tested 
two cases. Table 1 compares the running time. We can see that for the optimization 
method, when the size of the bottom node (number of the variables) increases from 
365 to 1095, the running time increases dramatically from 67 seconds to 1984 
seconds. For the linear propagation method, in both cases, the running time is 
unperceivable. 

Table 1. Comparison of Running Time between Optimization and Linear Methods 

Running time (Sec) Cases # of variables # of constraints 
Optimization Linear 

Case 1 365 19 67 <1 

Case 2 1095 3 1984 <1 
 

To show the efficiency of the SelectHiddenNodes algorithm, we present two cases: 
(1) mark all nodes in the lowest 5 levels (out of 19 levels) as uninteresting and (2) 
mark all the nodes in the lowest 5 levels or with specific date values or specific 
temperature values as uninteresting. The results are shown in Table 2. The Storage 
column lists the storage cost in thousands of records. The Scanning column lists the 
number of the records scanned during propagation, in thousands of records.  The Time 
column lists the propagation cost in seconds. We first compare the storage and the 
scanning costs between the subgraph obtained from SelectHiddenNodes and that from 
pruning all uninteresting nodes. In case 1, after selecting hidden nodes, the storage 
increased by 25%, while the scanning cost decreased by 60%. In case 2, the storage 
cost increased by 26%, and the scanning cost decreased by 82%. In both cases, the 
scanning cost decreased significantly while the storage cost increased by a smaller 
percentage. Then we compare the storage and time costs between the subgraph 
selected by SelectHiddenNodes and the entire GenSpace graph.  For both cases, both 
storage and scanning costs are significantly less for the subgraph obtained from 
SelectHiddenNodes.  Figure 4 shows the storage and scanning costs after selecting 
varying numbers of nodes for cases 1 and 2. The X-axis denotes the number of the 
nodes currently selected, and the Y-axis denotes the storage and scanning costs, in 
thousands of records. We can see that in both cases, the first few nodes contribute the 
most to the reduction of the scanning cost.  

We also tested the scalability of the algorithm. Figure 5(a) compares the scanning 
costs of propagation in the full GenSpace graph, the subgraph composed of only 
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interesting nodes, and the subgraph obtained from SelectHiddenNodes. Figure 5(b) 
compares the corresponding storage costs. The results show that the time savings are 
significant for SelectHiddenNodes regardless of the size of the bottom nodes, and that 
its storage cost falls in an acceptable range. 

Table 2. Propagation Costs in GenSpace Subgraph 
 

  Storage (K) Scanning (K) Time (Sec) 
Entire GenSpace Preserve all 15309 18669 2037 

Prune all 4128 21173 2149 Case 1 
SelectHiddenNodes 5156 8391 1056 
Prune all 912 11703 983 Case 2 
SelectHiddenNodes 1152 2155 152 

 

The analysis for the detailed process and the quality of the results was presented in 
[2]. In this paper, we show the interestingness values (logarithm of the variances) for 
the top summaries and the top five summaries for twenty iterations (see Figure 6). As 
the process iterates, both measures are roughly decreasing functions of the number of 
iterations. This trend shows that the user's knowledge of the distribution, as measured 
by what the user has been told, gradually becomes closer to the real distribution. 
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Fig. 6. Logarithm of Variances for the Top Summaries in the First 20 Iterations 

6   Conclusions  

We proposed an efficient method to propagate a user’s expectations in a GenSpace 
graph, which describes a variety of ways of performing generalization. Based on the 
propagated expectations, the system finds interesting summaries in the GenSpace 
graph based on current expectations. We also proposed a strategy for selecting 
propagation paths in a GenSpace subgraph that reduces the time cost subject to a 
fixed amount of space. Experiments on real data sets show the effectiveness and 
efficiency of our approach. In the future, we will employ the known dependencies 
between attributes to facilitate the propagation process.  
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2 Université de Tours, Laboratoire d’Informatique,

3, Place Jean Jaurès 45000 Blois, France
giaco@univ-tours.fr

Abstract. Most methods for temporal pattern mining assume that time
is represented by points in a straight line starting at some initial instant.
In this paper, we consider a new kind of first order temporal pattern,
specified in Allen’s Temporal Interval Logic, where time is explicitly rep-
resented by intervals. We present the algorithm MILPRIT for mining
temporal interval patterns, which uses variants of the classical level-wise
search algorithms. MILPRIT allows a broad spectrum of constraints over
temporal patterns to be incorporated in the mining process. Some ex-
perimental results over synthetic and real data are presented.

Keywords: Temporal Data Mining, First-Order Temporal Interval
Logic, Constraint-based Mining, Sequential Patterns.

1 Introduction

We present a new sequential pattern where time is mesured in terms of intervals
instead of points. These patterns, which we call temporal interval patterns, aim
at capturing how events taking place in time intervals relate to each other. For
instance, (1) in a medical application, we could be interested in discovering if
patients who take some medicine X during a certain period of time, and who
presented the symptom Y before taking the medicine, will present the symptom
Z during or after taking the medicine X, (2) in an agricultural application, we
could be interested in discovering if the use of some organic fertilizer during
a period of time has an effect on the way a plant grows during and after the
fertilizer application.

In [6], Allen’s Propositional Interval Logic [3] has been used for the first time,
to treat the problem of discovering association rules over time series. However,
to our knowledge the use of Interval Logic in temporal data mining has been
restricted to propositional temporal patterns, that is, patterns not involving first
order predicates. The need for more expressive kind of temporal patterns arises
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for instance, when modelling Unix-users behaviour [7], as is pointed out in [8].
Our temporal pattern is defined as a set of atomic first order formulae where
time is explicitly represented by an interval variable, together with a set of
interval relationships (before,during,starts,finishes,overlaps,meets) described in
terms of Allen’s First Order Interval Logic [3]. An example of such temporal
pattern is {Med(x,penicillin,i1), Symp(x,dizziness,i2), during(i2, i1)}, meaning
that “patients who take penicillin during the time interval i1 will feel dizzy during
this period, but eventually the dizziness will stop”. In a temporal data model
using an interval time representation, the structure of the flow of time is far
more complex than in a model using a punctual time representation: the latter
is (N, <), where < is the linear order of natural numbers and the former is (N×N,
PT ), where PT = {before,during,starts,finishes,overlaps,meets}.

Some related work. The algorithm MILPRIT we introduce in this paper is
designed to mine first order temporal patterns, where time is represented by
intervals, and regular expression contraints are used to restrict the search space.
A very preliminary version of the ideas underlying the specification of MIL-
PRIT has been previously presented in [1]. In [8], the algorithm SeqLog, based
on Inductive Logic Programming, was introduced for discovering first order se-
quential patterns where time is represented by points in a straight line (and not
by intervals like in our case). Recently, many work on contrained-based tempo-
ral mining ([5], [10], [9]) have adopted regular expressions as a mechanism to
specify user constraints. [5] is a pioneer work proposing to use regular expres-
sions for specifying constraints on patterns. The authors introduced the family
of algorithms SPIRIT for mining transaction sequential patterns (propositional
patterns, where time is punctual) with constraints specified by regular expres-
sions. In [10], the algorithm Spirit-Log, designed to mine first order temporal
patterns was introduced. Spirit-Log extends SeqLog (where time is punctual),
by pushing regular expression constraints in the mining process. We emphasize
that both algorithms SeqLog and Spirit-Log deal with temporal patterns where
time is punctual, differently from our approach where time is measured in terms
of intervals.

2 Problem Formalization

Temporal i-Patterns. Let us suppose three disjoints sets of symbols P (pred-
icates), V (data variables) and C (data constants). Let us also assume the set
of temporal predicates PT = {before, meets, overlaps, during, finishes, starts }
and two other disjoint sets of symbols Vt (temporal variables) and Ct (temporal
constants). A data atom is an expression of the form p(s1, ..., sn, e) or of the
form t1 = t2, where each si is a data variable or a data constant, e is a temporal
variable, t1 is a data variable and t2 is a data constant or a data variable. A
temporal atom is an expression of the form r(e, f) or e = f , where r is one of
the temporal predicates in PT and e, f are temporal variables. The predicates
in PT , their dual forms after, metby, overlappedby, contains, finishedby, startedby



Mining First-Order Temporal Interval Patterns 461

and the equality predicate = determine all the possible relationships which can
exist between two intervals (see [3] for details).

The following figure illustrates the semantics of the temporal predicates:

before(e,f) meets(e,f) overlaps(e,f) during(e,f) finishes(e,f) starts(e,f)

e eeeee f
ffff

f

Temporal variables are evaluated over intervals [a, b], where a and b are dates
with a < b. A valuation of temporal variables is a mapping v associating an inter-
val v(e) = [a, b] to each temporal variable e. For instance, the formula before(e,f)
is true if the variables e and f are evaluated as [10/12/2004, 15/12/2005] and
[17/12/2004, 28/12/2005] respectively.

Definition 1 (Temporal i-pattern). A temporal i-pattern (temporal interval
pattern) is a triple (K,D,T ) where (1) D is a set of data atoms (2) T is a set of
temporal atoms and (3) K is a special data atom K(x1, ..., xn) whose variables
x1, ..., xn appear in D. The data atom K is called the reference query. It is
essential in the definition of an i-pattern, since it specifies what is counted. It
plays the same role in our setting as the atom key in the Datalog patterns of [4].

Example 1. Let us consider the temporal i-pattern (Patient(x),D,T) where D
= {Med(x,y,e),Symp(x,z,f)} and T = { before(e,f) }. Intuitively, this temporal
pattern translates the fact that a patient x takes the medicine y during a period
of time e and during a further period of time f (after she has stopped taking the
medicine y) presents a disease symptom z. Note that we are always interested
in analyzing the behaviour of patients registered in the relation Patient, even
though relations Med and Symp may contain data related to other patients
(not only those registered in Patient). For this reason, Patient(x) is called the
reference query.

In what follows, we suppose that the set of temporal atoms T is consistent, i.e.,
the temporal variables can be instantiated in a consistent way. For instance,
the set of temporal atoms {before(e, f), before(f, g), before(g, e)} is not consis-
tent, because the first two atoms imply that e comes before g and so, there is
no way to instantiate the temporal variables e, f and g in order to make the
three temporal formulae simultaneously true. We also suppose that the set T
is complete, i.e., for each pair of temporal variables e, f appearing in T it is
possible to infer a temporal relationship between e and f . For instance, the set
{before(e,f),meet(f,g)} is complete because the relationship between e and g is
completely determined (even though it does not appear explicitly in the set): the
only possibility is before(e,g). On the other hand, {during(e,f), overlaps(f,g)} is
not complete since the relationship between e and g is not deterministically im-
plied by the two relationships during(e,f), overlaps(f,g): it could be during(e,g),
before(e,g) or overlaps(e,g). As we will see next, given a consistent and complete
set of temporal atoms, its temporal variables can be ordered in a natural way.
Due to space limitations, we will give an intuitive idea of this order relation,
omitting its rigorous formalization.
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Definition 2 (Sequential representation of temporal i-patterns). Let
[a, b] and [c, d] be two intervals in I = {[i, j], i, j ∈ N}. We say that [a, b] ≤
[c, d] if and only if one and only one of the following conditions is verified: (1)
a = c and b = d, (2) b < d or (3) b = d and a < c. This ordering over the
interval structure I naturally induces an ordering over the set T of temporal
variables appearing in an i-pattern. The following example illustrates the idea:
let T = {before(e,f), during(f,g)}. Then the induced ordering over the set of
temporal variables {e, f, g} is e <T f <T g. Indeed, for all instantiation v of
the temporal variables, v(e) = [ae, be], v(f) = [af , bf ], v(g) = [ag, bg], such that
the predicates in T are simultaneously true, the ending points be, bf , bg must
satisfy be < bf < bg. That is, for all instantiation v, we have v(e) ≤ v(f) ≤ v(g).

Theorem 1. If the set T of temporal predicates is consistent and complete then
the relation <T is an order relation.

The induced order <T over the temporal variables appearing in a temporal i-
pattern M allows us to view M as a sequence of data atoms. Indeed, let M =
(K, D, T ), where D = {p1(x1

1, ..., x
1
n, e1), . . . , pk(xk

1 , ..., xk
n, ek)}. Since we are

assuming that T is complete and consistent, then its temporal variables can be
ordered by <T . Assuming that e1 <T e2 <T . . . <T ek, then the set D can be
viewed as the sequence < p1, ..., pk >.

The Dataset. Let R = {K, R1, ..., Rn} be a temporal database schema, i.e., a
database schema such that each relational schema Ri has arity ki ≥ 2 and sort
(data,...,data,time) and K has arity m and sort (data,...,data). The attributes
appearing in the relation K are called reference attributes. A temporal dataset
over R is a set of temporal relations {k, r1, ..., rn} where each ri is a set of tuples
(a1, ..., ani , e) over Ri and k is a set of tuples over K.

Definition 3 (Support). Let D be a temporal database over the schema R =
{K, R1, ..., Rn} and M = (K(x1, ..., xm),{D1, ...Ds}, {T1, ..., Tl }) be a temporal
i-pattern over R. The support of M with respect to D, denoted by sup(M),
is defined by sup(M) = |{u∈K | u|=QM}|

|K| where QM is the relational calculus
query ∃y1∃y2...∃yk(D1 ∧D2 ∧ . . .∧Ds ∧T1 ∧ . . .∧Tl), and y1, ..., yk are the data
variables not appearing in the reference query K(x1, ..., xm). The expression
u |= QM means that u is an answer to the query QM when executed over D.
Given 0 ≤ α ≤ 1, we say that the temporal i-pattern M is frequent with respect
to D and α if sup(M) ≥ α.

Example 2. Let us consider the temporal database {Patient(NamePat),
Med(NamePat, NameMed, T ), Symp(NamePat, NameSymp, T )} and the tem-
poral i-pattern M = (Patient(x), {Med(x, y, e), Symp(x, z, f)}, {before(e, f)}).
Let D be the temporal database Patient = {(Paul),(Charles),(John)}, Med=
{(Paul,penicillin,[1,3]), (Charles,tetracycline, [4,7]), (Mary,penicillin,[8,10])} and
Symp = {(Paul,dizziness,[4,6]), (Charles,dizziness, [5,6]), (John,fever,[8,10])}.
The relational query QM can be specified in the relational algebra formalism
by the expression ΠNamePat(Patient �� Med �� Symp). The answer of QM is
{(Paul)}. So, the support of M w.r.t. D is 1

3 .
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3 Temporal i-Patterns with Restrictions

In this section, we introduce a formalism based on regular expressions to specify
a broad spectrum of constraints over patterns in order to better satisfy user
requirements as well as to reduce the search space of patterns.

Definition 4 (Mode). A mode over a temporal database R = {K, R1, ..., Rk}
is an expression of the form R(u1, ..., us, #), where each ui is a data variable or
the (new) symbol ∗, # is a new symbol, and R is one of the predicates Ri ∈
R. We say that a data atom A is in accord with the mode R(u1, ..., us, #) if
A = R(y1, ..., ys, e) and for each i = 1, ..., s we have: (1) If ui is a variable then
yi = ui; (2) If ui = ∗, then yi is a variable or a constant ; (3) e is a temporal
variable. For instance, Med(x, ∗, #) is a mode and the atom Med(x, penicillin, e)
is in accord with Med(x, ∗, #). On the other hand, the atom Med(y, penicillin, e)
is not in accord with the mode Med(x, z, #).

Let Σ be a set of modes over R = {K, R1, ..., Rn}. In what follows, we will con-
sider regular languages (sets of strings) over the alphabet Σ. These languages
are specified by regular expressions. Given a regular expression E over the al-
phabet Σ, we denote by W (E) the set of strings (words) verifying E. We denote
by P (E) the set of prefixes of strings in W (E). We will need this notation later.

Definition 5 (The Search Space). Let R = {K, R1, ..., Rn} be a database
schema, Σ a set of modes over R and E a regular expression over Σ. The
search space defined by E is the set of temporal i-patterns (K(x1, ..., xm),D,T )
such that D = < p1(t11, ..., t

1
l1

, e1), . . . , pn(tn1 , ..., tnln , en) > satisfies the following
properties: (1) There exists a string w1w2...wn ∈ W (E), such that pi is in accord
with wi for each i = 1, ..., n; (2) For all data atom pi(xi

1, ..., x
i
li
, ei) ∈ D let

wi = pi(u1, ..., uli , #) be the associated mode; if uj = ∗ and xj is a variable,
then xj has only one occurrence in D (a data variable symbol xj can be used to
replace a symbol ∗ in a mode only once). We denote by W(E) the search space
specified by E. We denote by P(E) the set of i-patterns defined in a similar way
as W(E), by considering strings w1w2...wn ∈ P (E) instead of W (E) in condition
(1). Patterns in W(E) are called valid. Patterns in P(E) are called prefix valid
or p-valid.

Example 3. Let E = Med(x, ∗, #) Med(x, ∗, #)∗ Symp(x, ∗, #). The i-
pattern M1 = (Patient(x), {Med(x, penicillin, e), Med(x, tetracyclin, f),
Symp(x, diarrhea, g)}, {before(e, f), overlaps(f, g)}) belongs to W(E). The
pattern M2 = (Patient(x), {Med(x, penicillin, e), Med(x, tetracyclin, f)},
{before(e, f)}) belongs to P(E). On the other hand, the pattern M3 = (Pa-
tient(x), {Med(x, y, e), Symp(x, y, f)}, {before(e, f)}) does not belong to P(E),
since property (2) of Definition 5 is not verified. Intuitively, the regular expres-
sion E captures the temporal i-patterns corresponding to a patient x taking
certain medicines during successive periods of time and eventually presenting
some symptom.



464 S. de Amo, A. Giacometti, and W.P. Junior

Our mining task is: Given a temporal database D, a minimum support threshold
α, 0 ≤ α ≤ 1, and a regular expression E over Σ, find all temporal i-patterns in
W(E) and which are frequent with respect to D and α.

4 The Algorithm MILPRIT

In this section, we present the Algorithm MILPRIT (Mining Interval Logic Pat-
terns with Regular expressIons consTraints). In a high level, it follows the general
Apriori strategy of Agrawal/Srikant [2], working in passes, and each pass pro-
ducing patterns more specific than those produced in the previous pass.

The classical Apriori strategy uses a Pruning Phase, where all patterns more
specific than a pattern p not belonging to the set of frequent patterns produced
so far (in previous passes) are pruned. This pruning strategy relies on the Anti-
monotone Property. In our setting, at the end of pass k, the algorithm discovers
the frequent patterns Fk which satisfy a regular expression E. The constraint E
is pushed into the generation phase at pass k + 1 in order to produce only pat-
terns satisfying it. So, the number of generated patterns is in direct proportion
to the restrictiveness of E. In the pruning phase, however, all patterns which
are more specific than a pattern satisfying E and not belonging to Fk should
be pruned. We notice that in this case, the size of the set of pruned patterns is
in inverse proportion to the restrictiveness of the constraint E. Such tradeoffs
are due to the fact that regular expression contraints are not anti-monotone,
that is, if a pattern satisfies E it may have some subpattern not satisfying E.
In order to find a suitable trade-off, we use a relaxation of the constraint E,
that is, a less restrictive one, the prefix constraint associated to E, according
which, only frequent p-valid i-patterns will be produced in the mining process.
A post-processing phase will filter the valid patterns. The general structure of
the algorithm MILPRIT is depicted below:

Procedure MILPRIT(D,α,E)
D is a temporal dataset over R = {K, R1, ..., Rn}, E is a regular expression over the
alphabet of modes Σ over R, α is a minimum support threshold. Let M1 be the set
of data atoms Ri(x1, ..., xni , e), where e is a temporal variable.
begin
1. F := F1 = {M ∈ M1 : M is frequent and M ∈ P(E)}
2. k := 2
3. repeat
4. Ck := Gen(Fk−1,E) (Generation Phase)
5. P := {M ∈ Ck : ∃N ∈ P(E),such that N �∈ F and M is more specific than N}
6. Ck := Ck − P (Pruning Phase)
7. Fk := {M ∈ Ck : sup(M) ≥ α} (Validation Phase)
8. F := F ∪ Fk

9. k := k + 1
10. until Fk−1 = ∅
11. F := {M ∈ F : M ∈ W(E) } (Post-Processing Phase)
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The Generation Phase. MILPRIT works in passes, each pass k producing
patterns of “level” k. The “level” of a temporal i-pattern M is measured in
terms of the refinement vector associated to M as defined below.

Definition 6. The refinement vector of M = (K, D, T ) is v(M) =
(n, c) where n is the size of D and c is the number of constants ap-
pearing in D. The refinement level of M is l(M) = n + c, where
v(M) = (n, c). For instance, let M be the temporal i-pattern (Patient(x),
{Med(x, penicillin, e), Symp(x, z, f)}, {before(e, f)}). Then v(M) = (2, 1) and
l(M) = 3.

The procedure Gen(Fk−1,E) is designed to generate temporal i-patterns whose
refinement level is k, by specializing the frequent temporal i-patterns of Fk−1

(whose refinement level is k − 1) in such a way that the patterns produced
are prefixes of patterns satisfying E. This is accomplished by two specialization
operators (ρE and ρI) defined below.

Definition 7 (Extension). Let E be a regular expression and M ∈ P(E), M
= (K(x1, ..., xn), D, T ), where D = < D1, ..., Dm >. The extension operator
ρE executed over M is defined as follows: (a) if v(M) = (n, c) with c > 0,
then ρE(M) = ∅; (b) if v(M) = (n, 0) then ρE(M) is the set of temporal i-
patterns M ′ = (K,D′, T ′) ∈ P(E) such that D′ = D∪{pm+1(x1, . . . , xl, em+1)}
where pm+1 ∈ R, xi are data variables, em+1 is a temporal variable and T ′ =
T ∪{r1(e1, em+1), . . . , rm(em, em+1)} where each ri is a temporal predicate, and
T ′ is complete and consistent.

Example 4. Let E be the regular expression E = Med(x, ∗, #)∗Symp(x, ∗, #).
The i-patterns M = (Patient(x), {Med(x, y1, e1)}, ∅) and M ′ = (Patient(x),
{Med(x, prozac, e1)}, ∅) belong to P(E). Let us consider the following i-patterns:
M1 = (Patient(x), {Med(x, y1, e1), Med(x, y2, e2)}, {overlaps(e1, e2)}), M2 =
(Patient(x), {Med(x, y1, e1), Med(x, y2, e2),Symp(x, z, e3)}, {overlaps(e1, e2),
overlaps(e2, e3)}) and M3 = (Patient(x), {Med(x, prozac, e1), Med(x, y, e2)},
{before(e1, e2)}). We can verify that M1 ∈ ρE(M) (that is, M1 is an extension
of M), but M2 �∈ ρE(M1), because there is no explicit nor implicit relationship
between the temporal variables e2 and e3. Moreover, M3 �∈ ρE(M ′) because the
refinement vector of M ′ is (1,1), and so it cannot be extended, according to
condition (a) of Definition 7.

Definition 8 (Instantiation). Let E be a regular expression and M ∈ P(E),
M = (K(x1, ..., xn), D, T ), where D = < D1, ..., Dm >. The instantiation
operator executed over M produces the set ρI(M) of temporal i-patterns
M ′ = (K(x1, ..., xn),D′, T ), where D′ is obtained by replacing some variable
yk (yk �= xl for l ∈ [1, n]) occurring in some Di = p(y1, . . . , yp, e) by a constant c
in such a way that if the string of modes corresponding to D is w1w2...wm and
wi = p(u1, . . . , up, #), then: (a) uk = ∗; (b) for every l > k, if ul = ∗, then yl

is not a constant; (c) for every j > i, if wj = p′(v1, . . . , vq, #), then for every
l ∈ [1, q], if vl = ∗ and Dj = p′(z1, . . . , zq, e), then zl is not a constant.
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Example 5. Let E be the regular expression E = Med(x,*,#)∗ Symp(x,*,#)∗.
Consider the following i-patterns in P(E):

M1 = (Patient(x), {Med(x, w, e1), Symp(x, y, e2)}, {before(e1, e2)})
M2 = (Patient(x), {Med(x, w, e1), Symp(x, dizziness, e2)}, {before(e1, e2)})
M3 = (Patient(x), {Med(x, penicillin, e1), Symp(x, dizziness, e2)}, {before(e1, e2)})

According to Definition 8, M2 is in ρI(M1), but M3 �∈ ρI(M2).

Theorem 2. The specialization operator ρ defined as ρ(M) = ρI(M) ∪ ρE(M)
satisfies the following properties: (1) completeness : every i-pattern M ∈ P(E)
can be obtained by successively applying ρ to some i-pattern in the refinement
level 1. (2) optimality: suppose that the regular expression E verifies the fol-
lowing condition: for all distinct modes m1 and m2 appearing in E, associated
to the same predicate p, the positions containing the symbol * are the same in
boths modes. Under this condition, the instantiation operator ρ is optimal, in
the sense that an i-pattern cannot be obtained by specializing successively two
non-equivalent i-patterns. Two temporal i-patterns M and M ′ are said to be
equivalent if M ′ is obtained from M by renaming its variables.

The support counting of the generated i-patterns is a rather technical procedure
and its details are omitted here.

5 Experimental Results

MILPRIT has been evaluated through an extensive set of experiments using
synthetic and real databases. Due to lack of space, only some of the results are
presented in this paper. Our experiments have been executed on a Pentium 4
with 3GHz and 2GB of main memory, running on Linux OS.

5.1 Synthetic Data

We have developed a synthetic data generator which produces temporal
databases according to some input parameters, shown in Table 1. For the tests

Table 1. Parameters used in the Synthetic Data Generator

Parameters Default
P Number of tables 2
M Number of attributes per table 4
U Number of tuples per table - in ’000s 5
S Size of the domain of reference attributes - in ’000s 2
D Size of the domain of non-reference attributes - in ’000s 1
T Size of the domain of temporal attributes - in ’000s 1
Q Minimum amount of i-patterns 20
E Regular expression a*b*
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presented in this paper, the alphabet of modes considered was Σ = {a, b}, where
a = R(x, ∗, #) and b = S(x, ∗, #).

The default number of attributes per table is 4. Two of these attributes are
used for storing the time information, i.e., the beginning and the end of the inter-
vals. We use the following notation for the input datasets: Ux−Sy−Dz−Uu−
Qv−Ew, where x, y, z, u, v, w are values for the input parameters U, S, D, T, Q, E
respectively. The remaining input parameters (P and M) are set as the default
ones (P = 2, M = 4). We notice that parameter Q refers to the number of valid
i-patterns which surely appear in the generated dataset.

For the performance analysis, the experiments have been carried out over
databases containing 5000 tuples in each table. Figure 1(a) shows the perfor-
mance of MILPRIT over dataset U5−S2−D1−T 1−Q20−Ea∗b∗ as the minimum
support increases from 1% to 10%. As expected, as the minimum support thresh-
old increases, the execution time of the algorithm decreases, since few candidates
are potentially frequent for high values of minimum support. Figure 1(c) shows
how the algorithm performs as the number of “(*)-blocks” in the regular expres-
sion increases. The datasets used in these tests were U5−S2−D1−T 1−Q20−Ex,
where x ∈ {a∗, a∗b∗, a∗b∗a∗}. The minimum support has been set as 2.5%. As
expected, as the number of different blocks in the regular expression increases,
the number of sequential patterns that satisfies it increases as well. Thus, the
execution time of the algorithm increases. It can be noticed that the increasing
rate of the execution time is not linear.

For the scalability analysis, we set the regular expression as a∗b∗ and the
minimum support as 2.5%. Figure 1(b) shows how MILPRIT scales up as the
number of tuples in each table increases from 5000 to 55000. We show the results
for the datasets Ux−Sy−Dz−Tw−Q20−Ea∗b∗, where, x ∈ {5, . . . , 55}, y = x

2.5 ,
z = x

5 and w = x
5 . Clearly, the higher the number of tuples in the database tables,

the longer the execution time of the algorithm, since the validation phase (the
support evaluation) is the most computationnally costly. It can be noticed that
MILPRIT scales almost linearly with respect to the number of tuples in the
dataset.

The table depicted in Figure 1(d) shows how the execution time increases
as the number of generated patterns increases. This experiment consisted in
running the algorithm over datasets U5 − S2 − D1 − T 1 − Qx − Ea∗b∗, for
x ∈ {100, 500, 1000, 1500, 2000} and minimum support 2.5%. We can see that
MILPRIT scales up almost linearly with respect to the number of interesting
patterns appearing in the dataset.

5.2 Real Data

The AMDI database is part of a project in our laboratory,which aims at building a
system supporting an indexed atlas of digital mammograms. This system intends
to be used by radiologists, in order to help them in breast cancer diagnosis. The
atlas stores, for each patient, a series of digital mammograms, taken during its life-
time. Besides image data, some important temporal data are stored, related to the
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Fig. 1. Performance and scalability results

patient habits and life style: in which periods of time did she smoke, or take con-
traceptive drugs, for instance. For the time being, the database has 1365 records.
Its schema is R = {Patient(NamePat), Contraceptive(NamePat,Name,T),
Antidepressant(NamePat,Name,T), Hormone(NamePat,Name,T), Tobacco
(NamePat,Amount,T), Drink(NamePat,Type,T)}.

For the experiment carried out over this database, we used a minimum sup-
port threshold of 0.2%. The execution time of the algorithm was 2 seconds.
Several interesting frequent i-patterns have been found. For instance, the i-
pattern (Patient(x), {Antidepressant(x, fluoxetin, e1), Hormone(x , estrofen,
e2)}, {finishes(e1, e2)}), meaning that the following behavior is frequent among
patients: they start taking the antidepressant fluoxetin after starting taking the
hormone estrofen (for menopause) and stop taking these two meds at the same
time. The frequency of this i-pattern suggests that patients in menopause tend
to suffer from depression. Another frequent interesting i-pattern which have been
found is (Patient(x), {Contraceptive(x,diane,e1), Antidepressant(x,fluoxetin,e2),
Tobacco(x,20,e3)}, {before(e1, e2), during(e1, e3), finishes(e2, e3)}). This i-
pattern suggests the following behavior: patients who smoke 20 cigarettes per
day, when starting taking contraceptive diane followed by the antidepressant
fluoxetin stop smoking at the same time they stop taking the antidepressant.

6 Conclusion and Further Work

In this paper we have presented the algorithm MILPRIT to mine a new kind of
temporal relational patterns where time is measured in terms of intervals instead
of points as is the case of most classical methods for sequential pattern mining.
Our ongoing research consists in generalizing the method in order to take into
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account both interval and punctual time representation as usually happens in
temporal database applications, where temporal data contain attributes for valid
(interval representation) and transaction time (punctual representation).
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Abstract. Many studies of spatiotemporal pattern discovery partition
data space into disjoint cells for effective processing. However, the dis-
covery accuracy of the space-partitioning schemes highly depends on
space granularity. Moreover, it cannot describe data statistics well when
data spreads over not only one but many cells. In this study, we in-
troduce a novel approach which takes advantages of the effectiveness of
space-partitioning methods but overcomes those problems. Specifically,
we uncover frequent regions where an object frequently visits from its
trajectories. This process is unaffected by the space-partitioning prob-
lems. We then explain the relationships between the frequent regions and
the partitioned cells using trajectory pattern models based on hidden
Markov process. Under this approach, an object’s movements are still
described by the partitioned cells, however, its patterns are explained
by the frequent regions which are more precise. Our experiments show
the proposed method is more effective and accurate than existing space-
partitioning methods.

1 Introduction

We are facing an unprecedented proliferation of mobile devices, many equipped
with positional technologies such as GPS. These devices produce a huge amount
of trajectory data which is described as geometry changes over time continuously.
Since a large amount of trajectories can be accumulated for a short period of
time, many applications need to summarize the data or extract valuable knowl-
edge from it. As a part of the trend, discovery of trajectory patterns has been
paid great attention due to many applications.

For the pattern discovery of spatiotemporal data, many techniques in the lit-
erature have partitioned data space into disjoint cells (e.g., fixed grid) [1,2,3,4].
The reasons are mainly two-folded. First, space-decomposition techniques bring
efficiency of discovery process. Obviously, dealing with symbols identifying each
cell is much simpler than handling real coordinates which should have bigger
data size and give lower intuitions for data processing. Second, spatiotemporal
data has a distinct characteristic from general data for mining studies (e.g., bas-
ket data). Assume Paul arrives at his work at 9 a.m. every weekday. Though
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his work is an identical place in semantic, the location may not be expressed by
spatially the exact same coordinates because of the different vacancy of park-
ing lots everyday. Therefore, pattern discovery methods need to regard slightly
different locations as the same.

Despite the popularity of the space-partitioning approaches, it has two criti-
cal shortcomings. First, it cannot solve the anwer loss problem [5]. Suppose a
problem finding dense regions in Figure 1. Data space is divided into nine cells
from A to I and four objects (o1, o2, o3, and, o4) have moved in the space for
two timestamps. If we define a dense region as a cell having more than two
hitting points, r1 cannot be a dense region though there are three close points
since the points spread over three cells. Second, space-partitioning approaches
have granularity problems. The precision of pattern discovery highly depends on
how big or small the space divided. Especially, when there are many noises of
movements (e.g., Paul unusually makes a trip to a far away for a few days), dis-
covery process should manage a large size of data space, and thus the accuracy
can decrease for efficient computation. For instance, r2 and r3 are distinct dense
regions, however, both should be expressed by only one cell E due to the rough
granularity.

o1 o2 o3

o4

A B C

D F

G I

E

H
r1

r2 r3

Fig. 1. Deficiencies of space-partitioning approaches

In order to overcome those problems, this study introduces a novel approach
that takes both advantages of space-partitioning schemes and data-centric meth-
ods. Specifically, we reveal frequent regions that an object frequently visits by
applying periodic data mining techniques [6] based on the data-centric approach.
It is unaffected by space partitioning problems, hence, it should be more precise.
However, it does not have the space-partitioning efficiency. For efficient data
handling, we introduce trajectory pattern model (TPM) that explains the rela-
tionships between the regions and partitioned cells using hidden Markov models
(HMMs). An HMM is a doubly embedded stochastic process with an under-
lying stochastic process that is not observable. We model partitioned cells to
observable states and discovered frequent regions to hidden states. Therefore,
the TPM let applications be able to deal with symbols of the cells (instead of
using real coordinates) for effectiveness but have more precise discovery results
than existing space-partition methods.

Building a TPM from historical trajectories can be useful for many appli-
cations. First, it computes the probability of a given observation sequence. It
implies the TPM can explain how the current movements (a sequence of cell
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symbols) of an object is similar to its common movement patterns (a sequence
of frequent regions). Second, given a cell symbol sequence, it can also compute
the most likely sequence of frequent regions. Moreover, the model can be trained
by newly added data. Hence, it can reflect not only historical movements of an
object but also its current motion trends.

2 Related Work

In this Section, we study previous work based on two major discovery techniques,
Markov chain models and spatiotemporal data mining, for extracting movement
patterns of an object from historical trajectories.

Markov chain models have been widely used in order to estimate the proba-
bility of an object’s movements from one region or state to another at next time
period. Ishikawa et al. derive the Markov transition probabilities between cells
from indexed trajectories [1]. In their further study [7], a special type of his-
togram, called mobility histogram, is used to describe mobility statistics based
on the Markov chain model. They also represent the histogram as cube-like log-
ical structures and support an OLAP-style analysis. Authors in [8] classify an
object’s mobility patterns into three states (stationary state, linear movement,
and random movement) and apply Markov transition probabilities to explain
a movement change one state to another. [9,10] consider the location tracking
problem in PCS networks. Both studies are based on the same Markov process
in order to describe users’ movements from one or multiple PCS cells to another
cell. However, they have different ways to model users’ mobilities using Morkov
models, thus, show distinct results to each other.

Spatiotemporal data mining methods have been also studied well for describ-
ing objects’ patterns. [2] introduces mining algorithms that detect a user’s mov-
ing patterns, and exploits the mined information to invent a data allocation
method in a mobile computing environment. Another mining technique is shown
in [11]. This study focuses on discovering spatio-temporal patterns in environ-
mental data. In [6], authors do not only explore periodic patterns of objects
but also present indexing and querying techniques of the discovered or non-
discovered pattern information. [3,4] address spatio-temporal association rules
of the form (ri, t1, p) −→ (rj , t2) with an appearance probability p, where ri and
rj are regions at time (interval) t1 and t2 respectively (t2 > t1). It implies that
an object in ri at time t1 is likely to appear in rj at time t2 with p% probabil-
ity. Besides, [3] considers spatial semantic areas (i.e. sources, sinks, stationary
regions, and thoroughfares) in each ri as well as more comprehensive definitions
and algorithms of spatio-temporal association rules.

All above studies except [6] are based on the space-partitioning schemes, thus,
the discovery accuracy depends on how the system decides space granularity of
data space. When they partition the data space into a large number of small size
cells, the accuracy increases, however, managing such many cells in memory can
be burden to the system. On the contrary, using large size cells for partitioning
cause low precision of discovery. Moreover, they cannot avoid the answer-loss
problem no matter how the spatial granularity is set to.
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3 Problem Definition

We assume a database stores a large volume of accumulated trajectories and
each location in each trajectory is sampled periodically with a discrete time
interval. Let a point pi = (li, ti) represent a d-dimensional location li at time ti.
A whole trajectory T of an object is denoted as {p0, p1, · · · , pn−1}, where n is
the total number of points. The entire data space is partitioned into k fixed grid
cells C = c1, c2, · · · , ck, each cell ci of which has the same coverage size.

The goals of our study are two-folded. First, we aim to reveal spatial regions,
namely frequent regions, where an object frequently and periodically appears.
For example, given a trajectory having 10 days movements, we are interested in
discovering areas where the object appears more than 5 days at the same time.
Specifically, given an integer P , called period, we consider decomposing T into
% n

P & sub-trajectories and group points Gw having the same time offset w of P
(0 ≤ w < P ) in each sub-trajectory. We formally define the frequent region as
follows:

Definition 1. A frequent region is a minimum bounding rectangle that con-
sists of a set of points in G, each point of which contains at least MinPts number
of neighborhood points in a radius Eps.

Second, building hidden Markov models to explain relationships between fre-
quent regions and partitioned cells is another goal in this study. A discrete
Markov process is a stochastic process based on the Markov assumption, under
which the probability of a certain observation only depends on the observation
that directly preceded it. It has a finite number of states that make transitions
according to a set of probabilities associated with each state at discrete times. A
hidden Markov process is a generalization of a discrete Markov process where a
given state may have several existing transitions, all corresponding to the same
observation symbol [12]. In other words, the stochastic process is hidden and can
only be observed through another set of stochastic processes that produce the
sequence of observations.

There are many possible ways to model an object’s mobility using hidden
Markov models. Our approach is to construct a trajectory pattern model where
each state corresponds to a frequent region. Observations are cells that change
the current state with some probability to a new state (a new current frequent
region). Formally,

Definition 2. A trajectory pattern model describes an object’s movement
patterns based on hidden Markov process. It consists of a set of N frequent re-
gions, each of which is associated with a set of M possible partitioned cells.

4 Discovery of Trajectory Pattern Models

In this Section, we describe how to solve the two sub-problems of Section 3,
which are discovery of frequent regions and building trajectory pattern models.
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4.1 Extracting Frequent Regions

For the detection of frequent regions from an object’s trajectories, we adopt
a periodical pattern mining methods [6]. In these techniques, the whole tra-
jectory is decomposed into % n

P & sub-trajectories. Next, all locations from % n
P &

sub-trajectories which have the same time offset w of P will be grouped into
one group Gw. P is data-dependent and has no definite value. For example, P =
‘a day’ in a traffic control application since many vehicles have daily patterns,
while animal’s annual migration behaviors can be discovered by P = ‘a year’.
A The clustering method DBSCAN [13] is then applied to find the dense clus-
ters Rw in each Gw. Given two parameters Eps and MinPts, DBSCAN finds
dense clusters, each point of which has to contain at least MinPts number of
neighborhood points within a radius Eps.

In spite of many advantages of DBSCAN, it can not be applicable to our study
directly. Our key methods of this research is to describe correlations between
frequent regions, and between partitioned cells and frequent regions. It implies
the size of a frequent region can affect explanation of the patterns considerably.
Therefore, we decompose a cluster when it is ‘large’. As each dataset may have
different data distributions and map extents from others, a proper area size
for cluster decompositions can not be easily detected. Due to this property, we
use (Eps ∗ κ)2 to define a ‘large’ cluster, where κ is given by a user (named
area limiter). κ limits a cluster’s size merely with respect to Eps. For example,
κ = 2 means that a cluster’s size must be smaller than the square’s area having
double Eps length on a side. Thus, a user does not need to know about the
data distributions. In our experiments, when 5 ≤ κ ≤ 10 regardless of data
characteristics, the cluster decomposition showed more precise discovery results.

major axis

minor axis

mean center

Fig. 2. Cluster decomposition using standard deviation ellipse

When partitioning is needed on a cluster we apply standard deviation ellipse
for the decomposition process. The standard deviation ellipse captures the direc-
tional bias in a point distribution using three components: major (longer) axis,
minor (shorter) axis, and θ between the north and the y axis rotated clockwise.
Figure 2 illustrates how a cluster is partitioned into two co-clusters based on the
standard deviation ellipse. This method first computes the minor axis of the clus-
ter’s standard deviation ellipse. Next, it classifies each point dividing the cluster
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into two co-clusters. This classification is performed by checking whether each
point is left (above) of the minor axis or right (bellow). The shapes of co-clusters
decomposed tend to be sphere-like, hence, the center position of each co-cluster
can represent its cluster effectively. The partitioning method also distributes an
almost equal number of points to each co-cluster. When the number of points
in any co-cluster is smaller than MinPts, we cease the cluster partitioning. The
reason for this is that a cluster having less than MinPts points contradicts the
definition of a frequent region and becomes less useful. The whole process of
cluster decomposition is described in the Algorithm 1:

Algorithm 1. Cluster Decomposition
Input:

given cluster C, area limiter κ, radius Eps, minimum number of points MinPts
Output:

a set of clusters
Description:
1: if area of C ≥ (Eps × κ)2 then
2: get the minor axis minx of C’s standard deviation ellipse
3: for each point p in C do
4: if p is the left of minx then
5: add p to a co-cluster c1
6: else
7: add p to a co-cluster c2
8: if numPoints (c1) ≥ MinPts and numPoints (c2) ≥ MinPts then
9: return c1 and c2

10: return C

4.2 Building Trajectory Pattern Models

Let us recall the movements of objects in Figure 1. Assume an application needs
to find an object which has the most similar movements to o2. Though o1 is
obviously the closest answer, it is hard to be detected since there is only one
common cell between o2 = GEB and o1 = DEA, which has the same number of
common cell as between o2 and o4. In our approach, trajectory pattern model, we
illustrate real movements of an object as a sequence of frequent regions instead of
a cell sequence. For example, o1 = r1r2∗, o2 = r1r2∗, o3 = r1r3∗, and o4 = ∗r3∗
(‘∗’ for non-frequent regions). We then apply hidden Markov models to figure out
relationships between a cell sequence (e.g., ABC) and a frequent region sequence
(e.g., r1r2∗). Under this approach, although an object’s movements are denoted
as a cell sequence, the problem of finding most similar movements to o2 can be
performed on the frequent region sequences, which are more precise.

In order to construct a trajectory pattern model, we must define the elements
of an HMM, which are (i) the number of states N , (ii) the number of observa-
tion symbols per state M , (iii) an initial state π, (iv) a set of state transition
probabilities A, and (v) a set of observation symbol probabilities B. This HMM
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parameter set can be denoted as λ = (A, B, π). How to model this λ is critical
to explain an object’s mobilities since there are many possible ways to model.

Our approach is to construct λ where each state corresponds to a frequent
region ri when a cell ci appears. Therefore, hidden states (frequent regions) are
expressed by

S = {ri
1
, ri

2
ri
3
, · · · , ri

N
},

and the number of states N is the number of ri when ci is found. We also define
an observation sequence O as

O = {ci
1
, ci

2
ci
3
, · · · , ci

M
}

where M corresponds to the total number of partitioned cells. The state transi-
tion probabilities can be formed as a matrix A = {aij} where

aij = P [rt+1 = Sj |rt = Si], 1 ≤ i, j ≤ N,

and rt denotes the actual state at time t in the sequence S. In the same manner,
the observation transition probabilities B is expressed by following matrix

bij = P [ct|rt = Si], 1 ≤ i ≤ N, 1 ≤ j ≤ M

with elements bij denoting the probability of observing symbol j ∈ [1, M ] that
the system is in state i ∈ [1, N ]. The initial state is defined as π = {πi} (1 ≤ i ≤
N) which πi describes the distribution over the initial frequent region set.

c1

r1

hidden states

r2 r3 r4

observable 
states

20% 40%

60%
20%

60%

100%

c4

c2

c3

c5 c6

60%

40%
100%

50% 20%
100%30%

Fig. 3. An example of a trajectory pattern model

Figure 3 represents an example of a TPM modelling based on our scheme. Cir-
cles stand for frequent regions as hidden states and the grid does partitioned cells
as observation symbols. In the example, the TPM parameters can be denoted as
follows; hidden states S = {r1, r2, r3, r4}, thus the number of states N = 4, and
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observable symbols O = {c1, c2, c3, c4, c5, c6} (M = 6). Transition probabilities
of states and observation symbol probabilities are illustrated as follows:

A = {aij} =

⎡

⎢
⎢
⎣

0 20 60 20
0 0 40 60
0 0 0 100
0 0 0 0

⎤

⎥
⎥
⎦ , B = {bij} =

⎡

⎢
⎢
⎣

0 0 40 0 60 0
0 0 100 0 0 0
50 20 0 30 0 0
0 100 0 0 0 0

⎤

⎥
⎥
⎦

In order to compute A, we investigate whether each point pw of a sub-
trajectory is geometrically within any of ri for all pi. If so, we report the frequent
region id otherwise a wild card mark ‘*’. Therefore, a sub-trajectory can be de-
noted by a state sequence as r1r2 ∗r4. We then compute the probabilities of each
state transition from the sequences. Likewise, elements of π are calculated by
the same way. The computation of B is done by checking if pi belongs to both
ri and ci or ci only.

An excellent advantage of TPMs is that λ can adjust its parameters (A, B, π)
to maximize P (O|λ) using an iterative procedure. It implies that the model can
be trained more powerfully by compiled trajectories of an object as time goes
on. Hence, it can reflect the trends of the object’s motions precisely.

5 Experiments

The experiments in this study were designed for comparison of discovery accu-
racy and effectiveness of data management between a space-partitioning method
and our scheme. In order to evaluate them, we implemented a popular method
of spatiotemporal data mining using observable Markov models (OMM), which
was based on the space-partitioning scheme. We also did our approach, trajec-
tory pattern models (TPM), using hidden Markov models. Both methods were
implemented in the C++ language on a Windows XP operating system and run
on a dual processor Intel Pentium4 3.0 Ghz system with a memory of 512MB.

Due to the lack of accumulated real datasets, we generated three synthetic
datasets having different number of sub-trajectories and timestamps (Bike-small
had 50 sub-trajectories and 50 timestamps, 200 and 200 for Bike-medium, and
500 and 500 for Bike-large). For the generation, we developed a data generator
that produced similar trajectories to a given trajectory. We used a real trajectory
as an input of the generator, which was measured by a GPS mounted bicycle
over an eight hour period in a small town of Australia. The extent of each dataset
was normalized to [0,10000] in both x and y axis.

In the first set of experiments, we studied how the space granularity affected
discovery accuracies of OMM and TPM. To measure them, we computed the
distances between each actual point of the input trajectory for the dataset gen-
eration and the center point of a cell for OMM, which the actual point belonged
to. We did the same process for obtaining TPM’s errors.

Figure 4 demonstrates the changes of discovery accuracies along the number
of partitioned cells. As expected, the errors of OMM were significant when the
number of cells were small since one cell had a too wide coverage to describe
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Fig. 4. Discovery accuracy changes along the number of partitioned cells

details of the object’s movements. On the contrary, our approach was slightly
affected by the space granularity. An interesting observation was that TPM’s
errors decreased as the dataset size grew. The reason was because TPM had
more trajectories in bigger datasets that can obtain stronger and more precise
trajectory patterns.

Another aspect about space-partitioning techniques to be considered is that
a large number of cells needs more complicated management schemes so as to
handle the partition effectively. For example, the data distribution is skew, many
cells are not related to objects’ movements but they are still needed to be man-
aged. Therefore, though a large number of cells has lower errors, it involves a
bigger number of partition cells, which causes overheads of systems.

We also explored size changes of discovered trajectory patterns along dif-
ferent size of datasets. As shown in Figure 5, our method showed relatively
small pattern size compared to OMM. In fact, TPM’s size was computed by the
number of transition items and probabilities for each matrix of (A, B, π), how-
ever, the system did not need to store all the transition probability values. Recall
the example of TPM in Section 4.2. Due to the time order of frequent regions,
the matrix of transition probabilities are always filled with zero values for more
than half of the matrix (left-bottom part), which are not physically stored in
the system.

On the contrary, discovered pattern sizes of OMM were very large especially
when it had higher orders (i.e., A → B: 1st order, ABC → D: 3rd order,
and ABCDE → F : 5th order). Some applications need to handle higher order
transitions, thus, the size of higher order OMM is also important. Our approach
can handle various length of sequences (i.e., higher order chains) without any
extra storage consumption. This means our method can be applicable to many
applications that have storage limits.

6 Conclusion

In this paper, we addressed space-partitioning problems which were the spatial
granularity problem and the answer loss problem. In fact, many spatiotemporal
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mining methods are based on the space-partitioning scheme, thus, their pattern
discoveries were not effective. In order to overcome the problems, we first revealed
frequent regions where an object frequently visited by applying a data-centric
approach. We then described the relationships between the partitioned cells and
the frequent regions by using the trajectory pattern models based on hidden
Markov process. Therefore, applications based on our scheme can still use space-
partitions but have more precise discovery results. As shown in the experiments,
our approach outperformed previous studies, especially when data space had a
large size.
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