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The target of SCM is to fulfill the (ultimate) customer demand (Ch. 1).
Customer demand does either explicitly exist as actual customer orders that
have to be fulfilled by the supply chain, or it does exist only implicitly as
anonymous buying desires (and decisions) of consumers. In the latter case,
there is no informational object representing the demand.

Many decisions in a supply chain must be taken prior to the point in
time when the customer demand becomes known. For example, replenish-
ment decisions in a retail store are taken before a customer enters the store.
Production quantities for make-to-stock products are determined prior to the
point in time when the customer places orders. Decisions about procurement
of raw materials and components with long lead times have to be taken before
customer orders for finished goods using these raw materials or components
become known. These examples describe decisions in a supply chain that
have to be taken prior to the point in time when actual customer demand
becomes known. Therefore, these decisions must be based on forecasted cus-
tomer demand, also called demand forecast. The process of forecasting future
customer demand is called demand planning.

The next section introduces a framework for demand planning processes,
that helps to explain the structures and processes of demand planning.

7.1 A Demand Planning Framework

Forecasting future customer demand is quite easy, if there is just one prod-
uct and one customer. However, in reality demand planning comprises often
hundreds or even thousands of individual products and individual customers.
In some cases, it is even impossible to list all products (e. g. in the case of
configurable products) or to know all customers (e. g. in the consumer goods
industry). Furthermore, demand planning usually covers many time periods,
typically 12 - 24 months. Thus, an important aspect of demand planning is
to define proper planning structures for products, customers and time. These
structures are used to represent input to the forecasting process, historic
transactional data and computed data like a statistical forecast or a fore-
cast accuracy metric. Furthermore, aggregation and disaggregation of data
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takes place based on the pre-defined demand planning structures. Sect. 7.2
discusses demand planning structures.

In Sect. 7.3, we describe the demand planning process, which consists of
the following steps:

1. Collection of input data like forecast data from former planning runs,
historic customer orders, shipments, etc. and correction of historic data;

2. computation of further data, e. g. statistical forecast;
3. judgmental forecasting by the human planners, which review the planning

situation and give their input (this might include planning of promotions);
4. consensus forecasting, consolidating the different views of the planners

and dealing with exceptions;
5. planning of dependent demand, i. e. the demand for components of the

finished goods (in case of product bundles, configurable products, etc.);
6. release of the forecast to further planning and execution processes, e. g.

master planning, purchasing, allocation planning, collaborative planning.

In many situations a good forecast can be computed automatically from his-
toric customer orders. This is called statistical forecasting and usually takes
place in step 2 of the demand planning process (see above). Statistical fore-
casting uses sophisticated methods to create forecasts for a lot of items auto-
matically. As there are many statistical forecasting techniques, each having
multiple parameters influencing the results, it is hard to find the best sta-
tistical forecasting technique and to set the parameters properly. To support
the selection of a statistical forecasting method and to estimate the param-
eters many APS offer so-called pick-best functions. Statistical forecasting is
described in detail in Sect. 7.4.

As described at the beginning of this chapter, the task of demand planning
is to support processes that need information on the customer demand, but
have to be executed prior to the point in time when the customer demand be-
comes known. So far, this task seems to be quite easy. But, as Nahmias (2005)
argues in his textbook, the main characteristic of forecasts is that they are
usually wrong! Therefore, each planning step which is based on forecasted de-
mand contains uncertainty to some extent. It is apparent that the accuracy of
the forecast directly influences the quality of the processes using the forecast.
In order to achieve a high forecast accuracy it is necessary to implement ap-
propriate controlling mechanisms for the forecast accuracy (Eickmann 2004).
Sect. 7.5 describes controlling mechanisms for demand planning. The overall
demand planning framework is summarized in Fig. 7.1.

Forecasting, as described above, is not an actual planning or decision
process as it “only” aims at predicting the future as accurately as possible.
But it does not influence the demand and therefore, for example, views the
decisions on promotions as being given. Hence, changing demand requires an
additional module: simulation/what-if-analysis. This tool enables the user to
view the consequences of different scenarios. This allows to plan promotions
(when and where?), the shape of the life-cycle curve or decide on the point



7 Demand Planning 135

Fig. 7.1. Demand planning framework

in time at which a new product will be launched. The difference between
planned and actual sales influences the service level of the whole supply chain.
As this service level usually cannot reach 100%, safety stocks are an adequate
tool for improving customer service. The amount of safety stock required for
reaching a desired service level is closely linked to the forecast accuracy. These
additional features of demand planning are summarized in Sect. 7.6.

7.2 Demand Planning Structures

The task of demand planning is to predict the future customer demand for a
set of items. The demand pattern for a particular item can be considered as
a time series of separate values (Silver et al. 1998). For each item, there may
be multiple time series, representing for example historic data, forecast data
or computed data like the forecast accuracy. The selection of the right time
series to be used in the demand planning process depends on the answer to the
question What is being forecasted? For example, a mid-term master planning
process might require forecasted customer orders (customer requested date)
for every product group, sales region and week. On the other hand, short-
term replenishment decisions for finished products may be based on forecasted
shipments (shipment date) for every product in daily time buckets, grouped
by distribution center. The examples illustrate that it is necessary to clarify
the requirements of all processes that will use the forecast before designing
the demand planning structures.

In general each forecast consists of three components:

1. The time period, in which the forecasted demand is planned to substan-
tiate as customer demand;

2. the product, that will be requested by the customer;
3. the geographical region, from where the customer demand will originate;
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Thus, there are three dimensions along which forecast data can be structured:
time, product and geography. In the following we discuss the structuring of
forecast data along these dimensions, and conclude with considerations about
the consistency of forecast data in complex demand planning structures.

7.2.1 Time Dimension

For demand planning time is structured in discrete time buckets, e. g. years,
quarters, months, weeks, days. All demand planning data (actuals, forecast
and computed measures) are represented as time series. Each time series
consists of a sequence of time buckets. The period of time covered by the
time buckets is called demand planning horizon.

The size of the time bucket depends on the requirements of the particular
demand planning scenario considered. For example, a fast food chain that
intends to forecast demand patterns within the next weeks will use daily time
buckets. In consumer packaged goods industry and many other industries,
the forecast is usually structured in months – as monthly buckets are well
suited to capture seasonal demand patterns and drive buying, production and
replenishment decisions. As the examples show, the selection of the size of
the time buckets depends on the maximum resolution of the time dimension
required by the processes that will use the forecast: Time buckets should
be granular enough to prepare the supply chain for the fulfillment of the
forecasted demand. On the other hand if time buckets are too granular one
might easily run into performance problems.

In most APS time can be structured hierarchically. For example, forecast
data that is entered in months can be aggregated to quarters and years and
can be disaggregated to weeks and days. Aggregation and disaggregation rules
are described in the next section.

Please note that the conversion of weekly into monthly forecast data and
vice versa is not straight forward. Fig. 7.2 illustrates the relationship between
weeks and months. In order to convert forecast data between weeks and
months, most APS disaggregate the forecast to the lowest level (days) and
aggregate it from there to any time granularity. Another approach is to define
so-called split weeks along the boundaries of months. In Fig. 7.2 weeks 5 and 9
would be split into two time buckets at the beginning and the end of month 2.

Week 4

Month 1

Week 3Week 2Week 1 Week 8Week 7Week 6Week 5 Week 9

Month 2

Fig. 7.2. Conversion of weeks and months
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7.2.2 Product Dimension

Forecasting may take place on the level of SKUs (stock keeping units, e. g.
final products) or on the level of product groups. Forecasting on SKU-level
creates an individual forecast for each SKU, reflecting its individual demand
pattern. Forecasting on product group level results in a more aggregated
forecast. In most industries the number of SKUs is very large and prevents
forecasting on SKU level. Please note that it is more difficult to create a
highly accurate forecast on SKU level than on product group level – thus the
forecast accuracy on group level is usually higher than on SKU level.

Fig. 7.3. Product dimension (example)

SKUs can be aggregated to product groups in multiple ways. Let us take
the beverage industry as an example. Fig. 7.3 shows multiple ways to form
product groups from finished products. The left branch groups products by
size and packaging. The middle branch shows the grouping by taste (Cola,
Ginger Ale, Root Beer, etc.; Soft Drinks, Ice Teas, Juices, etc.). The right
branch groups products by their style, i. e. whether they contain sugar (reg-
ular) or sweetener (diet). This grouping can be used to anticipate general
trends of consumer demand.

The forecast can be entered on any of these aggregation branches and
levels. For instance, the forecast planners from the sales organization would
enter their forecast on the “subgroup” level, i. e. Cola, Ginger Ale, Root Beer,
etc. Planners from the product management department would forecast the
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distribution of regular vs. diet beverages on the “style” level. On each level
there may be one or multiple time series representing the forecast quantities.

Oct Nov Dec100 120 110

Beverages

80 72 77

Glass

20 48 33

Can

Forecast

2008

Sales

2007

100 100 100

Beverages

80 60 70

Glass

20 40 30

Can

Fig. 7.4. Disagreggation by some other time series (example)

Forecasts can easily be aggregated to higher levels. For example, the fore-
cast of the sales planners can be aggregated to the product“group” level (Soft
Drinks, Ice Teas, Juices, etc.) and to the top level (“Beverages”) by adding
up the forecast quantities of the “subgroups” level. Forecast quantities can
also be disagreggated to lower levels. Disaggregation of a forecast quantity to
a lower level has to be defined by disaggregation rules:

• Even distribution: The forecast quantity of the higher level is evenly dis-
tributed to the items on the lower level.

• Existing quantities on lower level: If there are already forecast quanti-
ties on the lower level, the percentage distribution of the instances is
computed and applied to the forecast quantity on the higher level.

• According to some other time series: The distribution of values of some
other time series is used to disaggregate the quantities from the higher to
the lower level. For instance, the forecast on top level (“Beverages”) could
be disaggregated to the“packaging”level by using the historic distribution
of packaging styles from a time series representing historic sales. Fig. 7.4
illustrates the disaggregation by some other time series.

In many cases the values used for disaggregation are taken from another time
period, e. g. from the year before (as it is the case in the example shown in
Fig. 7.4). In other cases data from the same time period is used. For example,
the forecast on “subgroup” level could be disaggregated to “product” level
using forecasted quantities for the packaging style and sizes and forecasted
quantities for the consumer trends towards regular vs. diet beverages for
the same time period. However, this will require more complex calculation
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schemes than the simple disaggregation rules described above. Many APS
offer simple macro programming languages for this purpose.

7.2.3 Geography Dimension

The third dimension of forecasting is geography. As all demand originates
from customers, customers form the lowest level of the geography dimen-
sion. Similar to products, customers may be grouped according to multiple
aggregation schemes:

• Grouping by regions and areas supports the planning of regional demand;
• grouping by supply source (distribution centers, manufacturing plants,

etc.) may be used to check the feasibility of the forecast against rough-
cut capacity constraints;

• grouping by key account supports the consolidation of forecasts for in-
ternational customer organizations, consisting of multiple national sub-
sidiaries.

Fig. 7.5 shows options to structure forecast by geography. Please note that
similar aggregation and disaggregation rules can be applied to the geography
dimension as described in the previous subsection for products.

All Geography

• Global

Region

• United States

• Canada

• Latin America

Areas

• AMR

• EMEA

• APAC

Customer

• Cust_001

• Cust_002

• Cust_101

• Cust_201

Manufact. Plant

• Plant X

• Plant Y
Key Account

• Key Acc A

• Key Acc BDistribut. Center

• DC_1

• DC_2

• DC_3

Fig. 7.5. Geography dimension (example)

In many modern APS there is no distinction between product dimen-
sion and geography dimension. Instead, planning structures are build up
from planning attributes (sometimes also called characteristics). Planning
attributes represent properties of the products used to structure the forecast
and support the forecasting process by aggregation and disaggregation.



140 Christoph Kilger, Michael Wagner

7.2.4 Consistency of Forecast Data

As described in Sect. 7.3 demand planners usually select the best aggregation
level to enter “their” forecast. Thus, forecast data may be entered on any level
of the planning structures. As a consequence there may exist inconsistencies
in the forecast data. As an example, consider the forecast quantities shown
in Fig. 7.6. The forecast on “product” level is consistent with the aggregation
on “subgroup” level, but there is an inconsisteny between “product” level and
the “packaging style and size” level. (The quantities in parentheses show the
aggregated quantities from the “product” level.) A situation like this may
occur if (1) forecast data is entered on “subgroup” level by some planner, (2)
the forecast data is then automatically disaggregated to product level using
the sales data from the year before, and (3) after that the forecast is changed
on the level “packaging style and size”. There are two ways to keep forecast
data over all levels of the planning structures consistent:

1. Immediate propagation of changes: All changes are aggregated to the
higher levels and disaggregated to the lower levels applying pre-defined
aggregation and disaggregation rules. Note that immediate propagation
of changes might make changes to forecast data very slow as a lot of data
has to be updated. Most APS enforce immediate propagation of changes
as forecast data is stored only on the lowest level.

2. Consistency checks: Changes are entered into the APS without propa-
gation to other levels. Aggregation and disaggregation rules are applied
manually. The APS realigns the data on all levels and flags inconsisten-
cies that cannot be resolved due to conflicting rules. These have than to
be resolved manually.

100Cola60
Glass
16 oz. 40

Glass
32 oz.

Packaging style and size Subgroup

40

Reg.
Cola
Glass
16 oz.

25

Diet
Cola
Glass
16 oz.

Product

20

Reg.
Cola
Glass
32 oz.

15

Diet
Cola
Glass
32 oz.

(65) (35)

Fig. 7.6. Inconsistency of demand planning data
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7.3 Demand Planning Process

The demand planning process consists of multiple phases. Fig. 7.7 shows a
typical demand planning process that is used in many industries. The time
scale shows the number of days needed to update the forecast in a monthly
rolling forecasting process. The process starts in a central planning depart-
ment with the preparation phase. In this phase the demand planning struc-
tures are updated by including new products, changing product groups, de-
activating products that will no longer be sold (and therefore will not be
forecasted anymore). The historic data is prepared and loaded into the de-
mand planning module of the APS – e. g. shipments and customer orders.
The accuracy for previous forecasts is computed (see Sect. 7.5 for details on
the computation of forecast accuracy). In certain cases it is necessary to cor-
rect historic data before they may are used as input to demand planning. For
example, shipment data must be corrected if stock-out situations occurred in
the past – otherwise, these stock-out situations would potentially influence
statistical forecasting methods using this time serices as input.

Fig. 7.7. Phases of a demand planning process

In the second phase the statistical forecast is computed based on the up-
dated historic data. Sect. 7.4 gives an introduction into statistical forecasting
methods. When it comes to statistical methods and their application one typ-
ical question arises: How is the software able to make better forecasts than a
human planner with years of experience in demand planning? The simple an-
swer is that mathematical methods are unbiased. Empirical studies (see e. g.
Makridakis et al. 1998) give evidence, that bias is the main reason why myopic
statistical methods often produce better results. But that’s only half of the
truth, because information on specific events or changes (e. g. promotional
activities, customer feedback on new products etc.) can lead to significant
changes in demand patterns which might not be considered in standard time
series analysis models. Therefore, it is necessary to combine the advantages
of both worlds in an integrated demand planning process. For example, con-
sider the demand planning process of a company selling beverages. In such
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an environment the regular demand can be forecasted by a seasonal model
quite accurately (refer to Sect. 7.4). But, the demand series are distorted
by occasional additional demand due to promotional activities in some retail
outlets. This effect can be estimated by the sales force responsible for the
promotion, while the base line is forecasted by a seasonal model.

In the third phase of the demand planning process judgmental forecasts are
created by multiple departments. Typical departments involved in judgmen-
tal forecasting are sales, product management, and marketing. Integration
of statistical and judgmental forecasting is only reasonable, if information
inherent in a statistical forecast is not considered in the judgmental process.
In this case the information would be double counted and therefore the de-
mand would be overestimated (or underestimated, if the judgment reduces
the statistical forecast). In the following we describe some methods on how
to integrate statistical forecasting and structured judgment. Non-structured
judgment is often applied by demand planners, if they check the figures pro-
duced by a decision-support tool and “tune” the values using their sure in-
stinct. But, for integration purposes it is necessary to structure judgment.
Detailed process definitions and guidelines create a framework for such a
structured judgment. Armstrong and Collopy in Wright and Goodwin (1998)
describe the following five procedures for the integration:

• Revised judgmental forecasts: The first step in this procedure is made by
demand planners, who create judgmental forecasts based on the knowl-
edge of relevant data (e. g. historical data, causal factors etc.). Afterwards
they are confronted with forecasts which are calculated using statistical
methods. Then, the planners have the possibility to revise their initial
estimate incorporating the new information. But, there is no predefined
percentage to which extent each of the components has to be considered
in the final forecast. This procedure often leads to more accurate forecasts
than simple judgment not aided by statistical methods. Furthermore, it
has the advantage that it leaves the control over the demand planning
process to the human planner.

• Combined forecasts: As the above procedure assigns variable weights to
the two forecasts, it is evident that these values are often biased or in-
fluenced by political means. A more formal procedure is assured by com-
bining the two values according to a predefined weighing scheme. Even
if equal weights are assigned to judgmental forecasts and statistical fore-
casts, better results are possible.

• Revised extrapolation forecasts: Modifying statistical forecasts manually
to take specific domain knowledge of the planner into account is common
practice in a lot of companies. But, the revision process has to be struc-
tured accordingly. This means that the judgmental modification has to
be based on predefined triggers (e. g. promotions, weather etc.).

• Rule-based forecasts: Rule-based forecasts are also based on statistical
forecasts. But, the selection or combination of different forecasting meth-
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ods is supported by structured judgments of experts. The rules used for
the selection are derived from the specific knowledge of the experts or on
past research. They are based on characteristics of time series or on causal
factors. Rule-based forecasting improves simple extrapolation methods
especially, if the series have low variability and low uncertainty.

• Econometric forecasts: Regression models are referred to as econometric
forecasting methods, if the model selection process and the definition of
causal variables is provided by structured judgment. Improvements are
reported especially, if this procedure is applied to long-range forecasts.
As bias could have much impact on the result of econometric forecasts,
it is advisable to give the judgmental process a very rigid structure.

In practice the forecast resulting from the structured judgment processes
is often discussed in a consensus forecast meeting. The goal is to reach a
consensus about open issues like different opinions about the influence of
a promotion to the sales quantities in a particular region. The degree to
which the judgmental forecasts from the individual departments contribute
to the consensus forecast may be derived from the average forecast accuracy
the departments achieved in the past. Consensus forecasting and structured
judgment needs to be supported by detailed feedback mechanisms which show
the planners the quality of their inputs. Therefore, forecast accuracy reports
have to differentiate between the quality of (automatic) statistical forecasting
and judgmental forecasts.

Based on the consensus forecast dependent demand may be planned. The
consensus forecast represents the demand for finished products (or product
groups representing finished products). In many industries it is necessary to
compute demand on component level from the consensus forecast. There are
three applications for the computation of dependent demand:

• Constrained availability of a key component: If there is a key component
that limits the supply of the products, it might be required to check the
feasibility of the forecast based on the demand for that component result-
ing from the forecast (Dickersbach 2005). The pharmaceutical industry
is a good example for this, as the supply of active ingredients is typically
constrained and fixed for a long period of time.

• Demand constraints that can be expressed by a key component: In other
industries like the computer industry or the automotive industry, over-
all market demand is constrained, and every finished product contains a
specific key component: In computer industry this component is the pro-
cessor, in automotive industry every Diesel car contains a fuel injection
pump. The conformance of the forecast with realistic market development
can easily be checked using the overall demand for these key components.

• Product bundling: Especially in consumer goods industries, products are
often bundled as part of a promotion. These bundles have an individual
product number and are forecasted in the same way as“normal”products.
However, it is important to understand that these products consist of
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other products and – therefore – influence the demand for the products
of which they consist. These so-called cannibalization effects have to be
analyzed and the forecast has to be adjusted accordingly (Dickersbach
2005).

Of course the dependent demand of components is also determined during
master planning and materials requirements planning. However, it is much
faster to compute and check dependent demand as part of the demand plan-
ning process and to update the forecast immediately.

The last step of the demand planning process is the formal approval and
technical release of the forecast. This step makes the forecast available for
other processes.

7.4 Statistical Forecasting Techniques

Forecasting methods were developed since the 1950’s for business forecasting
and at the same time for econometric purposes (e. g. unemployment rates
etc.). The application in software modules makes it possible to create fore-
casts for a lot of items in a few seconds. Therefore, all leading APS vendors
incorporate statistical forecasting procedures in their demand planning solu-
tion. These methods incorporate information on the history of a product/item
in the forecasting process for future figures. There exist two different basic
approaches – time series analysis and causal models. The so-called time se-
ries analysis assumes that the demand follows a specific pattern. Therefore,
the task of a forecasting method is to estimate the pattern from the history
of observations. Future forecasts can then be calculated from using this esti-
mated pattern. The advantage of those methods is that they only require past
observations of demand. The following demand patterns are most common
in time series analysis (see Silver et al. 1998 and also Fig. 7.8):

1. Level model: The demand xt in a specific period t consists of the level a
and random noise ut which cannot be estimated by a forecasting method.

xt = a + ut (7.1)

2. Trend model: The linear trend b is added to the level model’s equation.

xt = a + b · t + ut (7.2)

3. Seasonal model: It is assumed that a fixed pattern repeats every T periods
(cycle). Depending on the extent of cyclic oscillations a multiplicative or
an additive relationship can be considered.

xt = (a + b · t) + ct + ut additive model, (7.3a)
xt = (a + b · t) · ct + ut multiplicative model (7.3b)

where ct = ct−T = ct−2T = . . . are seasonal indices (coefficients).
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Fig. 7.8. Demand patterns

The second approach to statistical forecasting are causal models. They
assume that the demand process is determined by some known factors. For
example, the sales of ice cream might depend on the weather or temperature
on a specific day. Therefore, the temperature is the so-called independent
variable for ice cream sales. If enough observations of sales and tempera-
ture are available for the item considered, then the underlying model can
be estimated. For this example, the model might consist of some amount of
independent demand z0 and the temperature factor z1(t)

xt = z0 + z1(t) · wt + ut (7.4)

where wt is the temperature on day t.
As for parameter estimation in causal models the demand history and

one or more time series with indicators are needed, the data requirements
are much higher than for time series analysis. Furthermore, practical expe-
rience shows that simple time series models often produce better forecasts
than complex causal models (see e. g. Silver et al. 1998, pp. 130). These tend
to interpret stochastic fluctuations (noise) as “structure” and therefore, in-
troduce a systematic error into the model. In the following two paragraphs
the characteristics and the approach of the most frequently used forecasting
methods are described.
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7.4.1 Moving Average and Smoothing Methods

As each demand history is distorted by random noise ut, the accurate esti-
mation of parameters for the model is a crucial task. Also, the parameters
are not fix and might change over time. Therefore, it is necessary to estimate
under consideration of actual observations and to incorporate enough past
values to eliminate random fluctuations (conflicting goals!).

Simple Moving Average The simple moving average (MA) is used for
forecasting items with level demand (see Sect. 7.1). The parameter estimate
for the level â is calculated by averaging the past n demand observations. This
parameter serves as a forecast for all future periods, since the forecast x̂t+1

is independent of time. According to simple statistics, the accuracy of the
forecast will increase with the length n of the time series considered, because
the random deviations get less weight. But this is no more applicable if the
level changes with time. Therefore, values between three and ten often lead to
reasonable results for practical demand series. But the information provided
by all former demands is lost according to this procedure.

Exponential Smoothing The need to cut the time series is avoided by
the exponential smoothing method, because it assigns different weights to
all (!) observed demand data and incorporates them into the forecast. The
weight for the observations is exponentially decreasing with the latest demand
getting the highest weight. Therefore, it is possible to stay abreast of changes
in the demand pattern and to keep the information which was provided by
older values. For the case of level demand the forecast for period t + 1 will
be calculated according to the following equation:

x̂t+1 = ât = α · xt + α(1 − α) · xt−1 + α(1 − α)2 · xt−2 + . . . (7.5)

The parameter α is the smoothing constant, to which values between 0 and
1 can be assigned. For α = 0.2 the weights in Table 7.1 are being used, if the
forecast has to be made for period 1. Furthermore it is not necessary to store

Tab. 7.1. Weights of past observations in exponential smoothing for α = 0.2

period 0 -1 -2 -3 -4 . . .

weight 0.2 0.16 0.13 0.10 0.08 . . .

the whole history of an item as (7.5) can be simplified. The only data which
needs to be kept in the database are the latest forecast and the latest demand
value. Exponential smoothing for level demand patterns is easy to apply and
requires little storage capacity. Therefore, it provides good forecasts for this
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kind of model and it also calculates reasonable forecasts for items which are
influenced by high random fluctuations (Silver et al. 1998).

The exponential smoothing procedure for level demand can be extended
to trend models and multiplicative seasonal models (see (7.2) and (7.3b)).
The method for the trend model is known as Holt’s procedure (see e. g. Nah-
mias 2005). It smoothes both terms of the model, the level a and the trend
component b with different smoothing constants α and β.

Winters introduced the seasonal model with exponential smoothing. A
lot of lines of business are facing seasonal patterns, but don’t incorporate
it in forecasting procedures. For example, consider the manager of a shoe
store, who wants to forecast sales for the next two weeks in daily buckets. As
sales are usually higher on Saturdays than on Mondays, he has to take the
weekly “season” into account. Winters’ method is an efficient tool to forecast
seasonal patterns, because it smoothes the estimates for the three parameters
a, b and c. In contrast to the former two models the seasonal method needs far
more data to initialize the parameters. For reliable estimates for the seasonal
coefficients it is necessary to consider at least two cycles of demand history
(e. g. two years). For more details on Winters’ model see Chap. 28.

7.4.2 Regression Analysis

Where significant influence of some known factors is present, it seems to be
straightforward to use causal models in the forecasting process. Regression
analysis is the standard method for estimation of parameter values in causal
models. Usually linear dependencies between the dependent variable xt (e. g.
the demand) and the leading factors (independent variables; e. g. tempera-
ture, expenditures for promotions etc.) are considered. Therefore, a multiple
regression model can be formulated as follows (see e. g. Hanke and Wichern
2005):

xt = z0 + z1 · w1t + z2 · w2t + . . . (7.6)

The ice cream model in (7.4) is called the simple regression model, as it only
considers one leading indicator. Multiple linear regression uses the method
of least squares to estimate model parameters (z0, z1, z2, . . . ). This procedure
minimizes the sum of the squared difference between the actual demand and
the forecast the model would produce. While exponential smoothing can con-
sider all past observations, the regression method is applied to a predefined
set of data. The drawbacks of such a procedure are the same as for the moving
average model. Further, the weight of all considered values equals one and
therefore the model cannot react flexibly to changes in the demand pattern.

As the data requirements of linear regression models are much higher than
for simple time series models, it is obvious that this effort is only paid back,
if the models are used for aggregate mid-term or long-term forecasts or for a
few important end products.

The following example shows the application of linear regression for the
ice cream model: Assuming that the ice cream retailer observed the following
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demands and temperatures (◦C) over 10 days (Table 7.2) the linear regression

Tab. 7.2. Demand and temperature data for the ice cream example

period 1 2 3 4 5 6 7 8 9 10

actual demand 43 45 54 52 54 55 43 33 52 51

temperature (◦C) 15 17 19 16 21 22 18 15 19 18

will calculate the equation

demand xt = 8.24 + 2.22 · w1t (7.7)

with w1t being the temperature on day t. Using (7.7) one can determine the
forecasts (model value) which the model would have produced (see Table 7.3).
But, for this it is necessary to be able to estimate the temperature reliably.
Figure 7.9 shows the data and the resulting forecasts for the ice cream model.

Tab. 7.3. Example forecasts using the linear regression model

period 1 2 3 4 5 6 7 8 9 10

model value 42 46 50 44 55 57 48 42 50 48
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Fig. 7.9. Linear regression: results for the ice cream model
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7.5 Demand Planning Controlling

Demand planning controlling has the task to control the quality of the forecast
and the quality of the demand planning process itself. The processes using
the forecast as a foundation for their decisions (pre-production, purchasing,
provision of additional capacity, etc.) need a quality measure to understand
the accuracy of the forecast and the dimension of possible deviations of the
forecast from the actual demand. No Master Planner would accept forecasts
without being sure about the quality of the demand plan. Furthermore, the
quality of the forecast is used as a feedback mechanism for the contributors
to receive information about the quality of their contributions.

7.5.1 Basic Forecast Accuracy Metric

The first step in setting up a demand planning controlling is to define a
basic metric for the accuracy of the forecast on some level of the demand
planning structures. Based on this basic metric aggregated metrics can be
computed. Note that aggregated measures cannot be computed directly on an
aggregated level of the demand planning structures, as in this case shortage
and excess planning would level out. A basic metric used to measure the
forecast accuracy must have the following properties (Eickmann 2004):

• It must be summable. The domain of the metric must be positive. (Oth-
erwise, positive and negative values would compensate when being aggre-
gated.) The metric must be standardized (values between 0 and 100 %).

• All key figures (time series) required for the computation of the basic
metric and for its aggregation must be available for all instances of the
planning structures (all products, customers, time buckets, etc.). For in-
stance, time series as a capacity-checked demand plan or historic ship-
ments are often not available for all instances of the planning structures.

• It must be possible to get the buy-in of all involved departments in the
organization regarding the definition of the basic metric. For example, if
the “delivered quantity ex-works” is used as a reference to measure the
forecast accuracy, sales might not commit to this metric – as sales cannot
be made responsible for a low delivery service of production.

Furthermore, the level of the demand planning structures must be defined on
which the basic forecast accuracy metric will be measured. Note that this level
must not necessarily be the same as the lowest level of the demand planning
structures (which is often only used to easily enter and structure the forecast
data). For example assume that the total sales quantity per sales region
is important to drive decisions in the supply chain, but the sales planners
want to enter the forecast per customer. In this situation the basic forecast
accuracy metric would be defined based on the sales quantity per sales region
per article. Please note that shortage and excess planning per customer level
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out on the sales region level. It is important that the logistical conditions
are similar for all customers within the same sales region – otherwise the
precondition mentioned at the beginning of this example would not hold,
which states that supply chain decisions are driven by sales quantity per
sales region, not per customer.

All accuracy measures are based on the forecast error et,r. It is defined as
the difference between the forecasted quantity x̂t,r and the actual quantity
xt: et,r = x̂t,r − xt. The actual quantity xt is the observed value of the time
series (that is being forecasted) for time bucket t, e. g. shipments or customer
orders based on customer requested date. The forecasted quantity x̂t,r is the
forecast for xt that was created at time bucket r. Note, that in a rolling
forecast scenario, there are multiple forecasts for the same actual quantity,
each being created at a specific forecast run. The forecast error is influenced
by the following parameters:

• The time delta between forecast and actuals: Forecasting is aiming at
providing information about future shipments, sales etc. Normally, it is
easier to tell the nearer future than the future that is far away. Thus, the
forecast accuracy strongly depends on the time between the forecast cre-
ation and the time period that is being forecasted. For example, consider
a forecast for the sales volume in June this year. The sales forecast for
the month of June that has been created in March normally has a lower
accuracy than the forecast created in May: e June,March > e June,May.

• The forecast granularity : The level of aggregation also has a strong impact
on the forecast accuracy. Take sales forecast again as an example: It is
easier to forecast the total sales volume for all products, for all geographic
areas and for a complete fiscal year, than to forecast on a weekly basis low
level product groups for all sales regions individually. Thus, the forecast
accuracy normally decreases if the forecast granularity increases.

et,r does not yet fulfill the rules for a basic forecast accuracy metric described
above: it is not positive and not standardized. Thus we have to refine the
definition of forecast error. Common refinements are the following:

squared error SEt,r = e2
t,r (7.8)

absolute deviation ADt,r = |et,r| (7.9)

absolute percentage error APEt,r =
|et,r|
xt

· 100% (7.10)

Note that APEt,r cannot be computed if the actual quantity xt is zero (e. g.
a product without any customer demand in time bucket t). In practice a
forecast accuracy measure – e. g. according to the following equation – is
often used rather than a forecast error measure:

absolute percentage accuracy APAt,r = max{100% − APEt,r; 0%} (7.11)
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Implementations of this metric in APS may even consider the case that
xt = 0; in this case, APAt,r would be set to 0%.

The basic forecast accuracy metrics must be aggregated in order to en-
able the controlling of the demand planning process. We distinguish between
aggregation along the time dimension and aggregation along the product or
geography dimension.

7.5.2 Aggregation of Forecast Accuracy by Time

There are many methods to aggregate the forecast accuracy or the forecast
error by time. Each measure is calculated for a fixed horizon n (in the past)
which has to be defined by the planner. If the horizon is short, then the value
reacts fast to deviations from the average, but then it also might fluctuate
heavily due to random demand variations. The following measures (for the
first three measures see e. g. Silver et al. 1998) are common in practice:

mean squared error MSEr =
1
n

n∑
t=1

e2
t,r (7.12)

mean absolute deviation MADr =
1
n

n∑
t=1

|et,r| (7.13)

mean abs. perc. error MAPEr =

[
1
n

n∑
t=1

|et,r|
xt

]
· 100% (7.14)

mean abs. perc. accuracy MAPAr =

[
1
n

n∑
t=1

APAt,r

]
· 100% (7.15)

The MSE is the variance of the forecast error in the time horizon under con-
sideration. In the Linear Regression forecasting procedure the MSE is used as
the objective function which is minimized. As the error is squared in the for-
mula, large deviations are weighted more heavily than small errors. Whereas
the MAD uses linear weights for the calculation of the forecast accuracy. Fur-
ther, the meaning of the MAD is easier to interpret, as it can be compared
with the demand quantity observed. The main drawback of the two measures
above is the lack of comparability. The values of MSE and MAD are abso-
lute quantities and therefore, cannot be benchmarked against other products
with higher or lower average demand. The measures MAPE and MAPA stan-
dardize the value based on the observed demand quantities xt. The result is
a percentage-value for the forecast error or accuracy, respectively, which is
comparable to other products. The drawback of this calculation is the need
for a positive actual. Therefore a rule for this case has to be defined.

The measures described above allow detailed analysis of the past, but
they need to be discussed from the beginning each time they are calculated.
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In demand planning tools for some 100 or 1000 items one wants an auto-
matic “interpretation” of the forecast error and therefore, might need an alert
or triggering system. This system should raise an alert, if the statistical fore-
casting procedure no more fits to the time series or if the sales office did
not provide the information on a sales promotion. Such an alert system can
be triggered by thresholds which are based on one of the measures for the
forecast accuracy. These thresholds are defined by the demand planner and
updated under his responsibility. Besides the threshold technique some other
triggering mechanisms have been developed which all are based on the fore-
cast accuracy measured by MSE or MAD.

7.5.3 Aggregation of Forecast Accuracy by Product and
Geography

In many industries, the units of measures, the sales quantities, the contri-
bution margin, and the logistical conditions of all products considered in
demand planning differ strongly. Thus, appropriate weighting schemes must
be applied in order to aggregate the basic metric by product or by geography.

Simply computing the average of the basic forecast accuracy or forecast
error for each instance of some aggregation level is not sufficient. For instance
consider a product group with two articles A and B. Assume that in June A
had sales of 1000 and a forecast accuracy from May APAA, June,May = 100%
and B has sales of 10 pieces and a forecast accuracy of APAB, June,May = 0%.
Using the average of both basic metrics results in a forecast accuracy for the
product group of 50 % – not reflecting the actual situation of the supply
chain.

A common weighting factor for some product p is the sum of the forecasted
quantity x̂p and the actual quantity xp for that product related to the sum
of forecasted quantity and actual quantity for all products:1

weightp =
x̂p + xp∑
q(x̂q + xq)

(7.16)

The forecast accuracy of a product group G can than be defined based on
the weight per product as

forecast accuracyG =
∑
p∈G

(APAp · weightp) (7.17)

This definition is robust against situations in which either the forecasted
quantity or the actual quantity is zero. If for some product, there are no actu-
als (xt = 0, e. g. consider a product with no customer orders in the respective
time horizon), weightp > 0 if x̂t > 0. The same proposition (weightp > 0)

1 We omitted the indices t and r from x and x̂ in order to improve readability;
precisely we should write x̂p,t,r instead of x̂p and xp,t instead of xp.
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holds if there is no forecast or the forecast is zero (x̂t = 0) and xt > 0. If
both – actuals and forecast – are zero, the weight is zero and the product is
not considered in the aggregated forecast accuracy.

Note that all aggregation types – by time, by product and by geography
– can be combined; the respective formulas can easily be formulated by the
reader. In many APS, macro languages are used to “customize” the aggrega-
tion schemes for the basic forecast accuracy metrics by all dimensions.

7.5.4 Forecast Value Added

If multiple departments are contributing to the forecast, the Forecast Value
Added (FVA) can be measured (Gilliand 2002). This shows whether the effort
of a specific step in the overall process pays off. Typically the first forecast (in
most cases this is the automatic statistical forecast) is compared to a simple
naive forecast. The naive forecast is simply created by using the most recent
sales figure as forecast. Every successive step needs to improve (add value)
to the forecast. As measure for the quality of a forecast one may use any
suitable standardized forecast accuracy measure like MAPA. The FVA of the
first forecast can then be calculated by subtracting the MAPA of the naive
forecast from the MAPA of the first forecast. If this value is positive then one
adds value by using the first forecast. This can be continued by measuring
the MAPA of the revised forecast from marketing and comparing it to the
MAPA of the statistical forecast and so on.

Based on the FVA the management can set targets and incentives for the
participants in the forecasting process. This is a clear comprehensible system
which contributes to the overall supply chain efficiency.

7.5.5 Biased Forecasts

In practice, sales (and other departments) tend towards overestimating future
sales volume due to safety thinking. A larger forecast might lead to higher
production and purchasing volume and – thus – to a better supply situation.
This behavior results in a bias of the forecast which can be measured sys-
tematically, and based on that, controlled (and corrected). The bias can be
measured by the mean deviation:

mean deviation MDr =
1
n

n∑
t=1

et,r (7.18)

If MDr > 0 the forecast is overestimated systematically. In this case, the
forecast might be reduced by the bias MDr, in order to “correct” the forecast
and make it more realistic.



154 Christoph Kilger, Michael Wagner

7.6 Additional Features

In this section additional features of demand planning based on APS are
described, that have to be taken into account in order to address the specific
demand planning needs of the supply chain.

7.6.1 Life-Cycle-Management and Phase-in/Phase-out

In quite a lot of innovative businesses, like the computer industry, the life-
cycles of certain components or products were reduced to less than a year.
For example, high-tech firms offer up to three generations of a hard-disk
every year. As common statistical forecasting procedures require significant
demand history, it would take the whole life-cycle until useful results are
gathered. But, since new products replace old products with almost the same
functionality, it is plausible to reuse some information on the demand curve
for the next generation.

Two main approaches are known in practice: The first one indexes the
complete time series and determines the life-cycle-factor which has to be
multiplied with the average demand to get the quantity for a specific period in
the life-cycle (life-cycle-management). This method is able to stay abreast of
arbitrary types of life-cycles. The only information needed for the application
for new products is the length of the cycle and the estimated average demand.
These two values are adapted continuously when observed demand data gets
available during the “life” of the product.

The second approach (phasing method) divides the whole life-cycle in
three phases. The “phase-in” describes the launch of a new product and is
characterized by the increase of the demand according to a certain percentage
(linear growth). Afterwards the series follows a constant demand pattern, as
considered for the statistical forecasting procedures. During the “phase-out”
the demand decreases along a specific percentage until the end of the life-
cycle of the product. The only data necessary for the phasing model are the
lengths of the phases and the in-/decrease-percentages.

For successful application of the above models it is necessary that the
APS provides the functionality to build a “model library”. In this database
life-cycles or phasing models are stored for each product group under con-
sideration. Mostly only one life-cycle exists for the whole product group and
this model is updated every time a life-cycle ends.

7.6.2 Price-Based Planning

In some industries – for example in the mineral oil industry – demand quan-
tities strongly correlate with market prices. The quality of the products (dif-
ferent fuel grades, diesel, etc.) is fully specified and products from different
suppliers can easily be interchanged. Second, there are spot market structures
that make demand and supply transparent, leading to a “free” formation of
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prices. Third, products can be stored, such that the demand is – within cer-
tain bounds – independent from the consumption of the products.

As a consequence, suppliers may sell nearly any quantity of their products
– as long as they meet (or undercut) the current market price level. In this
environment demand planning must include the planning of price levels, as
prices are a major factor influencing demand. To include price planning into
a demand planning environment, additional time series are needed:

• Price levels: There are multiple price time series that might be of interest
for the demand planning process, e. g. market price, sales price, differen-
tial price (spread between market and sales price, might be negative!),
average price level of competition, contracted prices.

• Revenues: The revenue can either be entered manually or computed by
the product of price and quantity.

• Exchange rates: In international markets multiple currencies are involved
(US Dollar, Euro, etc.). Usually, one currency is used as standard and
all other currencies are transformed into the standard currency. For this
purpose the exchange rates have to be known over time.

Incorporating these time series into a demand planning framework requires
some further considerations. Only revenue and quantities can be aggregated –
prices cannot be aggregated: What is the price of a product group G consisting
of two products A and B, A having a price of 100 and B of 10? Clearly, the
average price of the product group can only be computed from the aggregated
revenue and the aggregated quantity:

PriceG =
( ∑

p∈G

Revenuep

)
/

( ∑
p∈G

Quantityp

)
(7.19)

After prices have been aggregated to the higher levels of the demand planning
structures, one might want to manually adjust prices on aggregated levels.
As described in Sect. 7.2 time series may be disaggregated to lower levels of
the demand planning structures using disaggregation rules. In order to bring
the demand planning structures into a consistent state after the change of a
price information, the following procedure can be applied:

1. Disaggregate the price time series to the lowest level using some disag-
gregation rule (e. g. based on existing price information on lower levels).

2. Adjust the revenue data on all levels by computing the product of quan-
tity and updated price and store this value in the revenue time series.

7.6.3 Sporadic Demand

We call a time series sporadic (intermittent), if no demand is observed in quite
a lot of periods. Those demand patterns especially occur for spare parts or
if only a small part of the demand quantity is forecasted; for example the
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demand for jeans in a specific size on one day in a specific store might be
sporadic. The usage of common statistical forecasting methods would produce
large errors for those items. Additional judgmental forecasting would not
increase the quality, because the occurrence of periods with no demand is
usually pure random and therefore not predictable. Furthermore, sporadic
demand often occurs for a large amount of C-class items, for which it would
be appreciable to get forecasts with low time effort for human planners.

Efficient procedures for automatic calculation of forecasts for sporadic
demand items were developed. These methods try to forecast the two com-
ponents “occurrence of period with positive demand” and “quantity of de-
mand” separately. For example, Croston’s method (see Silver et al. 1998 or
Tempelmeier 2006) determines the time between two transactions (demand
periods) and the amount of the transaction. The update of the components
can then be done by exponential smoothing methods. Significant reduction of
the observed error is possible, if the sporadic demand process has no specific
influence which causes the intermittent demand pattern. For example, the
frequent occurrence of stockouts in a retail outlet could produce a time series
that implies sporadic demand.

7.6.4 Lost Sales vs. Backorders

Forecasts are usually based on the demand history of an item. But, while
industrial customers (B2B) often accept backorders, if the product is not
available, the consumer (B2C) won’t. Therefore, the amount of observed sales
equals the amount of demand in the backorder case, but in the lost-sales
case the sales figures might underestimate the real demand. For forecasting
purposes the demand time series is needed and therefore, must be calculated
from the observed sales figures. This problem frequently occurs, if forecasts
for the point-of-sales (retailers, outlets) should be calculated.

There are two generally different solution approaches for the problem of
forecasting in presence of lost sales: The first one tries to calculate a virtual
demand history which is based on the sales history and the information on
stock-outs. The forecasts can then be computed on the basis of the virtual
demand history. This approach delivers good results, if the number of stock-
outs is quite low. An alternative solution to the lost-sales problem is the
usage of sophisticated statistical methods which consider the observed sales
as a censored sample of the demand sample (see e. g. Nahmias 2005). For
these methods it is necessary to know the inventory management processes
which were/are applied for the products under consideration.

7.6.5 Model Selection and Parameter Estimation

The selection of the forecasting model and the estimation of the necessary
parameters should be updated more or less regularly (e. g. every year) but not
too often, as this would result in too much nervousness. APS often provide
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some kind of automatic model selection and parameter estimation. This is
called pick-the-best option. The user only has to define the time-horizon on
which the calculation should be based. The system then searches all available
statistical forecasting procedures and parameter combinations and selects
the one which produces the best forecast accuracy in the specified time-
segment. As a result the user gets a list with the forecasting method and
the corresponding parameters for each product/item he should implement.
Therefore, the demand planner doesn’t have to check if a model fits the time
series under consideration (e. g. “Are the sales figures really seasonal or does
the system only interpret random fluctuations?”) and can use the toolset of
statistical methods like a black box.

But, practical experience shows that the long-term performance is bet-
ter and more robust, if only 1-3 forecasting methods with equal parameter
settings for a group of products are applied. This follows from the following
drawbacks of the described automatic selection:

• The time-horizon should cover enough periods to get statistically signifi-
cant results. But often the history of time series is relatively short when
demand planning is introduced first.

• The criterion for the evaluation is mostly one of the forecast accuracy
measures described above. However, those values don’t tell you anything
about the robustness of the models’ results.

• For the selection procedure three distinct time-segments are necessary:
In the first segment the models components are initialized. For example
for Winters seasonal model 2-3 full seasonal cycles (e. g. years) are nec-
essary to calculate initial values for the seasonal coefficients. The second
segment of the time series history is used to optimize the parameter val-
ues. Therefore, the parameters are changed stepwise in the corresponding
range (grid-search) and the forecast accuracy is measured. The optimized
parameters are used to get forecasts for the third time-segment which is
also evaluated using the forecast accuracy. This accuracy value is then
the criterion for the selection of the best forecasting model.
The setting of the length of each of the time-segments has significant
influence on the result of the model selection. Mostly the user has no
possibility to change those settings or even can not view the settings in
the software.

Therefore, the automatic model selection can guide an experienced demand
planner while searching for the appropriate proceeding. But, it is not sugges-
tive to use it as a black box.

7.6.6 Safety Stocks

Most APS-providers complement their demand planning module with the
functionality for safety stock calculation. This is intuitive since the forecast
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error is one of the major factors influencing the amount of stock which is
necessary to reach a specific service level. The calculation of safety stocks
is quite complex, as there exist many different formulas each for a specific
problem setting. The demand planner’s task hereby is to check whether the
prerequisites are met in his application. While this chapter cannot provide a
fully detailed overview on safety stocks and inventory management, we want
to focus on the functionality which can be found in most APS. For further
information the reader is referred to one of the inventory management books
by Silver et al. (1998) or Nahmias (2005).

Most software tools offer safety stock calculations for “single-stage inven-
tory systems”. This means that it is assumed that there exists only one single
stocking point from which the demand is served. Multi-stage or multi-echelon
systems (e. g. distribution chains with DC- and retailer-inventories) on the
other hand have the possibility to store safety stocks on more than one stage.

For single-stage systems the amount of necessary safety stock ss is gen-
erally determined by the product of the standard deviation of the forecast
error during the risk time σR and the safety factor k:

safety stock ss = k · σR (7.20)

Assuming that the variance of the forecast error in the future is the same as
in the past, σR can be calculated by multiplying the standard deviation of
the forecast error (calculated from past time series) σe with the square root
of the risk time

√
R. The length of the risk time depends on the inventory

management system. The following two systems have to be distinguished:

• Periodic review system: In such an environment the inventory position
is reviewed only every t time periods (review interval). Each time the
inventory is reviewed, an order is triggered and sent to the supplying
entity (e. g. the production department, the supplier). The delivery is
assumed to be available after the replenishment lead-time L. Therefore,
the risk time equals the sum of the review interval and the replenishment
lead-time: R = L + t.

• Continuous review system:
In continuous review systems the point in time at which an order is re-
leased is triggered by a predefined reorder point. If the inventory position
falls below the reorder point, an order of a specific quantity q is released.
The risk time in a continuous review system equals only the replenish-
ment lead-time L: R = L.

But that is only half of the safety stock formula. The safety factor k represents
all other determinants of the safety stock. In the following the determinants
and some of their values are explained:

• Service level : For the service level quite a lot of definitions exist. The
most common ones are the following:
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– cycle- or α-service level: α is defined as the fraction of periods in
which no stock-out occurs. Therefore, the safety stock has to ensure
the probability (which fits the companies business objectives) of no
stock-out during the replenishment cycle;

– fill rate (β-service level): The fill rate is the order quantity of a product
which can be met directly from stock;

– order fill rate: While the fill rate considers the smallest unit of mea-
surement of a product, the order fill rate counts complete customer
orders served from stock.

• Review interval or order quantity : In periodic review systems the review
interval is fixed and the order quantities depend on the estimated demand
in an order cycle. For continuous review systems the opposite applies, as
the order quantity is fixed and the length of the order cycle depends on
the demand. But, if the demand is approximately level, both parameters
can be converted in each other by the simple relation:
order quantity q = demand d· cycle length t.
The required parameter can be calculated by minimizing the ordering
costs and the holding costs for the lot-sizing stock. This computation can
be made by applying the well-known economic order quantity (EOQ)-
formula (e. g. Silver et al. 1998).

• Demand distribution function: The distribution function of the observed
demand is usually approximated by a standard distribution known from
statistics. One of the most common distribution functions is the normal
distribution. The distribution parameters (mean and variance) can easily
be calculated from a sample of demands from the historic time series.

All these parameters have to be combined in a formula which stays abreast
the requirements of the business under consideration. Now, it should be clear
that an APS-tool can only provide safety stock calculations if specific assump-
tions are met. But, if all parameters are user-definable the software can cover
a wide range of different settings. Therefore, it is necessary to transfer the
inventory management rules which are applied in the company to the stan-
dard parameters which are needed in the software. And that is the challenge
of the demand planner.

This section on safety stock calculation gives only a short impression on
the complexity of inventory management. The inspired reader can gather
more information in one of the inventory management books listed below.
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