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Abstract. Recently, the bilinear pairings such as the Weil and the Tate
pairings defined on algebraic curves over a finite field have found appli-
cations in the design of cryptographic protocols. One useful application
in mobile environments is for secure group communication over a public
network. The members in the group need to establish a common group
key that will be used to encrypt messages to be broadcast to the group.
Furthermore, it is important to update the group key with low compu-
tational costs when the members join and leave the group. In this paper,
we propose a pairing-based key exchange protocol for dynamic groups.
The proposed protocol achieves low communication complexity and pro-
vides some computational savings by the batch verification of signatures.
We show that the security of our scheme is guaranteed against an active
adversary in the random oracle model under the bilinear Diffie-Hellman
(BDH) assumption.

Keywords: Group key agreement, bilinear map, batch verification, BDH
assumption.

1 Introduction

The basic requirement for secure group communications through insecure public
channels is that all group members must agree on a common secret key. This
shared secret key, called the session key, can later be used to encrypt messages
to be broadcast to the group. Group key agreement protocols are designed to
meet this requirement, with the fundamental security goal being to establish the
session key in such a way that no one except the group members can know the
value of the session key.

In key agreement protocols, more than one party contribute information to
generate the common session key. In this paper we focus on contributory key
agreement protocols in which the session key is derived as a function of contri-
butions provided by all parties [1]. Therefore in our contributory key agreement
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protocols, a correctly behaving party is assured that as long as his contribution
is chosen at random, even a coalition of all other parties will not be able to have
any means of controlling the final value of the session key.

The mobile computing architecture we visualize is asymmetric in the sense
of computational capabilities of participants. That is, the protocol participants
consist of a stationary server (also called application server or service provider)
with sufficient computational power and a cluster of mobile devices (also called
clients) with limited computational resources. An unbalanced mobile environ-
ment is common in a number of applications such as Internet stock quotes, audio
and music delivery, and so on [17].

Unfortunately, signature verifications based on pairings are ten times or one
hundred times slower than that of RSA or DSA [9]. This problem may be critical
in some applications such as electronic commerce or banking services in which one
server has to verify many signatures simultaneously [25]. So, in order to enhance
the efficiency of verification process, we adopt a variant of the signature scheme
by F. Hess [16] consisting of multiple signatures generated by a single signer.

In this paper, we propose a pairing-based key exchange protocol. The proposed
protocol is suited for dynamic groups in which group members may join and leave
the current group at any given time. Our protocol achieves low communication
complexity and provides large computational savings by the batch verification of
signatures. Moreover, our protocol also achieves forward secrecy and is provably
secure against an active adversary in the random oracle model under the bilinear
Diffie-Hellman assumption.

Related Work. Ever since 2-party Diffie-Hellman key exchange was first pro-
posed in 1976, a number of works [1,4,5,7,10,18,22,23,24] have attempted to solve
the fundamental problem of securely distributing a session key among a group
of n parties. But unfortunately, all of them suffer from one or more of the draw-
backs as O(n) or O(log n) rounds of communication, O(n) broadcasts per round,
and lack of forward secrecy. In fact, most published protocols require O(n) com-
munication rounds to establish a session key, and hence become prohibitively
expensive as the group size grows. Other protocols [10,24], while they require
only a constant number of rounds to complete key agreement, do not achieve
forward secrecy.

In [7], Burmester and Desmedt (BD) presented a two-round protocol which
provides forward secrecy with no proof of security in the original paper. Recently
K. Y. Choi et al. [13] transformed the BD protocol into a pairing-based version(B-
GKA) and then proposed an ID-based authenticated group key scheme(AGKA)
with security proof. But their two-round B-GKA protocol turns out to be vul-
nerable to an impersonation attack by F. Zhang [26]. In 2005, they also proposed
an efficient ID-based AGKA protocol which achieves only half forward secrecy
in the sense that disclosure of client’s long-term secret keys does not compro-
mise the security of previously established session, while disclosure of server’s
long-term secret keys does compromise the security[14].

Katz and Yung [22] proposed a three-round protocol which provides a rigorous
security proof against an active adversary in the standard model. However, an
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obvious drawback of this protocol is that communication overhead is significant
with three rounds of n broadcasts. This means that each user in this protocol,
in each of three rounds, must receive n− 1 messages from the rest of the group
before he/she can proceed to the next step. It is obvious that this kind of extreme
connectivity inevitably delays the whole process of the protocol.

The initial work [6] proposed by Bresson et al. deals with the static case, and
shows a protocol which is secure under the DDH assumption. Later works [4,5,3]
focus on the dynamic group key agreement to support membership changes that
users join or leave and the session key must be updated whenever it occurs. More
recently, Bresson and Catalano proposed a constant round key exchange proto-
col, based on secret sharing techniques that combines with ElGamal cryptosys-
tem as underlying encryption primitive [2]. However, with increasing number of
users, the complexity of the protocol goes beyond the capabilities of limited-
function devices such as PDAs and handheld computers.

2 The Proposed Scheme

Let (G, +) and (V, ·) denote cyclic groups of prime order q, P ∈ G a generator
of G and let e : G × G → V be a bilinear mapping which satisfies the following
properties.

1. Bilinearity: e(aP, bQ) = e(P, Q)ab for all P, Q ∈ G and a, b ∈ Z∗
q . It is

known that this can be restated in the following way. For any P, Q, R ∈ G,
e(P + Q, R) = e(P, R)e(Q, R) and e(P, Q + R) = e(P, Q)e(P, R).

2. Non-degeneracy: If P is a generator of G, then e(P, P ) is a generator of
V. In other words, e(P, P ) �= 1.

We also assume that e(P, Q) can easily be computed while, for any given
random Q ∈ G and v ∈ V, it should be infeasible to compute P ∈ G such that
e(P, Q) = v. We define three hash functions

h : {0, 1}∗ × V→ Z
∗
q , H : {0, 1}∗ → G

∗, H : {0, 1}∗ → {0, 1}�

where G∗ := G \ {0} and � is the length of the session key to be distributed in
the protocols. We also abbreviate V∗ := V \ {1}.

By the notation Un, we denote a special user called server whose role will
become apparent in the description of the protocol. In the setup phase, any
trusted authority (or TA) chooses G, V and P as defined above. The public
parameters e, G, V, P, h, H andH are assumed to be known a priori to all parties.
We also assume that each user knows the authentic public keys of all other users.

We now present a dynamic key agreement scheme consisting of three protocols
Pgka, Pleave, and Pjoin for initial group key establishment, user leave, and user
join, respectively. First, the protocol Pgka proceeds as follows:

2.1 Group Key Agreement: Protocol Pgka

Let U = {U1, U2, · · · , Un} be a set of n users who wish to generate a session
key by participating in our group key agreement protocol Pgka.
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Setup. The TA picks a random integer t ∈ Z∗
q , computes QTA = tP and pub-

lishes QTA while t is a secret.
Extract. This algorithm is performed by the TA when a user Ui requests the

secret key corresponding to his identity which is given as the string IDi. The
TA then computes the secret key of IDi as SIDi = tH(IDi) and returns it
to the user Ui.

Key agreement. The protocol Pgka runs in two rounds, once with n− 1 uni-
casts and once with a single broadcast, as follows:
– Round 1. Each Ui (i ∈ [1, n − 1]) selects random integers ki, ri ∈ Z∗

q ,
precomputes si = e(SIDi , P )ki , Pi = riP and Qi = (h(si) + ki)SIDi . Then
each client Ui �= Un sends a message mi = (si, Pi, Qi) to the server Un. The
server Un also selects a random rn ∈ Z∗

q and then precomputes Pn = rnP .
– Round 2. After having received all the n − 1 messages from user Ui

(i ∈ [1, n − 1]), Un can do batch verification by checking the correctness of
the following equation:

n−1∏

i=1

si =
n−1∏

i=1

e(Qi, P )e(H(IDi),−QTA)h(si)

The server Un chooses a random r ∈ Z∗
q and computes Pr = rP . Then the

server generates a nonce δ ∈ {0, 1}� and computes X that

X =
⊕

i∈[1,n]

H(δ ‖ xi)

where � is a security parameter and xi = e(Pi, rQTA). Un also computes
Y = {Xi | Xi = X ⊕ H(δ ‖ xi), i ∈ [1, n − 1]} and then generates the
signature σn of message δ ‖ Pr ‖ Y ‖ U . Now Un broadcasts the message
mn = (δ, Pr, Y,U , σn) to the entire client group members.

Key computation. Having received the broadcast message from Un, each Ui �=
Un first verifies the correctness of the server’s signature, and then computes

X = Xi ⊕H(δ ‖ xi)

where xi = e(Pr, QTA)ri . Lastly, Ui(∈ U) computes its session key K as
K = H(X, Y ).

2.2 User Leave: Protocol Pleave

Assume a scenario where a set of users L leaves the group U except for the
server Un. Then protocol Pleave is executed to provide each user of the new
group U ′ = U \ L with a new session key. Protocol Pleave requires only one
communication round with a single broadcast and it proceeds as follows:

Round 1. The server Un generates a new nonce δ1 ∈ {0, 1}� and computes

X ′ =
⊕

Ui∈U ′
H(δ1 ‖ xi).
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Fig. 1. Initial Key Agreement Protocol (Pgka)

And Un also computes Y ′ = {X ′
i | X ′

i = X ′ ⊕ H(δ1 ‖ xi), Ui ∈ U ′\{Un}}.
Then Un generates the signature σ′

n of message δ1 ‖ Pr ‖ Y ′ ‖ U ′. Now Un

broadcasts the message m′
n = (δ1, Pr, Y

′,U ′, σ′
n) to the entire client group

members.
Key computation. Upon receiving the broadcast message m′

n, each Ui com-
putes

X ′ = X ′
i ⊕H(δ1 ‖ xi)

where xi = e(Pr, QTA)ri . Lastly, each user Ui(∈ U ′) computes its session key
K as K = H(X ′, Y ′).

2.3 User Join: Protocol Pjoin

Assume a scenario in which a set of j new users, J , joins the current group U
to form a new group U ′′ = U ∪J . Then the join protocol Pjoin is run to provide
the users of U ′′ with a session key. Pjoin takes two communication rounds, once
with j unicasts and once with a single broadcast, and it proceeds as follows:

Round 1. Each Ui ∈ J selects random ki, ri ∈ Z
∗
q and precomputes si =

e(SIDi , P )ki , Pi = riP , and Qi = (h(si) + ki)SIDi . Ui ∈ J then sends a
message mi = (Ui, si, Pi, Qi) to the server, and stores its random ki and ri.

Round 2. Having received all the messages from the new user Ui ∈ J , Un

verifies the following equation:
∏

Ui∈J
si =

∏

Ui∈J
e(Qi, P )e(H(IDi),−QTA)h(si)
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Un proceeds in the usual way, generating a new random nonce δ2 ∈ {0, 1}�,
computing X ′′, Y ′′, and K = H(X ′′, Y ′′), updating the new xi’s. Then hav-
ing received all the j messages from the new users, Un computes X ′′ as

X ′′ =
⊕

Ui∈U ′′
H(δ2 ‖ xi)

where xi = e(Pi, rQTA). Un also computes Y ′′ = {X ′′
i | X ′′

i = X ′′ ⊕H(δ2 ‖
xi), Ui ∈ U ′′\{Un}}, and then generates the signature σ′′

n of message δ2 ‖
Pr ‖ Y ′′ ‖ U ′′. Now Un broadcasts the message m′′

n = (δ2, Pr, Y
′′,U ′′, σ′′

n) to
the entire client group members.

Key computation. Having received the broadcast message from Un, each Ui(�=
Un) first verifies the correctness of the server’s signature, and then computes

X ′′ = X ′′
i ⊕H(δ2 ‖ xi)

where xi = e(Pr, QTA)ri and its session key K as K = H(X ′′, Y ′′).

3 Efficiency

To analyze the communication complexity and computation cost, we now discuss
the efficiency of the protocol introduced in the preceding section.

Communication Complexity. It is easy to see that our Pgka protocol runs
only in two rounds of communication, requiring n− 1 unicasts in the first round
and a single broadcast in the second one. Hence the total number of messages
required by our Pgka protocol is n, which is optimal as shown in [11].

In contrast, the two-round protocol presented by Burmester and Desmedt
(BD) [7] requires n broadcasts in each of two rounds, and therefore requires, in
total, 2n broadcast messages to complete key agreement (as already mentioned,
the protocol presented by Katz and Yung [22], in its basic form, is essentially the
same as the BD protocol). More seriously, without the ability of broadcasting
communication, this protocol requires O(n2) messages to be sent or received,
which makes it inefficient for many applications.

And in the same manner, the protocol B-GKA, which is a bilinear variant of
the BD protocol and the ID-GKA (ID-based authenticated group key agreement
protocol) based on the B-GKA, which is by K. Y. Choi et al. [13], have the same
message complexity as the original protocol [7].

Computational Complexity. Each Ui in our Pgka protocol computes 2 pair-
ing operations, 2 scalar multiplications on G, and 2 exponentiations in V, ex-
cept Un who generates one signature, verifies the validity of n − 1 transcripts
from Ui simultaneously, and performs O(n) exponentiations, O(n) pairing op-
erations, and 3 scalar multiplications. If pre-computations are possible, most of
the computations in the first round can be performed off-line and thus, only 1
exponentiation and 1 pairing operation per client is required to be done on-line.
On the other hand, each user Ui in the K. Y. Choi et al ’s ID-GKA protocol
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Table 1. Complexity Comparison

Complexity B-GKA [13] ID-GKA [13] Our protocol

Communication
Rounds 2 2 2
Unicast 0 0 O(n)

Broadcast O(n) O(n) O(1)

Computation

Multiplication O(n log n) O(n log n) 0

Exponentiation 1 1
2

(O(n) for Un)
Scalar

3 4
2

multiplication (3 for Un)
Pairing

2 4
2

operation (O(n) for Un)

computes O(n log n) multiplications, 1 exponentiation, 4 pairing operations and
4 scalar multiplications. And in the B-GKA protocol, each user Ui needs fewer
computations as many as 1 scalar multiplication and 2 pairing operations than
the B-GKA protocol. Furthermore all users in our Pleave protocol do not need
such a large amount of computations since they use the stored values and only
the newly members in our Pjoin protocol need the same amount of computations
as that required in Pgka.

In the table 1, we have compared the complexity of our protocol with those
of the K. Y. Choi et al ’s two protocols: the B-GKA protocol and the ID-GKA
protocol. As for computational costs, the table lists the amount of computation
performed per user. As seen from the table, our protocol is better than the K. Y.
Choi et al ’s ID-GKA protocol in terms of computational complexity. However, in
situations where users with equal computational capabilities communicate over a
broadcast network, the fully-symmetric protocol of Burmester and Desmedt (or
ID-GKA) might be more favorable than our protocol which, in contrast, is well
suited for more realistic settings where users with asymmetric computational
resources are spread across a wide area network.

4 Security Proof

We now claim that the group key agreement protocol proposed in this paper is se-
cure against active adversaries provided that the bilinear Diffie-Hellman (BDH)
problem is computationally hard. The scheme in [8] is shown to be secure if an
elliptic curve variant of the computational Diffie-Hellman problem is infeasible.

Definition 1 (Bilinear Diffie-Hellman (BDH) Problem). Let G be a cyclic
group 〈P 〉 of prime order q and a, b, c are chosen at random in Z∗

q . A (T, ε)-BDH-
attacker in (G, V, e) is a probabilistic algorithm running in time T that given
(P, aP, bP, cP ), outputs e(P, P )abc with probability of at least ε. The advantage
of any probabilistic, polynomial time algorithm A for solving the BDH problem
in (G, V, e) is defined to be :
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Adv BDH
A,(G,V,e) =

|Pr[e(P, P )abc ← A(G, V, e, P, aP, bP, cP ) | P ∈G
∗; a, b, c ∈R Z

∗
q ] |

The BDH problem is (T, ε)-intractable if there is no (T, ε)-attacker in (G, V, e).

Definition 2 (Authenticated Group Key Agreement). The security of
an authenticated group key agreement scheme P is defined in the following
context. The adversary executes a protocol Pgka, Pleave, or Pjoin as many times
as he/she wishes in an arbitrary order with Pgka being the first one executed.
During executions of the protocols, the adversaryA, at any time, asks Test query
to a fresh user, gets back an �-bit string as the response to this query, and at
some later point in time, outputs a bit b′ as a guess for the secret bit b. Let CG
(Correct Guess) be the event that the adversary A correctly guesses the bit b,
i.e., the event that b′ = b. Then we define the advantage of A in attacking P as

AdvA,P(k) = 2 · Pr[CG]− 1

We say that a group key agreement scheme P is secure if AdvA,P(k) is negli-
gible for any probabilistic polynomial time adversary A.

Theorem 1. Let AdvP(t, qex, qse) be the maximum advantage in attacking P,
where the maximum is taken over all adversaries that run in time t, and make qh

random oracle queries, qex Execute queries, and qse Send queries. Then we have

AdvP(t, qex, qse) ≤ 2nqhqex · AdvBDH
G,V,e(t) + nAdvForge

Γ (t),

where AdvForge
Γ (t) is the maximum advantage of any forger F running in time t.

Proof. First the adversary A is assumed to gain its advantage by forging au-
thentication transcripts. We can use A to construct a forger F that generates a
valid message pair 〈ID, rP, s, Q〉 with respect to an authentication scheme Γ as
follows: a forger F honestly generates all other public/private keys by running
the Extract algorithm. F then simulates the oracle queries of A in the natural
way. This results in a perfect simulation unless A makes the query Corrupt(ID).
If this occurs, F halts and outputs “fail”. Otherwise, ifA outputs 〈ID, rP, s, Q〉
as a valid forgery, then F generates the message pair 〈ID, rP, s, Q〉. The success
probability of F satisfies PrA[Forge] ≤ nAdvForge

Γ (t).
Assume that an adversary A can guess the hidden bit b correctly with prob-

ability 1/2 + ε. Then we construct from A an algorithm that solves the BDH
problem in (G, V, e) with probability ε/qhqex. Let us first define the following
two distributions:

Real =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(T, K)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

k1, k2, · · · , kn−1, r1, r2, · · · , rn, r ∈R Z∗
q ; δ ∈ {0, 1}l;

P1 = r1P, P2 = r2P, · · · , Pn = rnP, Pr = rP ;
s1 = e(SID1 , P )k1 , · · · , sn−1 = e(SIDn−1 , P )kn−1 ;
Q1 =(h(s1)+ k1)SID1 , · · · ,
Qn−1 =(h(sn−1)+ kn−1)SIDn−1;
x1 = e(P, P )rtr1 , · · · , xn = e(P, P )rtrn ;
h1 = H(δ ‖ x1), h2 = H(δ ‖ x2), · · · , hn = H(δ ‖ xn);
X = ⊕n

i=1hi; yi = X ⊕ hi, i ∈ [1, n− 1]

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

,
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Fake =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(T, K)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

k1, k2, · · · , kn−1, r1, r2, · · · , rn, r ∈R Z
∗
q ;

δ, w1, w2, · · · , wn ∈ {0, 1}l;
P1 = r1P, P2 = r2P, · · · , Pn = rnP, Pr = rP ;
s1 = e(SID1 , P )k1 , · · · , sn−1 = e(SIDn−1 , P )kn−1 ;
Q1 =(h(s1)+ k1)SID1 , · · · ,
Qn−1 =(h(sn−1)+ kn−1)SIDn−1;
h1 = w1, h2 = w2, · · · , hn = wn;
X = ⊕n

i=1hi; yi = X ⊕ hi, i ∈ [1, n− 1]

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

where T = (s1, · · · , sn−1, Pr, P1, · · · , Pn−1, Q1, · · · , Qn−1, δ, y1, · · · , yn−1) and
K = H(y1, · · · , yn, X).

Lemma 1. Let A′ be an algorithm that, given (T, K) coming from one of the
two distributions Real and Fake, runs in time t and outputs 0 or 1. Then we
have:

|Pr[A′(T, K) = 1|(T, K)←− Real ]− Pr[A′(T, K) = 1|(T, K)←− Fake ]|
� qhAdvBDH

G,V,e(t + (2n− 4)tsmul + tpair + (3n− 7)texp)

where tsmul, texp, and tpair are the time required to compute a scalar multipli-
cation on G, an exponentiation in V and a pairing operation respectively.

Proof. Assume that an algorithm A can distinguish between the two distri-
butions with a non-negligible probability. Then, since H is a random oracle
and a difference between the Real and the Fake is in the method of computing
hi(i ∈ [1, n]), we must find out at least one value of xi to distinguish between
them. Now, given an input tuple (P, rP, tP, r2P ) in G4 we construct an algorithm
that outputs a value e(P, P )r′tr2 as follows.

We first choose random integers r1, r3, αi, βi, γi(i ∈ [4, n]) in Z∗
q and define

a random ri as r1αi + r2βi + r3γi(i ∈ [4, n]) mod q. We then can compute xi

and X = ⊕n
i=1hi with a random hi ∈ {0, 1}l, and finally construct yi = X ⊕ hi.

Consider the following distribution

Simul=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(T, K)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

k1, · · · , kn−1, r1, r3, α4, β4, γ4, · · · , αn, βn, γn, x′
i ∈R Z

∗
q ;

δ, h1, h2, · · · , hn ∈ {0, 1}l;
r4 = r1α4 + r2β4 + r3γ4, · · · , rn = r1αn + r2βn + r3γn;
P1 = r1P, P2 = r2P, · · · , Pn = rnP, Pr = rP ;
s1 = e(SID1 , P )k1 , · · · , sn−1 = e(SIDn−1 , P )kn−1 ;
Q1 =(h(s1) + k1)SID1 , · · · , Qn−1 =(h(sn−1)+ kn−1)SIDn−1;
x1 = e(P, P )rtr1 , x2 = e(P, P )r′tr2 , x3 = e(P, P )rtr3 ,

x4 = e(P, P )t(rr1α4+r′r2β4+rr3γ4), · · · ,
xn = e(P, P )t(rr1αn+r′r2βn+rr3γn);

X = ⊕n
i=1hi; yi = X ⊕ hi, i ∈ [1, n− 1]

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

,

where T and K are as defined above. If (P, rP, tP, r2P, e(P, P )r′tr2) is a BDH
tuple (i.e., r = r′), we have Simul ≡ Real since xi = e(P, P )rtri for all i ∈ [1, n].
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Otherwise, i.e., if (P, rP, tP, r2P, e(P, P )r′tr2) is a random tuple, it is clear that
Simul ≡ Fake.

Given the transcript (T, K) from the distribution Simul as an input of A′, we
simulate a random oracle H at the same time. When A′ finishes finally the ex-
ecution, we select a random δ ‖ x′

i that inputs in the random oracle simulation
table. If x′

i = xi, we can solve BDH problem xi = e(P, P )t(rr1αi+rr2βi+rr3γi).
Therefore the algorithm A′ having the transcript (T, K) provided by the simu-
lation can not distinguish between two distributions. �
Lemma 2. For any (computationally unbounded) adversary A, we have :

Pr[A′(T, Kb) = b|(T, K1)←− Fake ; K0 ←− {0, 1}l ; b←− {0, 1}] = 1/2.

Proof. In the experiment Fake, we represent from the transcript T the value yi

by the following n − 1 equations and can write the solution (h1, h2, · · · , hn) as
follows

y1 = h2 ⊕ h3 ⊕ · · · ⊕ hn = h1 ⊕ hn ⊕ yn, h1 = y1 ⊕ yn ⊕ hn

y2 = h1 ⊕ h3 ⊕ · · · ⊕ hn = h2 ⊕ hn ⊕ yn, h2 = y2 ⊕ yn ⊕ hn

...
yn−1 = h1 ⊕ h2 ⊕ · · · ⊕ hn−2 ⊕ hn = hn−1 ⊕ hn ⊕ yn, hn−1 = yn−1 ⊕ yn ⊕ hn

hn.

Therefore the adversary does not obtain any information about the value X
from any one of transcripts since there are a lot of solutions, amounting to 2l

solutions for an independent variable hn. This implies that

Pr[A′(T, Xb) = b|(T, X1)←− Fake ; X0 ←− {0, 1}l ; b←− {0, 1}] = 1/2.

Since H is a random oracle, the statement of Lemma 2 immediately follows. �
Armed with the two lemmas above, we now give the details of the algorithm B
from construction of the distribution Simul. Assume that an adversary A makes
its Test query to an oracle activated by the δthExecute query. The algorithm B
begins by choosing a random d ∈ {1, 2, · · · , qex} as a guess for the value of δ. B
then invokes A and simulates the queries of A. B answers all the queries from
A in the obvious way, following the protocol exactly as specified, except for the
case where a query is the dthExecute query. In this latter case, the algorithm B
generates (T, K) depending on the distribution Simul and answers the dthExecute
query of A with T .

The algorithm B outputs a random element in V if d �= δ. Otherwise, the
algorithm answers the Test query of A with K. At some later point, when A
terminates and outputs its guess b′. Applying the Lemma 1 and 2 together with
the fact that Pr[b = b′] = 1/2 and Pr[d = δ] = 1/qex, we obtain

Pr[A(T, Kb) = b |(T, K1)←− Real ; K0 ←− {0, 1}l; b←− {0, 1}] = 1/2 + ε,

AdvBDH
G,V,e(B) = ε/(qhqex),

which immediately yields the statement of Theorem 1. �
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5 Conclusion

In this paper we have proposed a pairing-based group key agreement scheme
with optimal message complexity; the protocol runs only in two rounds, once
with n− 1 unicasts and once with a single broadcast. Therefore, due to its low
communication cost and reduced computational complexity resulting from the
batch verification, the protocol is well suited for dynamic groups. Furthermore,
the protocol provides forward secrecy and has been proven to be secure against
an active adversary under the bilinear Diffie-Hellman assumption. However, for
practical purposes, more realistic and suitable applications need to be found.
Also we leave some experimental results to demonstrate the efficiency of our
scheme for further research.
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