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Preface

This three volume set constitutes the proceedings of the 2007 International Con-
ference on Computational Science and its Applications, ICCSA 2007, held in
Kuala Lumpur, Malaysia, from August 26–29, 2007. It represents a compre-
hensive collection of 300 refereed full papers selected from approximately 1,250
submissions to ICCSA 2007.

The continuous support of computational science researchers has helped
ICCSA to become a firmly established forum in the area of scientific computing.
This year, the collection of fully refereed high-quality original works accepted as
long papers for presentation at ICCSA 2007 have been published in this LNCS
volume. This outstanding collection complements the volume of short papers,
published for the first time by IEEE CS. All of the long papers presented in this
collection of volumes share a common theme: computational science.

Over the past ten years, since the first conference on computational science
took place, this vibrant and promising area has firmly established itself as a vital
part of many scientific investigations in a broad gamut of disciplines. Having deep
roots in fundamental disciplines, such as mathematics, physics, and chemistry,
the computational science field is finding new applications in such broad and
diverse areas as aerospace and automotive industries, bioinformatics and nan-
otechnology studies, networks and grid computing, computational geometry and
biometrics, computer education, and art. Due to the growing complexity and so-
phistication of many challenges in computational science, the use of sophisticated
algorithms and emerging technologies is inevitable. Together, these far reaching
scientific areas help to shape this conference in the realms of state-of-the-art
computational science research and applications, encompassing the facilitating
theoretical foundations and the innovative applications of such results in other
areas.

The topics of the short refereed papers presented in this volume span all
the traditional as well as the emerging computational science areas, and are
structured according to the major conference themes:

– Computational Methods, Algorithms and Applications
– High Performance Technical Computing and Networks
– Advanced and Emerging Applications
– Geometric Modeling, Graphics and Visualization
– Information Systems and Information Technologies

Moreover, selected short papers from 30 workshops and technical sessions on
such areas as information security, web learning, software engineering, compu-
tational intelligence, digital security, mobile communications, grid computing,
modeling, optimization, embedded systems, wireless networks, computational
geometry, computer graphics, biometrics, molecular structures, geographical in-
formation systems, ubiquitous computing, symbolic computations, molecular
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structures, web systems and intelligence, e-printing, and education are included
in this publication.

We are very grateful to the International Steering Committee and the In-
ternational Program Committee for their tremendous support in putting this
conference together, the nearly four hundred referees for their diligent work in
reviewing the submissions, and all the sponsors, supporting organizations and
volunteers of ICCSA for contributing their time, energy and resources to this
event.

Finally, we thank all authors for their submissions making the ICCSA confer-
ence year after year one of the premium events on the scientific community scene,
facilitating the exchange of ideas, fostering new collaborations, and shaping the
future of computational science.

August 2007 Osvaldo Gervasi
Marina L. Gavrilova
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Workshop on Virtual Reality in Scientific
Applications and Learning (VRSAL 07)

Non-classical Logic in an Intelligent Assessment Sub-system . . . . . . . . . . . 305
Sylvia Encheva, Yuriy Kondratenko, Sharil Tumin, and
Kumar Khattri Sanjay

Research on XML-Based Active Interest Management in Distributed
Virtual Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 315

Jiming Chen, Dan Xu, Jia Bei, Shiguang Ju, and Jingui Pan

Workshop on Middleware Support for Distributed
Computing (MSDC 07)

Design and Implementation of the Context Handlers in a Ubiquitous
Computing Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 325

Eunhoe Kim and Jaeyoung Choi

A Context-Aware Workflow System for Dynamic Service Adaptation . . . 335
Jongsun Choi, Yongyun Cho, Kyoungho Shin, and Jaeyoung Choi

A UPnP-ZigBee Software Bridge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 346
Seong Hoon Kim, Jeong Seok Kang, Kwang Kook Lee,
Hong Seong Park, Sung Ho Baeg, and Jea Han Park

Parameter Sweeping Methodology for Integration in a Workflow
Specification Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 360

David B. Cedrés and Emilio Hernández

Workshop on Pattern Recognition and Ubiquitous
Computing (PRUC 07)

Color Image Segmentation Based on the Normal Distribution and the
Dynamic Thresholding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 372

Seon-Do Kang, Hun-Woo Yoo, and Dong-Sik Jang

Embedded Scale United Moment Invariant for Identification of
Handwriting Individuality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 385

Azah Kamilah Muda, Siti Mariyam Shamsuddin, and Maslina Darus

Real-Time Capable Method for Facial Expression Recognition in Color
and Stereo Vision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 397

Robert Niese, Ayoub Al-Hamadi, Axel Panning, and Bernd Michaelis



XVIII Table of Contents – Part I

Workshop on Computational Linguistic (CL 07)

Printed Romanian Modelling: A Corpus Linguistics Based Study with
Orthography and Punctuation Marks Included . . . . . . . . . . . . . . . . . . . . . . . 409

Adriana Vlad, Adrian Mitrea, and Mihai Mitrea

Improving the Customization of Natural Language Interface to
Databases Using an Ontology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 424

M. Jose A. Zarate, R. Rodolfo A. Pazos, Alexander Gelbukh, and
O. Joaquin Perez

Workshop on PULSES - Logical, Technical and
Computational Aspects of Transformations and
Suddenly Emerging Phenomena (PULSES 07)

Computer Modeling of the Coherent Optical Amplifier and Laser
Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 436

Andreea Rodica Sterian

Solitons Propagation in Optical Fibers Computer Experiments for
Students Training . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 450

Andrei D. Petrescu, Andreea Rodica Sterian, and Paul E. Sterian

A Measure for the Finite Decentralized Assignability of Eigenvalues of
Generalized Decentralized System . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 462

Pang Yanrong, Li Xiwen, and Fang Lide

Tool Condition Monitoring Based on Fractal and Wavelet Analysis by
Acoustic Emission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 469

Wanqing song, Jianguo yang, and Chen qiang

An Iterative Uniformly Ultimate Boundedness Control Method for
Uncertain Switched Linear Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 480

Liguo Zhang, Yangzhou Chen, and Pingyuan Cui

Wavelet Solution for the Momentless State Equations of an Hyperboloid
Shell with Localized Stress . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 490

Carlo Cattani

Workshop on Computational Intelligence Approaches
and Methods for Security Engineering (CIAMSE 07)

Modeling of the Role-Based Access Control Policy
. . . . . . . . . . . . . . . . . . . . 500

Junghwa Chae

Feature Selection Using Rough-DPSO in Anomaly Intrusion
Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 512

Anazida Zainal, Mohd Aizaini Maarof, and
Siti Mariyam Shamsuddin

. . . . . . . . . . . . . . . . . . . .. . . . ..



Table of Contents – Part I XIX

Multiblock Grid Generation for Simulations in Geological Formations . . . 525
Sanjay Kumar Khattri

UPC Collective Operations Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . 536
Rafik A. Salama and Ahmed Sameh

Using Support Vector Machines and Rough Sets Theory for Classifying
Faulty Types of Diesel Engine . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 550

Ping-Feng Pai and Yu-Ying Huang

Supplier Selection for a Newsboy Model with Budget and Service Level
Constraints . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 562

P.C. Yang, H.M. Wee, E. Zahara, S.H. Kang, and Y.F. Tseng

Workshop on Integrated Analysis and Intelligent
Design Technology (IAIDT 07)

Fuzzy Water Dispersal Controller Using Sugeno Approach . . . . . . . . . . . . . 576
Sofianita Mutalib, Shuzlina Abdul Rahman, Marina Yusoff, and
Azlinah Mohamed

Workshop on Ubiquitous Applications and Security
Service (UASS 07)

Security Analysis of Two Signature Schemes and Their Improved
Schemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 589

Jianhong Zhang and Jane Mao

Provably Secure Framework for Information Aggregation in Sensor
Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 603

Mark Manulis and Jörg Schwenk

Low-Complexity Unequal Packet Loss Protection for Real-Time Video
over Ubiquitous Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 622

Hojin Ha, Changhoon Yim, and Young Yong Kim

Strong Authentication Protocol for RFID Tag Using SHA-1 Hash
Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 634

Jin-Oh Jeon, Su-Bong Ryu, Sang-Jo Park, and Min-Sup Kang

A Fragile Watermarking Scheme Protecting Originator’s Rights for
Multimedia Service . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 644

Grace C.-W. Ting, Bok-Min Goi, and Swee-Huay Heng

Authentication and Key Agreement Method for Home Networks Using
a Smart Card . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 655

Jongpil Kim and Sungik Jun



XX Table of Contents – Part I

A Study on Ticket-Based AAA Mechanism Including Time
Synchronization OTP in Ubiquitous Environment . . . . . . . . . . . . . . . . . . . . 666

Jong-Sik Moon and Im-Yeong Lee

Workshop on Modelling of Location Management in
Mobile Information Systems (MLM 07)

A Novel Real Time Method of Signal Strength Based Indoor
Localization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 678

Letian Ye, Zhi Geng, Lingzhou Xue, and Zhihai Liu

Fast Inter-skip Mode Selection Algorithm for Inter Frame Coding in
H.264/AVC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 689

Sung-Hoon Jeon, Sung-Min Kim, and Ki-Dong Chung

Business Process Modeling of the Photonics Industry Using the
UMM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 701

YunJung Ko

Workshop on Optimization: Theories and
Applications (OTA 07)

Rough Set-Based Decision Tree Construction Algorithm . . . . . . . . . . . . . . 710
Sang-Wook Han and Jae-Yearn Kim

Optimal Replenishment Policy for Hi-tech Industry with Component
Cost and Selling Price Reduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 721

P.C. Yang, H.M. Wee, J.Y. Shiau, and Y.F. Tseng

Using AI Approach to Solve a Production-Inventory Model with a
Random Product Life Cycle Under Inflation . . . . . . . . . . . . . . . . . . . . . . . . . 734

H.M. Wee, Jonas C.P. Yu, and P.C. Yang

An Integrated Approach for Scheduling Divisible Load on Large Scale
Data Grids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 748

M. Abdullah, M. Othman, H. Ibrahim, and S. Subramaniam

Cycle Times in a Serial Fork-Join Network . . . . . . . . . . . . . . . . . . . . . . . . . . 758
Sung-Seok Ko

Minimizing the Total Completion Time for the TFT-Array Factory
Scheduling Problem (TAFSP) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 767

A.H.I. Lee, S.H. Chung, and C.Y. Huang

A Common-Weight MCDM Framework for Decision Problems with
Multiple Inputs and Outputs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 779

E. Ertugrul Karsak and S. Sebnem Ahiska



Table of Contents – Part I XXI

Evaluating Optimization Models to Solve SALBP . . . . . . . . . . . . . . . . . . . . 791
Rafael Pastor, Laia Ferrer, and Alberto Garćıa
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Abstract. A point p is 1-well illuminated by a set of n point lights if
there is, at least, one light interior to each half-plane with p on its border.
We consider the illumination range of the lights as a parameter to be opti-
mized. So we minimize the lights’ illumination range to 1-well illuminate
a given point p. We also present two generalizations of 1-good illumi-
nation: the orthogonal good illumination and the good Θ-illumination.
For the first, we propose an optimal linear time algorithm to optimize
the lights’ illumination range to orthogonally well illuminate a point.
We present the E-Voronoi Diagram for this variant and an algorithm to
compute it that runs in O(n4) time. For the second and given a fixed
angle Θ ≤ π, we present a linear time algorithm to minimize the lights’
illumination range to well Θ-illuminate a point.

Keywords: Computational Geometry, Limited Range Illumination,
Good Illumination, E-Voronoi Diagrams.

1 Introduction and Related Works

Visibility and illumination have been a main topic for different papers in the area
of Computational Geometry (for more information on the subject, see Asano et.
al [4] and Urrutia [16]). However, most of these problems deal with ideal concepts.
For instance, light sources have some restrictions as they cannot illuminate an
infinite region since their light naturally fades as the distance grows. This is also
the case of cameras and robot vision systems, both have severe visibility range
restrictions since they cannot observe with sufficient detail far away objects. We
present some of these illumination problems adding several restrictions to make
them more realistic. Each light source has limited illumination range so that
their illuminated regions are delimited. We use a definition of limited visibility
due to Ntafos [14] as well as a concept related to this type of problems, the
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t-good illumination due to Canales et. al [3,7]. This study is solely focused on
an optimization problem related to limited range illumination. In its original
definition [1], a point is 1-well illuminated if it lies in the interior of the convex
hull of a set of light sources.

This paper is structured as follows. In the next section we formalize the 1-good
illumination and propose an algorithm to calculate the Minimum Embracing
Range (MER) of a point in the plane. Sections 3 and 4 are devoted to extensions
of 1-good illumination. In section 3 we present the orthogonal good illumination
and propose an algorithm to compute the MER to orthogonally well illuminate
a point. We follow presenting the E-Voronoi Diagram for this variant and an
algorithm to compute it. In section 4 we extend 1-good illumination to cones
and make a brief relation between this variant and the Maxima Problem [5,13].
We conclude this paper in section 5.

1.1 Preliminaries and Problem Definition

Let F = {f1, f2, . . . , fn} be a set of light sources in the plane that we call
sites. Each light source fi ∈ F has limited illumination range r > 0, so fi only
illuminates objects that are within the circle centered at fi with radius r. The
next definitions follow from the notation introduced by Chiu and Molchanov [9].
The set CH(F ) represents the convex hull of the set F .

Definition 1. A set of light sources F is called an embracing set for a point p
in the plane if p lies in the interior of the CH(F ).

Definition 2. A site fi ∈ F is an embracing site for a point p if p lies in the
interior of the convex hull formed by fi and by all the sites of F closer to p than
fi.

As there may be more than one embracing site per point, our main goal is to
compute a Closest Embracing Site for a given point p since we are trying to
minimize the light sources’ illumination range (see Fig. 1(a) and Fig. 1(b)).

Definition 3. Let F be a set of n light sources. A set formed by a closest em-
bracing site for p, fi, and all the lights sources closer to p than fi is called a
minimal embracing set for p.

Definition 4 ([7]). Let F be a set of n light sources. We say that a point p in
the plane is t-well illuminated by F if every open half-plane with p on its border
contains at least t light sources of F illuminating p.

This definition tests the light sources’ distribution in the plane so that the greater
the number of light sources in every open half-plane containing the point p, the
better the illumination of p. This concept can also be found under the name of
�-guarding [15] or well-covering [10]. The motivation behind this definition is the
fact that, in some applications, it is not sufficient to have one point illuminated
but also some of its neighbourhood [10].



Some Problems Related to Good Illumination 3

f1
f2

f3

f4

f5
p

f1

f2

f3

(c)(a)

f1
f2

f3

f4

f5

p

(b)

r

Fig. 1. (a) The light sources f2 and f3 are embracing sites for point p. (b) The light
source f2 is the closest embracing site for p and its illumination range is r = d(p, f2).
The set {f1, f2, f4, f5} is a minimal embracing set for p. (c) AE

r (f1, f2, f3) is the shaded
open area, so every point that lies inside it is 1-well illuminated by f1, f2 and f3.

Let C(fi, r) be the circle centered at fi with radius r and let Ar(fi, fj, fk)
denote the r-illuminated area by the light sources fi, fj and fk. It is easy to
see that Ar(fi, fj, fk) = C(fi, r) ∩ C(fj , r) ∩ C(fk, r). We use AE

r (fi, fj , fk) =
Ar(fi, fj , fk) ∩ int(CH(fi, fj, fk)) to denote the illuminated area embraced by
the light sources fi, fj and fk.

Definition 5. Let F be a set of light sources, we say that a point p is 1-well
illuminated if there exists a set of three light sources {fi, fj , fk} ∈ F such that
p ∈ AE

r (fi, fj , fk) for some range r > 0.

Definition 6. Given a set F of n light sources, we call Minimum Embracing
Range to the minimum range needed to 1-well illuminate a point p or a set of
points S in the plane, respectively MER(F, p) or MER(F, S).

Fig. 1(c) illustrates Definition 5. Since the set F is clear from the context, we will
use “MER of p” instead of MER(F, p) and “MER of S” instead of MER(F, S).
Once we have found the closest embracing site for a point p, its MER is given by
the euclidean distance between the point and its closest embracing site. Comput-
ing the MER of a given point p is important to us. The minimum illumination
range that the light sources of the minimal embracing set need to 1-well illumi-
nate p is its MER.

As an example of application, suppose that a user needs to be covered by at
least one transmitter in every half-plane that passes through him in order to be
well located. In such situation, the user is 1-well illuminated by the transmitters.
Suppose now that we have a group of users moving from time to time, while
someone has to adapt the transmitters’ power so that the users don’t get lost.
The power of all the transmitters is controlled by a gadget that allows a constant
change of the power of all the transmitters at once. But the more power, the more
expensive the system is. So, it is required to know which is the minimum power
that 1-well illuminates all users every time they move, that is, this problem is
solved by computing the MER of each user.
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2 1-Good Illumination

Let F be a set of n light sources in the plane and p a point we want to 1-well
illuminate.

Definition 7. We call Closest Embracing Triangle for a point p, CET(p), to a
set of three light sources of F containing p in the interior of the triangle they
define, such that one of these light sources is a closest embracing site for p and
the other two are closer to p than its closest embracing site.

The objective of this section is to compute the value of the MER of p and a
CET(p). The Nearest Neighbourhood Embracing Graph (NNE-graph) [9] con-
sists of a set of vertices V of the graph where each vertex v ∈ V is connected to
its first nearest neighbour, its second nearest neighbour, ..., until v is an interior
point to the convex hull of its nearest neighbours. Chan et al. [8] present several
algorithms to construct the NNE-graph. A closest embracing site for p can be
obtained in linear time using this graph. The algorithm we present in this sec-
tion has the same time complexity but it has the advantage of also computing a
CET(p).

2.1 Minimum Embracing Range of a 1-Well Illuminated Point

To compute the MER of p, we start by computing the distances from p to all the
light sources. Afterwards, we compute the median of all the distances in linear
time [6]. Depending on this value, we split the light sources in two halves: the set
Fc that contains the closest half to p and the set Ff that contains the furthest
half. We check whether p ∈ int(CH(Fc)), what is equivalent to test if Fc is an
embracing set for p (see Fig. 2(a)). If the answer is negative, we recurse adding
the closest half of Ff . Otherwise (if p ∈ int(CH(Fc))), we recurse halving Fc (see
Fig. 2(b)). This logarithmic search runs until we find the light source fp ∈ F and
the subset FE ⊆ F such that p ∈ int(CH(FE)) but p /∈ int(CH(FE \ {fp}). The
light source fp is the closest embracing site for p and its MER is r = d(fp, p)
(see Fig. 2(c)).

On each recursion, we have to check whether p ∈ int(CH(F ′)), F ′ ⊆ F . This
can be done in linear time [12] if we choose the set of points carefully so that each
point is studied only once. When we have the closest embracing site for p, fp, we
find two other vertices of a CET(p) in linear time as follows. Consider the circle
centered at p of radius r and the line pfp that splits the light sources inside the
circle in two sets. Note that if fp is the closest embracing site for p then there is
an empty semicirle. A CET(p) has fp and two other light sources in the circle as
vertices. Actually, any pair of light sources fl, fr interior to the circle such that
each lies on a different side of the line pfp verifies that p ∈ int(CH(fl, fp, fr)).

Proposition 1. Given a set F of n light sources and a point p in the plane,
the algorithm just presented computes the MER of p and a Closest Embracing
Triangle for it in Θ(n) time.
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Fig. 2. (a) Point p ∈ int(CH(Fc)), where Fc = {f1, f3, f5} and Ff = {f2, f4}. (b) Point
p �∈ int(CH(Fc)), where Fc = {f3, f5} and Ff = {f1}. (c) The set {f1, f3, f5} is a
minimal embracing set for p and the MER of p is r.

Proof. Let F be a set of n light sources. The distances from p to all the light
sources can be computed in linear time. Computing the median also takes linear
time [6], as well as splitting F in two halves. Checking if p ∈ int(CH(F ′)), F ′ ⊆ F ,
is linear on the number of light sources in F ′. So the total time for this logarithmic
search is O(n+ n

2 + n
4 + n

8 + ...) = O(n). Therefore, we find the closest embracing
site for p in linear time. So this algorithm computes the MER of p and a CET(p)
in total O(n) time.

All the light sources of F must be analyzed at least once since they are all
candidates to be the closest embracing site for a point p. Knowing this, we have
Ω(n) as a lower bound which makes the linear complexity of this algorithm
optimal. ��

The decision problem is trivial after the MER of p is computed. Point p is 1-well
illuminated if the given illumination range is greater or equal to its MER.

3 Orthogonal Good Illumination

This section is devoted to a variant of the 1-good illumination of minimum range
using quadrants, the orthogonal good illumination. We propose an optimal linear
time algorithm to compute the MER of an orthogonally well illuminated point,
as well as a minimal embracing set for it. Next we present the E-Voronoi Diagram
[2] for this variant, as well as an algorithm to compute it that runs in O(n4)
time.

An oriented quadrant is defined by two orthogonal rays that are axis-parallel.
The next definition is illustrated in Fig. 3(a).

Definition 8. Let F be a set of n light sources in the plane. We say that a point
p in the plane is orthogonally well illuminated if there is, at least, one light source
interior to each of the four oriented quadrants with origin at p, NE, NW, SW and
SE.

As it is clear from the context of this section, orthogonal good illumination will
be referred to just as good illumination. The main structure in this section is
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(b) (c)

p

(a)

NENW

SW SE

p

Fig. 3. (a) Point p is orthogonally well illuminated because all oriented quadrants
centered at p are non-empty. (b) Point p is interior to the orthogonal convex hull of F ,
so it is orthogonally well illuminated. (c) An orthogonal convex hull decomposed into
several rectangles.

the orthogonal convex hull (see Karlsson and M. Overmars [11]). The convex
hull of a set of points is the smallest convex region that contains it. The prefix
orthogonal means that the convexity is defined by axis-parallel point connections.
When |F | ≥ 4 there is, at least, one light source of F in each quadrant centered
at a point interior to the orthogonal convex hull of F . So the interior points to
the orthogonal convex hull of F are well illuminated (see Fig. 3(b)).

3.1 Minimum Embracing Range of an Orthogonally Well
Illuminated Point

Let F be a set of n light sources and p a point we want to well illuminate. The
decision problem is easy to solve, we have to check if there is, at least, one light
source interior to each of the four quadrants centered at p. If there is an empty
quadrant then p is not well illuminated. Since there must be a light source in each
quadrant centered at p, a minimal embracing set for p has four light sources. Let
us consider the closest light source to p in each quadrant, the closest embracing
site for p is the furthest of these four. The MER of p is given by the distance
between p and its closest embracing site.

Proposition 2. Given a set F of n light sources and a point p in the plane,
computing a minimal embracing set for p and its MER takes Θ(n) time.

Proof. Given a set F of n light sources and a point p in the plane, checking if all
quadrants are empty can be done while searching for the closest light source to
point p in each quadrant. This search is obviously linear on the number of light
sources, while computing the MER is constant. So the total time for computing
a minimal embracing set for p and its MER is O(n).

Since all the light sources of F are candidates to be the closest embracing site
for a point p in the plane, we have to search through them all. Knowing this, we
have Ω(n) as a lower bound which makes the linear complexity of this algorithm
optimal. ��
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3.2 The E-Voronoi Diagram

When studying problems related to good illumination, one question naturally
pops up: how do we preprocess the set F so that it is straightforward to know
which is the closest embracing site for each point in the plane? Having such
a structure would be of a great help to efficiently answer future queries. This
problem is already solved by Abellanas et al. [2] when considering the usual
1-good illumination.

Definition 9 ([2]). Let F be a set of n light sources in the plane. For every
light source fi ∈ F , the E-Voronoi region of fi with respect to the set F is the
set E-VR(fi, F ) = {x ∈ R

2 : fi is the closest embracing site for x}.

The region E-VR(fi, F ) will be denoted by E-VR(fi) since the set F is clear from
the context. The union of all the E-Voronoi regions (

⋃

fi∈F

E-VR(fi)) is called the

E-Voronoi Diagram of F . So if p ∈ E-VR(fi) then the MER of p is the distance
between fi and p, whereas fi is the closest embracing site for p.

Now we present an algorithm to compute the E-Voronoi diagram of F using
the orthogonal good illumination. We know that the well illuminated points are
inside the orthogonal convex hull of F so we start by computing it, uniting
at most four monotone chains (see Fig. 3(b)). Afterwards, we decompose the
orthogonal convex hull of F by extending horizontal and vertical lines from each
light source into the polygon (see Fig. 3(c)). This procedure generates a grid and
it can be scanned using the sweeping technique. The resulting partition has a
linear number of rays whose arrangement can make up to a quadratic number
of rectangles. The algorithm is based on the next lemma.

Lemma 1. Given a set F of n light sources and a grid that decomposes the
orthogonal convex hull of F in rectangles as explained above, every point inte-
rior to the same rectangle of the grid shares the light sources’ distribution into
quadrants.

Proof. Let F be a set of n light sources and a grid that decomposes the ortho-
gonal convex hull of F into a quadratic number of rectangles as in Fig. 3(c).
Suppose that there is an interior point x of a rectangle R which has the light
source fi ∈ F in some quadrant while another interior point y ∈ R has fi in
another quadrant. Since the grid is constructed by extending horizontal and
vertical lines from each light source into the polygon, one of these lines from fi

must separate x and y into different rectangles. Therefore x and y cannot be
interior points to the same rectangle. ��

According to this lemma, every point interior to the same rectangle of the grid
has the same light sources in the quadrant NE, the same light sources in the
quadrant NW, etc. (see Fig. 4(a)). In this subsection, we assume that the points
on the border of the rectangles have the same light sources’ distribution into
quadrants as the interior points. However, this is only true for points of the
border of the rectangles that are not simultaneously points of the border of
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(a)

(c)

f1

f2

f3

f4

(b)

f1

f2

f3

f4

R

Fig. 4. (a) All the points in R share the light sources’ distribution into quadrants.
(b) The Voronoi Diagram for the light sources in each quadrant is represent by a
dotted line. In this case, all the interior points to R have the same minimal embracing
set, {f1, f2, f3, f4}. (c) The resulting intersection between R and the Furthest Voronoi
Diagram of f1, f2, f3 and f4 decomposes the rectangle in two regions: E-VR(f3) (grey
region) and E-VR(f4) (white region).

the orthogonal convex hull of F . The idea of the algorithm is to compute the
E-Voronoi Diagram restricted to each rectangle of the grid and unite them to
build the E-Voronoi Diagram of F . For each rectangle R of the grid, we have
to compute the points that share their closest embracing site. So we are looking
for the points in R that are in the same E-Voronoi region. We compute a usual
Voronoi Diagram for the light sources in each of the four quadrants. The inter-
section of these four Voronoi Diagrams with R gives us the points of R that have
the same four closest light sources (one in each quadrant), that is, the points
that have the same minimal embracing set (see Fig. 4(b)). So now we compute
the points of these regions that share their closest embracing site since it changes
according to the light sources’ perpendicular bisectors. In order to do this last
decomposition of R, we have to compute the Furthest Voronoi Diagram of the
four light sources of the minimal embracing set and intersect it with the current
region of R (see Fig. 4(c)).

We construct the E-Voronoi Diagram of F repeating this procedure for all the
rectangles of the grid and uniting them afterwards (see Fig. 5(a) and 5(b)).

Proposition 3. Given a set F of n light sources, the described algorithm com-
putes the E-Voronoi Diagram of F in O(n4) time.

Proof. Given a set F of n light sources, computing the orthogonal convex hull
of F takes O(n log n) time (since it is the union of four monotone chains at the
most). To decompose the orthogonal convex hull of F in rectangles we need two



Some Problems Related to Good Illumination 9

(b)(a)

Fig. 5. (a) A set of light sources and its orthogonal convex hull decomposed in rectan-
gles. (b) The E-Voronoi Diagram of the light sources (the light sources represented by
a black dot do not have a E-Voronoi region).

sweepings that take O(n log n) time though this results in a quadratic number
of rectangles. We make a partition of each rectangle in O(n2) time by compu-
ting its intersection with four Voronoi Diagrams (one per quadrant). For each
partition of a rectangle, we intersect it with the Furthest Voronoi Diagram of its
minimal embracing set which can be done in O(n log n) time. After this proce-
dure, we have computed the E-Voronoi Diagram of F restricted to a rectangle
in O(n2) time. As we have a quadratic number of rectangles, the union of all
these restricted E-Voronoi Diagrams results on the E-Voronoi Diagram of F in
O(n4) time. ��

Once the E-Voronoi Diagram is computed, we can make a query to know exactly
where a point is. After the region where the point is has been located, knowing
its closest embracing site is straightforward and so is its MER.

4 Good Θ-Illumination

In this section we approach a more general variant of the 1-good illumination of
minimum range, the good Θ-illumination. Let F be a set of n light sources in
the plane. A cone emanating from a point p is the region between two rays that
start at p.

Definition 10. Let F be a set of n light sources and Θ ≤ π a given angle. We
say that a point p in the plane is well Θ-illuminated by F if there is, at least,
one light source interior to each cone emanating from p with an angle Θ.

There is an example of this definition in Fig. 6(a) and Fig. 6(b). These well
Θ-illuminated points are clearly related to dominance and maximal points. Let
p, q ∈ S be two points in the plane. We say that p = (px, py) dominates q =
(qx, qy), q ≺ p, if px > qx and py > qy. Therefore, a point is said to be maximal (or
maximum) if it is not dominated or in other words, it means that the quadrant
NE centered at p must be empty (see Fig. 6(c)). This version of maximal points
can be extended. According to the definition of Avis et. al [5], a point p in the
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p

(a) (b) (c)

p

NEπ
2

f4

f1 f2

f3

p

r
f5

f6

f7

Fig. 6. (a) Point p is not well π
2 -illuminated because there is, at least, one empty cone

starting at p with an angle π
2 . (b) Point p is well π-illuminated, its minimal embracing

set is {f1, f2, f3, f4} and its MER is r. (c) Point p is a maximum.

plane is said to be an unoriented Θ-maximum if there is an empty cone centered
at p with an angle of, at least, Θ. The problem of finding all the maximal points
of a set S is known as the maxima problem [13] and the problem of finding all
the unoriented Θ-maximal points is known as the unoriented Θ-maxima problem
[5]. The next proposition follows from the definitions of good Θ-illumination and
unoriented Θ-maxima.

Proposition 4. Let F be a set of n light sources and Θ ≤ π a given angle.
Given a point p in the plane, p is well Θ-illuminated by F if and only if it is not
an unoriented Θ-maximum of the set F ∪ {p}.

4.1 Minimum Embracing Range of a Well Θ-illuminated Point

We now present a linear time algorithm that not only decides if a point is well
Θ-illuminated as it also computes the MER and a minimal embracing set for a
given point p in the plane. The main idea of the algorithm is to decide whether
a point is well Θ-illuminated by a set of light sources while doing a logarithmic
search for its closest embracing site. The logarithmic search is used in the same
way as in the algorithm in subsection 2.1, so we will only explain how to decide
if a point is well Θ-illuminated by a set of light sources.

Let F be a set of n light sources, p a point in the plane and Θ ≤ π a given
fixed angle. To check if p is well Θ-illuminated, we divide the plane in several
cones of angle Θ

2 emanating from p. Let nc be the number of possible cones, if
2π is divisible by Θ then nc = 4π

Θ (see Fig. 7(a)). Otherwise nc = � 4π
Θ 
 because

the last cone has an angle less than Θ
2 (see Fig. 7(b)). Since the angle Θ is

considered to be a fixed value, the number of cones is constant. Let i be an
integer index of arithmetic mod nc. For i = 0, . . . , nc, each ray i is defined by
the set {p+(cos( iΘ

2 ), sin( iΘ
2 ))λ : λ > 0}, while each cone is defined by p and two

consecutive rays.
Since we have cones with an angle of at least Θ

2 , p is not well Θ-illuminated
if we have two consecutive empty cones of angle (see Fig. 7(c)). Note that we
have to be sure that the angle of both cones is Θ

2 , otherwise this may not be
true and we need to proceed as in the third case. If all cones have at least one
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p

(a) (c)

π
4

p
p

(b)

7π
18

Fig. 7. (a) To check if p is well π
2 -illuminated, the plane is divided in eight cones of

angle π
4 . (b) To check if p is well 7

9π-illuminated, the plane is divided in six cones and
the last one has an angle less than 7

18π because 2π is not divisible by 7
18π. (c) Point p

is not well π
2 -illuminated because there is an empty cone of angle π

2 .

p

(a) (b)

p

(c)

p ≥ π
2

fl

fr

Fig. 8. (a) Point p is well π
2 -illuminated since there is a light source interior to each

cone of angle π
2 . (b) There are two non-consecutive empty cones. (c) Point p is not well

π
2 -illuminated since there is an empty cone defined by p and the light sources fl and
fr with an angle greater than π

2 .

interior light source then p is well Θ-illuminated (see Fig. 8(a)). In the last case,
there can be at least one empty cone but no two consecutive empty ones (see
Fig. 8(b)). We need to spread each empty cone, opening out the rays that define
it until we find one light source on each side. Let fl be the first light source we
find on the left and fr the first light source we find on the right (see Fig. 8(c)).
If the angle formed by fl, p and fr is at least equal to Θ then there is an empty
cone of angle Θ emanating from p. So p is not well Θ-illuminated.

Once the decision algorithm is known, we use it to compute the closest em-
bracing site for p using a logarithmic search. The MER of p is naturally given by
the distance between p and its closest embracing site. All the light sources closer
to p than its closest embracing site together with the closest embracing site form
the minimal embracing set for p. Otherwise p cannot be well Θ-illuminated.

Theorem 1. Given a set F of n light sources, a point p in the plane and an
angle Θ ≤ π, checking if p is well Θ-illuminated, computing its MER and a
minimal embracing set for it takes Θ(n) time.
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Proof. Let F be a set of n light sources, p a point in the plane and Θ ≤ π a given
angle. Dividing the plane in cones of angle Θ

2 and assigning each light source to
its cone takes O(n) time.

The distances from p to all the light sources can be computed in linear time.
Computing the median also takes linear time [6], as well as splitting F in two
halves. Since we consider the angle Θ to be a fixed value, the number of cones is
constant ( 1

Θ is constant). Consequently, spreading each empty cone by computing
a light source on each side of the cone is linear. So checking if p is well Θ-
illuminated by a set F ′ ⊆ F is linear on the number of light sources of F ′. Note
that we never study the same light source twice while searching for the MER of
p. So the total time for this logarithmic search is O(n+ n

2 + n
4 + n

8 + ...) = O(n).
Therefore, we compute a closest embracing site and a minimal embracing set for
p in linear time.

All the light sources of F are candidates to be the closest embracing site for
a point in the plane, so in the worst case we have to study all of them. Knowing
this, we have Ω(n) as a lower bound which makes the linear complexity of this
algorithm optimal. ��

Note that this algorithm not only computes the minimal embracing set and the
MER of a well Θ-illuminated point as it also computes an embracing set for
a t-well illuminated point (Definition 4). The next theorem solves the t-good
illumination of minimum range using the Θ-illumination of minimum range.

Proposition 5. Given a set F of n light sources, a point p in the plane and a
given angle Θ ≤ π, let r be the MER to well Θ-illuminate p. Then r also t-well
illuminates p for t = � π

Θ�.

Proof. Let F be a set of n light sources, p a point in the plane and Θ ≤ π a
given angle. If p is well Θ-illuminated then we know that there is always one
interior light source to every cone emanating from p with an angle Θ. On the
other hand, p is t-well illuminated if there are, at least, t interior light sources
to every half-plane passing through p. An half plane passing through p can be
seen as a cone of angle π emanating from p. So if we know that we have at least
one light source in every cone of angle Θ emanating from p then we know that
we have at least � π

Θ� light sources in every half-plane passing through p. This
means that p is � π

Θ�-well illuminated. So the MER needed to well Θ-illuminate
p also � π

Θ�-well illuminates p. ��

Corollary 1. Let F be a set of n light sources, p a point in the plane and
Θ ≤ π a given angle. A minimal embracing set that well Θ-illuminates p also
t-well illuminates p for t = � π

Θ�.

Proof. Let F be a set of n light sources, p a point in the plane and Θ ≤ π a
given angle. According to the last proposition, the MER to well Θ-illuminate p
also t-well illuminates it, t = � π

Θ�. So a closest embracing site for p when it is
well Θ-illuminated is at the same distance or further than a closest embracing
site for p when t-well illuminated, t = � π

Θ�. So the minimal embracing set that
well Θ-illuminates p also t-well illuminates it for t = � π

Θ�. ��
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(a)

p

(b)

p

Fig. 9. (a) Point p is 2-well illuminated since there are at least two light sources in
every open half plane passing through p. (b) Point p is not well π

2 -illuminated because
there is an empty cone of angle π

2 .

Note 1. If a point is well Θ-illuminated by a set F of light sources, it is also t-well
illuminated by F for t = � π

Θ�, however the other implication is not necessarily
true as it is shown in Fig. 9.

5 Conclusions

The visibility problems solved in this paper consider a set of n light sources.
Regarding the 1-good illumination, we presented a linear algorithm to compute a
Closest Embracing Triangle for a point in the plane and its Minimum Embracing
Range (MER). This algorithm can also be used to decide if a point in the plane
is 1-well illuminated.

In the following sections, we presented two generalizations of the t-good
illumination of minimum range: orthogonal good illumination and the good
Θ-illumination of minimum range. We proposed an optimal linear time algo-
rithm to compute the MER of an orthogonally well illuminated point, as well as
its minimal embracing set. Related to this variant, the E-Voronoi Diagram was
also presented as well as an algorithm to compute it that runs in O(n4) time.

We introduced the Θ-illumination of minimum range and an optimal linear
time algorithm. The algorithm computes the MER needed to well Θ-illuminate a
point in the plane and a minimal embracing set for it. We established a connection
between the t-good illumination of minimum range and the good Θ-illumination
of minimum range in Proposition 5. The MER to well Θ-illuminate a point also
t-well illuminates that point, for t = � π

Θ�.
All the algorithms in this paper apart from the one that computes the

E-Voronoi Diagram have been implemented using Java. They all have been im-
plemented without any major issues and take the expected run-time to com-
pute a solution. The algorithm to compute the E-Voronoi Diagram is by far the
most challenging since it needs a good data structure to compute and merge
five Voronoi Diagrams. Nevertheless, this must be done a quadratic number of
times which can be disastrous if the data structure takes too much time to be
processed. Though it hasn’t been implemented yet, it is in our plans to do so.



14 M. Abellanas, A. Bajuelos, and I. Matos

Acknowledgments. We wish to thank Belén Palop from the Universidad de
Valladolid for helpful discussions about the algorithm to compute the MER of a
1-well illuminated point.

References

1. Abellanas, M., Bajuelos, A., Hernández, G., Matos, I.: Good Illumination with Lim-
ited Visibility. In: Proceedings of the International Conference of Numerical Anal-
ysis and Applied Mathematics, pp. 35–38. Wiley-VCH Verlag, Chichester (2005)

2. Abellanas, M., Bajuelos, A., Hernández, G., Matos, I., Palop, B.: Minimum Illu-
mination Range Voronoi Diagrams. In: Proceedings of the 2nd International Sym-
posium on Voronoi Diagrams in Science and Engineering, pp. 231–238 (2005)

3. Abellanas, M., Canales, S., Hernández, G.: Buena iluminación. Actas de las IV
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Abstract. A chain or n-link is a sequence of n links whose lengths
are fixed joined together from their endpoints, free to turn about their
endpoints, which act as joints. ”Ruler Folding Problem”, which is NP-
Complete is to find the minimum length of the folded chain in one di-
mensional space. The best result for ruler folding problem is reported by
Hopcroft et al. in one dimensional space which requires O(nL2) time com-
plexity, where L is length of the longest link in the chain and links have
integer value lengths. We propose a dynamic programming approach to
fold a given chain whose links have integer lengths in a minimum length
in O(nL) time and space. We show that by generalizing the algorithm it
can be used in d-dimensional space for orthogonal ruler folding problem
such that it requires O(2dndLd) time using O(2dndLd) space.

Keywords: Ruler Folding Problem, Carpenter’s Ruler, Dynamic Pro-
gramming.

1 Introduction

A carpenter’s ruler is a ruler divided up into pieces of different lengths which
are hinged where the pieces meet, which makes it possible to fold the ruler. The
problem, originally posed by Sue Whitesides (McGill) is to determine the small-
est case into which the ruler will fit when folded. Here we are again idealizing
a physical ruler because we are imagining that the ruler will be allowed to fold
onto itself so that it lies along a line segment (whose length is the size of the
case) but that no thickness results from the segments which lie on top of each
other.

We consider a sequence of closed straight line segments [A0, A1], [A1, A2], ...
[An−1, An] of fixed lengths l1, l2, . . . ln, respectively, imagining that these line
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segments are mechanical objects such as rods, and their endpoints are joints
about which these rods are free to turn. The aim is to find the minimum length
of folded chain in which each joint is to be completely straight, or completely
folded. This problem has been known as ”Ruler Folding Problem”

”Ruler Folding Problem” was stated by Hopcroft et al. for the first time and it
has been shown to be NP-Complete by a reduction from PARTITION problem
[1]. They developed an O(nL2) pseudo polynomial algorithm for folding an n-
link open chain in one dimensional space where L is the length of the longest
link [1,2]. Hopcroft et al. proposed an approximation algorithm for the ”Ruler
Folding Problem” with the upper bound of 2L for the length of the folded chain.
They showed that this upper bound is tight using an example [1].

Part of the motivation of Hopcroft, Joseph, and Whitesides in studying the
complexity of ruler folding was that it was a very simplified model for a mo-
tion planning problem for a robot. As engineers have moved in the direction
of designing more complex robotic systems, computer scientists and mathemati-
cians have been studying the complexity of the algorithms that are involved with
implementing such robotic systems.

Recently, Calinescu and Dumitrescu improved the previous result and pro-
vided a fully polynomial-time ε-approximation scheme (FPAS) for ruler folding
problem[3]. Total running time of their algorithm is O(n4(1/ε)3 log L) and it
requires O(n4(1/ε)3 log L) additional space. Kantabutra presented a linear time
algorithm for reconfiguring certain chains inside squares, considering an unan-
chored n-link robot arm confined inside a square with side length at least as
long as the longest arm link[4]. He found a necessary and sufficient condition
for reachability in this square. Biedl et al. have investigated locking tree like
linkages in two dimension and proved that transforming any closed chain to a
simple closed chain such that links be horizontal or vertical is NP-Complete.
This problem remains NP-Complete even in one dimension. The proof is done
by a reduction from PARTITION problem [5,6].

Lenhart and Whiteside defined an operation called ”linear movement” for
closed chains and showed that any closed chain can be transformed to an-
other closed chain by O(n) linear movements, in the three or more dimensional
spaces[7]. They showed for 2D spaces it is possible if and only if sum of the
lengths of the second and the third largest links be less than half the sum of all
links’s lengths. Linkage problems have been studied extensively in the case that
links are allowed to cross [8]. Recently there has been much work on the case
that the linkage must remain simple and no crossing are allowed. Such linkage
folding has applications in hydraulic tube bending and motion planning of robot
arms. There are also connections to protein folding in molecular biology [9].

In this paper, we reduce the time complexity of the algorithm given by
Hopcroft et al. and also introduce a new problem, Orthogonal Ruler Folding,
which is a generalization of Ruler Folding Problem. In the real word, robot arms
are constructed as sequence of links whose thickness are not zero. In the Ruler
Folding Problem, thickness of each link is considered as zero but in the reality it
is not zero. 2D and 3D version of the Ruler Folding Problem have applications
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Fig. 1. Orthogonal Ruler Folding (a)One dimensional space (b)Two dimensional space
(c)Three dimensional space

when the thickness of the links are greater than zero, an also in moving robot
arms when obstacles are present. We present a pseudo polynomial time algo-
rithm for ”Ruler Folding Problem” in one, two, and d-dimensional space based
on the dynamic programming approach such that lengths of the links are integer
values. Figure (1) shows the Orthogonal Ruler Folding in three cases.

Preliminaries are stated in section 2, our algorithm in one dimensional space
is presented in section 3, we generalize the algorithm to solve the problem in d-
dimensional space in section 4 , and finally the conclusion is stated in section 5.

2 Preliminaries

A linkage is a planar straight line graph G = (V, E) and a mapping l : E �−→ R+

of edges to positive real lengths. Each vertex of a linkage is called a joint or an
articulation point, each straight line edge e of a linkage, which has a specified
fixed length l(e) is called a bar or a link. A linkage whose underlying graph
is a single path is called polygonal arc, open chain or a ruler, a linkage whose
underlying graph is a single cycle is called polygonal cycle, closed chain or a
polygon and a linkage whose underlying graph is a single tree is called polygonal
tree or tree linkage. In an n-link polygonal arc, let li denote ith link of the open
chain, and Ai denote the joint connecting li and li+1 links, for i = 0, . . . , n − 1.
A linkage can be folded by moving the links around their joints in Rd in any
way that preserves the length of each link. The length of a link l is shown by |l|.

Given an n-link open chain Γ = (l1, . . . , ln), LΓ is defined as follows.

LΓ = Max{|li|; for i = 1, . . . , n}. (1)

and Γi is defined as follows.

Γi = (l1, . . . , li). (2)

LΓ is the length of the longest link in the given chain which is denoted by Γ and
Γi is the ith subchain of Γ . Now we introduce Ruler Folding Problem as follows.
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Problem 1: Given an n-link open chain Γ = (l1, . . . , ln) with links having
integer length, what is the minimum length of the folded chain such that all
joint’s angles must be 0 or 180?

Note that different orders of lengths can mean a different minimum sized
folding. The abstract problem we are raising is: Given a collection of numbers
l1, l2, . . . , ln which are to be interpreted as the lengths of the sections of the
carpenter’s ruler, with the first section of the ruler having length l1, the second
section of the ruler having length l2, . . . , and the last section of the ruler having
length ln, can the ruler be stored in a case with length at most K? (For the
problem to make sense K should be at least as large as the largest link in the
ruler; otherwise there is no hope of fitting the ruler into a case of length K.)

In the next section we propose a dynamic programming approach to solve the
above problem.

3 One Dimensional Algorithm

Hopcroft et al. [1] developed an approximation algorithm for ruler folding prob-
lem. This algorithm takes an n-link open chain as input and folds it such that
the length of the folded chain does not exceed 2L, where L is defined in equation
(1). A short description of the algorithm is as follows. Using x axis, place joint
A0 on the origin and then for each link li, for i = 1, . . . , n, if folding li to the
left direction results in placing Ai on a negative axis then fold li to the right,
otherwise fold li to the left. The sketch of their algorithm is given in Figure (2).
Result of their algorithm is stated by a theorem which is as follows.

Theorem 1. Given an n-link open chain, it can be folded in less than 2L length
in O(n) time, where L is the length of the longest link in the given chain.

Proof. See [1]. ��

Hopcroft et al. also developed a dynamic programming approach which folds
a given chain Γ whose links have integer lengths within the optimum interval.
Their algorithm is as follows.

For k = L to 2L − 1 repeat steps 1 to 4.

Step 1: Characterizing optimal subproblems Consider any optimal fold-
ing and let j be the position within k where Ai lands. Then links 1 through
i−1 must be folded within k such that Ai−1 lands at j−|li| = 0 or j+|li| = k.

Step 2: Recursive definition We get this recursive definition which is as fol-
lows.
T (i, j): true if and only if links 1 through i of the ruler can be folded such
that Ai lands at position j.
T (i, j) = true if T (i − 1, j − |li|) is true for j − |li| = 0, or T (i − 1, j + |li|) is
true for j + |li| = k, false otherwise.

Step 3: Algorithm Build a table with n + 1 rows (indexed 0 to n), and with
k + 1 columns (indexed 0 to k). Initialize row 0 to true everywhere, and all
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other rows to false everywhere. Fill the table from left to right, from top to
bottom, as per step 2. Its important to keep track of whether a true on row
i came from T (i − 1, j − |li|) or from T (i − 1, j + |li|) so that we know in
which directions to fold the links in an eventual optimal solution.

Step 4: Reconstructing optimal solution If no true in row n, ruler can not
be folded within k. Otherwise, backtrack from any such true entry up the
table using the data of step 3.

Analysis. It is easy to see that their algorithm requires O(nL2) time and O(nL)
space where L is the length of the longest link in the given chain.

Algorithm 1D − Approximation(Γ, n, F )

// This algorithm folds the given sub-chain Γ = (l1, . . . , ln) within the interval [0, 2LΓ ]

Input: Γ is the given chain.

Output:ArrayF = (f1, . . . , fn) of size n such that fi = +1, if li has been

folded to the right and fi = −1, if li has been folded to the left.

Begin

Place joint A0 on point x = 0

CurrentPos← 0

for i← 1 to n do

if CurrentPos− |li| < 0 then

//place joint Ai on the right side of Ai−1

CurrentPos← CurrentPos + |li|
fi ← +1

else

CurrentPos← CurrentPos− |li|
fi ← −1

End of Algorithm

Fig. 2. Approximation algorithm in one dimensional space

We use a dynamic programming approach to achieve a pseudo polynomial
algorithm for ruler folding problem which requires O(nL) time using O(nL)
space. Given an n-link open chain Γ = (l1, . . . , ln) with integer length links, let
mi,j (if mi,j ≥ 0) be the minimum length of the folded chain Γi for which

Min{x(Ak); for k = 0, . . . , i} = 0

and joint Ai (endpoint of Γi) is placed at point j and let mi,j be +∞ if it is
impossible to fold Γi in the minimum length such that

Min{x(Ak); for k = 0, . . . , i} = 0

and joint Ai is placed at point j where x(Ak) is x coordinate of joint Ak.
For the whole chain, the minimum length of the folded Γn would thus be
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Algorithm 1DRulerFolding(Γ, n);

Input: Γ is an n-link open chain whose links have integer lengths.

Output: Minimum length of the folded open chain Γ

Begin

L← Max{|li|; for i = 1, . . . , n}
for i← 0 to n do

for j ← 0 to 2L do

mi,j ← +∞
m0,0 ← 0

for i← 1 to n do

for j ← 0 to 2L do

if mi−1,j < +∞ then

if j + |li| ≤ 2L then

mi,j+|li| ←Min{mi,j+|li |, Max{j + |li|, mi−1,j}}
if j − |li| < 0 then

mi,0 ←Min{mi,0, |li| + mi−1,j − j}
else

mi,j−|li| ← Min{mi,j−|li |, mi−1,j}
return Min{mn,j ; for j = 0, . . . , 2L}

End of Algorithm

Fig. 3. One dimensional Ruler Folding algorithm

Min{mn,j; for j = 0, . . . , 2L}. It is easy to see that if i = 0, the problem is
trivial. Thus

m0,j =
{

0 if j = 0,
+∞ otherwise.

Furthermore using 1, we get mi,j = +∞ ,if j < 0 or j > 2L. mi,j is computed
from mi−1,j+|li| and mi−1,j−|li|. We should fold li to both the left and the right
directions from Ai−1. If left folding of li implies that Ai is positioned at a negative
point then we should shift whole of Γi to the right until Ai is positioned at point
zero. Hence, when j = 0, mi,j may be modified. The recurrence equation of mi,j

is as follows.

mi,j =
{

Min{|li| + mi−1,k − k; for k = 0, . . . , |li|} if j = 0,
Min{mi−1,j+|li|, Max{j, mi−1,j−|li|}} if j > 0. (3)

Based on the recurrence equation (3), we achieve a dynamic programming algo-
rithm which is shown in Figure (3). Note that for simple implementation of the
algorithm 1DRulerFolding we fill mi,j , for j = 0, . . . , 2L, discretely.

Analysis. It is easy to see that algorithm 1DRulerFoilding requires O(nL) time
and space.
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4 d-Dimensional Algorithm

In this section, first we state 2-dimensional ruler folding problem and introduce
an algorithm for it and then generalize it to d-dimensional space.

Consider an object function for 2-dimensional space which is defined as follows.

f2(Γ ) = (Max{x(Ai); for i = 0, . . . , n} − Min{x(Ai); for i = 0, . . . , n})+
(Max{y(Ai); for i = 0, . . . , n} − Min{y(Ai); for i = 0, . . . , n})

where x(Ai) is x coordinate of joint Ai and y(Ai) is y coordinate of joint Ai.

Problem 2: Given an n-link open chain Γ = (l1, . . . , ln) with integer length
links, what is the minimum value of the object function f2(Γ ) for the folded
chain in the plane such that all links of the given chain are parallel to at least
one axis?

Let mi,j,k (if mi,j,k ≥ 0) be the minimum value of object function f2(Γ ) for
the folded chain Γi for which

Min{x(Ak); for k = 0, . . . , i} = 0

and
Min{y(Ak); for k = 0, . . . , i} = 0

and Ai (endpoint of Γi) is placed at point (j, k) and let mi,j,k be +∞ if it is
impossible to fold Γi in the minimum length such that

Min{x(Ak); for k = 0, . . . , i} = 0

and
Min{y(Ak); for k = 0, . . . , i} = 0

and Ai is placed at point (j, k). For the whole chain, the minimum length of the
folded Γn would thus be

Min{mn,j,k; for j = 0, . . . , 2L and k = 0, . . . , 2L}.

If i = 0, the problem is trivial. Thus

m0,j,k =
{

0 if j = 0 and k = 0,
+∞ otherwise,

and mi,j,k = +∞ ,if j < 0, j > 2L, k < 0, or k > 2L. mi,j,k is computed from
mi−1,j+|li|,k, mi−1,j−|li|,k, mi−1,j,k−|li|, and mi−1,j,k+|li|. We should fold li to
the left, right, up, and down directions from Ai−1. If left folding of li implies
that Ai is positioned at a negative x coordinate then we should shift right whole
of Γi until x(Ai) is zero, and if down folding of li implies that Ai is positioned at
a negative y coordinate then we should shift up whole of Γi until y(Ai) is zero.
Hence, when j = 0 or k = 0, mi,j,k may be modified. Since

Min{x(Ak); for k = 0, . . . , i} = 0
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Algorithm 2DRulerFolding(Γ, n);

Input: Γ is an n-link open chain whose links have integer length.

Output: Minimum value of f2(Γ ) for the folded open chain Γ

Begin

L←Max{|li|; for i = 1, . . . , n}
for i← 0 to n do

for j ← 0 to 2L do

for k ← 0 to 2L do

mi,j,k ← +∞
m0,0,0 ← 0

Bx(0, 0, 0)← 0

By(0, 0, 0)← 0

for i← 1 to n do

for j ← 0 to 2L do

for k ← 0 to 2L do

if mi−1,j,k < +∞ then

if k + |li| ≤ 2L then//Right Direction

mi,j,k+|li| ←Min{mi,j,k+|li|,

Max{k + |li|, Bx(i− 1, j, k) + By(i− 1, j, k)}}
Bx(i, j, k + |li|)←Max{k + |li|, Bx(i− 1, j, k)}

if k − |li| < 0 then //Left Direction

if |li|+ Bx(i− 1, j, k)− k + By(i− 1, j, k) < mi,j,0 then

mi,j,0 ← |li|+ Bx(i− 1, j, k)− k + By(i− 1, j, k)

Bx(i, j, 0← |li|+ Bx(i− 1, j, k)− k

else

if mi−1,j,k < mi,j,k−|li| then

mi,j,k−|li| ← mi−1,j,k

Bx(i, j, k − |li|)← Bx(i− 1, j, k)

if j + |li| ≤ 2L then //Up Direction

mi,j+|li|,k ←Min{mi,j+|li|,k,

Max{j + |li|, By(i− 1, j, k) + Bx(i− 1, j, k)}}
Bx(i, j + |li|, k)←Max{j + |li|, By(i− 1, j, k)}

if j − |li| < 0 then //Down Direction

if |li|+ By(i− 1, j, k)− j + Bx(i− 1, j, k) < mi,0,k then

mi,0,k ← |li|+ By(i− 1, j, k)− j + Bx(i− 1, j, k)

By(i, 0, k)← |li|+ By(i− 1, j, k)− j

else

if mi−1,j,k < mi,j−|li|,k then

mi,j−|li|,k ← mi−1,j,k

By(i, j − |li|, k)← By(i− 1, j, k)

return Min{mn,j,k; for j = 0, . . . , 2L and k = 0, . . . , 2L}
End of Algorithm

Fig. 4. Two dimensional Ruler Folding algorithm

and
Min{y(Ak); for k = 0, . . . , i} = 0

in step i, thus we need to save right point and up point in each step. Let B be
a data structure in which it records x coordinate and y coordinate of each step.
Note that in one dimensional space the values of B and m are the same and it
is not necessary to use the data structure B. The recurrence equation of mi,j,k

is as follows.
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mi,j,k =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Min0≤s≤j+|li|{|li|+
By(i − 1, s, k) − s + Bx(i − 1, j, k)} if j = 0,
Min0≤s≤k+|li|{|li|+
Bx(i − 1, j, s) − s + By(i − 1, j, k)} if k = 0,
Min{mi−1,j+|li|,k, Max{j, By(i − 1, j − |li|, k)}+
Bx(i − 1, j − |li|, k)} if j > 0,
Min{mi−1,j,k+|li|, Max{k, Bx(i − 1, j, k − |li|)}+
By(i − 1, j, k − |li|)} if k > 0.

(4)

Based on the recurrence equation (4), we achieve a dynamic programming algo-
rithm which is shown in Figure (4).

Analysis. It is easy to see that algorithm 2DRulerFoilding requires O(nL2) time
and space.

Algorithm d−DimensionalRulerFolding(Γ, n);

Input: Γ is an n-link open chain whose links have integer length.

Output: Minimum value of fd(Γ ) for the folded open chain Γ

Begin

L←Max{|li|; for i = 1, . . . , n}
for i← 0 to n do

for all 0 ≤ j1, . . . , jd ≤ 2L do

mi
j1,...,jd

← +∞
m0

0,...,0 ← 0

for k ← 1 to d do

B0
k(0, . . . , 0)← 0

for i← 1 to n do

for all 0 ≤ j1, . . . , jd ≤ 2L do

if mi−1
j1,...,jd

< +∞ then

for k ← 1 to d do

if jk + |li| ≤ 2L then//+jk Direction

mi
j1,...,jk−1,jk+|li|,jk+1,...,jd

←Min{mi
j1,...,jk−1,jk+|li|,jk+1,...,jd

,

Max{jk + |li|,
∑

t=1,...,d
Bi−1

t (j1, . . . , jd)}}
Bi

k(j1, . . . , jk−1, jk + |li|, jk+1, . . . , jd)←Max{jk + |li|, Bi−1
k

(j1, . . . , jd)}
if jk − |li| < 0 then //−jk Direction

if |li|+
∑

t=1,...,d
Bi−1

t (j1, . . . , jd)− jk < mi
j1,...,jk−1,0,jk+1,...,jd

then

mi
j1,...,jk−1,0,jk+1,...,jd

← |li|+
∑

t=1,...,d
Bi−1

t (j1, . . . , jd)− jk

Bi
k(j1, . . . , jk−1, 0, jk+1, . . . , jd)← |li|+ Bi−1

k
(j1, . . . , jd)− jk

else

if mi−1
j1,...,jd

< mi
j1,...,jk−1,jk−|li|,jk+1,...,jd

then

mi
j1,...,jk−1,jk−|li|,jk+1,...,jd

← mi−1
j1,...,jd

Bi
k(j1, . . . , jk−1, jk − |li|, jk+1, . . . , jd)← Bi−1

k
(j1, . . . , jd)

return Min{mn
j1,...,jd

; for all 0 ≤ j1, . . . , jd ≤ 2L}
End of Algorithm

Fig. 5. d-dimensional Ruler Folding algorithm
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Now, consider an object function for d-dimensional space which is defined as
follows.

fd(Γ ) =
∑

k=1,...,d

(Maxi=0,...,n{xk(Ai)} − Mini=0,...,n{xk(Ai)})

where xk(Ai) is the kth coordinate of joint Ai.

Problem 3: Given an n-link open chain Γ = (l1, . . . , ln) with integer length
links, what is the minimum value of the object function fd(Γ ) for the folded
chain in the d−dimensional space such that all links of the given chain are
parallel to at least one axis?

By a little modification of algorithm 2DRulerFolding we can achieve a d -
dimensional algorithm which solve problem 3. Figure (5) shows the d-dimensional
algorithm for Ruler Folding problem in which Bi

k(j1, . . . , jd) represents the ex-
treme point of the the folded chain Γi in the kth dimension in which Ai is
positioned at point (j1, . . . , jd) and mi

j1,...,jd
stands for the minimum value of

fd(Γi).

Analysis. d-DimensionalRulerFolding algorithm requires O(2dndLd) time using
O(2dndLd) space.

An optimal solution can be obtained by using an extra array and utilizing the
information provided by the algorithm. For optimal substructure, it is easy to
see that an optimal solution to a problem contains within it an optimal solution
to subproblems.

5 Conclusion

The best previously known algorithm for the ruler folding problem was developed
by Hopcroft et al.[1]. They introduced a pseudo polynomial time algorithm which
required O(nL2) time using O(nL) space, where L is the length of the longest
link of the given chain. In this paper, we developed a pseudo polynomial time
algorithm using dynamic programming approach for ruler folding problem in
one dimensional space. Our algorithm requires O(nL) time using O(nL) space,
which beats the Hopcroft’s result in time complexity.

By defining a new problem which is derived from Ruler Folding problem in
d-dimensional space,we generalize the algorithm to solve orthogonal ruler folding
problem in d-dimensional space. It requires O(2dndLd) time using O(2dndLd)
additional space. By modifying the object function fd(Γ ), the algorithm can
solve other problems which can be constructed in d-dimensional space. It can be
used for many kind of problems such as minimizing area of the bounded region of
orthogonal folded chain. Ruler folding problem has many applications including
robot motions and protein folding in biology science. The introduced algorithms
are useful in robot motion planning problems in which robot arms are modeled
by linkages.



A New Dynamic Programming Algorithm 25

References

1. Hopcroft, J., Joseph, D., Whitesides, S.: On the movement of robot arms in 2-
dimensional bounded regions. SIAM J. Comput. 14(2), 315–333 (1985)

2. Whitesides, S.: Chain Reconfiguration. The Ins and Outs, Ups and Downs of Moving
Polygons and Polygonal Linkages. In: Eades, P., Takaoka, T. (eds.) ISAAC 2001.
LNCS, vol. 2223, pp. 1–13. Springer, Heidelberg (2001)

3. Calinescu, G., Dumitrescu, A.: The carpenter’s ruler folding problem. In: Goodman,
J., Pach, J., Welzl, E. (eds.) Combinatorial and Computational Geometry, pp. 155–
166. Mathematical Sciences Research Institute Publications, Cambridge University
Press (2005)

4. Kantabutra, V.: Reaching a point with an unanchored robot arm in a square. Inter-
national journal of Computational Geometry & Applications 7(6), 539–549 (1997)

5. Biedl, T., Demaine, E., Demaine, M., Lazard, S., Lubiw, A., O’Rourke, J., Robbins,
S., Streinu, I., Toussaint, G., Whitesides, S.: A note on reconfigurating tree linkages:
Trees can lock. Discrete Appl. Math. (2001)

6. Biedl, T., Lubiw, A., Sun, J.: When Can a Net Fold to a Polyhedron? In: Eleventh
Canadian Conference on Computational Geometry, U. British Columbia (1999)

7. Lenhart, W.J., Whitesides, S.: Reconfiguring Closed Polygonal Chains in Euclidean
d-Space. Discrete and Computational Geometry 13, 123–140 (1995)

8. Whitesides, S.: Algorithmic issues in the geometry of planar linkage movement.
Australian Computer Journal, Special Issue on Algorithms 24(2), 42–50 (1992)

9. O’Rourke, J.: Folding and unfolding in computational geometry. Discrete and Com-
putational Geometry 1763, 258–266 (1998)



Efficient Colored Point Set Matching Under

Noise

Yago Diez � and J. Antoni Sellarès�
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Abstract. Let A and B be two colored point sets in R2, with |A| ≤ |B|.
We propose a process for determining matches, in terms of the bottleneck
distance, between A and subsets of B under color preserving rigid motion,
assuming that the position of all colored points in both sets contains a
certain amount of ”noise”. The process consists of two main stages: a
lossless filtering algorithm and a matching algorithm. The first algorithm
determines a number of candidate zones which are regions that contain
a subset S of B such that A may match one or more subsets B′ of S . We
use a compressed quadtree to have easy access to the subsets of B related
to candidate zones and store geometric information that is used by the
lossless filtering algorithm in each quadtree node. The second algorithm
solves the colored point set matching problem: we generate all, up to a
certain equivalence, possible motions that bring A close to some subset B′

of every S and seek for a matching between sets A and B′. To detect these
possible matchings we use a bipartite matching algorithm that uses Skip
Quadtrees for neighborhood queries. We have implemented the proposed
algorithms and report results that show the efficiency of our approach.

1 Introduction

Determining the presence of a geometric pattern in a large set of objects is a
fundamental problem in computational geometry. More specifically, the Point Set
Matching (PSM) problem arises in fields such as astronautics [11], computational
biology [1] and computational chemistry [6].

In all these areas the data used present a certain degree of ”fuzzyness” due
to the finite precision of measuring devices or to the presence of noise during
measurements so the positions of the points involved are allowed to vary up to a
fixed quantity. In some cases, as in the constellation recognition problem (con-
sidering fixed magnification) in astronautics or the substructure search problem
in molecular biology, the points to be matched represent objects that can be
grouped in finite range of categories (by the brightness of the stars or by types
of the atoms involved respectively). By assigning a color to each of this cat-
egories and working with colored points we may focus on an problem usually
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not considered while retaining the same applicability and geometric interest (as
the PSM problem is just a particular case of the one just stated, when there
is only one color present). Another aspect that we will consider is that in most
applications the sets to be matched do not have the same cardinality, so the
objective is to match one of the sets to a subset of the other (this is also known
as partial matching ). Finally, bearing in mind that in our motivational problems
the correspondences between the colored points to be matched are required to
be one-to-one, we will use the bottleneck distance.

1.1 Problem Formulation

Let P (q, r) represent the colored point q ∈ R2 with associated color r. Fixed a
real number ε ≥ 0, we say that two colored points A = P (a, r),and B = P (b, s)
match when r = s and d̃(A, B) = d(a, b) ≤ ε, where d denotes the Euclidean
distance.

Let D, S be two colored points sets of the same cardinality. A color preserving
bijective mapping f : D → S maps each colored point A = P (a, r) ∈ D to a
distinct and unique colored point f(A) = P (b, s) ∈ S so that r = s. Let F be the
set of all color preserving bijective mappings between D and S. The bottleneck
distance between D and S is defined as:

db(D, S) = min
f∈F

max
A∈D

d̃(A, f(A)) .

The Noisy Colored Point Set Matching (NCPSM) problem can be formu-
lated as follows. Given two Colored Points sets A, B, |A| = n, |B| = m, n ≤ m,
and ε ≥ 0, determine all rigid motions τ for which there exists a subset B′ of
B such that db(τ(A), B′) ≤ ε. We define τ(P (a, r)) as P (τ(a), r) and τ(A) as
{τ(P (a, r)) | P (a, r) ∈ A}.

If τ is a solution to the NCPSM problem, every colored point of τ(A) ap-
proximately matches to a distinct and unique colored point of B′ of the same
color, and we say that A and the subset B′ of S approximately match or are
noisy congruent. A graphical example of the problem can be found in Figure 1.
In the case when all the points are of the same color and sets of the same car-
dinality are considered, then the NCPSM problem becomes the Noisy Point
Set Matching (NPSM) problem [4].

To make the visualization of the graphical examples easier throughout this
paper the colored points will be represented as disks and different colors will be
indicated by different radii. It must be noted that we will not use the geometric
properties of the disks and use their radius only as ”color” categories.

1.2 Previous Results

The study of the NPSM problem was initiated by Alt et al. [2] who presented
an exact O(n8) time algorithm for solving the problem for two sets A, B of
cardinality n. Combining Alt et alt. algorithm with the techniques by Efrat
et al. [4] the time can be reduced to O(n7 log n). To obtain faster and more
practical algorithms, several authors proposed algorithms for restricted cases or
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Fig. 1. Our problem consists on finding all the subsets of B that approximately match
to some color-preserving rigid motion of set A. In the figure rectangles contain such
subsets. Points of different color are represented as disks with different radii.

resorted to approximations [7,4]. This line of research was initiated by Heffernan
and Schirra [7] who presented an O(n2.5)-time algorithm conditioned to the fact
that the noise regions were small. Indyk and Venkatasubramanian [10] claim
that this last condition can be removed without increasing the computational
complexity using the techniques by Efrat, Itai and Katz [4].We must remark that
although the widely known Hausdorff distance is commonly used and faster to
compute than the bottleneck distance, our motivational problems demand the
matching between colored points to be one to one, forbidding its use.

2 Our Approach

The main idea in our algorithm is to discretize the NCPSM problem by turning
it into a series of ”smaller” instances of itself whose combined solution is faster
than the original problem’s. To achieve this discretization, we use a conservative
strategy that discards those subsets of B where no match may happen and, thus,
keep a number of zones where this matches may occur.

Our process consists of two main algorithms. The first one, the lossless filtering
Algorithm, yields a collection of candidate zones, which are regions determined
by one, two or four squares that contain a subset S of B such that A may
approximately match one or more subsets B′ of S. The second algorithm solves
the NCPSM problem between A and every S.

The discarding decisions made throughout the lossless filtering algorithm are
made according to a series of geometric parameters that are invariant under
rigid motion. These parameters help us to describe and compare the shapes of
A and the different subsets of B that we explore. To navigate B and have easy
access to its subsets, we use a compressed quadtree [5]. This capacity to discard
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parts of B results in a reduction of the total computational time, corresponding
to a pruning of the search space. Notice that the earlier the discards are made,
the bigger the subsets of B that are discarded. In the following paragraphs we
provide a more detailed explanation of the structure of our solution. We also
provide Figure 2 as a visual complement.

The first algorithm (Lossless Filtering algorithm) consists itself on two sub-
parts. A quadtree construction algorithm and a search algorithm. The quadtree
construction algorithm can also be subdivided in two more parts: a compressed
quadtree building algorithm that uses the colored points in B as sites (without
considering their color), and an algorithm that adds the information related to
the geometric parameters being used to each node. The search algorithm tra-
verses the quadtree looking for the candidate zones

Overview of all the algorithms used:

LFA: Lossless Filtering Algorithm,
QBA: Quadtree Building Algorithm

CQBA: Compressed Quadtree Building Algorithm

AGIA: Adding Geometric Information Algorithm

SA: Search Algorithm

CPSMA: Colored Point Set Matching
Algorithm
E: Enumeration,

T: Testing

The second algorithm (matching algorithm) consists on two more parts. The
first one, the ”enumeration” part, groups all possible rigid motions of A in equiv-
alence classes in order to make their handling feasible and chooses a represen-
tative motion τ for every equivalence class. The second step, the ”testing” part,
performs a bipartite matching algorithm between every set τ(A) and every col-
ored point set B′ associated to a candidate zone. For these matching tests we
modify the algorithm proposed in [4] by using the skip-quadtree data structure
[5] in order to make it easier to implement and to take advantage of the data
structures that we have already built.

Notice that although our algorithms are designed to solve the generic NCPSM
problem, the possibility to define different geometric parameters allows the algo-
rithm to take advantage of the characteristic properties of specific applications.
We have implemented the algorithms presented, which represents a major dif-
ference to the previous and mainly theoretical approaches.

3 Lossless Filtering Algorithm

The subdivision of R2 induced by a certain level of the quadtree is formed by
axis-parallel squares. To take advantage of this, we will just search for a certain
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axis-parallel square in the quadtree big enough to contain set A even if it appears
rotated. In order to make this search more effective, we will also demand the
square that we are looking for to contain a part of B similar to A in terms of
some (rotation invariant) geometric parameters. By doing this, we will be able
to temporarily forget about all the possible motions that set A may undergo
and just find those zones of the quadtree where they may actually appear by
performing a type of search that is much more adequate to the quadtree data
structure. The following paragraphs provide some more details on this idea.

Through the rest of the paper, all rectangles and squares considered will
be axis-parallel unless explicitly stated. Let RA be the minimal rectangle that
contains all the (colored) points in A, and let s be the smallest positive integer
for which (diagonal(RA) + 2ε) ≤ 2s holds. Let us also denote any square with
side length 2s as a square of size s. Note that we use powers of two as side lengths
of the squares considered to simplify the explanations in section 3.2, although it
is not really necessary for our algorithm.

For any rigid motion τ there exists a square of size s containing all the points
in τ(A). This allows us to affirm that, for any S ⊂ B noisy congruent with A
there exists a square of size s that contains its points. We store the points in B in
a compressed quadtree QB and describe the geometry of each of the nodes in this
quadtree by using a number of geometric parameters that are invariant for rigid
motions. Then we look for candidate zones in the quadtree whose associated
geometric parameters match those of A. To sum up, we can say that, in the first
step of the algorithm, instead of looking for all possible rigid motions of set A, we
look for squares of size s covering subsets of B, which are parameter compatible
with A. It is important to stress the fact that ours is a conservative algorithm,
so we do not so much look for candidate zones as rule out those regions where
no candidate zones may appear. A technical issue that arises at this point is
that, although our intention would be to describe our candidate zones exactly
as squares of size s this will not always be possible, so we will also have to use
couples or quartets of squares of size s.

3.1 Quadtree Building Algorithm

Compressed Quadtree Construction. Although for the first algorithm we
only use the quadtree levels between the root and the one whose associated nodes
have size s, we use the remaining levels later, so we build the whole compressed
quadtree QB. This takes a total O(m log m) computational time [5]. The use of
the compressed quadtree data structure is motivated by the necessity to keep the
number of nodes bounded. This happens because compressed quadtrees, unlike
“usual quadtrees, guarantee this number of nodes to be in O(m).

Adding information to the quadtree. To simplify explanations we consider
QB to be complete. Although it is clear that this is not the general situation this
limitation can be easily overcome in all the parts of the algorithm.

At this stage the quadtree QB contains no information about the different
colors of the points in B or the geometric characteristics of B as a whole. Since
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these parameters will guide our search for matches they must be invariant under
rigid motion. The geometric parameters we use are: a) parameters that take
into account the fact that we are working with point sets: number of points
and histogram of points’ colors attached to a node; b) parameters based on
distances between points: maximum and minimum distance between points of
every different color. For every geometric parameter we will define a parameter
compatibility criterium that will allow us to discard zones of the plane that
cannot contain a subset B′ of B to which A may approximately match (see figure
2 for an example). Other general geometric parameters may be considered in
future work as well as specific ones in specialized applications of the algorithms.
Once selected the set of geometric parameters to be used, in the second stage of

Fig. 2. There cannot be any B′ that approximately matches A fully contained in the
four top-left squares because A contains twelve disks (representing colored points) and
the squares only six

the quadtree construction, we traverse QB and associate the selected geometric
parameters to each node. We also compute them for set A. The computational
cost of adding the geometric information to QB depends on the parameters that
we choose. In the case of the ”number of points” and ”histogram of points’ colors”
parameters we can easily keep track of them while we build the quadtree, so no
additional cost is needed. For the ”minimum and maximum distance between
points of the same color” parameters, the necessary calculations can be carried
out in O(m2 log m) time for each color category. Adding other parameters will
indeed need extra computational time but will also make the discarding of zones
more effective. This O(m2 log m) dominates the O(m log m) cost of building the
quadtree yielding the following:

Lemma 1. The cost of the Quadtree building algorithm is O(m2 log m).

3.2 Lossless Filtering

This algorithm determines all the candidate zones where squares of size s that
cover a subset of B which is parameter compatible with A can be located. The
subdivision induced by the nodes of size s of QB corresponds to a grid of squares
of size s superimposed to set B. As we are trying to place a certain square in
a grid of squares of the same size, it is easy to see that the only three ways to



32 Y. Diez and J.A. Sellarès

Fig. 3. Position of the candidate zones in the grid. Overlapping: (a) a single grid-square
(corresponding to a single quadtree node), (b) two (vertically or horizontally) neigh-
boring nodes, or (c) four neighboring nodes. In this example we observe occurrences of
set A in zones of the first two types and an ellipse showing where occurrences of the
third type (not present) would appear.

place one of our squares respect to this grid correspond to the relative position of
one of the square’s vertices. This yields three different kinds of candidate zones
associated to, respectively one, two or four nodes (see Figure 3). The subsets B′
that we are looking for may lie anywhere inside those zones.

Search algorithm. We provide a brief overview of the algorithm that traverses
QB searching for the set C of candidate zones (see also algorithm 1.). The hierar-
chical decomposition of B provided by QB makes it possible to begin searching at
the whole of B and later continue the search only in those zones where, according
to the selected geometric parameters, it is really necessary.

The algorithm searches recursively in all the quadrants considering also those
zones that can be built using parts of more than one of them. The zones taken
into account through all the search are easily described in terms of QB’s nodes
and continue to decrease their size, until they reach s, following the algorithm’s
descent of the quadtree. Consequently, early discards made on behalf of the ge-
ometric parameters rule out of the search bigger subsets of B than later ones.
Given that two or four nodes defining a candidate zone need not be in the same
branch of QB, at some points we will need to be exploring two or four branches
simultaneously. This will force us to have three separate search functions, de-
pending on the type of candidate zones we are looking for, and to keep geometric
information associated to those zones that do not correspond exactly to single
nodes in the quadtree but to couples or quartets.

The main search function, denoted search 1, seeks for candidate zones formed
by only one node and invokes itself and the other two search functions, called
search 2 and search 4 respectively. Consequently, search 2 finds zones formed
by pairs of nodes and also launches itself and search 4. Finally, search 4 locates
zones formed by quartets of nodes and only invokes itself.
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Algorithm 1. Search 1(node N)
for all S sons of N do

if (S is parameter compatible with A ) then
if ( We have not reached the node size to stop the search) then

Call Search 1(S)
else {We have found a candidate node}

Report candidate zone
end if

end if
end for
{Continue in pairs of nodes if necessary (four possibilities)}
for all S1, S2 pairs of neighboring sons of N do

if (The couple (S1, S2) is parameter compatible with A) then
if ( We have not reached the node size to stop the search) then

Call Search 2(S1, S2)
else {We have found a candidate pair}

Report candidate zone
end if

end if
end for
{Finally, continue in the quartet formed by the four sons if necessary}
(S1, S2, S3, S4): Quartet formed by the sons of N.
if ((S1, S2, S3, S4) are parameter compatible with A ) then

if ( We have not reached the node size to stop the search) then
Call Search 4 (S1, S2, S3, S4)

else {We have found a candidate quartet}
Report candidate zone

end if
end if

The search step begins with a call to function search 1 with the root node
as the parameter. We denote t the size of the root and assume t ≥ s. Function
search 1 begins testing if the information in the current node is compatible to the
information in A. If this doesn’t happen, there is no possible matching contained
entirely in the descendants of the current node and we have finished. Otherwise,
if the current node has size s then we have found a candidate zone. If this does
not happen, we must go down a level on the quadtree. To do so, we consider the
four sons of the current node (s1, s2, s3 and s4).

The candidate zones can be located: Inside any of the si. So we have to call
search 1 recursively in all the si’s. Partially overlapping two of the si’s. In
this case, we would need a function to search both subtrees for all possible pairs
of nodes (or quartets) that may arise below in the subdivision. This is function
search 2. Partially overlapping each of the four si’s. In this case, we would
invoke function search 4 that traverses all four subtrees at a time.

Functions search 2 and search 4 work similarly but take into account that they
need two and four parameters respectively that those must be chosen adequately.
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The process goes on recursively until the algorithm reaches the desired size s,
yielding a set C of candidate zones of all three possible types.

Lemma 2. The number of candidate zones c = |C| is O(m
n ). This bound is tight.

Proof. Each point in B belongs to a unique node of QB, each node may belong
to up to 9 zones (one of type one, four of type two and four of type four) and
thus each point in in B may belong to, at most, 9 candidate zones. Subsequently,
c ∈ O(m). To improve this bound we consider ni, the number of points inside the
ith candidate zone. As each colored point belongs to at most 9 zones,

∑
ci∈C ni ≤

9m. As every candidate zone must contain, at least, n points then cn ≤
∑

ci∈C ni,
putting this two statements together, we obtain c ≤ 9m

n . The tightness of the
bounds follows from considering, for example, the case when A = B.

Lemma 3. a)The total cost of the Search algorithm is O(m). b) The total cost
of the lossless filtering algorithm is O(m2 log m).

Proof. a) Through the search algorithm every node is traversed at most 9 times
corresponding to the different candidate zones it may belong to, as the com-
pressed quadtree data strucure guarantees that there are at most 9 O(m) nodes
the total computational cost is O(m). b) The result follows from considering the
sepparate (additive) contributions of the O(m2 log m) Quadtree building algo-
rithm and the O(m) contribution of the search algorithm.

4 NCPSM Solving Algorithm

At this stage of the algorithm we are considering a NCPSM problem where the
sets involved, A and S ∈ C, n = |A| ≤ n′ = |S| ≤ m, have ”similar” cardinality
and shape as described by the geometric parameters. We present an algorithm
to solve this NCPSM problem, based on the best currently existing algorithms
for solving the NPSM problem [2,4], that takes advantage of the compressed
quadtree that we have already built and is implementable. Our approach will
consist on two parts called ”enumeration” and ”testing” that will be detailed
through this section. We also provide Algorithm 2. as a guideline.

4.1 Enumeration

Generating every possible rigid motion that brings set A onto a subset of S is
infeasible due to the continuous nature of movement. We partition the set of
all rigid motions in equivalence classes in order to make their handling possible
following the algorithm in [2].

For b ∈ R2, let (b)ε denote the circle of radius ε centered at point b. Let Sε

denote the set {(b)ε|P (b, s) ∈ S}. Consider the arrangement G(Sε) induced by
the circles in Sε. Two rigid motions τ and τ ′ are considered equivalent if for
any colored point P (a, r) ∈ A, τ(a) and τ ′(a) lie in the same cell of G(Sε). We
generate a solution in each equivalence class, when it exists, and its corresponding
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Algorithm 2. Search for noisy matching (A, S)

{Generate all possible equivalence classes:
ENUMERATION}
for all quartets ai, aj , bk, bl do

for every couple (am, bp) do
Calculate curve σijklm

Intersection((bp)
ε, σijklm(x)) → Im,p

{Critical Events} = {Critical Events} ∪ Im,p

end for
end for

{Search for possible matching in every equivalence class: TESTING}
x=0
while x < 2Π do

x ← next critical event
τ ← associated rigid motion(x)
if (matching(τ (A), S)) then

{Use algorithm in the ”testing” section }
Annotate((τ ))

end if
end while

representative motion: A simple geometric argument shows that if there exists
any rigid motion τ that solves our NCPSM problem then there exists another
rigid motion τ ′ holding: 1) τ ′ belongs to the equivalence class of τ , 2) τ ′ is also a
solution, 3) we can find two pairs of colored points P (ai, ri), P (aj , rj) ∈ A and
P (bk, sk), P (bl, sl) ∈ S, ri = sk and rj = sl, with τ ′(ai) ∈ (bk)ε and τ ′(aj) ∈
(bl)ε. We check this last property for all quadruples i, j, k, l holding ri = sk and
rj = sl. This allows us to rule out those potential matching couples whose colors
do not coincide.

Mapping ai, aj onto the boundaries of (bk)ε, (bl)ε respectively in general leaves
one degree of freedom which is parameterized by the angle φ ∈ [0, 2π[ between
the vector |ai − bk| and a horizontal line. Considering any other colored point
P (ah, rh) ∈ A, h �= i, j for all possible values of φ, the point will trace an
algebraic curve σijklh of degree six (corresponding to the coupler curve of a
four-bar linkage [9]), so that for every value of φ there exists a rigid motion
τφ holding τφ(ai) ∈ (bk)ε, τφ(aj) ∈ (bl)ε and τφ(ah) = σijklh(φ). For every
remaining colored point P (bp, sp) in S with sp = rh, we compute (using Brent’s
method for nonlinear root finding ) the intersections between (bp)ε and σijklh(φ)
which contains at most 12 points. For parameter φ, this yields a maximum of 6
intervals contained in I = [0, 2π[ where the image of τφ(ah) belongs to (bp)ε. We
name this set Ip,h following the notations in [2]. Notice for all the values φ ∈ Ip,h

we may approximately match both colored points. We repeat the process for
each possible pair p(ah, rh), p(bp, sp) and consider the sorted endpoints, called
critical events, of all the intervals Ip,h. Notice that the number of critical events is
O(nn′). Subsequently, any φ ∈ [0, 2π[ that is not one of those endpoints belongs
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to a certain number of Ip,h’s and φ corresponds to a certain rigid motion τφ

that brings the colored points in all the pairs P (ah, rh), P (bp, sp) near enough to
be matched. The subdivision of [0, 2π[ consisting in all the maximal subintervals
that do not have any endpoints of any Ip,h in their interior stands for the partition
of the set of rigid motions that we were looking for.

In the worst case, O(n2n′2) quadruples of colored points are considered. For
each quadruple, we work with O(nn′) pairs of colored points, obtaining O(nn′)
critical events. Summed over all quadruples the total number of critical events
encountered in the course of the algorithm is O(n3n′3).

4.2 Testing

We move parameter φ along the resulting subdivision of [0, 2π[. Every time a
critical event is reached, we test sets τφ(A) and S for matching. Whenever the
testing part determines a matching of cardinality n we annotate τφ and proceed.
Following the techniques presented in [8] and [4], in order to update the matching,
we need to find a single augmenting path using a layered graph. Each critical
event adds or deletes a single edge. In the case of a birth, the matching increases
by at most one edge. Therefore, we look for an augmenting path which contains
the new edge. If an edge of the matching dies, we need to search for a single
augmenting path. Thus in order to update the matching, we need to find a single
augmenting path, for which we need only one layered graph.

When searching for augmenting paths we need to perform efficiently two op-
erations. a) neighbor (D(T ), q): for a query point q in a data structure D(T )
that represents a point set T , return a point in T whose distance to q is at
most ε or ∅ if no such element exists. b) delete(D(T ), s): deletes point s from
D(T ). For our implementation we use the skip quadtree, a data structure that
combines the best features of a quadtree and a skip list [5]. The cost of building
a skip quadtree for any subset T of the set of colored points in S is O(n′ log n′).
In the worst case, when n′ = m, this computational cost is the same needed
to build the data structure used in [4]. The asymptotic computational cost of
the delete operation in T ’s skip quadtree is O(log n′). The neighbor operation
is used combined with the delete operation to prevent re-finding points. This
corresponds to a range searching operation in a skip quadtree followed by a set
of deletions. The range searching can be approximated in O(δ−1 log n′+u) time,
where u is the size of the output, for a small constant δ such that ε > δ > 0 [5].
The approximate range searching outputs some ”false” neighbor points that can
be detected in O(1) time. We will denote t(n, n′) an upper bound on the amor-
tized time of performing neighbor operation in T ’s skip quadtree. This yields
a computational cost of O(nt(n, n′)) for finding an augmenting path. Since we
spent O(nt(n, n′)) time at each critical event for finding an augmenting path,
the total time of the testing algorithm sums O(n4n′3t(n, n′)).

In the worst case t(n, n′) ∈ O(n′). However, if we assume that the amount of
noise in set A data is ”reasonable” it can be proved that t(n, n′) ∈ O(log n). More
specifically, we need any circle of radius ε to intersects at most O(log n) colored
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points in A. Regarding this condition we must bear in mind that ε represents the
noise considered for every colored point, so supposing that at most a logarithmic
number of colored points can be in the same disk of radius ε seems reasonable.
Otherwise, if we allowed O(n) points to be simultaneously in such a disk, the
amount of noise in the set would be similar to its diameter and we would actually
know very little about it.

4.3 Overall Computational Costs

If we put together the computational costs of the two parts of the matching
algorithm we can state that, under the assumptions presented in section 4.2:

Lemma 4. The overall computational cost is O(n4m3 log n). The bound is tight.

Proof. The lossless filtering step takes O(m2 log m) computational time.
Given the O(n4n′3t(n, n′)) cost for every candidate zone, S with n′ = |S|,

when all candidate zones are considered, the total computational cost T is∑
Ci∈C O(n4ni

3t(n, ni)) where ni = |Ci|. Bearing in mind that t(n, ni) is log n

and factorizing we can say that T ∈ n4 log n
∑
Ci∈C O(ni

3) taking into ac-
count that

∑
Ci∈C O(ni

3) ≤ (
∑
Ci∈C O(ni))

3 we obtain that T belongs to n4

log n(
∑
S∈C O(ni))

3, as each point belongs to at most 9 candidate zones then∑
Ci∈C O(ni) is O(m) and thus, the result follows. The tightness of the bound is

reached, for example, when A = B

This shows that from a formal point of view, our process takes, at its worst,
the same computational time as the algorithm that does not use the lossless
filtering step. Consequently we benefit from any reduction of the computational
time that the filtering achieves without any increase in the asymptotic costs. We
will quantify this (important) reduction in next section.

5 Implementation and Results

We have implemented all our algorithm using the C++ programming language
under a Linux environment. We used the g++ compiler without compiler opti-
mizations. All tests were run on a Pentium D machine with a 3 Ghz processor.
We have carried out a series of synthetic experiments in order to test the perfor-
mance of our algorithms. We focus specially on the lossless filtering algorithm
because it contains this paper main contributions.

Before describing the different aspects on which we have focused on each
of the tests, we state the part that they all have in common. In all the tests
we begin with a data set A that is introduced by the user. With this data we
generate a new set B that is built applying a (parameterized) number of random
transformations (rotations and translation) to set A. These transformation have
a fixed maximum distance of translations and each of the resulting points is
moved randomly (up to a fixed ε) to simulate noise in data. Finally, we introduce
”white noise” by adding randomly distributed colored points.
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Fig. 4. Algorithm using searching step (T1) and not using it (T2)

The number of ”noise points” introduced is|A|∗(number of transformations)∗
(noise parameter). In order to keep the discussion as simple as possible, all the
results in this section refer to an initial set of 20 colored points with 4 different col-
ors. The diameter of the set is 20, the maximum distance of translation is 1000 and
ε = 1. We will build different sets related to different number of transformations
and noise parameters. In each case, |B| = |A| ∗ (number of transformations) ∗
(noise parameter + 1).

Effects of the Lossless Filtering Algorithm
The performance of the algorithm depends on the effectiveness that the lossless
Filtering step and the different parameters have on every data set, but at worst
it meets the best (theoretical) running time up to date. In the best case, the
initial problem is transformed into a series of subproblems of the same kind but
with cardinality close to n = |A|, producing a great saving of computational
effort. In this section we aim at quantifying this saving in computational time.
Figure 4 shows the compared behavior of the matching algorithm undergoing
and not undergoing the lossless filtering algorithm (represented by times T1 and
T2 in respectively in the figure, both times are given in seconds). This lossless
filtering algorithm uses all the parameters described through this paper.

We must state here that the sizes considered here are small given the huge
computational time needed by the algorithm that does not include lossless fil-
tering. It is clear from the figure that, even when the theoretical computational
costs are still high due to the problem’s inherent complexity, using the lossless
filtering algorithm saves a lot of computational effort.

Discussion on geometric parameters
In this section we provide results that measure the effectiveness of the differ-
ent geometric parameters used during the lossless filtering algorithm. Figure 5
presents the number of candidate zones and computational costs for the search
algorithm resulting from 1) using only the ”number of colored points“ (Num.)
parameter 2) using the former and the histogram of points’s colors (Histo.) and
3) using the two just mentioned and the ”maximum and minimum distance be-
tween points of the same color“ (Dist.) parameters. All test were carried out
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|B| Num. Num. / Histo. Num. / Histo. / Dist.
Number of zones Time(s) Number of zones Time(s) Number of zones Time(s)

500 281 << 0.01 13 << 0.01 10 0.01
5000 2974 0.01 18 0.01 13 0.55
10000 3760 << 0.01 26 0.01 18 1.06
15000 4030 0.01 36 << 0.01 23 2.09
20000 4745 0.01 44 0.01 14 2.73
25000 6307 0.01 637 0.01 13 2.93
50000 12397 0.01 3029 0.01 40 40
75000 15564 0.01 6382 0.02 240 3.72
100000 15746 0.01 9564 0.02 1078 3.44
125000 15879 0.02 11533 0.02 2940 4.12

with a fixed number of transformations (10) and with fixed distance of transla-
tion (1000).

We observe that the number of candidate zones is always lower when we use
more ”sophisticated“ geometric parameters and that this difference is much big-
ger in the case of the ”number of colored points“ parameter. The time needed to
perform the search algorithm is bigger when we use more geometric parameters,
but still very far away from the cost of the matching algorithm. For example,
for a test with |B| = 500 the Losless Filtering algorithm takes 0.07 seconds (0.06
from the Quadtree Building Algorithm and 0.01 from the searching algorithm)
and the Matching algorithm takes 377.89 seconds. As a conclusion, the use of
more geometric parameters results in the output of less candidate zones that
we get. Moreover, although the use of more geometric parameters slightly in-
creases computational time, the cost of the Lossless filtering algorithm is still
much smaller than the matching algorithm’s.

6 Future Work

In our future work we will study the effect of considering other ”geometric pa-
rameters” in our algorithm. This includes ”general“ parameters that can be used
in any situation as well as specific ones related to ”real-life“ problems. Our meth-
ods are parallelizable, not only because calculations in its search step that run
on different subsets of the compressed quadtree can take place simultaneously,
but also because the subproblems that this search yields are all independent.
Consequently we also aim at using parallelization techniques to improve the
performance of our algorithm. Another main aspect comprehends the adapta-
tion of the algorithm to the 3D case.
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Abstract. We describe an O(n2)-time algorithm for computing a
minimum-area convex polygon that intersects a set of n isothetic line
segments.

1 Introduction

At the 4th NYU Computational Geometry Day, A. Tamir [O’R87] posed the
problem of deciding if there exists a convex polygon whose boundary intersects
a set of n line segments in the plane. Goodrich and Snoeyink [GS90] proposed
a decision algorithm that runs in O(n log n) time and O(n) space for a set of
vertical line segments. In addition, they showed how to compute one of minimum
area/perimeter in O(n2) time whenever such a convex polygon exists.

Subsequently, some authors considered a slightly weaker version of this prob-
lem by interpreting “intersection” to mean intersection with the boundary or
interior of the convex polygon. Mukhopadhyay et al [MKB93] proposed an
O(n log n) time algorithm to compute a minimum-area convex polygon that in-
tersects a set of n vertical segments. This algorithm was rediscovered by Löffler
and Kreveld twelve years later [LvK06] in a completely different context!! Lyons
et al [LMR] proposed an interesting O(n log n) algorithm to compute a minimum-
perimeter convex polygon that intersects a set of n isothetic line segments by
reducing the problem to a shortest-path computation. Rappaport [Rap95] gen-
eralized this result further by providing an O(n log n) algorithm for a set of line
segments, each allowed to be oriented in a fixed number of directions.

Tamir’s original problem, to the best of our knowledge, still remains open and
the principal motivation behind this research is that it might provide a clue as to
how to solve this difficult problem. In this paper we propose an O(n2) algorithm
to compute a minimum-area convex polygon for which the boundary or interior
intersects a set of n isothetic segments, building primarily on the ideas implicit
in the work of Mukhopadhyay et al [MKB93]. It is an improved and corrected
version of the technical report [Muk06] in which we had proposed an O(n5)
algorithm for the same problem. After this report was written, we became aware
of the work of Löffler and van Kreveld [LvK06], who, in an entirely different
context, proposed an O(n2) algorithm to find the minimum area convex polygon
that intersects a set of n iso-oriented squares that parallels our own effort to solve
the problem discussed here. It turns out that a simple classification scheme of
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Fig. 1. (a) A set of vertical line segments with a common transversal (b) Convex
polygon that must be included by any polygon that intersects S

[LvK06] can be used to improve the time-complexity of the algorithm reported
in our earlier effort [Muk06] to O(n2) as we show below.

The paper is organised as follows. In the following section we briefly discuss
the problem for a set of n vertical line segments. This provides a basis for an
algorithm for isothetic segments, discussed in the next section. We provide an
analysis of the algorithm in the following section. Conclusions and pointers to
further research are discussed in the next and final section.

2 Vertical Line Segments

In this section we briefly revisit Mukhopadhyay et al’s algorithm for computing
a minimum-area polygon for a set S of n vertical line segments [MKB93]. A line
segment in S with end-points p and q is denoted by pq. The functions top(.) and
bot(.) return its upper and lower end-points. In what follows, by a line segment
we shall mean a vertical line segment.

We first observe that the minimum-area polygon reduces to an arbitrary line
segment that crosses all the segments in S when all the segments have a common
transversal, as in Fig. 1(a). In this case, the area is defined to be 0. We will not
be considering this case (see Edelsbrunner et al [EMP+82]).

We assume, without loss of generality, that there is a unique leftmost line-
segment lL and a unique rightmost line-segment rR. The minimum-area convex
polygon has its vertices among the top and bottom end points of the segments
that lie between the leftmost and rightmost segments and a vertex on each of
the latter. The main algorithmic problem is to determine the latter vertices, and
to do this we need a characterization of the minimum-area polygon Pmin.

The upper chain of the convex hull of the bottom end-points of the line-
segments in S has the property that bot(s) of each line-segment s lies on or
below it. If we partially order convex chains over a given range of x-values
by defining a chain to be “less than or equal” to another if at every point of
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the range the corresponding y-value of the former is less than or equal to the
corresponding y-value of the latter, then the upper hull of the lower end-points
is the “smallest” one in the given partial order to have the above property. To
reflect this we denote this lowest upward-convex chain by luc(S).

Similarly, the lower chain of the convex hull of the top end-points is the
“largest” among all convex chains which have top(s) for each line segment s
lying on or above it. We denote this highest downward-convex chain by hdc(S).

Lemma 1. If P is a convex polygon, lying between lL and rR, that intersects
all the line-segments in S then at every value of x between lL and rR the upper
hull of P lies “on or above” luc(S) and its lower hull lies “on or below” hdc(S).

Thus any convex polygon P which intersects all the segments must include the
area bounded by the polygon with thick edges as shown in Fig. 1(b).

In particular, this is true of the minimum area convex polygon, Pmin. To
further sharpen the characterization of Pmin, let vl be its leftmost vertex (on
lL) and vr its rightmost vertex (on rR).

Lemma 2. Pmin is obtained by drawing tangents from vl and vr to hdc(S) and
luc(S).

As noted earlier, the essential algorithmic problem is to determine vl and vr. The
following lemma suggests that the determination of these vertices can proceed
independently.

Lemma 3. vl is invisible to vr with respect to hdc(S) and luc(S).

Each can be determined by solving local optimization problems. See Fig. 2(a).
On the left, we have to determine vl, with tangent to luc(S), at the point a,
and with tangent to hdc(S), at the point b, so that the area of the �vlab is
a minimum. Similarly, on the right we have to determine vr, with tangent to
luc(S), at the point a′, and with tangent to hdc(S), at the point b′, so that the
area of the �vra

′b′ is a minimum.
We discuss how to solve the optimization problem on the left; the solution is

exactly the same for the right side. The edges that make up hdc(S) and luc(S)
are extended to partition the leftmost interval lL into subintervals. From each
point of a given subinterval, we can draw tangents to a vertex of hdc(S) and to
a vertex of luc(S) as shown in Fig. 2(b), where from the point p in the interval
[u, v] on lL, tangents have been drawn to the convex chains hdc(S) and luc(S).
The optimization for each interval is quite simple - the point for which the area
is a minimum will have to be an end point of the interval, determined by the
skew of the line joining the points of tangency with respect to lL.

The following is an interesting property of the partition point, vl, on lL,
generated by edge e on luc(S) or hdc(S), that results in the left half of the
minimum polygon.

Lemma 4. The point of tangency from vl to the chain not containing e lies in
the vertical strip defined by e.
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Fig. 2. (a) Two independent optimization problems (b) Tangents to hdc(S) and luc(S)
from a point on a subinterval of lL

It is simple enough to look through all partition points on lL for the one with
this property. The same can be done for the partition points on rR. A formal
algorithm for doing this is shown in Fig. 3.

Algorithm VerticalMinPolyStabber(S)

1. Compute the upper hull luc(S) of the points bot(s) and the lower hull hdc(S) of
the points top(s).

2. Extend the edges of these chains to partition lL (rR); store the extended edges and
corresponding points of tangency, on luc(S) and hdc(S), for each partition point.

3. For each partition point on lL (rR), test it for the above property; store the point
as the optimal left (right) partition point if the property is present.

4. Report the minimum polygon by joining the left half to the right half using the
portions of luc(S) and hdc(S) between the points of tangency and the extended
edges.

Fig. 3. The algorithm for vertical segments

2.1 Analysis of VerticalMinPolyStabber

The time-complexity of Step 1 is in O(n log n). The time-complexities of Steps
2, 3, and 4 are in O(n). Hence the time-complexity of VerticalMinPolyStabber
is in O(n log n).

3 Isothetic Line Segments

We now consider the case where a line segment in S can be vertical or horizontal.
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Four functions are associated with each line segment s - top(s), bot(s),
left(s) and right(s) that respectively return the top, bottom, left and right
end-points of s. For a vertical line segment, the functions left() and right()
are undefined, while top() and bot() are undefined for a horizontal line segment.

We first find four particular line segments in S. Find the vertical segment
t1 for which bot(t1) has the highest y-value, and find the highest horizontal
segment t2. If bot(t1) is above t2, then call t1 the “top-most” extreme segment
(tT ). Otherwise, t2 will be the top-most. Similarly, find the horizontal segment
r1 for which left(r1) has the highest x-value, and find the vertical segment
r2 with the highest x-value. If left(r1) is to the right of r2, then call r1 the
“right-most” extreme segment (rR). Otherwise, r2 will be the right-most. If the
vertical segment b1, for which top(b1) has the lowest y-value, is completely below
the lowest horizontal segment b2, then b1 will be the “bottom-most” extreme
segment (bB). Otherwise, b2 will be the bottom-most. And if the horizontal
segment l1, for which right(l1) has the lowest x-value, is completely to the
left of the left-most vertical segment l2, then l1 will be the “left-most” extreme
segment (lL). Otherwise, l2 will be the left-most one. We will assume that these
extreme segments are unique.

In the case of vertical segments, we had two segments (lL and rR) on which
an internal point had to be chosen. In this case, we can have at most four seg-
ments: the extreme segments lL, tT , rR, and bB. Let vl, vt, vr, and vb be the
points that lL, tT , rR, and bB respectively contribute to Pmin. We can have
sixteen different cases. At one end of the spectrum, we have the simplest case
in which the left-most and right-most segments are horizontal and the top-most
and bottom-most are vertical. In this case, each extreme segment contributes
one endpoint to Pmin. At the other end of the spectrum we have the most diffi-
cult case, in which the top-most and the bottom-most are horizontal segments,
while the left-most and the right-most are vertical segments (see Fig. 4(a)). In
the following discussion, we focus on this case only as it subsumes all others.

We compute 4 different hull chains as shown in Fig. 4(a).

– The convex chain going from l to T is part of the convex hull of right(s)
and bot(s) of all segments s in S, whenever these are defined. We call this
the RB-chain.

– The convex chain going from t to r is part of the convex hull of left(s) and
bot(s) of all segments s in S, whenever these are defined. We call this the
LB-chain.

– The convex chain going from R to b is part of the convex hull of left(s) and
top(s) of all segments s in S, whenever these are defined. We call this the
LT -chain.

– The convex chain going from B to L is part of the convex hull of right(s)
and top(s) of all segments s in S, whenever these are defined. We call this
the RT -chain.

Following [Rap95], we will call the above convex chains collectively “critical”
chains.
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Fig. 4. (a) Four hull chains for isothetic line segments (b) No common intersection,
yet no line transversal

Lemma 5. Let P be any convex polygonal stabber of S. Then the upper-left
convex chain of P must be on or above and to the left of the RB-chain; the
upper-right chain of P must be on or above and to the right of the LB-chain; the
lower-right chain of P must be on or below and to the right of the LT -chain, and;
the lower-left chain of P must be on or below and to the left of the RT -chain.

Proof: By the definition of P , no horizontal segment h can have right(h) to the
left of the upper left convex subchain of P . The RB-chain by construction has
the property of being on or to the left of right(h) for the horizontal segments
h in the horizontal strip defined by RB. Thus the subchain must be on or to
the left of the RB-chain. Similarly, no vertical segment v can have bot(v) above
the same convex subchain of P . Again by construction, bot(v) for the vertical
segments v in the vertical strip defined by RB are all on or below RB. Thus
the convex subchain of P must be on or above the RB-chain. This means a
vertical line dropped from +∞ will not hit the RB-chain before it hits this
convex subchain of P ; and a horizontal line from −∞ will not hit the RB-chain
first.

We can argue similarly for the remaining three convex subchains of P , to
complete the proof. �

In the case of vertical segments, if the areas defined by luc(S) and hdc(S) have
no common intersection, then there is a line transversal of S. In this case, how-
ever, if the areas defined by RB, LB, LT , and RT do not have a common
intersection, a line transversal of S does not necessarily exist (see Fig. 4(b) for
a counterexample).

As in the case of only vertical segments, we extend the edges of the convex
chains to partition the segments lL, rR, tT and bB into subintervals. From
any point of lL, we can draw a tangent to the RB-chain or the LB-chain and a
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Fig. 5. An example of each connection

tangent to the RT -chain or the LT -chain. The points of tangency on these chains
will be the same for all points in a given subinterval. So we label a subinterval
with the associated points of tangency on these chains.

For a given quadruplet of subintervals, one subinterval from each of lL, rR,
tT and bB, we must solve an optimization problem, where the objective function
is the area of P . There are at most four unknown parameters αl, αt, αr, and
αb. These parameters correspond to the positions of vl, vt, vr, and vb in the
subintervals. (For example: vl = αlL + (1 − αl)l, where 0 ≤ αl ≤ 1.) Let us call
these points the “extreme” vertices of P . The objective function is a degree two
function of these parameters. The solution can be obtained using the method of
Lagrange multipliers with inequality constraints. There are O(n) subintervals on
each extreme segment, and so there are O(n4) quadruplets of subintervals. This
immediately suggests a brute-force algorithm of complexity O(n5), if we allow
O(n) additional time for the area computation in each case. Below we show how
to reduce the complexity of this brute-force algorithm to O(n2).

There are many possibilities regarding the shapes of the connections between
extreme vertices (see Fig. 5), and regarding which extreme vertices are connected
(see Fig. 6(a) and Fig. 6(b) for examples).

Case 0. A connection is a single edge that does not touch any of the critical
chains.

Case 1. A connection is a single edge that is tangent to an underlying critical
chain.

Case 2. A connection is composed of many edges; this means that an underlying
critical chain contributes some structure to it.

Each of the above cases can be further subdivided according to which extreme
vertices they join. These subdivisions were not considered in [LvK06], and they
result in more configurations for consideration.

(i) A connection can join two “adjacent” extreme vertices (for example: vl to
vt; vt to vr; etc.; see Fig. 5).
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Fig. 6. (a) A connection that bypasses bB (b) A connection that bypasses rR and bB
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Fig. 7. Pattern A (lower half of bold polygon) and Pattern C (upper half of bold
polygon)

(ii) A connection can join two non-adjacent extreme vertices (vl to vr or vt to
vb), bypassing one of the extreme segments. See Fig. 6(a).

(iii) There can be two connections that join two adjacent extreme vertices: one
of (i) and another that bypasses the other extreme segments. See Fig. 6(b).

Note that it is not possible for a connection to bypass three extreme segments.
All of the convex chains of Pmin, separated by extreme vertices, have to match one
of the above cases. When these connections occur in certain patterns, the number
of interval tuples to be considered can be reduced by at least one order of n.

Pattern A. Two occurrences of Case 2: This divides the problem into two in-
dependent sub-problems.
If the two connections occur on “adjacent” critical chains (like RB and LB,
or LB and LT ) then the problem is reduced to searching through O(n) inter-
vals on one extreme segment, and searching through O(n3) interval triplets,
for the other three extreme segments. See Fig. 7 for an example of this.
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If the connections occur on “opposite” chains (RB and LT , or RT and LB)
then the problem is reduced to choosing from O(n2) interval pairs for the
two extreme segments on one side of the chains, and choosing from O(n2)
interval pairs for the two extreme segments on the other side.

Pattern B. An occurrence of Case 1: (For example, the connection between
vl and vt in Fig. 5.) There are only O(n) interval pairs that are connected
by a line that is tangent to the underlying critical chain. One can think
of a tangent line rotating along the underlying critical chain: this line will
hit only O(n) interval pairs. So, there will be O(n3) interval quadruplets to
consider.

Pattern C. Two adjacent occurrences of Case 0: (See Fig. 7) The extreme
segment attached to these connections will not have to be divided into any
intervals, since the underlying critical chains will not contribute any structure
to that part of Pmin. Again, there will be only O(n3) interval quadruplets
to consider.

We will show that in each possible configuration of connections, there will be
at most O(n2) interval tuples through which we will have to search.

(i) Assume that, in Pmin, there is a connection that bypasses two consecutive
extreme edges. Then there are only two segments from which to choose
extreme points, and hence only O(n2) interval pairs through which to search.

(ii) Assume that Pmin has two connections that bypass exactly one extreme
segment each. Then again there are only two extreme segments from which
to choose a point, and so only O(n2) interval pairs.

(iii) Assume that Pmin has exactly one connection that bypasses only one ex-
treme edge. That means that there are three extreme segments, and O(n3)
interval triplets. But, there are three connections in Pmin. So, at least one
pattern has to occur in Pmin. Either there will be (A) a pair of connections of
Case 2, (B) a connection of Case 1, or (C) an adjacent pair of connections of
Case 0. The occurrence of any one of these patterns will reduce the number
of interval triplets to O(n2).

(iv) Assume none of the connections bypass any extreme segments. In every
configuration except the ones similar to that shown in Fig. 8, at least two
patterns occur, reducing the number of interval tuples by two orders of n.

If, as in Fig. 8, there are exactly two non-adjacent Case 0 connections, one
Case 2 connection, and one Case 1 connection, then there are only O(n) interval
quadruplets to consider: We have two segments, rR and bB, that are similar
to the extreme segments in the vertical segment problem. vr and vb will be
partition points determined by edges on LT . vr will be chosen such that vt is
in the vertical strip defined by the edge that generates vr. Similarly, vb will be
chosen such that vl is in the horizontal strip defined by the edge that generates
vb. There are only O(n) interval pairs on lL and tT that are joined by a Case
1 connection, and it is these interval pairs that will determine the choice of vb

and vr. So, in configurations with these connections, there are only O(n) interval
tuples to consider.
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Fig. 8. Only Pattern B occurs

Algorithm IsotheticMinPolyStabber(S)

1. Compute the critical chains RB, LB, LT , and RT .
2. Extend the edges of these chains to partition the extreme segments lL, tT , rR, and

bB; store the extended edges and corresponding points of tangency, on the critical
chains, for each partition point.

3. For each configuration of connections:

3.1 For each possible tuple of intervals:

3.1.1 Solve an optimization problem with suitable constraints, resulting in
two to four extreme vertices.

3.1.2 Find the area of the polygon using these extreme vertices.
3.1.3 If this is the smallest polygon seen so far then store these extreme

vertices as the optimal ones.

4. Report the minimum polygon by joining the optimal extreme vertices, using their
points of tangency to the critical chains.

Fig. 9. The algorithm for isothetic segments

4 Analysis of the Algorithm

See Fig. 9 for the algorithm. We need to go through all configurations of connec-
tions. There are a constant number of them (219). For each configuration, there
are O(n2) interval tuples to consider. A brute force O(n)-time area calculation
for each tuple would be too expensive. It is not clear in [LvK06] how areas are
calculated in O(1) time per tuple. The following is a solution to this.

When going through the possible intervals on an extreme segment, we can
move incrementally, and so it is possible to update the area from the previous
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Fig. 10. Moving incrementally in Case 0 - Case 2

polygon to find the area for the new polygon just created. Updates can be done
quickly so that we need O(1) amortized time per tuple. On an extreme segment,
there are six possibilities regarding the adjacent connections.

Case 0 - Case 0. We are only considering one interval in this case, so we just
calculate the polygon area once.

Case 0 - Case 2. See Fig. 10. Assume we are updating the polygon by chang-
ing from a vertex p0 between v0 and v1, to a vertex p1 between v1 and v2.
The Case 0 connection forms one side of a triangle. Another side is formed
by the first edge of the case 2 connection (the edge that touches the extreme
segment). In Fig. 10, this triangle will be �ap0b1. Another triangle is formed
by the vertex on the far end of the Case 0 connection (vertex a in Fig. 10),
and the first edge, on the chain under the Case 2 connection, that is invisible
to the previous point on the extreme segment (b1b2 in Fig. 10). In Fig. 10
this will be �ab1b2. We are able to compute the new area by subtracting
the areas of �ap0b1 and �ab1b2, and then adding the area of the triangle
formed by the farther vertex of the Case 0 connection (vertex a) and the
first edge of the Case 2 connection (�ap1b2).

Case 1 - Case 0, Case 1 - Case 1, Case 1 - Case 2. Whenever there is a
Case 1 connection, we are moving along two line segments at once. First,
assume that all of the connections in the configuration are Case 1. Then,
it is trivial to just recompute the polygon area, because the polygon is a
quadrilateral. Assuming there are between one and three adjacent Case 1
connections, the area defined by the Case 1 connections will be composed of
at most 6 vertices (br, vr , vt, vl, vb, and ab in Fig. 11). When the extreme
vertices change, the polygon area can be updated by removing the area
formed by the previous hexagon, and adding the area formed by the new
hexagon. If the points of tangency (ab or br) change, it is a matter of adding
or subtracting the area of a triangle. (Assuming the extreme vertices are
moving in the directions of the arrows, if ab changes then a triangle will
have to be added, and if br changes then a triangle will have to be removed.)
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Fig. 11. Three Case 1 connections

vt

vr

vl

vb

ab

br

al

bt

Fig. 12. Two Case 1 connections on opposite sides

If there are two Case 1 connections opposite each other (see Fig. 12), there
are two changing areas, defined by four vertices each. Again, it is simple
enough to update these areas.

Case 2 - Case 2. On an extreme segment, some of the partition points will
have been generated by a chain on one side (in Fig. 13, ui is generated by aj

and aj+1), and other partition points will have been determined by a chain
on the other side (vi is generated by bj and bj+1). Assume we are going
through the intervals in the direction of the arrow. For the point p0 found in
interval v0v1, we will find the area of the resulting polygon in a traditional
manner. For the point p1 found in the next interval, we will subtract the area
of �p0a0b1 from the area of the previous polygon. Then we will subtract the
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v0 v1 v2u0 u1 u2
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b3
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Fig. 13. Moving incrementally in Case 2 - Case 2

area of �a0b1b2 and then add the area of �a0p1b2. For p2 in the next interval,
we subtract the area of �a0p1b2 and add the area of �a0a1b2. Then we can
add the area of �a1p2b2. We can discern a general principle here. Whenever
we pass a ui, we have to remember to add the area of a triangle defined
by critical chain vertices. Whenever we pass a vi, we have to remember to
subtract the area of a triangle defined by critical chain vertices.

Since we can use the previously calculated polygon area to find a new polygon
area in constant time, then we don’t need to spend O(n) time recalculating the
new polygon area for each interval tuple. The total time spent finding polygon
areas will be O(n2), and so we can solve the whole problem in O(n2) time.

5 Conclusions

In this paper we have described an O(n2) time algorithm for computing a
minimum-area convex polygon that stabs a set of n isothetic line segments.
It would be interesting to know if this is optimal since for the isothetic case,
a minimum perimeter convex polygon that intersects all the segments can be
found in O(n log n) time. Another interesting question is to extend the approach
presented here to the case of a set of arbitrarily oriented line segments, which
brings us back to Tamir’s original problem in its watered-down version.

We have an implementation of the vertical segments version, available at
http://cs.uwindsor.ca/~asishm/ software.html, and are looking into the
possibility of implementing this much more complex isothetic case.
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Abstract. Protein consists of a set of atoms. Given a protein, the molec-
ular surface of the protein is defined with respect to a probe approximat-
ing a solvent molecule. This paper presents an efficient, as efficient as the
realtime, algorithm to triangulate the blending surfaces which is the most
critical subset of a molecular surface. For the quick evaluation of points
on the surface, the proposed algorithm uses masks which are similar
in their concepts to those in subdivision surfaces. More fundamentally,
the proposed algorithm takes advantage of the concise representation of
topology among atoms stored in the β-shape which is indeed used in
the computation of the blending surface itself. Given blending surfaces
and the corresponding β-shape, the proposed algorithm triangulates the
blending surfaces in O(c · m) time in the worst case, where m is the
number of boundary atoms in the protein and c is the number of point
evaluations on a patch in the blending surface.

Keywords: a protein, a molecular surface, β-shape, a Voronoi diagram
of atoms.

1 Introduction

It has been generally agreed that the structure of molecule is one of the most
important factors which determine the functions of a molecule. Hence, studies
have been conducted to analyze the structure of a molecule. Molecular surface
is an important example of molecular structure.

Protein consists of a set of atoms where the atoms are usually modelled by
spherical balls. Since a protein is usually solvated and the interaction between
a protein and solvent molecules is important, we build a protein model in the
solvent so that the interaction can be conveniently analyzed. A solvent molecule
is usually approximated by a spherical ball, called a probe, which encloses a
solvent molecule. This approximation is due to geometric as well as stochastic

O. Gervasi and M. Gavrilova (Eds.): ICCSA 2007, LNCS 4705, Part I, pp. 55–67, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



56 J. Ryu et al.

complexities of the system. Then, different types of surfaces, including a molec-
ular surface, corresponding to the probe are defined on a protein [1,2,3,4].

Visualization of a molecular surface is important for studying various biolog-
ical properties of molecules [4,5,6]. In particular, a fast visualization is preferred
since there are usually many atoms in proteins. Ordinary proteins consist of
thousands to hundreds of thousands atoms. Hence, the efficient triangulation of
a molecular surface is critical to facilitate a fast visualization. Besides, the sur-
face area and volume, which are important mass properties for understanding the
characteristics of a molecule, can be also easily calculated from the triangulation
of the surface [7].

This paper presents an algorithm for efficiently triangulating the blending
surfaces of a protein which is the important part of the molecular surface of the
protein. We consider that the blending surfaces themselves are computed as a
preprocessing via the β-shape of a protein corresponding to the probe [8,9].

2 Related Works

Richards was the first who defined the molecular surface of protein [2]. Since
then, several computational studies of the surfaces on a protein have been
conducted. Connolly computed the molecular surface of a protein to calcu-
late the protein volume, electrostatic potential, and interface surfaces between
molecules [3]. Connolly also presented an analytic representation of a molecular
surface [10] where he pointed out that a molecular surface consists of three types
of patches: a convex spherical patch, a saddle-shaped toroidal patch and a con-
cave spherical patch. Later, Connolly discussed a triangulation of a molecular
surface [7].

Sanner et al. provided a more efficient algorithm for a molecular surface which
uses a reduced surface of a molecule which can be computed from a binary spatial
division tree [11]. It is very interesting to find that the reduced surface is indeed
equivalent, in its concept, to an instance of the β-shape. Varshney et al. pre-
sented an algorithm based on a spatial grid which facilitates a relatively efficient
neighbor search among atoms [12]. Bajaj et al. presented a trimmed NURBS
(Non-Uniform Rational B-Spline) representation of a molecular surface so that
a standard graphics library such as OpenGL can be conveniently used [13]. In this
work, they used the power diagram of atoms for a neighbor search. Later, they
also discussed a condition for re-computing molecular surfaces for the probes of
varying sizes without re-computing the power diagram [14].

Edelsbrunner et al. introduced the concept of a molecular skin surface, which is
the implicit surface defined by the envelope of a family of infinitely many spheres
controlled by a finite collection of weighted points [15]. Different from other
approaches, the skin surface is tangent continuous and does not self-intersect.
There are several works on the triangulations of a molecular skin surface [16,17].

In this paper, we present a fast, as fast as a realtime, algorithm for triangu-
lating blending surfaces in a molecular surface of a protein. We consider that
blending surfaces in a molecular surface are available, as a preprocessing, via
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(a) (b) (c)

Fig. 1. An example of a molecular surface. (a) Examples of link patches and rolling
patches, (b) the topology of a triangle on a link patch of the crudest resolution(depth 0),
and (c) the topology of two triangles on a rolling patch of the crudest resolution(depth
0)

the β-shape of atoms which is again computed from the quasi-triangulation of
atoms [18,19,20]. Note that a quasi-triangulation is the dual structure of the
Voronoi diagram of atoms.

3 Surface Types on a Molecule

Let A = {a1, a2, . . . , an} be a finite set of three-dimensional spherical atoms
ai = {x||x − ci| ≤ ri} where ci and ri are the center and van der Waals radius
of ai, respectively. A protein, a DNA, or a RNA may be considered an example
of the set A.

Definition 1. Let V(A) = {x ∈ R
3|x ⊂

⋃
ai ∈ A}. Then, the boundary ∂V(A)

of V(A) is the van der Waals surface of a molecule A.

Let a probe p = (cp, rp) be an open ball where cp and rp are the center and the
radius of the probe. Consider the union of all possible empty probes in R

3. Then,
we can define a molecular surface of A by the complement of the union and V(A).

Definition 2. MSp(A) = {∂(R3 −
⋃

p)|p
⋂

V(A) = ∅} is the molecular surface
of a molecule A for a given probe p.

MSp(A) consist of points on the van der Waals surface of atoms, called a solvent
contact surface SCS and other points from the surface of a probe, called a
reentrant surface RS. RS consists of two types of surface regions: a link blending
surface and a rolling blending surface. A link blending surface is defined when a
probe is located on the top of a triplet of atoms and a rolling blending surface
is defined when a probe rolls over a pair of atoms [10,12,8]. In this paper, we
present a realtime algorithm for triangulating all blending surfaces in MSp(A).

A link blending surface consists of a set of spherical reentrant surface patches,
called link patches, from the probe boundaries which are on the top of nearby
three atoms. A rolling blending surface consists of a set of toroidal reentrant
surface patches, called rolling patches, which are defined by a set of empty probes
between two nearby atoms. Examples of link patches and rolling patches are
shown in Fig. 1 (a).
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4 β-Shape for Blending Surfaces

A β-shape is a generalization of the well-known theory of α-shape which is
initially proposed in [21] and later extended to the concept in 3D by Edelsbrunner
et al. [22]. Since the initial proposal of α-shape is not able to incorporate the
weights of points properly, the weighted α-shape was proposed [23]. However, the
weighted α-shape is not very convenient to provide a correct answer efficiently
to general queries on the proximity among non-intersecting atoms in Euclidean
distance metric because the weighted α-shape is based on the power distance
metric [18]. To fully incorporate the variation of atom sizes, a theory of β-shape
was devised. The β-shape in 3D is a polytope bounded by vertices, edges and
triangles as an α-shape is. Given an atom set A corresponding to a protein, a
β-shape Sβ(A) for A by a particular β-probe, where its radius is β, is defined as
adopted from [18].

Definition 3. Let p be a β-probe corresponding to a particular value of β, 0 ≤
β ≤ ∞, and located at a particular location in R

3. Let Ã(p) = {a ∈ A | p ∩ A =
∅, a ∩ ∂(p) �= ∅} and C̃(p) = {c | a = (c, r) ∈ Ã(p)}. Suppose 	p is the convex
combination of elements in C̃(p). Then, the β-shape Sβ(A) of A is defined as a
polytope bounded by a set

⋃
	p, for all possible p in the space.

Each blending patch in a molecular surface MSp(A) can be identified by refer-
ring to the edges and the triangular faces in ∂Sβ(A). It is known that the num-
ber of edges and triangular faces in ∂Sβ(A) is bounded by O(n) for molecules
in the worst case where n = |A| [8,24,12]. Therefore, it is obvious that the
blending surfaces in a molecular surface MSp(A) can be computed in O(n) if
each edge or triangular face on ∂Sβ(A) independently defines a rolling or a
link patch, respectively. However, it is not the case in the molecular surface
since intersections may often exist among link patches. Surprisingly, it is shown
that, even in this case, the blending surfaces in a molecular surface can be
correctly computed in O(n) time in the worst case if the β-shape is properly
used [9].

5 Triangulation of Blending Surfaces

Visualization of a molecular surface is important for studying various biological
properties of molecules [4,5,6]. For this purpose, the efficient computation of
both the mathematical representation and the triangulation of the surfaces are
critical since the number of atoms in molecules is usually significant [25,26,27].
In this section, we discuss how to triangulate the blending surfaces efficiently
assuming that blending surfaces are available.

5.1 Triangulation of a Link Patch

Once a link patch and a rolling patch are computed, we need to triangulate the
patches in order to render the protein. In this case, the evaluation of sample
points on a patch is necessary for the triangulation of the patch.
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(a) (b)

Fig. 2. Sampling points on a link patch via mid point calculation. (a) an example for
depth 1, (b) an example for depth 2.

A link patch is defined when a probe is on the top of three nearby atoms. If
we assume that a link patch does not intersect any other link patch, an initial
link patch λI is a spherical triangle where each boundary edge of the patch is
an arc on a great circle of probe boundary ∂p.

Let ci, i = 0, 1 and 2, be the contact points on three atoms where a probe p
touches the atoms. Hence, ci’s are the vertices of λI . Let bI

i , i = 0, 1 and 2, be
three arcs of λI defined by the vertices ci and a probe center cp. Then, sample
points on bI

i can be evaluated with a uniform distribution (in the distance point
of view between consecutive evaluations) by recursive bisections on bI

i . Suppose
that the edge bI

0 is defined between c0 and c1 and let m3 be the mid point on
the edge. Then, m3 can be obtained by the following equation.

m3 = cp + −→u01 × rp (1)

where rp is a radius of a probe p and −→u01 is the unit vector which bisects the angle
between −−→cpc0 and −−→cpc1. Other sample points on the edge can be evaluated by
recursively applying Eq. (1). Similar calculations can be applied to other edges
of bI

1 and bI
2.

Once sample points on the boundary arcs are evaluated, we can also evaluate
sample points in the interior of a link patch via Eq. (1). Fig. 2 shows schematic
diagrams of two examples for evaluating sample points on a link patch. The
black rectangles in this figure represent three contact points ci, i = 0, 1, and 2
and the black dots represent the uniformly evaluated sample points. All sample
points in Fig. 2 (a) are on the boundary edge while sample points in Fig. 2 (b)
are both on the boundary and in the interior.

Definition 4. Consider a link patch λ with three contact points ci, i = 0, 1, and
2. Let DL be the sampling depth of a link patch λ where 4DL

is the number
of triangles on λ. The triangles are obtained by recursive subdivisions from the
initial triangle defined by ci, i = 0, 1, and 2.

Fig. 1 (b) shows an example of a link patch with sampling depth DL = 0. Fig. 2
(a) and (b) show the sampling depths of 1 and 2, respectively. Note that the link
patches in Fig. 2 (a) and (b) consist of 4 and 16 triangles. Given three contact
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points, we can evaluate additional points between every pair of sample points
and the order of point evaluations can be determined a priori.

Lemma 1. Given a sampling depth DL and three contact points of a link patch,
uniformly distributed sample points on the patch can be evaluated in an order
determined a priori.

Proof. Given two sample points vi and vj in an initial link patch λI , a new sample
point between vi and vj can be computed via Eq. (1) regardless vi and vj are
on the boundary edges of λI or not. Hence, we can evaluate all sample points
necessary for a given sampling depth in two steps as follows. First, evaluate a new
sample point between old sample points on each boundary edge of a link patch.
Then, evaluate new sample points in the interior of a link patch by using sample
points on boundary edge. Therefore, if three contact points have a consistent
order in their sequence, new sample points are evaluated in consistent order. ��

The numbers attached near sample points in Fig. 2 represent the orders that
the points themselves are evaluated in case that three contact points are given
in a counter-clockwise order. To evaluate sample points in consistent order and
triangulate the evaluated sample points, we maintain two types of masks: an
edge index mask and a triangle index mask.

Definition 5. Suppose that DL = i. An edge index mask EL
i is a set of a pair of

integers where each pair of integers represents two indices for two sample points
on a link patch.

An edge index mask of a link patch with sampling depth DL = 0 is EL
0 =

{(0, 1), (1, 2), (2, 0)} if three indices of three contact points are 0, 1 and 2. Sim-
ilarly, EL

1 = {(0, 3), (3, 1), (1, 4), (4, 2), (2, 5), (5, 0), (3, 4), (4, 5), (5, 3)} is an edge
index mask for a link patch with DL = 1 (See Fig. 2 (a)). Each edge in an edge
index mask corresponds to a new sample point to be evaluated. For example, v3
is computed by referring to an edge (0, 1) ∈ EL

0 . Note that an edge index mask
is invariant for any link patch with same sampling depth.

Definition 6. Suppose that DL = i. A triangle index mask T L
i is a set of a

triplet of integers where each triplet of integers represents three vertices of each
triangle defined by sample points on a link patch.

Hence, a triangle index mask of a link patch with DL = 0 is T L
0 = {(0, 1, 2)}

and similarly, T L
1 = {(0, 3, 5), (1, 4, 3), (2, 5, 4), (3, 4, 5)} is a triangle index mask

for a link patch with DL = 1. Once a triangle index mask T L
i is obtained for

a given sampling depth DL = i, the triangulation of sample points in all link
patches is completed because a triangle index mask T L

i is invariant for any link
patch with DL = i.

Theorem 1. Given an edge index mask EL
i−1 and a triangle index mask T L

i−1,
an edge index mask EL

i and a triangle index mask T L
i can be obtained by splitting

each edge in EL
i−1 into two edges and subdividing each triangle in T L

i−1 into four
triangles.
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Proof. EL
i consist of two types of edges: the boundary edges EB

i or the interior
edges EI

i of a link patch with DL = i. EB
i can be obtained by splitting each edge

in EB
i−1 into two contagious edges where each edge can be split into two edges by

inserting a new vertex between two vertices of the edge. EI
i can be obtained by

splitting each edge in EI
i−1 or by connecting each pair of new inserted vertices

which can be identified by referring to each triangle t ∈ T L
i−1.

Once EL
i is obtained, T L

i can be constructed by subdividing each triangle
t ∈ T L

i−1 into four smaller triangles. The subdivision can be done by referring to
three new vertices in EI

i which are inserted to each edge of t ∈ T L
i−1. ��

Therefore, EL
i and T L

i can be computed by repeatedly applying the procedure
in Theorem 1 to EL

0 and T L
0 . Given EL

i−1, T L
i and three contact points, all the

necessary sample points of all link patches can be evaluated by referring to EL
i−1

and all link patches can be triangulated by referring to T L
i . The order that each

triangle in T L
i is generated can be identified by referring to the order of three

vertices of t ∈ T L
i−1 as shown in Fig. 2 (a). Note that EL

i−1 and T L
i are invariant

for a given sampling depth DL = i and the computation for generating EL
i−1

and T L
i is needed only once.

5.2 Triangulation of a Rolling Patch

A rolling patch is defined when a probe rolls over two nearby atoms. Hence,
sample points on a rolling patch can be determined by a set of sample probes
(probe positions) which come in tangential contact with two atoms. The locus of
the probes defining a rolling patch is either an arc or a complete circle. Therefore,
sample probes for determining sample points on a rolling patch can be computed
via Eq. (1). Given a particular probe from sample probes, sample points defined
by the probe can be evaluated by using Eq. (1) due to the following property.

Property 1. Given a particular probe p which is in tangential contact with two
nearby atoms, sample points of the rolling patch defined by p are on an arc of a
great circle of the probe boundary ∂p.

Fig. 3 shows schematic diagrams of two examples for evaluating sample points
of a rolling patch. Black rectangles and dots are sample points on the sharing
boundary edges with adjacent link patches and each column of white dots rep-
resents sample points evaluated from each sample probe.

In this section, we assume that a rolling patch is partial where the locus of
a rolling patch is a circular arc. Note that a rolling patch can be complete; i.e.,
a rolling patch does not have adjacent link patches and its locus is a complete
circle [8]. In this case, if we divide the rolling patch into two sheet of patches, we
can handle these two patches as if they are two separate partial rolling patches.

Definition 7. Consider a rolling patch γ with four corner points. Let DR be the
sampling depth of a rolling patch γ where 2 · 4DR

is the number of triangles on
γ. The triangles are obtained by recursive subdivisions from initial two triangles
defined by four corner points.
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(a) (b)

Fig. 3. Sampling points on a rolling patch. (a) an example for depth 1, (b) an example
for depth 2.

Fig. 1 (c) shows an example of a rolling patch with sampling depth DR = 0
where four corner points are from two adjacent link patches. Fig. 3 (a) and (b)
show the rolling patches with the sampling depths 1 and 2, respectively. Note
that the rolling patches in Fig. 3 (a) and (b) consist of 8 and 32 triangles. Given
four corner points, we can evaluate additional sample points between every pair
of sample points and on the boundary of additional sample probes. The order
of point evaluations can be determined a priori.

Lemma 2. Given a sampling depth and four corner points of a rolling patch,
all of the necessary points uniformly distributed on the patch can be evaluated in
an order determined a priori.

Proof. Each sample point on a rolling patch has its corresponding sample probe
p where p is in tangential contact with two nearby atoms. Hence, we can eval-
uate all sample points necessary for a given sampling depth in two steps. First,
evaluate new sample points between old sample points which correspond to old
sample probes. Then, compute new sample probes between old sample probes
and evaluate new sample points on the boundaries of new sample probes. There-
fore, if four corner points of a rolling patch have a consistent order in their
sequence, new sample points are evaluated in consistent order. ��

The number attached near sample points in Fig. 3 represent the order that the
points are evaluated in case that four corner points are given in the order shown
in Fig. 1 (c). To evaluate sample points in consistent order and triangulate the
evaluated sample points, we maintain two types of index masks: an edge index
mask and a triangle index mask.

Definition 8. Suppose that DR = i. An edge index mask ER
i is a set of a pair

of integers where each pair of integers represents two indices for two contagious
sample points on each sample probe defining a rolling patch.

An edge index mask of a rolling patch with sampling depth DR = 0 is ER
0 =

{(0, 1), (2, 3)} if the indices of four corner points are 0, 1, 2 and 3. Similarly,
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ER
1 = {(0, 4), (4, 1), (6, 8), (8, 7), (2, 5), (5, 3)} is an edge index mask for a rolling

patch with DR = 1 (See Fig. 3 (a)). Each edge in an edge index mask corresponds
to a new sample point to be evaluated. For example, v8 is computed by referring
to an edge (6, 7) ∈ ER

0 . Note that an edge index mask is invariant for any rolling
patch with same sampling depth.

Definition 9. Suppose that DR = i. A triangle index mask T R
i is a set of a

triplet of integers where each triplet of integers represents three vertices of each
triangle defined by sample points on a rolling patch.

Hence, a triangle index mask of a rolling patch with DR = 0 is T R
0 =

{(0, 2, 1), (1, 2, 3)} and similarly, T R
1 = {(0, 6, 4), (4, 6, 8), · · · , (8, 5, 7), (7, 5, 3)}

is a triangle index mask for a rolling patch with DR = 1. Once a triangle index
mask T R

i is obtained for a given sampling depth DR = i, the triangulation of
sample points in all rolling patches is completed because a triangle index mask
is invariant for any rolling patch with DR = i.

Theorem 2. Given an edge index mask ER
i−1 and a triangle index mask T R

i−1,
an edge index mask ER

i and a triangle index mask T R
i can be obtained by splitting

each edge in ER
i−1 into two edges and inserting new edge list corresponding to

new sample probes.

Proof. Sample points corresponding to the indices of ER
i belong to one of (2i+1)

groups where each group of sample points is defined by a sample probe in PR
i .

Sample probes in PR
i for ER

i consist of two types of probes: old sample probes for
ER

i−1 and new sample probes for ER
i . Hence, ER

i can be obtained in two steps.
First, split each edge in ER

i−1 into two contagious edges by inserting a vertex
between two vertices of the edge. Then, insert new groups of edges between old
groups of edges which correspond to PR

i−1.
Once ER

i is obtained, T R
i can be constructed by indexing each triplet of indices

in two contagious groups of edges in ER
i as three vertices for each triangle in

T R
i . ��

Therefore, given a sampling depth DR = i of a rolling patch, ER
i and T R

i can be
computed by repeatedly applying the procedure in Theorem 2 to ER

0 and T R
0 .

Given ER
i−1 and T R

i and four corner points, all the necessary sample points of
all rolling patches can be evaluated by computing sample probes and referring
to ER

i−1 and all rolling patches can be triangulated by referring to T R
i .

The order that each triangle in T R
i is generated can be identified by referring

to each triplet of vertices in two contagious groups of edges in ER
i as shown

in Fig. 3 (a). Note that ER
i−1 and T R

i are invariant for a given sampling depth
DR = i and the computation for generating ER

i−1 and T R
i is needed only once.

5.3 Handling of Intersections Among Link Patches

Intersections may occur among link patches either at the boundary or in the inte-
rior of the patches [13,14,8]. When intersections occurs, we need to modify the tri-
angulation scheme discussed in Sec. 5.1 and 5.2 in order to obtain the water-tight
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(a) (b)

Fig. 4. An example for the triangulation of the blending patches. (a) the triangular
mesh with a gap between the boundary with depth DL = DR = 2 (b) a water-tight
triangular mesh with depth DL = 2 and DR = 0.

(a) (b) (c)

Fig. 5. An example of a molecular surface. (a) a protein model (Inhibitor of HIV
protease, PDB ID: 1IZH), (b) a molecular surface of a protein in (a) corresponding to
a water molecule and (c) blending surfaces in the molecular surface of (b).

triangular mesh. Consider two adjacent link patches intersect each other and
in-between rolling patch self-intersects. In this case, if we apply same sampling
depth to two link patches and two disconnected components of a self-intersecting
rolling patch, we will necessarily have the gap at the boundary as shown in Fig. 4
(a). In this figure, shown are two adjacent link pathes of depth DL = 2 and an
in-between rolling patch with two disconnected components of DR = 2.

Fig. 4 (b) shows that the gap between a link patch and a rolling patch in
Fig. 4 (a) can be filled by applying sampling depths DR = 0 and DL = 2 to a
rolling patch and a link patch, respectively, based on the following lemma.

Lemma 3. Suppose we apply DL = i and DR = i − 2 to a link patch and a
self-intersecting rolling patch. Then, we can fill the gap between a link patch and a
rolling patch by using 2i−1−1 points to represent the set of trimming arc segments.

6 Discussion and Conclusion

We tested the proposed algorithm using 50 protein models available from Protein
Data Bank (PDB) [26]. Fig. 5 (a) shows a protein model (PDB ID: 1IZH) from
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Triangulation time for blending surfaces
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Fig. 6. Triangulation time and the number of triangles of blending surfaces. (a) trian-
gulation time for blending surfaces in each protein data, (b) the number of triangles in
blending surfaces of each protein data used in (a).

PDB which is an inhibitor of HIV protease and consists of 1570 atoms. Fig. 5 (b)
and (c) illustrate the molecular surface of the protein in Fig. 5 (a) corresponding
to a water molecule and its blending surfaces, respectively.

Fig. 6 (a) shows the time statistics for triangulating blending surfaces in molec-
ular surfaces for each sampling depth. X-axis of the graph in Fig. 6 (a) represents
the number of boundary atoms in each protein and Y-axis represents time for
triangulating blending surfaces in molecular surfaces corresponding to a water
molecule.

For each fixed sampling depth, the times to triangle blending surfaces show a
strong linear pattern with respect to the number of boundary atoms in a protein.
Note that the computation for generating an edge mask and a triangle mask is
needed only once for a fixed sampling depth. Hence, once the proposed algorithm
generates edge and triangle index masks for each sampling depth, the algorithm
can triangulate all blending patches just by evaluating necessary sample points
of the blending patches. Fig. 6 (b) shows the number of triangles in blending
surfaces of same protein data referred in the graph of Fig. 6 (a).

This paper presents an algorithm to triangulate the blending surfaces in a
molecular surface of a protein efficiently. Thfig:blendingPatche number of link
patches and rolling patches in blending surfaces of a molecular surface is bounded
by the number of the boundary atoms in a protein. Given the blending surfaces
and its corresponding β-shape, the blending surfaces can be triangulated in



66 J. Ryu et al.

O(c · m) in the worst case, where m is the number of boundary atoms in the
protein and c is the number of point evaluations on a patch in the blending
surface.
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Abstract. Determining whether two segments s and t in a planar polyg-
onal scene weakly see each other is a classical problem in computational
geometry. In this problem we seek for a segment connecting two points
of s and t without intersecting edges of the scene. In planar polygonal
scenes, this problem is 3sum-hard and its time complexity is Ω(n2) where
n is the complexity of the scene. This problem can be defined in the same
manner when s and t are any kind of objects in the plane. In this paper
we consider this problem when s and t can be points, segments or convex
polygons. We preprocess the scene so that for any given pair of query
objects we can solve the problem efficiently. In our presented method, we
preprocess the scene in O(n2+ε) time to build data structures of O(n2)
total size by which the queries can be answered in O(n1+ε) time. Our
method is based on the extended visibility graph [1] and a range search-
ing data structure presented by Chazelle et al. [2].

Keywords: Computational geometry, weak visibility, 3sum-hard prob-
lems, object inter-visibility.

1 Introduction

The problem of detecting visibility between objects has many applications in
computer graphics, VLSI, motion planning and computational geometry. In com-
puter graphics and simulations, for example, computing the regions illuminated
by a fluorescent lamp in a scene may be needed. As the light source may be in
different positions, we seek for a way to quickly find the lightened up regions
in each position. This can be achieved by preprocessing the scene to do queries
efficiently. However, various versions of visibility problems has been defined.

In this paper, we focus on weak-visibility between objects in a planar polygonal
scene. Two objects s and t are said to be weakly visible from each other (or
simply weakly visible) if a point of s sees a point of t. Two points see each other
if the segment connecting them does not intersect edges of the scene. Given
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two objects and a scene, the problem is whether these two objects are weakly-
visible. When s and t are line segments, it has been proved by Gajentaan and
Overmars [3] that this problem is in the class of 3sum-hard problems and thus
the lower bound of the time complexity of its solutions is Ω(n2). Throughout
this paper n is the complexity of the scene which is the number of its vertices
or edges. Wismath [4] has presented an algorithm for this problem with optimal
O(n2) time complexity. His method is based on the visibility graph which will
be introduced in the next section.

The set of points of the scene that are visible from a point p is called its
visibility polygon and is denoted by VP(p). We know that VP(p) is a star-
shaped simple polygon. Visibility polygon can also be defined for a segment or
polygon of a scene. Visibility polygon of a planar object s, or VP(s), is the set
of the points of the scene that are visible from at least one point of s. Generally
VP(s) is a polygon with holes.

We consider weak-visibility problem for two objects s and t, when these ob-
jects are points, segments or convex polygons. Also, we consider this problem in
two cases: (1) when one of the objects is known in advance and the other one is
given in query time, and (2) when both of the objects are given in query time.
For the first case, we can preprocess the scene based on the given object say s,
so that the queries for each t can be answered efficiently. This is done by first
finding VP(s) in the preprocessing step and then checking the intersection of t
with this region in query time.

In the second case, the scene is preprocessed to build data structures by which
the queries can be answered efficiently. Initially, we assume that the objects are
line segments. In this case, we first preprocess the scene to find its extended
visibility graph, to be explained later. Then we build a multi-level range searching
structure on the edges of this graph. This range searching structure is based on
the scheme proposed by Chazelle et al. to be discussed in the next section. Having
this structure, we can find the edges of the extended visibility graph that are
intersected by both query segments. We will show that if the intersection is not
empty, then the query segments are weakly visible, otherwise, it is sufficient to
check the weak-visibility of the endpoints of the query segments.

When the query objects are convex polygons, we will prove that the convex
polygons are weakly visible if and only if two of their edges are weakly visible.
Therefore, to solve the problem for convex objects, we just need to solve the
problem for any pair of edges.

In a brief summary, we achieve the following results on weak-visibility problem
in planar polygonal scenes when the complexity of the query objects is constant
and an object can be a point, a segment, or a convex polygon.

– The weak-visibility between a query object and a given point can be answered
in O(log n) time using O(n log n) and O(n) preprocessing time and space,
respectively.

– The weak-visibility between two query points can be answered in O(
√

n log n)
time using O(n log2 n) and O(n

√
n log4.3 n) preprocessing time and space.
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– The weak-visibility between a query point and a line segment or a convex
polygon can be answered in O(n log n) time.

– The weak-visibility between two query line segments or convex objects can
be detected in time O(n1+ε) using O(n2+ε) and O(n2) preprocessing time
and space, respectively.

Other than the weak-visibility problem, we have proposed a range searching
method for determining the segments of a planar arrangement that are inter-
sected by two given line segments. This solution can also be used in other range
searching problems.

In the rest of this paper, the basic concepts and data structures are discussed
in Section 2. Some properties of weak-visibility are described and proved in
Section 3 and our methods and results are presented in Section 4. The materials
are summarized and concluded in Section 5.

2 Basic Data Structures and Concepts

In this section we introduce the basic data structures and concepts that are
used in our weak-visibility detection methods. We first describe the extended
visibility graph of a scene. The edges of this graph define the boundaries of the
regions with different views. Then, we describe a point location algorithm in
a star-shaped simple polygon. This method help us to solve the weak-visibility
problem when one of the objects is a point. Another problem that we have
to solve as a subproblem in our method is ray shooting problem in a planar
environment. If the environment was a simple polygon, we can do this work
more efficiently than doing it in a planar arrangement as will be discussed next.
Finally, we describe range searching in a planar scene and present a method for
solving an special version of range searching: in a planar scene, find the set of
segments intersected by two query segments.

To solve this problem, we extend the range searching scheme presented by
Chazelle et al. [2]. As will be proved, we can answer this range searching problem
in O(n1/2+ε) using O(n1+ε) preprocessing time and O(n) space.

2.1 Extended Visibility Graph

Consider a set S = {s1, s2, ..., sn} of n segments in the plane. The visibility graph
G = (V, E) is defined as a graph whose vertices are the set of the end points of
the segments in S and there is an edge vivj ∈ E when vi sees vj . It is easy to
show that the number of edges of G is O(n2). Initial algorithms for computing
the visibility graph were proposed by Welzl [5] and Asano et al. [6] with time
complexity of O(n2). Later, Ghosh and Mount [7] developed an optimal output
sensitive algorithm that computes the visibility graph in O(E + n logn) time.
Finally, Overmars and Welzl [8] presented a suboptimal but practical algorithm
that computes the visibility graph in O(|E| log n) time.

The extended visibility graph [1] is defined over the visibility graph by extend-
ing each edge vivj ∈ E at both ends until it intersects a segment in S. Assume
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s3

s∞

s1

s2

Fig. 1. The dashed segments are the edges of the extended visibility graph of S =
{s1, s2, s3, s∞}

that sl and sm are the first segments intersected by vivj when it is extended
from its endpoints. If p and q are these intersection points then they are two
vertices of the extended visibility graph and pq is an edge of this graph. In cases
that there is no intersection, a segment s∞ is assumed at infinity that is inter-
sected by all extended edges. Therefore each extended edge of G intersects two
segments in the set S ∪ s∞ and itself is a segment. The set of these extended
edges compose an arrangement of O(n2) possibly intersecting segments in the
plane. Fig. 1 shows a sample extended visibility graph.

Suri and O’Rourke [1] used a modified version of Welzl’s algorithm [5] and
compute the extended visibility graph in O(n2) time. Keil et al. [9] presented
a method that for any edge of the visibility graph, its corresponding edge in
the extended visibility graph can be computed in constant time. Combining this
method and the algorithm of Ghosh and Mount [7], the extended visibility graph
can be computed in O(E + n log n) time.

2.2 Point Location

As a subproblem in our methods, we need to solve a special case of the point
location problem. The general point location problem is to preprocess a planar
subdivision S with n edges, so that we can quickly find the face f of S that
contains a query point q. This problem can be solved in O(log n) query time
using O(n log n) and O(n) preprocessing time and space, respectively [10]. But,
the point location problem that we need to answer is to check whether a query
point q lies inside a give star-shaped simple polygon P .

We can solve this version of point location problem more efficiently than the
general case, when we know a kernel point of P . Recall that a polygon P is
star-shaped when there is a point p inside it such that for any other point p′

inside P , the segment pp′ lies completely inside P . If so, p is said to be a kernel
point of P . Assume that p is a kernel point of P and v1v2...vn are the vertices of
P in counterclockwise order such that pv1 has the least angle with the x-axis.

Having this ordered list of vertices v1v2...vn, we can locate position of a query
point q in this list in O(log n) time by a classical binary search. Assume that
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q lies between vk and vk+1. Then, we must only check whether the segment pq
intersects vkvk+1 or not which can be performed in constant time. Therefore, we
can answer the point location query in O(log n) time only by having a kernel
point and the ordered list of the vertices of P . Trivially, p is a kernel point of
VP(p) and we can use this method for point location on these polygons.

2.3 Ray Shooting

In a planar scene, the ray shooting problem is to find the first segment intersected
by a ray from a given point toward a given direction. We examine this problem
when the scene is a simple polygon and when the scene is a planar arrangements
of segments.

Ray shooting in a simple polygon. The problem of shooting a ray in a simple
polygon was first addressed by Chazelle and Guibas [11]. They showed that it
can be answered in O(log n) time using O(n) preprocessing time and space.
Then, simpler methods were presented by Chazelle et al. [12] and Hershberger
and Suri [13]. The method of Hershberger and Suri is based on finding a Steiner
triangulation of the polygon. In this triangulation, any ray intersect at most
O(log n) triangles and by tracing the set of the intersected triangles, we can find
the first intersection point of the ray and the polygon boundary.

Ray shooting in a planar subdivision. There are many approaches for
solving the ray shooting problem in a planar subdivision. This problem can be
solved using half-plane range searching data structures to be discussed later.
Using this approach, Agarwal and Erickson [14] have shown that this problem
can be solved in O(n1/2+ε) query time using O(n log3 n) preprocessing time and
space, or it can be solved in O(log3n)query time using O(n2+ε) preprocessing
time and space.

Another method with near linear space requirement, is the ray shooting algo-
rithm introduced by Cheng and Janardan [15]. They showed that ray shooting in
an arrangement of n non-intersecting segments can be answered in O(

√
n log n)

by spending O(n log2 n) space and O(n
√

n logω n) preprocessing time, where ω
is a constant less than 4.3. In the case of possibly intersecting segments, the
space increases to O(n log3 n).

2.4 Range Searching

In range searching problems, there is a set of n points in d-dimensional space
and we want to report (or count) the points lying in a region R in this space. In
this paper, we need to solve this problem when P is a set of points in the plane
and R is a half-plane or a triangle.

The first near optimal query time using linear preprocessing time and space
was achieved by Welzl [16]. He used the idea of spanning tree with low cross-
ing numbers and answered the queries in time close to O(

√
n). Matoušek and

Welzl [17] developed a method that solve half-plane range queries in O(
√

n log n)
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time using O(n log n) preprocessing time and space. Chazelle et al. [2] introduced
a simplex range searching method, called CSW, for any dimension d that answer
queries in O(n1−1/d+ε) by using O(n1+ε) preprocessing time and O(n) space, for
any arbitrary small positive constant ε. They also allow a tradeoff between stor-
age and query time, so if one can spend storage of size O(m), where n ≤ m ≤ nd,
the preprocessing can be done on the set of points in time O(m1+ε), so that the
query can be answered in O( n1+ε

m1/d ). This solution comes close to the lower bound,
up to a factor of nε. Since we use this approach for our problem(finding the set
of segments intersected by two given segments), we give an overview of this
method.

We briefly describe the CSW method just for 2 dimension. For a point set S of
n points, a family F = {Ξ1, ..., Ξk} of triangulations of the plane is constructed
such that the size of any one of these triangulations is O(r2) for some constant
r. This family of triangulations has this property that for any line l, there is at
least one triangulation Ξi that only O(n/r) of the set of n points lie inside the
triangles of Ξi that are intersected by l. We denote this triangulation associated
for a line l by Tl. This process is continued recursively for each triangle of these
family of triangulations that contains more that i pints for some constant value
of i. Inside the leaf nodes of this tree the search is done in a standard partitioning
scheme.

Assume that we want to search for points lie inside a half-plane H that is
above a line l. We first find Tl from the above range searching data structure.
The points lie inside the triangles of Tl which are above (below) l are (are not)
inside the half-plane and we must recursively continue the search only over the
triangles of Tl intersected by l. However these triangles only contains O(n/r) of
the points.

The size of this data structure is O(n) and can be constructed in O(n1+ε)
time. Using this data structure, the half-plane range searching (counting) can
be answered in time O(n

1
2+ε).

The above data structure, or generally any other partition tree gives the result
of range searching as the disjoint union of some canonical subsets. As previously
has been used, e.g. by Dobkin and Edelsbrunner [18], these canonical subsets
can further be preprocessed, so that a conjunction of range searchings can be
answered on the point set. It can be shown that using these data structures in
a multilevel fashion does not increase the amount of needed space, but increase
the amount of query time by a poly-logarithmic factor, however since the query
time has a factor nε, this factor can be neglected. Therefore we can use the
data structure of Chazelle et al. recursively to answer a conjunction of range
searchings, without any space/time overhead.

2.5 Common Intersecting Segment Detection

A new problem we encountered while trying to solve the weak-visibility problem
is to determine if any line segment ei from a set E = {e1, e2, ..., en} of n segments
in the plane is intersected by two given segments s and t. We refer to this problem
as CISD for Common Intersecting Segment Detection.
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In order to solve CISD we use the technique described above for half-plane and
triangle range searching. If a segment ei with xi and x′i as end points intersects
segment s, then xi and x′i are in opposite sides of the supporting line of s,
denoted by ls. The same statement is true for the endpoints of s, vs and v′s, and
the supporting line of ei, lei . When ei intersects both s and t, xi and x′i lies in
certain positions. As can be seen in Fig. 2, ls and lt divide the plane into four
regions. Let call them by the position of them relative to ls and lt. If the two
segments are intersecting, one of xi and x′i lies in UU and the other one in LL,
or one in LU and the other one in UL. But if the two segments do not intersect,
only one of these situations are possible. Therefore in order to detect whether
ei intersects both s and t, we should check the positions of xi and x′i in that
four regions, and the positions of the end points of s and t in the two regions
separated by lei .

Thus, the CISD problem can be solved in this way: Consider s and t intersect
each other. We first find all segments in E that have one end point in UU and
the other one in LL. We also find all segments that have one end point in LU
and the other one in UL. These segments are the set of segments that intersects
ls and lt. The same thing should be done for end points of s and t. We dualize s
and t and also lei for each ei in the resulting set of segments. In the dual plane,
each lei is mapped to a point and segments s and t are mapped to two double
wedges. In this plane, we should search for points lie in the intersection of two
double wedges corresponding to s and t.

The procedure for non-intersecting query segments is similar, except that in
some cases we should search in only one pair of regions (UU , LL) and (LU , UL).
If both s and t lies in one side of the vertical line drawn from the intersection of
ls and lt, then we must only search intersecting segments that has an end point
in UU and the other in LL. If both s and t lies in different sides of this vertical
line we should search in regions LU and UL. Otherwise, we should search in
both pairs of regions.

Therefore we solve the problem by combining a series of half-plane and triangle
range searchings. We define three range searching problems Pi for 1 ≤ i ≤ 3 with
relations ♦i as below [14]:

– e♦1H: The left endpoint of segment e lies in half-plane H.
– e♦2H: The right endpoint of segment e lies in half-plane H.
– e♦3γ: The supporting line of segment e intersects segment γ; or equivalently,

in the dual plane, the point dual to le lies in the double wedge dual to γ.

By combining this searching problems, we can solve the CISD problem. Let
problems Pi, 1 ≤ i ≤ 3, use the relation ♦i. In order to solve we must solve four
subproblems:

– 1(2): Find segments whose left end points lie above(below) both lines ls and
lt and right end points lie below(above) both lines ls and lt and also the
supporting line of them intersects both segments s and t.

– 3(4): Find segments whose left end points lie above(below) ls and below
(above) lt and right end points lie below(above) ls and above(below) lt and
also the supporting line of them intersects both s and t.
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Fig. 2. Different cases arise when a segment intersects s and t

In the first subproblem we should find segments whose left end points lie above
ls and lt. It can be done by using P1 two times, the first time with the half-plane
above ls and the second time with the half-plane above lt. In the result set, we
should select those segments, whose left end point lie below ls and lt. This can be
achieved by using P2 two times, with the half-planes below ls and lt, respectively.
Then, we select those segments of the result that intersect both ls and lt, and
it can be done by using P3 two times with s and t, respectively. Therefore, by
joining problems P1, P2 and P3, we can solve subproblem 1. As discussed in
Section 2.4 for multi-level searches, and discussions in [14], we conclude that
subproblem 1 can be solved in O( n1+ε

m1/d ) time using O(m) space and O(m1+ε)
preprocessing time, where n2 ≥ m ≥ n. As commented, the nε factor can also
be replaced by a poly-logarithmic factor. Similarly, other subproblems (2-4) can
be solved with the same time and space complexities.

This discussion leads to the following lemma about solving the CISD problem:

Lemma 1. We can preprocess a scene of n segments in time O(n1+ε) and build
a data structure of size O(n) such that for any given pair of segments s and
t, we can determine whether both segments intersect a segment of the scene in
O(n1/2+ε) query time.
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Fig. 3. Weak-visibility between two segments

In our main weak-visibility problem, we need to solve the CISD problem on the
edges of the extended visibility graph of a scene of n segments. Since the size of
the extended visibility graph is O(n2) we can conclude the following theorem:

Theorem 1. The extended visibility graph of a scene of n segments can be pre-
processed in O(n2+ε) time and O(n2) space such that for any given pair of seg-
ments s and t, we can determine whether there is a segment in this graph that
intersects both segments in O(n1+ε) query time.

3 Weak-Visibility Properties

In this section we illustrate two properties that facilitate detection of the weak-
visibility between two objects s and t in a planar polygonal scene. The first
property is about the visibility of two segments and the second property is about
the visibility between two convex polygons.

Lemma 2. In a planar polygonal scene, two segments ss′ and tt′ are weakly
visible from each other if and only if one endpoint of ss′ or tt′ sees a point on
the other segment or there is at least one edge in the extended visibility graph of
the scene which is intersected by both ss′ and tt′ segments.

Proof. Proof of the if part: Trivially, when an endpoint of one segment sees
the other segment, the segments are weakly visible. Moreover, the edges of the
extended visibility graph do not intersect the scene objects. So, if both segments
intersect an edge of this graph they can weakly see each other along this edge
and therefore they are weakly visible.

Proof of the only if part: Assume that the segments are weakly visible. Then,
there are middle points p and q on ss′ and tt′, respectively, which are visible
from each other. As shown in Fig. 3, we move the endpoints of pq along ss′ and
tt′ in opposite directions. We do this process in a manner such that pq does not
intersect edges of the scene. Continuing this movement, either p or q reaches the
corresponding endpoint of ss′ or tt′, or pq touches two vertices A and B of the
scene from its opposite sides. The former means that one endpoint of ss′ or tt′

sees the other segment. In the latter, both ss′ and tt′ intersect the edge of the
extended visibility graph drawn from A and B.
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Using the above lemma, we can determine the weak visibility of two segments by
reducing it to range search and point-segment visibility problems to be discussed
in the next section.

The next lemma is about the weak visibility of two convex polygons. Assume
that O and O′ are two disjoint convex objects and CHOO′ is the convex hull of
these polygons. Some of the segments of O and O′ lie on the boundary of CHOO′

and other segments lie inside this convex hull. Assume that Oss′ and O′tt′ are
respectively those segments of O and O′ that lie inside CHOO′ (See Fig. 4).

Lemma 3. In a planar polygonal scene, the objects O and O′ are weakly visible
if and only if a segments of Oss′ is weakly visible from a segment of O′tt′ .

Proof. Proof of the if part: Trivially, the segments belong to their corresponding
objects and if an edge of O sees an edge of O′, the objects are also weak-visible.

Proof of the only if part: Trivially, when the objects are weakly visible, a point
p from O sees a point q of O′. The segment pq intersects an edge of Oss′ and an
edge of O′tt′ and therefore these intersected edges are also weakly visible.

According to this lemma, to determine the weak visibility of two convex objects,
it is enough to check this problem for any pair of their segments(one from each
object).

We use these lemmas in the following section to determine whether two seg-
ments or two convex polygons are weakly visible.

4 Visibility Detection Methods

Now, we are ready to discuss our method of detecting weak-visibility between
two objects. The objects we consider in this paper can be points, line segments
or convex polygons. To simplify our analysis, we assume that convex objects
have constant complexities, i.e they have at most c vertices for some constant
value of c.

We consider two versions of this problem: In the first version, one of the
objects is known in advance and we can do some preprocesses on it and the
other object is given in query time. In the other version, both of the objects are
given as query. We refer to the first problem by SOQ(Single Object Query) and
the socond by TOQ(Two Objects Query).
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4.1 Visibility Detection in SOQ

Assume that object s is known in advance and t is given in query time. If s is
a point, VP(s) can be obtained in O(n log n) [1] in the preprocessing phase. In
query time, the query object, t, is tested against VP(s). If t intersects VP(s)
then s and t are weakly visible. Whereas VP(s) is a simple polygon of size O(n),
we can build a point location structure on it in linear time (as discussed in
Section 2.2) by which any point location query is answered in O(log n) time. As
discussed in Section 2.3, we can also build a ray shooting structure on it in O(n)
time and space by which any ray shooting query is answered in O(log n) time.
Therefore, if we preprocess VP(s) for point location and ray shooting queries, we
can find the answer in O(log n) time when t is a point. If t is a segment, we first
locate one endpoint of it and do a ray shooting towards the other endpoint and
check the result of this ray shooting. If the intersection point of the ray shooting
problem(if any) lies on the segment t, it means that t intersects VP(s). Finally,
if t is a convex object, it is enough to only check its edges and while it has a
constant number of edges, we can check the intersection between t and VP(s) in
O(log n) query time. So, we can say the following result about this case of the
problem:

Corollary 1. In a planar polygonal scene, the visibility between a query object t
and a given point s can be answered in O(log n) time using O(n log n) and O(n)
preprocessing time and space, respectively.

When s is a line segment, we can use the same method as the one discussed
above. However, for a line segment s, VP(s) can be of size O(n4) and is ob-
tained in O(n4) time [1]. Moreover, VP(s) is not a simple polygon and it is a
polygon with holes. For this kind of VP(s), to answer the point location queries
in O(log n) time, a point location data structure of size O(n4) is required [10].
Unfortunately, preparing the corresponding ray shooting data structure requires
O(n6 log4.3 n) and O(n4 log2 n) preprocessing time and space by which the ray
shooting problems can be answered in O(n2 log n) time [15]. Although, we can
reduce the preprocessing cost by considering V P (s) as a set of overlapping tri-
angles, but, the query time will be still high. According to Lemma 3, the same
result is obtained when s is a convex polygon.

In the next section we present a method with less preprocessing cost and
better query time when both objects are given in query time. Also, we can use
this method in SOQ problems in which one of the query objects is known in
advance.

4.2 Visibility Detection in TOQ

In TOQ version of the problem, both objects s and t are given in query time
and it is not possible to preprocess based on them in advance. However we
can preprocess the underlying scene to facilitate answering the TOQ problems.
We present the visibility detection methods in four subversions of the problem:
both object are points, only one of the objects is a point, both objects are line
segments, and one or both objects are convex polygons.
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If both s and t are points, we can preprocess the scene for ray shooting to
answer the problem efficiently. Whereas the scene is a polygonal scene, its ray
shooting data structure requires O(n

√
n log4.3 n) time and O(n log2 n) space and

the ray shooting queries can be answered in O(
√

n log n) time (Section 2.3).
Having this data structure, we shoot a ray from s towards t and if the first
intersection point lies between s and t they are not visible from each other and
otherwise they are visible from each other. So, we can say,

Corollary 2. In a planar polygonal scene, the visibility between two query points
can be answered in O(

√
n log n) time using O(n

√
n log4.3 n) and O(n log2 n) pre-

processing time and space, respectively.

If one of the objects is a point we do not preprocess the scene. If s is the point,
VP(s) is found in O(n log n) time. While VP(s) is a star-shaped simple polygon
we can test whether it is intersected by t in O(n) time. This can be done when
t is a line segment or it is a convex polygon of constant complexity. Therefore,

Corollary 3. In a planar polygonal scene, the visibility between a query point
and a query line segment or convex polygon can be answered in O(n log n) time.

Now, we return to our main problem: assume that both s and t are line segments
and both are given in query time and we need to decide whether they are weakly
visible. To solve this problem we use the result of Lemma 2 and Theorem 1.

Theorem 2. A planar polygonal scene of total complexity of n can be prepro-
cessed in O(n2+ε) time to build data structures of O(n2) total size, so that the
weak-visibility between two query line segments can be determined in O(n1+ε)
time.

Proof. According to Lemma 2, we must check two cases to decide about the
weak-visibility between two segments: an endpoint of one segment weakly sees
the other segment or both segments intersect some edges of the extended visi-
bility graph of the scene. According to Corollary 3, the first case can be checked
in O(n log n) time without any preprocessing cost. To check the other one, the
extended visibility graph of the scene can be constructed in O(n2) in the pre-
processing phase as described in Section 2. This extended visibility graph is
preprocessed for range searching according to the result of Theorem 1. There
are O(n2) segments in the extended visibility graph. So, the range searching
structure of size O(n2) can be constructed in O(n2+ε) preprocessing time. Ac-
cording to Theorem 1, this range searching structure enables us to check if two
query segments intersect some edges of the extended visibility graph in O(n1+ε)
time. Clearly, the preprocessing cost and the query time of this argument follow
the theorem.

We can extend our result of two line segments to solve the problem for two convex
polygons. According to Lemma 3, to determine the weak visibility between two
convex polygons, it is enough to decide about the weak-visibility of any pair of
their edges. If we assume that the complexity of the objects is constant, the above
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argument along with the result of Theorem 2 leads to the following theorem
about determining weak visibility of two convex object in a planar polygonal
scene:

Theorem 3. A planar polygonal scene of total complexity of n can be prepro-
cessed in O(n2+ε) time to build data structures of O(n2) total size so that the
weak-visibility problem for two query convex polygons with constant complexity
can be determined in time O(n1+ε).

5 Conclusion

Despite the extensive research and results on visibility problems, there are still
many open problems in this area. Many practical applications of these problems
motivate researchers to optimize solutions of these problems and make them
more practical. Here, we focus on determining weak visibility between two ob-
jects in a planar environment. We use the extended visibility graph and build a
multi-level range searching structure to facilitate answering our problem.

In this problem, the preprocessing data structures are used to efficiently de-
cide whether two query objects are weakly visible. Our method uses O(n2+ε)
preprocessing time to build a data structure of size O(n2) which enables us to
answer the queries in O(n1+ε) query time. It is notable that this problem is
3sum-hard and the lower bound of its solutions is Ω(n2).

Although the off-line version of the problem has been solved optimally, but
to our best knowledge, this is the first attempt to solve this problem in the
query version. This work can be extended in several directions: we can extend
this method to other types of objects, for example, to concave objects. The
method can also be extended for upper dimensions as well as to cover dynamic
environments.
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Abstract. We consider geometric shortest path queries between arbi-
trary pairs of objects on a connected polyhedral surface P of genus g. The
query objects are points, vertices, edges, segments, faces, chains, regions
and sets of these. The surface P consists of n positively weighted trian-
gular faces. The cost of a path on P is the weighted sum of Euclidean
lengths of the sub-paths within each face of P . We present generic algo-
rithms which provide approximate solutions.

1 Introduction

Shortest path queries between point objects arise in fields such as Computa-
tional Geometry and Graph Theory in the design of algorithms. They are also
frequently executed in application domains such as tourist information systems,
GIS, and Computer Graphics. Considering shortest path queries between geo-
metric objects other than points is a natural generalization. This generalization
is motivated, for example, by the following scenarios. Suppose that, we are given
safe zones located inside a geographical area and the safe zones may change over
time as a result of a new risk assessment. Outside the safe zones travel is consid-
ered to be hazardous, but unavoidable if one wishes to travel between two safe
zones. The weighted shortest path between the two zones then minimizes the risk
for the required travel. In Computer Graphic, e.g., interactive 3-dimensional ob-
ject editing, distances between each vertex of a set to a user-selected area of an
object surface are used in computing a smooth transition after editing the surface
(cf. [1]). Shortest path computations in weighted domains have relatively high
time complexities, whereas these applications require timely responses. This mo-
tivates our search for efficient approximation algorithms for answering shortest
path queries between geometric objects.

Problem Definition: Let P be a connected polyhedral surface of genus g in
3-dimensional Euclidean space;1 P consists of n triangular faces and each face
has an associated positive weight w(·), representing the cost of traveling a unit
Euclidean distance inside it.2 We first define geometric query objects. Let points,
� Research supported by NSERC, SUN Microsystems, Stantive Computing.
1 The surface P can be any polyhedral 2-manifold without assumption of additional

geometric/topological properties (e.g., convexity, being a terrain, absence of holes.)
2 An edge of P belongs to the triangle from which it inherits its weight.
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vertices, edges, segments, faces, chains, regions be geometric objects in P , in
which objects like points, vertices, edges, segments and faces are called basic
objects, and objects like chains and regions are called compound objects in P .
As basic objects, vertices, edges and faces are those of P . A segment is a straight
line with end-points on the edges incident to the same face of P . A chain consists
of a set of segments in P .3 A chain can be open or close and/or simple or self-
intersecting. A query region is a connected union of faces of P , in which a pair
of faces shares a vertex or an edge of P or nil.4 A region may have holes.

We consider paths that stay on the surface P . For a pair of geometric objects
o1 and o2 in P , we denote the path between them by πP (o1, o2) and the cost of
the path by ‖πP (o1, o2)‖. The path πP (o1, o2) of least cost is called shortest path,
denoted by {o1

P� o2}. The cost of the shortest path is called distance between o1

and o2. We denote the distance by distP (o1, o2), i.e. distP (o1, o2) = ‖o1
P� o2‖.

Throughout the paper, ε ∈ (0, 1) is a user-specified accuracy parameter, i.e., a
fixed real number. A path whose cost divided by the cost of the shortest path is
in (1 − ε, 1 + ε) is called an ε-approximate (or approximate) shortest path. The
cost of an approximate shortest path is called approximate distance (or distance).

The All Pairs Query (APQ) problem is to answer shortest path and/or dis-
tance queries for any pair of points in P . We are interested in finding approximate
solutions to the following APQ problem for any pair of geometric objects: Pre-
process the polyhedral surface P such that for any pair of geometric objects,
report an approximate distance and/or shortest path between them efficiently.
We proposed a solution to the APQ problem for point-point pairs in [2] (cf. [3]).
Here we focus on answering queries for other object pairs. To place our work in
the context of the literature we state some relevant results next.

Exact and Approximate APQs for Points: Many results found exact or ap-
proximate solutions to the APQ problem for points on the surface of unweighted
or weighted, convex or nonconvex polyhedra. We review relevant results. Agar-
wal et al. [4] presented an exact solution for unweighted convex polytopes and
they answered queries in O(

√
n

m1/4 log n) time with O(n6m1+δ) preprocessing time
and space, for a parameter 1 ≤ m ≤ n2 and any δ > 0, using star-unfoldings
[5]. For unweighted nonconvex polyhedra, Chiang and Mitchell [6] proposed a
scheme which computes an exact solution in O(log n) query time with O(n11)
in space and preprocessing time. The scheme permits trade-offs between query
time and space. If P is a convex polytope, a result of Dudley [7] shows that a
convex set Q of size O( 1

ε3/2 ) exists, such that P ⊂ Q and the Hausdorff distance
between P and Q is ε · diameter(P ). This was used in the algorithm of [8] to
answer approximate APQs in O(log n/ε1.5 + 1/ε3) time. Chazelle et al. [9] pre-
sented a sub-linear randomized algorithm for solving APQs on convex polyhedral
surfaces. Approximate APQs for weighted polyhedra was studied in [10], where
the authors conjectured that more efficient methods might exist. Very recently,
we presented algorithms for solving the approximate APQ problem for weighted

3 A segment can be an edge of P . Here,“segments” means “edges and/or segments”.
4 We distinguish between a query region and regions induced by a separator of P .
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polyhedral surfaces of arbitrary genus g in [2]. Our space-query time trade-off
algorithm takes as input a query time parameter q within a certain range and
builds a data structure to answer queries in O(q) time. The data structure is of
size O( (g+1)n2

ε3/2q
log4 1

ε ) and can be constructed in O( (g+1)n2

ε3/2q
log n

ε log4 1
ε ) time.5

Queries Between Edges: Hwang et al. [12] proposed an algorithm for com-
puting the exact distance between any pair of edges of a convex polyhedron in
O(κ + log n) time with O(n6 log n) preprocessing time and O(n4) space, where
κ is the number of edges crossed by the shortest path.

New Results: Our main contribution is that we present approximate solutions
to the APQ problem for any pair of geometric objects in P (Section 3 and 4).
In particular,

1. We present a generic algorithm (Section 3) for answering distance queries
between any pair of basic objects, e.g., points, vertices, edges, segments and
faces in P . For a query time parameter q, O(d2) ≤ q ≤ O(q̄), where d =
1√
ε
log 2

ε , q̄ = (g+1)2/3n1/3
√

ε
, we build a data structure of sizeO

(
(g+1)n2

ε2q log4 1
ε

)

in O
(

(g+1)n2

ε2q log n
ε log4 1

ε

)
time, such that we can report an ε-approximate

distance between two query objects in O(q) time. This algorithm permits
trade-offs between query time and space.

2. For two arbitrary sets A and B consisting of m1 and m2 segments, respec-
tively, where no segment in A intersects any segment in B, we present an
algorithm (Subsection 4.1) for answering distance queries between the two
sets.

(a) If m1 = Ω(n) and m2 = Ω(n), then we can report an ε-approximate
distance between sets A and B in O(TSSSP) time using O(|Vε|) space,
where TSSSP = O( n√

ε
log n

ε log 1
ε ) and |Vε| = O( n√

ε
log 1

ε ).

(b) Otherwise, we construct a data structure such that the distance query
can be answered in O(m1m2d

2 + (m1 + m2)dc(S)) time, where c(S) =
O

((
(g+1)1/2

(tε)1/2 log 1
ε

) √
n
)

and t ∈ (0, n−1/3). The data structure of size
O(c(s)|Vε|) can be pre-computed in O(c(S)TSSSP) time.

(c) We use the above algorithm (Subsection 4.1) as a subroutine to answer
queries between compound objects, e.g. chains, regions and sets of these
(Subsection 4.2). We obtain the same bounds as above.

The results proposed in this paper answer queries for edge-edge pairs as proposed
in [12] and report approximate distances using significantly lower preprocessing
time and space. The complexities of all our algorithms depend on geometric
parameters and that are inherited from [3].

5 In [2] it is assumed that the faces containing the query points are already known.
Otherwise, spatial point location is needed, cf. [11].



Shortest Path Queries Between Geometric Objects on Surfaces 85

(a) (b) (c) (d)

Fig. 1. (a) Steiner points are inserted in a bisector l. The vertex vicinity E(v) of v is a
star-shaped polygon around v. The face neighborhood of (b) a vertex v, (c) a point a
on an edge e, (d) a node p of G and a point a incident to the interior of a face.

2 Preliminaries

Nodes of G: We briefly review the discretization of P using the scheme in [2].
An approximation graph G = (Vε, Eε) is constructed as follows. The nodes of
G are of two types: Steiner point nodes and vertex vicinity nodes, representing
geometric objects, namely, Steiner points and vertex vicinities of “small” radius
in P .6 See Figure 1 (a). Steiner points are placed along the bisectors (of the
angles) of the faces of P forming a geometric progressions with ratios depending
on ε and on the geometry of P (cf. [3]). We define a small star-shaped polygon
E(v) around each vertex v of P and call E(v) vertex vicinity. More precisely, E(v)
is contained within the union of the triangles incident to v and its intersections
with each of the triangles is a small isosceles triangle with side length εr(v),
where r(v) is set to be (1/8)th of the distance from v to the boundary of the
union of the triangles incident to v (cf. [3], Definition 2.1 ). We bound |Vε| next.

Lemma 1. [3] (a) The number of nodes in G incident to a triangle f of P
is bounded by C(f)d, where d = 1√

ε
log 2

ε , the constant C(f) depends on the
geometry7 of the triangle f . (b) The total number of nodes of G, |Vε|, is less
than C(P )dn, i.e., C(P ) n√

ε
log 2

ε , where the constant C(P ) = 1
n

∑
f∈P C(f).

Face Neighborhood: Edges of G exist between nodes of G where one is in the
face neighborhood of another. The face neighborhood of an object o, e.g. a vertex,
point, edge, segment or a face in P , is denoted by N (o). The face neighborhood
of a vertex is the union of the faces incident to it. The face neighborhood of an
edge or a point on an edge is the union of the faces incident to that edge. The
face neighborhood of a face is the union of its neighboring faces. Two faces are
neighbors if they share an edge. The face neighborhood of a point or a segment,
o, contained by a face f(o) is the union of f(o) and the neighboring faces of f(o).
See Figure 1 for an illustration. The face neighborhood N (p) of a node p of G
is the face neighborhood of its representation (i.e., a Steiner point or a vertex

6 A vertex vicinity node of G represents each vertex and its vicinity in P .
7 Roughly it is about two times the sum of the reciprocals of the sinuses of the angles

of f and is a small constant for faces having a good aspect ratio, cf. [3].
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vicinity) in P . We denote a node p whose representation is incident to a face
f(p) by p ∈ f(p), and incident to a face in a region R(p) by p ∈ R(p).

Edges of G: A node p of G is connected to all nodes q ∈ N (p) for p �= q. Costs
are assigned to the edges of G so that distances between nodes in G approximate
the distances between their representations in P . We define costs of the edges
of G using the notion of local paths. A path in P is called local if it intersects at
most two faces. The cost c(p, q) of an edge (p, q) in G is defined as the cost of
the local shortest path between p and q that is restricted to lie in the intersection
of their face neighborhoods N (p) ∩ N (q) (but restricted to at most two faces).

We denote the local shortest path by p
N (p)� q and the minimum cost of the

local path by ‖p
N (p)� q‖.8 Thereby, the cost c(p, q) of an edge (p, q) joining a

pair of Steiner points p and q of G, where q ∈ N (p), is defined as the cost of
the shortest path restricted to lie in the union f(p) ∪ f(q). The cost of an edge
between a vertex vicinity node and a Steiner point is the cost of the shortest
path restricted to lie in the triangle containing the Steiner point. The cost of an
edge between two vertex vicinity nodes is the cost of the segment along the edge
of P joining these two vertex vicinities.

Approximate Discrete Path: Paths in the approximation graph G are called
discrete paths. The cost c(πG(p, q)) of a discrete path πG(p, q) between a pair of
nodes p and q is the sum of the costs of its edges. Let p

G� q be any shortest
discrete path in G between p and q.

Definition 1. [2] A path between a pair of points a and b in P is called approx-
imate discrete path if it is either a shortest local path joining a and b or a path

of the form {a
N (a)� p

G� q
N (b)� b}, where p ∈ N (a), q ∈ N (b). The cost of an

approximate discrete path is ‖a
N (a)� p‖+ c(p G� q)+‖q

N (b)� b‖ or its cost in P if
it is a local path. The cost of a shortest approximate discrete path between a and
b is called approximate distance between a and b and is denoted by distG(a, b).

The approximate distance distG(a, b) between points a and b lying in neigh-

boring triangles is the minimum of the cost of the shortest local path, ‖a
N (b)� b‖,

and the cost of any path of the form {a
N (a)� p

G� q
N (b)� b} see Figure 2 (a). It was

proved in Theorem 4 in [2] that approximate discrete paths are ε-approximate
shortest paths.

Theorem 1. [3] The Single Source Shortest Path (SSSP) problem in the ap-
proximation graph G can be solved in O(|Vε| log |Vε|) = O( n√

ε
log n

ε log 1
ε ) time.

Local Voronoi Diagram: Let p1, . . . , pk be the nodes of G that incident to
the face neighborhood N (f), for any face f of P . A data structure, called Local
Voronoi Diagram in f with respect to a source point a, can be constructed. We
denote it by LVD(a, f). Let δi = distG(a, pi) for i = 1, . . . , k.
8 A local path can be computed either directly or by applying Snell’s Law, the law of

refraction. cf. [3].
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Lemma 2. [2] A data structure LVD(a, f) exists so that for a point b ∈ f the

minimum min1≤i≤k(δi + ‖b
N (b)� pi‖) and the point for which it is achieved can

be computed in O(log k) time. The size of the data structure LVD(a, f) is O(k)
and it can be constructed in O(k log k) time.

B-regular Separator: For a real t ∈ (0, 1) and an embedded graph G = (V, E)
of genus g with positive weights w(·) and costs c(·) assigned to its vertices, a set
of vertices S of G is called a t-separator if its removal from G leaves no component
of weight exceeding tw(G). Any t-separator S naturally defines a partitioning of
the vertices of G into sets V1, . . . , Vk inducing the connected components of G \S
and S itself. The subset of vertices in S that are adjacent to vertices in Vi is
called boundary of Vi (or of the component induced by Vi) and is denoted by
∂Vi. A partitioning V1, . . . , Vk, S of the vertices of G defined by a t-separator S
is called B-regular (or regular), where B is a real number, if the costs c(∂Vi) for
i = 1, . . . , k are bounded by B.

Theorem 2. [2] Let G be an embedded graph of genus g with maximum degree
three and with weights w(·) and costs c(·) assigned to its vertices. For any t ∈
(0, 1) there exists a t-separator S, that defines a 2B-regular partitioning of G
with B =

√
(g + 1)tσ(G), whose cost is O

(√
(g + 1)σ(G)/t

)
, where σ(G) =

∑
v∈V (G)(c(v))2. Such a separator can be constructed in O(|G| log |G|) time.

3 Queries Between Basic Geometric Objects

In this section, we first show that approximate discrete paths between geometric
objects are ε-approximate shortest paths, then describe and analyze a generic
algorithm, APQ, for answering queries for any pair of basic objects excluding
point-point pairs which was studied in [2].

We use an approximation graph G of P to approximate shortest paths between
any pair of geometric objects (o1, o2). For simplicity, we assume that distances
and shortest paths between any pair of nodes of G are given to us. There exists
a true shortest path between objects o1 and o2 such that its end-points, denoted
by u, v, are on the boundary of o1 and o2, respectively. By applying Theorem 4 in
[2], we can find an ε-approximate shortest path between o1 and o2 by computing
an approximate shortest path between the points u and v.

Definition 2. A path between a pair of geometric objects, (o1, o2), is called ap-
proximate (discrete) path πG(o1, o2) if it is either a shortest local path join-

ing o1 and o2 or a path of the form {o1
N (o1)� p

G� q
N (o2)� o2}, where nodes

p ∈ N (o1), q ∈ N (o2). The cost of an approximate shortest path is the minimum
cost computed by

min
p,q

(‖o1
N (o1)� p‖ + c(p G� q) + ‖q

N (o2)� o2‖), (1)

or the cost of the shortest local path between o1 and o2 in P if it is a local path.
The cost of a shortest approximate path between o1 and o2 is called approximate
distance between them and is denoted by distG(o1, o2).
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Theorem 3. For any pair of geometric objects (o1, o2) in P , one of the following
holds, either (a) (1 − 2ε)distP (o1, o2) ≤ distG(o1, o2) ≤ (1 + 2ε)distP (o1, o2), or
(b) there is a vertex v of P (resp., v of an object o2) such that objects o1 and o2
are (resp., the object o1 is) inside the face neighborhood N (v), there is a shortest
path in P between o1 and o2 that stays in N (v) and intersects the vertex vicinity
E(v). Moreover, distP (o1, o2) − 2εr(v) ≤ distG(o1, o2) ≤ distP (o1, o2), where
εr(v) is the radius of E(v).

Next, we propose a novel generic algorithm APQ for answering queries between
any pair of basic objects. First, we present the main result of this section.

Theorem 4. Let P be a connected polyhedral surface of genus g and let P con-
sist of n positively weighted triangular faces. Let ε ∈ (0, 1). For a query time pa-
rameter q, O(d2) ≤ q ≤ O(q̄), where d = 1√

ε
log 2

ε , q̄ = (g+1)2/3n1/3
√

ε
, there exists

a data structure APQ(P, ε; q) such that ε-approximate distance queries between
basic objects in P can be answered in O(q) time. The data structure APQ(P, ε; q)
is of size O

(
(g+1)n2

ε2q log4 1
ε

)
and can be built in O

(
(g+1)n2

ε2q log n
ε log4 1

ε

)
time.

Algorithm APQ consists of a generic preprocessing and query algorithm. The
preprocessing algorithm, Algorithm APQ Preprocessing(P, ε; q), takes as input a
surface P , an approximation parameter ε and a query time parameter q. It builds
a data structure APQ(P, ε; q) which stores (1) a face t-separator S of P ; (2) a
set of SSQ(a) data structures for each node a ∈ f(a) and the face f(a) neighbors
a face in S; (3) a set of SSQ(a, Ri) data structures for each region Ri defined by
S and for each node a ∈ Ri, i = 1, . . . , 
 1

t �. For a node a ∈ G, a SSQ(a) data
structure stores (1) approximate distances in G from a to each node of G and to
each edge of P ; (2) a set of local Voronoi diagrams LVD(a, f) for all faces f ∈ P
(Lemma 2). A SSQ(a, Ri) data structure stores distances and LVDs within each
region Ri for each node a ∈ Ri. Next, we present the preprocessing algorithm.

Algorithm APQ Preprocessing(P, ε; q): In Step 1, compute the set of nodes
Vε (i.e., Steiner points and vertex vicinities) of the approximation graph G and
build a dual graph P ∗.9 For each node u of P ∗, assign the weight w(u) equal
to the number of nodes of G, that are incident to the face f(u) in P . Assign
the cost c(u) equal to the number of nodes of G, that are incident to the face
neighborhood N (f(u)). Compute a t-separator S of P ∗, for a pre-computed
t = q2ε

4(g+1)σ(P ∗) log2 1
ε

. In the dual, S corresponds to a face separator of P . Denote
the face separator by S if no ambiguity arises. Removal of S partitions P into
a set of regions R1, . . . , R� 1

t �. In Step 2, compute and store a data structure
SSQ(a) for each node a ∈ f(a) and the face f(a) neighbors a face in S. In Step
3, compute and store SSQ(a, Ri) for each region Ri and for each node a ∈ Ri.

9 The set of nodes of P ∗ corresponds to the set of faces of P . Two nodes in P ∗ are
connected by an edge if their corresponding faces in P are neighbors.
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Table 1. The generic query algorithm APQ Query(o1, o2)

Lemma 3. For any O(d2) ≤ q ≤ O(q̄), Algorithm APQ Preprocessing(P, ε; q)
builds a data structure APQ(P, ε; q) of size O

(
(g+1)n2

ε2q log4 1
ε

)
in

O
(

(g+1)n2

ε2q log n
ε log4 1

ε

)
time.

Proof. The execution of Step 2 dominates the algorithm in running time and
space. With the choice of t, the claim follows. �


Next, we present a generic query algorithm APQ Query(o1, o2) (Table 1). Al-
gorithm APQ Query(o1, o2) takes as input a pair of basic objects (o1, o2) and
outputs an ε-approximate distance distG(o1, o2) between them. If the required
distance distG(o1, o2) is not pre-computed, our task is to find a pair of nodes p(o1)
and q(o2) that minimize Equation (1). Two cases arise. Case 1: o1, o2 are in the
same region, or one of them is incident to a face neighboring a face in S, approx-
imate shortest paths either stay inside the region (Step 4) or cross the boundary
of the region (Step 5). Case 2: o1, o2 are in different regions (Figure 2 (b)), ap-
proximate shortest paths must cross the boundary of the region R(o1) containing
o1 (Step 5). More precisely, in Case 1, (a) if (o1, o2) is a vertex-vertex or vertex-
edge pair, the distance M1 = distG(o1, o2) is pre-computed. (b) Otherwise, we
compute M1 by Equation (1), where c(p G� q) can be retrieved in O(1). Analo-
gously, in Case 2, if (a), compute M2 = mina∈∂R(o1)(distG(o1, a)+ distG(a, o2)),
where distG(o1, a), distG(a, o2) are pre-computed. In Case 2, if (b), compute

M2 = mina,p,q(‖o1
N (o1)� p‖ + distG(p, a) + distG(a, q) + ‖q

N (o2)� o2‖), for a ∈
∂R(o1), p ∈ N (o1), q ∈ N (o2), where distG(p, a), distG(a, q) are pre-computed.

The key steps of the algorithm are Steps 2, 4, 5 and 6. We have explained
Steps 4 and 5 above. In Step 2, if o1 and o2 lie in neighboring faces, compute
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(a) (b)

Fig. 2. (a) The true shortest path {a
P� b} between points a and b is shown as solid

lines. An approximate discrete path between a and b is shown as dotted lines. (b) For
any pair of query segments o1, o2 contained in regions R(o1) and R(o2), respectively,
an approximate shortest path between o1 and o2 (shown as dotted lines) must pass
through a node a ∈ S, where S is a face separator of P .

M0 = distG(o1, o2) locally. The approximate distance distG(o1, o2) is computed
by the minimum min(M0, M1, M2) (Step 6). We summarize the complexity.

Lemma 4. Algorithm APQ Query(o1, o2) correctly computes the approximate
distance distG(o1, o2) in O(q) time, for O(d2) ≤ q ≤ O(q̄).

Proof. The required distance distG(o1, o2) is correctly computed by the values
M0, M1 and M2. In Step 4, it takes O(1) time to compute M1 if (a) and O(d2)
time if (b) (Lemma 1). In Step 5, it takes O(c(S)t) time to compute M2 if (a) or
O(dc(S)t) time if (b). The execution of Step 5 dominates the running time of the
algorithm. By Theorem 2 and the choice of t in Algorithm APQ Preprocessing,
we obtain dc(S)t ≤ q. �


For query objects consisting of constant-size basic objects, we can obtain the
same bounds as in Theorem 4 by finding the minimum distance among all-pair
of basic objects of the query input.

4 Queries Between Arbitrary Compound Objects

Let A and B be two sets of segments in P . Let |A| = m1 and |B| = m2. No
segment in the set A intersects any segment in the set B. A segment in A can
intersect other segments in A. So do segments in B. We answer queries between
sets A and B. We present our main results in Theorem 5 followed by a description
and analysis of a general algorithm for computing approximate distance between
A and B. More importantly, we use this general algorithm as a subroutine to
answer queries between compound objects, e.g., chains, regions and sets of these.

Theorem 5. Let P be a connected polyhedral surface of genus g and P consists
of n positively weighted triangular faces. Let ε ∈ (0, 1). Let A and B be two
arbitrary sets of segments in P of size m1 and m2, respectively, where no segment
in A intersects any segment in B.

(a) If m1 = Ω(n) and m2 =Ω(n), then an ε-approximate distance distG(A, B)
between A and B in P can be reported in O(TSSSP) time using O(|Vε|) space.
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(b) Otherwise, there exists a data structure such that the distance distG(A, B)
can be answered in O(m1m2d

2 + (m1 + m2)dc(S)) time, where d = 1√
ε
log 2

ε ,

c(S) = O
((

(g+1)1/2

(tε)1/2 log 1
ε

)√
n
)

and t ∈ (0, n−1/3). The data structure is of size
O(c(s)|Vε|) and can be pre-computed in O(c(S)TSSSP) time.

Corollary 1. We obtain the same bounds as above to answer queries between
compound objects, e.g., chains, regions and sets of these.

4.1 Queries Between Arbitrary Sets of Segments

We present and analyze a general algorithm for answering queries between sets
A and B. This algorithm takes advantage of the magnitude of m1 and m2 and
executes Algorithm Simple if m1 and m2 are Ω(n) or Algorithm APQ Sets, oth-
erwise. Next, we start with a brute force algorithm. The brute force algorithm
computes and stores approximate distances between all pairs of segments in a
m1d × m2d matrix in O(|Vε|2 log |Vε|) time and O(m1m2d

2) space, and reports
an approximate distance distG(A, B) in O(m1m2d

2) time by searching in the
matrix for the minimum.

We proceed with notations used. Let F (A) be the set of faces intersected by
segments of the set A. Let N (A) be the face neighborhood of A, i.e., the union
of the face neighborhood of each segment of A. Analogously, we define F (B) and
N (B) for the set B.

Algorithm Simple basically runs Dijkstra’s SSSP algorithm from a dummy
source node ρ to all nodes of the approximation graph G (Theorem 1). The
dummy node ρ is added to G and connected to each segment in A (at any
possible point of the segment as required) with dummy edges of zero cost. For
each node q ∈ N (B), we propagate shortest paths from q to the closest segment
incident to N (q). The shortest distance from ρ to each segment of B is the
approximate distance distG(A, B). We summarize this in the next lemma.

Lemma 5. We can report an approximate distance distG(A, B) in O(TSSSP)
time by running a SSSP in G using O(|Vε|) storage.

Our general algorithm executes Algorithm, APQ Sets, when O(1) ≤ m1, m2 <
Ω(n). Algorithm APQ Sets consists of a preprocessing and a query algorithm.
The preprocessing algorithm takes as input the surface P , ε, t ∈ (0, 1) and
outputs a data structure APQ Sets ds.10

APQ Sets Preprocessing(P, ε, t): Call Algorithm APQ Preprocessing(P, ε; q) as a
subroutine with t ∈ (0, n−1/3).

Lemma 6. Algorithm APQ Sets Preprocessing(P, ε, t) constructs a data struc-
ture APQ Sets ds of size O(c(S)|Vε|) in O(c(S)TSSSP) time.

The query algorithm, APQ Sets Query(A, B), takes sets A and B as input and
outputs an ε-approximate distance distG(A, B) See Table 2. Assume that F (A),
N (A), F (B) and N (B) are known. Considering the relative locations of A and
B and the regions R1, . . . , R� 1

t � induced by the separator S, we determine which

10 The data structure APQ Sets ds is the same as APQ(P, ε; q) (Section 3).
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(a) (b) (c)

Fig. 3. Approximate shortest paths (thin lines) between regions A and B. Cases 1, 2
and 3 arise, as shown in (a), (b) and (c), respectively. In (c), vertical curves illustrate
portions of S.

of the three possible cases arise (Figure 3), i.e., Case 1: A, B ⊂ R1; Case 2:
A ⊂ R1 and B �⊂ R1; Case 3: A intersects several regions and so does B. The
query time varies depending on which case arises.

First, we consider Case 2, i.e., A ⊂ R1 and B �⊂ R1. Shortest paths πG(A, B)
between A and B must pass through a node a ∈ ∂R1 since A ⊂ R1 and B does
not. The distance distG(A, B) is computed by

distG(A, B) = min
∀a∈∂R1

(distG(a, A) + distG(a, B)), (2)

where distG(a, A) = min∀a1a2∈A distG(a, a1a2), distG(a, B) = min∀b1b2∈B distG

(a, b1b2), distG(a, a1a2) and distG(a, b1b2) are pre-computed. Consider Case 1,
i.e., A, B ⊂ R1. Shortest paths πG(A, B) either stay fully inside R1 or pass
through a node in ∂R1. Using Equation (2), we compute a distance distR1(A, B)
with a ∈ N (A) and G as R1 for the former and distG(A, B) with a ∈ ∂R1 for
the latter. We take the minimum min(distR1(A, B), distG(A, B)).

Now we consider Case 3. Let RA = {RA
1 , RA

2 , . . . RA
i } be the set of regions

intersected by A. Analogously, we define RB for B. Let RB = {RB
1 , RB

2 , . . . RB
j }.

1 ≤ i, j ≤ 
 1
t �. Let RAB = {RAB

1 , RAB
2 , . . . , RAB

k } be the set of regions that A
and B intersect, k ≤ min(i, j). Identify the faces S′ in S that are adjacent
to the regions in RAB and remove faces from S′ that are in F (A) and F (B).

Table 2. The algorithm APQ Sets Query(A, B)
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Shortest paths between A and B must (a) either pass through a node in S′, or
(b) exist between A and B within a region in the set RAB. In (a), we compute a
distance M3 applying Equation (2) for a ∈ S′. In (b), for each region Rκ ∈ RAB,
1 ≤ κ ≤ k, compute a distance Mκ = distRκ(A, B) within Rκ. The query
distance is M3 = min(M3, min∀κ(Mκ)). We summarize the complexity next.

Lemma 7. Algorithm APQ Sets Query(A, B) reports the distance distG(A, B)
in the worst case in O(m1m2d

2 + (m1 + m2)dc(S)) time.

Proof. The query algorithm addresses all possible cases and computes M0, M1,
M2 and M3 correctly. We can report the query distance in O(m1m2d

2 + (m1 +
m2)dc(S)t) time if Case 1 arises, in O((m1 + m2)dc(S)t) time if Case 2 arises,
in O(m1m2d

2 + (m1 + m2)dc(S)) time if Case 3 arises. The claim follows. �


4.2 Queries Between Arbitrary Compound Objects

For a pair of compound objects, e.g., chains, regions and sets of these, we com-
pute approximate distance between them. The key idea is that first, we need to
verify if two query objects intersects. If yes, then their distance is zero. Other-
wise, we use the general algorithm (Subsection 4.1) as a subroutine to answer
distance queries. The process of checking if two objects intersect varies with in-
put. Last, we present Algorithm Intersection(A, B) (Table 3) as an illustration
of detecting if two regions A and B intersect.

We proceed with notations used. The boundary of a query region consists
of a set of segments, namely boundary segments. The boundary size of a query
region is the number of boundary segments of the region. The faces intersected
by boundary segments (resp., segments) of any query region A (resp., a chain
C) are called boundary faces of the region A (resp., the chain C). We denote
the boundary face set by B(A) (resp., B(C)). The face neighborhood N (A) of
a query region A is the union of the boundary faces of A and their neighboring
faces that are not in A. The face neighborhood N (C) of a chain C is the union
of the face neighborhood of each segment in the chain. We assume that B(A),
N (A) and the faces belonging to A are known for a query region A, B(C) and
N (C) are known for a query chain C.

Queries Between Regions: For any pair of query regions A and B of sizes
mA and mB with their boundary sizes as m1 and m2, respectively, we compute
an approximate distance distG(A, B) between A and B in two steps. In Step
1, call Algorithm Intersection(A, B) (Table 3) to check if A intersects B. If yes,
return distG(A, B) = 0. Otherwise, we collect the boundary segments of A and
B and keep them in sets S(A) and S(B). In Step 2, call the general algorithm
with input as S(A) and S(B). The query time is dominated by the execution of
the general algorithm. Hence, we obtain the same bounds as in Theorem 5.

Queries Between Chains: For an arbitrary pair of query chains (C1, C2) of
sizes m1 and m2, respectively, we answer queries between C1 and C2 as follows.
Make Step 1 of Algorithm Intersection as a subroutine for detecting intersections
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between C1 and C2. If C1 intersects C2, return distance distG(C1, C2) = 0.
Otherwise, call the general algorithm as a subroutine. Analogously, we obtain
the same bounds as in Theorem 5.

Queries Between a Chain and a Region: Let (A, C) be a pair consisting of
a region and a chain. The region A consists of mA faces and m1 boundary seg-
ments. The chain C consists of m2 boundary segments. We compute the distance
distG(A, C). First we check if A intersects C by checking if A intersects C at a
pair of boundary segments and if C ⊂ A. If yes, then return distG(A, C) = 0.
Otherwise, we call the general algorithm for computing the distance distG(A, C).
Analogously, we obtain the same bounds as in Theorem 5.

Queries Between Sets of Compound Objects: We generalize the result
as in Theorem 5 to two query sets (i.e., a blue set and a red set) of com-
pound objects. The blue set has b compound objects and the red set has r
compound objects. Let the boundary size of each compound object in the blue
set be m11, . . . , m1b and in the red set be m21, . . . , m2r. Let m1 =

∑b
i=1 m1i and

m2 =
∑r

j=1 m1j . Analogously, we first determine if there is a pair of compound
objects from each set that intersects. If yes, return 0 as their distance. Otherwise,
we collect the boundary segments of all objects from each set and keep them in
two sets, then call the general algorithm to compute the distance between the
two sets. We obtain the same bounds as in Theorem 5.

Intersection Detection: Two query regions can intersect either at a pair of
boundary segments (i.e., one segment from each region ) or if one region is a
subset of the other (Figure 4). Two query chains can intersect at their boundary
segments only. A pair of query region and chain intersects either at a pair of their
boundary segments, or the chain is inside the region. Analogously, detecting if
two sets of compound objects intersect is based on verifying if there exists a
pair of objects from each set that intersects. Next, as an example, we present
Algorithm Intersection(A, B) (Table 3) which takes query regions A and B as
input and detect if A intersects B.

Lemma 8. For any pair of query regions A and B, |A| = mA and |B| = mB, Al-
gorithm Intersection(A, B) verifies if A and B intersect in O((m1 +m2) log(m1+
m2)+(mA+mB)) time, for A, B with boundary sizes as m1 and m2, respectively.

(a) (b) (c) (d)

Fig. 4. An illustration of a region A intersects a region B, e.g., (a) A and B have no
common boundary faces, B ⊂ A; (b) A intersects B at a pair of boundary segments;
(c) A boundary segment of B is contained in A. (d) A and B do not intersect, but they
have a common boundary face.
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Table 3. Algorithm Intersection(A, B) verifies if query regions A and B intersect
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Abstract. Recently in [12] a deterministic worst-case upper bound was
shown for the problem of covering a set of integer-coordinate points in the
plane with axis-parallel rectgangles minimizing a certain objective func-
tion on rectangles. Because the rectangles have to meet a lower bound
condition for their side lengths, this class of problems is termed 1-sided.
The present paper is devoted to show that the bounds for solving this
1-sided problem class also hold for problem variants with 2-sided length
constraints on coverings meaning that the rectangles are subjected also
to an upper bound for side lengths. All these 2-sided variants are NP-
hard. We also provide a generalization of the results to the d-dimensional
case.

Keywords: parameterized rectangular covering, optimization problem,
dynamic programming, NP-hardness, integer grid, exact algorithmics,
closure operator.

1 Introduction

We are interested in parameterized rectangular coverings meaning that together
with the input point set to be covered, a set of parameters is given restricting the
geometrical size of patches used. Such rectangular covering optimization prob-
lems and their computational aspects from the exact algorithmics point of view
have been classified and studied recently [12,13]. There a dynamic programming
algorithm has been designed for finding a minimum weight covering of a set of
integer grid points by rectangles that are required to have a fixed smallest side
length, called 1-sided parameterized coverings. The corresponding time bound
of O(n23n) as well as its structurally gained improvement O(n62n) for input
instances of size n are exponential even though the NP-hardness classification
of the problem is still open.

In [13] the open algorithmical problem is stated whether it is possible to
tackle the problem’s variants of 2-sided parameterized coverings, where also a
largest side length is prescribed, within the same time bound as stated above.
The present paper is devoted to show that the algorithmic approach of [12]
can be adapted to the NP-hard 2-sided cases establishing non-trivial worst-case
exact upper bounds for these problem classes thus solving the open problem just
mentioned. There are several variants of related NP-hard covering and partition
problems [2,3,8,9].
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More concretely, we study the following geometric optimization problem:
Given a set M of n integer points in the plane, and two real-valued parame-
ters 0 ≤ k ≤ k′ together with an objective function w on rectangles. Find a
set C of admissible rectangles covering M thereby minimizing w(C) over all
such coverings. Here a rectangle is called admissible if it is placed parallel to
the Euclidean, i.e. cartesian, coordinate axes and in addition side lengths are
in the range [k, k′]. We show that the members of the 2-sided problem class all
are NP-hard, for arbitrary objective functions. A special problem case occurs
if k = k′ meaning that rectangles become squares of fixed side length. (If in
addition k = 0 then each point z of M has to be covered separate by a zero-size
square coinciding with z itself.) Another special case occurs if k′ is set to ∞
meaning that rectangles only have to meet a lower side length condition, refered
to as the 1-sided problem class as stated above. Therefore NP-hardness of the
2-sided case does not yield NP-hardness of the 1-sided case, in general. There are
some variants and objectives where the 1-sided problem behaves trivial, others
are unresolved from the point of view of computational complexity. So, we leave
it as an open problem whether the underlying decision problem for the 1-sided
class is NP-complete, in case of objective functions w that involve simultaneous
minimization of sums of areas, circumferences and the total number of rectangles
used (cf. [12]).

The main focus of the paper therefore is to provide a dynamic programming
exact algorithm for the solution of the NP-hard 2-sided class of exponential
bound. The running time afterwards can be improved according to an adapta-
tion of the structural features exhibited in [11]. There an equivalence relation
is exploited on all subsets of the input point whose classes are given by all sets
admitting the same rectangle enclosing all these sets tight. This relation directly
corresponds to a closure operator and enables us to polynomially bound the
number of covering pachtes.

The paper is structured as follows: in the next section we formulate the prob-
lem in precise terms and discuss its computational complexity. In Section 3 we
provide some facts on coverings preparing the problem’s algorithmic treatment
via dynamic programming as presented in Section 4. In Section 5 we gain some
upper bound improvement using similar structural features as in [11,12]. Section
6 is devoted to consider a higher dimensional generalization of the problem and
its solution techniques. Finally, in Section 7, we essentially collect some relevant
open problems, resp., future work directions.

For finally fixing the notation, let R
2 be the Euclidean plane. For z ∈ R

2

its coordinate values are x(z), y(z). Let Lλ = Zexλ + Zeyλ be an axis-parallel
integer grid embedded in R

2 with lattice constant λ ∈ R+, which w.l.o.g. from
now on is fixed to value 1: L1 =: L ∼= Z

2. Due to translational invariance
it is sufficient to restrict ourselves to a bounded region of the first quadrant:
B := [0, Nx] × [0, Ny] ⊂ R

2, for Nx, Ny ∈ N. Let I := B ∩ L. A regular (or
isothetical) rectangle r, is placed axis-parallel in B. Let rx resp. ry denote the
length of the x-parallel resp. y-parallel sides of r. A rectangle r ⊂ B is uniquely
determined by its upper right zu := (xu, yu) and lower left zd := (xd, yd) diagonal
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points such that r = [xd, xu] × [yd, yu], rx = xu − xd, ry = yu − yd. Let Rreg
denote the set of all regular rectangles r ⊂ B each represented by its upper
right and lower left diagonal points (zd(r), zu(r)) ∈ B2. For n ∈ N, we write
[n] := {1, . . . , n}. The power set of a set M is denoted as 2M , and we denote the
collection of all p-subsets in M as

(
M
p

)
.

2 The Problem and Its Computational Complexity

Assume that a set M = {z1, . . . , zn} ⊆ I of n ∈ N points is fixed. The task is to
construct a covering of M by regular rectangles subjected to certain length con-
straints. (Rectangles r ⊂ R

2 are considered as closed sets in the norm topology.
This specifically means that points of M lying on the boundary of a rectangle r
are also contained in r and thus are covered by r.) We impose a further param-
eterized constraint on a covering of M to be admissible: Each of its rectangles
must have sides of length lying in an interval K = [k, k′] ⊂ R+, given in ad-
vance, meaning 2-sided (interval) constraints. So, a K-admissible rectangle r by
definition is regular such that rx, ry ∈ K. The class of objectives for our covering
minimization problems is rather general, as defined next.

Definition 1. An objective function on rectangles is a map w : Rreg → R+ −
{0}, whose values w(r) are assumed to be computable in constant time. Its ex-
tension to a set U ⊆ Rreg as usual is defined via w(U) :=

∑
r∈U w(r). w is called

monotone if it satisfies: r ⊆ r′ ⇒ w(r) ≤ w(r′), for all r, r′ ∈ Rreg.

For an integer point set S, a rectangular covering (rc) is a set C ⊂ Rreg of
regular rectangles such that S ⊂

⋃
r∈C r. We call C an i-rc of S if |C| = i ≤ |S|.

Given K ⊂ R+, we call a (i-)rc C optimal K-admissible if C is K-admissible,
and w-minimal, i.e. w(C) is minimal over all K-admissible coverings of M . Let
Cad(S) (Cad

i (S)) denote the set of all optimal K-admissible (i-)rc’s of S.
Let us state in precise terms the problem(-class) to be discussed in the fol-

lowing:

Definition 2. Let w : Rreg → R+ be a monotone objective function. The (2-
sided) rectangular covering problem RCK is the following optimization problem:
Given an input point set M = {z1, . . . , zn} ⊂ I (n ∈ N) and a closed interval
K := [k, k′] ⊂ R+ (0 ≤ k ≤ k′), find an optimal K-admissible covering C ⊂ Rreg
of M .
In the decision version DRCK , with additional input parameter W ∈ R+, one
has to decide whether there exists a K-admissible covering C ⊂ Rreg of M with
w(C) ≤ W .

Regarding the problem’s computational complexity we have according to [10]:

Theorem 1. DRCK is NP-complete and RCK is NP-hard, for each objective
function w on rectangles.

Proof. To keep the presentation self-contained we give a sketch of the proof. As
basis serves a result cited in [9,16] stating that covering an input point set M
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Fig. 1. Black dots represent points of S (left), white dots represent the base points
zu(S), zd(S) ∈ b(S) of the rectangle r(S) enclosing S (middle); symmetrical enlarged
rectangle rK(S) containing r(S) (right); grid lines are omitted.

with squares of a fixed side length is NP-hard when subjected to minimizing the
number of covering components. It is obvious how to define the corresponding
canonical decision problem.

We establish a polynomial-time reduction from this square covering deci-
sion problem to DRCK yielding NP-completeness of the latter. To that end,
let (M, t, N) be an instance of the square problem, where M is the integer
input point set, t the fixed side length allowed for squares, and N ∈ N the
upper bound for the covering cardinality. In polynomial time we compute the
instance (M, K = [t, t], W = Nw(qt)) of DRCK where qt denotes the square
of side length t. Now assume that C is a square covering of M such that
|C| ≤ N . Then (M, K = [t, t], W = Nw(qt)) ∈ DRCK , for the same cover-
ing C, since each q ∈ C has sides of length in [k, k′] = {t} and moreover holds
w(C) = |C|w(qt) ≤ Nw(qt) = W . The converse direction proceeds analogously.

��
For an integer point set S, we call r(S) the rectangular base of S defined as
r(S) := [xd(S), xu(S)] × [yd(S), yu(S)], with lower left and upper right diag-
onal base points zd(S) := (xd(S), yd(S)) and zu(S) := (xu(S), yu(S)). These
point are determined via xd(S) := minz∈S x(z), yd(S) := minz∈S y(z) and
xu(S) := maxz∈S x(z), yu(S) := maxz∈S . Thus r(S) encloses S tight, and
may be identified with b(S) := (zd(S), zu(S)). Again let rx(S), ry(S) be the side
lengths parallel to the x-, y-directions, respectively; these side lengths can be
zero.

It is convenient to use the notation rK(S) for a K-admissible rectangle con-
taining r(S) defined as follows: rK(S) equals r(S) if r(S) already is K-admissible,
K = [k, k′]. Otherwise if both rx(S) and ry(S) are smaller than k′, let rK(S) de-
note a smallest enlargement of the non-admissible sides of r(S) (of which there is
at least one) such that it becomes a smallest K-admissible rectangle containing
r(S) ⊃ S. To keep this step deterministic, we enlarge sides symmetrical at both
ends about the half of the difference to k (cf. Fig. 1). Finally, if at least one of
rx(S), ry(S) is larger than k′ then rK(S) remains undefined, resp., is identified
with ∞, for convenience in this case we set w(∞) := ∞.

It can occur that rK(S) covers input points not covered by r(S) thus yield-
ing a covering component for S′ ⊂ M , with S ⊂ S′. As will turn out below
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Fig. 2. Point set M =
⋃4

i=1 Si (black dots) cannot be covered via an i-rc for i ≤ 3,
e.g., if patches are required to be squares of fixed size

this situation is treated adequately within our dynamic programming frame-
work systematically testing all relevant candidates of admissible coverings for
w-optimality.

3 Parameterized Coverings

Concerning rectangular coverings of prescribed fixed cardinalities the 2-sided
covering problem decomposes into subproblems as follows:

Definition 3. Problem i-RCK is defined as:
Input: Integer point set M �= ∅, side length intervall K := [k, k′] ⊂ R+
Output: optimal K-admissible (i-)rc of M if existing, else nil.

Given an integer point set S and integer i ≤ |S|, when does exist an i-rc as
defined above? Clearly, a w-optimal i-rc of S always exists, in case there are no
side length restrictions or only those requiring a minimal side length as for the
1-sided problem class.

However, in the 2-sided case existence of a K-admissible i-rc is not necessarily
guaranteed due to the fact that even a small number of n input points might
be distributed infeasible if i < n as is illustrated in Fig. 2, where for example
patches are required to be of fixed size. Obviously an i-rc exists whenever |S| ≤ i,
whereas for an optimal i-rc C always holds |C| ≤ i.

Therefore, given input point set M , the main task from the point of view of
dynamic programming is to characterize, for each fixed i ≥ 1, those sets S ⊆ M
with |S| ≥ i admitting a K-admissible i-rc. To that end, let

Sad
i (M) := {S ⊆ M |Cad

i (S) �= ∅}
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denote the collection of all subsets of M admitting a K-admissible i-rc. Similarly,
define Sad

i (S), for each fixed S ⊆ M , which clearly satisfies Sad
i (S) ⊂ Sad

i (M).
For the base case, things are easy because we obviously have

Sad
1 (M) = {S ⊆ M |rK(S) �= ∞ exists}

By definition, it is easy to see that for each S ∈ Sad
1 (M), rectangle rK(S)

provides an optimal 1-rc of S. To attack the other cases consider the sets:

Qad
1 (S) := Sad

1 (S) ⊆ Sad
1 (M)

Qad
i (S) := {T ⊂ S : T ∈ Sad

1 (M) ∧ S − T ∈ Sad
i−1(M)} for (i ≥ 2)

which can be empty, but are well-defined for each S ∈ 2M . We have:

Claim 1: There is a K-admissible i-rc of S (hence also an optimal one) if and
only if Qad

i (S) �= ∅.

Proof of Claim 1: For S �= ∅, otherwise we are done as well as in case i = 1. So,
let i ≥ 2 and assume that Qad

i (S) = ∅, but that there is a K-admissible i-rc
C of S. Let r′ ∈ C be arbitrary, then clearly holds T := r′ ∩ S ⊆ S ∈ Sad

1 (M),
and C − {r′} is an admissible (i − 1)-rc of S − T which therefore is in Sad

i−1(M)
yielding a contradiction. The converse direction of the assertion is obvious. ��
Note that Qad

i (S) is non-empty whenever Qad
i−1(S) is non-empty, for i ≥ 2, and

that for each S there is a smallest i(S) with 1 ≤ i(S) ≤ |S| such that Sad
j (S) is

non-empty for each j ≥ i(S).

Claim 2: Let i ≥ 2 be fixed. If Qad
i−1(S) �= ∅ then there is an optimal K-

admissible i-rc Ci of S which is determined via Ci := Ci−1 ∪ {rK(T0)} where
Ci−1 ∈ Cad

i−1(S − T0) and

wi−1(S − T0) + w1(T0) = min
T∈Qad

1 (S):S−T∈Qad
i−1(S)

(wi−1(S − T ) + w1(T ))

Here wi(S) := w(Ci) is defined to be the constant value of an optimal K-
admissible i-rc Ci ∈ Cad

i (S) of S; specifically w1(S) := w(rK (S)), for each
S ∈ Sad

1 (M).

Proof of Claim 2: The above equations for all S and corresponding i form the
Bellman optimality conditions underlying our problem class. If Qad

i−1(S) �= ∅

then S admits an optimal K-admissible (i − 1)-rc adding any admissible rect-
angle serves for a K-admissible i-rc of S, so it exists. Removing any covering
rectangle r from an arbitrary K-admissible i-rc of S yields a K-admissible (i−1)-
rc of S−(r∩S). Thus the assertion follows since among all candidates one having
optimal wi value is selected. ��
Deriving a covering for the whole point set M we have.

Claim 3: Let wi := w(Ci) denote the constant weight value for each Ci ∈
Cad

i (M), 1 ≤ i ≤ |M | (set wi := ∞, if Cad
i (M) = ∅). An optimal K-admissible
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covering C∗ ∈ Cad(M) of M thus is obtained via wi∗ := mini∈[|M|] wi, namely
as C∗ ∈ Cad

i∗ (M).

Proof of Claim 3: First observe that there must exist an i ∈ [|M |] such that
Cad

i (M) �= ∅ because obviously Cad
|M|(M) �= ∅: simply cover each point separate

by a K-admissible rectangle. Clearly, we never need more than n := |M | mem-
bers in every K-admissible covering of M , because one of these must be optimal.
The correctness therefore immediately follows from Claim 2.

4 Providing Exact Upper Time Bounds

Let K = [k, k′], and M be an integer point set. Because of the argumentation
above we cannot simply transfer the dynamic programming approach as provided
in [12] for the 1-sided case meaning k′ = ∞. There one successively computes
w-optimal i-rc’s, for all sets S ⊆ M , and for each fixed 1 ≤ i ≤ |M |. However, in
the 2-sided case, i.e., k′ < ∞, for a given S and arbitrary i < |S|, a K-admissible
i-rc of S might not exist. So in the dynamic program we obtain forbidden values
or in other words undefined values. This simply means that also no set S′ ⊃ S
admits an i-rc and might even not admit an i+1-rc. However, each set S admits
an i-rc for all i ≥ |S|, where of course only those for i ≤ |S| can be w-optimal.

So informally, the adapted dynamic program for the 2-sided case proceeds
as follows: If M ∈ Sad

1 (M) then we are done, for monotone objectives, as the
whole set is admissible covered by one rectangle which obviously is optimal. In
the general case proceed as follows. Start with a computation of Sad

1 (M) which
is straightforward as defined above. In view of Claim 1 above the K-admissible
i-rc’s of S are determined by Qad

i (S). Hence, according to the results stated
above, what we need before starting the round of computing the optimal K-
admissible (i + 1)-coverings for each set S ∈ 2M is the collection Sad

i (M), where
i ≥ 2 is fixed. Moreover we need constant time access to its members which
therefore should be stored in an array of appropriate length. Thereby we should
organize the array corresponding to Qad

i (S) by the sets T ′ := S − T , for which
we know that T = S − T ′ ∈ Sad

i−1(M) ∧ T ′ ∈ Sad
1 (M). So we next explain

how these collections can be computed and organized effectively: Keep an array
Sad

i (M), for each fixed i such that 1 ≤ i ≤ |M |, whose indices correspond to
fixed pre-scribed ordering of the subsets of integer point set M such that in
constant time we have access to the entry for given subset S. The array entry
for each S is assumed to be a pair, the first component keeps the value of w
for a corresponding optimal K-admissible i-rc of S. This value, by definition
becomes ∞ if S is characterized to possess no K-admissible i-rc, due to Claim
3 above. The second component of each entry is a pointer to the corresponding
set Qad

i−1(S), whose members have to be considered due to Claim 2.
In order to reasonably reduce in advance the subsets to be touched when

searching for an i-rc of a set S ⊆ M with |S| ≥ i we concentrate on those
subsets T of S satisfying

|T | ≤ |S| − (i − 1)
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Thus we check only those T ⊂ S such that the difference set S − T contains at
least i − 1 input points. It is obvious that other candidates never can contribute
to an overall optimal K-admissible covering of M .

For convenience, let us recall the data structures that turned out to be useful
for the overall procedure, cf. [12]. Rectangles will be represented by their lower
left and upper right diagonal points in a data type rectangle storing objects of
type point. Thinking of M as a sorted alphabet, each subset S ⊂ M corresponds
to a unique word over M , denoted word(S) or S for short, thus 2M may be sorted
by the corresponding lexicographic order. For each S, there can be determined
an unique index ind(S) according to this order. A datatype subset is used for
storing a rectangle and an integer. Then in a preprocessing step for each S ⊆ M
there can be defined subset A S holding ind(S) and also rK(S) such that it
is possible to read each of them in constant time. We make use of two further
container arrays Opti, Recti for i = 0, 1, each sorted by increasing ind(S). Two of
each kind are needed, because during the algorithm they may be read and filled
up alternately. The arrays Opti, i = 0, 1, shall store the intermediately computed
wj(S)-values. Recall that wj(S) := w(Cj(S)) if an optimal K-admissible j-rc
Cj(S) of S ⊆ M exists, otherwise wj(S) := ∞, for j ∈ [n], with n := |M |. The
other two arrays Recti of dynamic length have the task to hold at each index
ind(S) a set for storing the intermediately computed K-admissible rectangles
covering S. These arrays are also (re-)used alternately, and get entry ∅ if the
corresponding covering does not exist. By the common order of these arrays the
task of determining for a given set T ⊂ M its array position is solved in O(1) by
referring to A S.ind = ind(S). Finally, we make use of two arrays Subsi, i = 0, 1,
of dynamic length. The first one shall store word(T ) and the second word(T ′)
for each subset T of the current S ⊂ M , where T ′ = S − T . These arrays may
be sorted by lexicographic order.

Algorithm RCK

Input: set of integer points M ⊂ I in the plane M as array of points
Output: optimal K-admissible covering C∗(M); value w(M) := w(C∗(M))
begin
if rK(M) < ∞ then return w(M) ← w1(M), C∗(M) ← {rK(M)}
else
sort 2M by lexicographic order, thereby:

∀S ∈ 2M : compute rK(S), ind(S) and fill A S
∀S ∈ 2M: Opt0[ind(S)] ← w1(S), Rect0[ind(S)] ← {rK(S)}

w(M) ← Opt0[ind(M)], Rect0[ind(M)] ← {rK(M)}
if n ≥ 3 then

for j = 2 to n − 1 do
for all S ∈ {S ∈ 2M \ {∅}; |S| ≥ j} do

sort 2S \ {∅} by lexicographic order, thereby:
∀T ∈ 2S \ {∅} : Subs0[ind(T )] ← word(T ), Subs1[ind(T )] ← word(T ′)
Opt(j−1) mod 2[ind(S)] ← ∞ (∗wj(S) ← ∞∗)
for all T ∈ {2S \ {∅}; |T | ≤ |S| − (j − 1)} do

temp = w1(T ) + Optj mod 2[ind(T ′)] (∗wj−1(T
′)∗)

if temp < Opt(j−1) mod 2[ind(S)] then
Opt(j−1) mod 2[ind(S)] ← temp
Rect(j−1) mod 2[ind(S)] ← {rK(T )} ∪ Rectj mod 2[ind(T ′)]

end do (∗ now: Opt(j−1) mod 2[ind(S)] = wj(S)∗)
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end do
if Opt(j−1) mod 2[ind(M)] < w(M) then

w(M) ← Opt(j−1) mod 2[ind(M)], C∗(M) ← Rect(j−1) mod 2[ind(M)]
end do

end if (∗ case n ≥ 3 ∗)
Opt(n−1) mod 2[ind(M)] ← ∞, Rect(n−1) mod 2[ind(M)] ← ∅
for all T ⊂ M : |T | = 1 do

temp = w1(T ) + Optn mod 2(ind(T ′)) (∗wn−1(T
′)∗)

if temp < Opt(n−1) mod 2[ind(M)] then
Opt(n−1) mod 2[ind(M)] ← temp

Rect(n−1) mod 2[ind(M)] ← {rK(T )} ∪ Rectn mod 2[ind(T ′)]
end do (∗ now: wn(M) = min|T |=1(w1(T ) + wn−1(T

′)) ∗)
if Opt(n−1) mod 2[ind(M)] < w(M) then

w(M) ← Opt(n−1) mod 2[ind(M)], C∗(M) ← Rect(n−1) mod 2[ind(M)]
(∗ now: w(M) = min{wi(M); i ∈ [n]} ∗)
end

So, the algorithm iteratively computes for each fixed i + 1 with 1 ≤ i ≤ n and
each set S ⊆ M with |S| = i + 1 an optimal K-admissible (i + 1)-rc if existing.
For this computation only the results of the previous round i are needed. So,
it indeed suffices to alternately use two arrays of each type; one for storing the
current results while the other keeping previous results needed for computing
the current results. Then their roles are exchanged.

Theorem 2. For input (M, K, w) with n := |M |, an optimal K-admissible rect-
angular covering of M can be computed in time O(n23n).

Proof. The correctness follows from the considerations in the previous sec-
tion. Regarding the running time observe that as explained before we essentially
treated all subsets of all subsets of M . In consequence we can organize the pro-
cedure as shown in [12] for the 1-sided case yielding the same time bound as
proved there. ��

5 Improving Time Bounds

In [12] the set A(M) = {S ∈ 2M |r(S) ∩ M = S} is defined helping to decrease
the time bound for the class of 1-sided parameterized covering problems. The
structural background underlying this improvement can be summarized roughly
as follows [11]: The relation S1 ∼r S2 ⇔def r(S1) = r(S2), ∀∅ �= S1, S2 ∈ 2M

defines an equivalence relation on 2M \ {∅}. We write M := [2M \ {∅}]/ ∼r.
Moreover, the map

σ : 2M � S �→ σ(S) := r(S) ∩ M ∈ 2M

(r(∅) := ∅) is a closure operator having image σ(2M ) = A(M) ∪ {∅}. Finally,
the sets A(M) and M are isomorphic. Thus each A ∈ A(M) defines a class
of subsets of M that are all equivalent because admitting the same rectangular
base. All these subsets are contained in the given set A.
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In this section we describe how these methods apply also to decrease the
bound obtained in the preceding section where almost all subsets S ∈ 2M have
been considered in the algorithm. Many of these subsets can be identified in the
sense that they lead to the same K-admissible 1-rc. To that end, let Aad(M) :=
Sad

1 (M) ∩ A(M), then by the corresponding results in [11] we have:

Lemma 1. For input (M, K) holds |Aad(M)| ∈ O(|M |4). ��

For convenience, we define the sets

Tj(S) := {T ⊆ S; |T | ≤ |S| − (j − 1)}

for each S ⊆ M with |S| ≥ j ≥ 2. Similar to the corresponding result in [12] one
can prove:

Lemma 2. Let (M, K, w) be an instance of RCK . If, for each S ∈ Sad
j (M)

one replaces Tj(S) by the set T ad
j (S) := Tj(S) ∩ Aad(M), j ∈ {2, . . . , |M |}, in

Algorithm RCK , then it still works correctly.

Proof. We have to show that

(∗) : wj(S) = min{w(rK (T )) + wj−1(S′); T ∈ T ad
j (S)}

holds. By Claim 2 we surely have

wj(S) = min{f j
S(T ); T ∈ Tj(S)}

where we defined f j
S(T ) := w(rK (T )) + wj−1(T ′). Now we claim that for each

T ∈ Tj(S) there is A ∈ T ad
j (S) : f j

S(A) ≤ f j
S(T ), from which the assertion

immediately follows, because in that case we do not miss any relevant candidate
computing wj(S) as in (∗). To show the claim consider any T ∈ Tj(S); if T ∈
T ad

j (S) we are ready by setting A := T ⇒ f j
S(A) = f j

S(T ). T ∈ Tj(S) \ T ad
j (S)

implies T �∈ Aad(M), and we set A := A(T ) := r(T )∩M ∈ A(M), and obviously
w(rK (T )) = w(rK (A)). Moreover, we have S \ A ⊆ S \ T, because T ⊆ A(T ),
which in case |S \ A| ≥ j − 1 directly implies f j

S(A) ≤ f j
S(T ). In the remaining

case |S \ A| < j − 1, we have

wj−1(S \ A) = wl(S \ T ) + wj−1−l(∅)
≤ wl(S \ T ) + wj−1−l(∅)
≤ wj−1(S \ T )

where the last inequality follows because |S \ T | ≥ j − 1 and wj−1−l(∅) means
the value of w for j − 1 − l rectangles being smallest according to k, from which
the claim and also the lemma follow. ��

Theorem 3. For input (M, K, w), problem RCK can be solved in O(|M |62|M|)
time.
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Proof. The correctness directly follows from Lemma 2. To verify the time bound
first observe that from the proof of Theorem 2 (see the proof of Thm. 1 in [12])
follows that for the most inner loops instead of considering each element of Tj(S)
we have to consider only those also being elements of Aad(M). Thus, instead of
p2p, for fixed S ⊂ M : |S| = p, one obtains

∑n
p=j

(
n
p

)
p|Aad(M)| ≤ n2n|Aad(M)|

and the outer loop never is iterated more than n times leading to another factor
n := |M |. Finally, using |Aad(M)| ∈ O(|M |4) due to Lemma 1 finishes the proof.

��
Consider the following parameterized variant of the problem at hand: For fixed
p ∈ N, let RCK(p) be the problem of solving RCK with at most p covering
components. For this situation we have:

Theorem 4. For fixed p ∈ N, and input (M, K, w, p), RCK(p) can be solved, or
reported that no solution exists in time O(pn4p+1).

Proof. Even as brute force search: we only have to check each covering candidate
R in the set

p⋃

i=1

(
Aad(M)

p

)

whose cardinality is in O(|Aad(M)|p), hence the bound follows, as |Aad(M)|
∈ O(|M |4). ��

6 Generalization to the d-Dimensional Case

The setup described in the preceeding section will be generalized in the sequel to
the d-dimensional case for 2 ≤ d ∈ N. This generalization is not only interesting
from an abstract point of view but it may be profitable also for modeling higher
dimensional applications.

For fixed 1 < d ∈ N, let E
d be the Euclidean space in d dimensions with fixed

(orthogonal) standard basis Bd = {e1, . . . , ed}. For the (orthogonal) integer
lattice Ld = Ze1 + · · · + Zed

∼= Z
d, we fix via N := (N1, . . . , Nd) ∈ N

d the
bounded region

Id = ([0, N1] × · · · × [0, Nd]) ∩ Ld

Let M = {m1, . . . , mn} ⊂ Id, where each mi = (m1
i , . . . , m

d
i ) is represented

by its coordinate values with respect to Bd. We are searching for a covering of
M, by regular, i.e., Bd-parallel d-boxes of minimal fixed side lengths k with 0 <
k < min1≤i≤d Ni, s.t. the overall volume, boundary volume and number of boxes
used are minimized. Let r be a d-box with side-length vector (r1, . . . , rd), �i ≥ k,

then its volume is given by vol(r) =
∏d

i=1 ri, and the volume of its boundary
∂r is vol(∂r) = 2

∑d
i=1

∏d
i�=j rj . Here ∂r denotes the boundary of r topologically

viewed as closed set. By Rregd denote the set of all regular d-boxes.

Definition 4. Let K ⊂ R+ be fixed. A K-admissible d-box is a regular d-box
r such that ri ∈ K, 1 ≤ i ≤ d. An K-admissible d-box covering of M is a set
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C ⊂ Rregd of K-admissible components such that M ⊆
⋃

r∈C r ∩ Id and for each
r ∈ C : r ∩ M �= ∅.
K, d-RECTANGULAR COVER (RCd

K) is the following optimization problem:
Given M ⊂ Id, find a K-admissible covering C of M such that w(C) is minimal
over all K-admissible coverings of M .

Given m ∈ Id and ei ∈ Bd, there is a unique hyperplane Hm(ei) ⊂ Ed con-
taining m and being orthogonal to ei, which is given by Hm(ei) := {miei +∑

j �=i αjej : αj ∈ R}. Hence given S ∈ 2M , by bd(S) := {ma(S), mb(S)} ∈
(
Id

2

)
,

a unique d-box base rd(S) is determined in time O(d|M |) via the intersections
of the corresponding hyperplanes, where mi

a(S) := min{mi : m ∈ S} and
mi

b(S) := max{mi : m ∈ S}, 1 ≤ i ≤ d. Similarly, as in the planar case, we
define the K-admissible d-box rK

d (S) containing rd(S): rK
d (S) := ∞ if there is

at least one 1 ≤ i ≤ d such that ri
d(S) > k′. Otherwise it is obtained from rd(S)

via enlarging symmetrical each ri
d(S) that is smaller than k.

On that basis it is not hard to see that Algorithm RCK can be modified to
Algorithm RCd

K solving the corresponding d-dimensional problem within worst
case time O(d|M |23|M|).

This bound can be improved by generalizing the structural features discussed
in Section 5 to the d-dimensional case. The equivalence relation ∼ on the power
set 2M can also be generalized to the d-dimensional case where M ⊂ Ld:

S1 ∼d S2 ⇔def bd(S1) = bd(S2), ∀S1, S2 ∈ 2M

with classes [S]d. Defining Md := 2M/ ∼d as well as

σd : 2M � S �→ σd(S) := rd(S) ∩ M ∈ 2M

(rd(∅) := ∅) and Aad
d (M) := {S ⊆ M : σd(S) = S} we arrive at:

Proposition 1. σd : 2M → 2M is a closure operator and there is a bijection
μd : Aad

d (M) → Md defined by S �→ μd(S) := [S]d, S ∈ Aad
d (M). ��

We now have |Aad
d (M)| ∈ O(|M |2d) which for fixed d defines a polynomial bound.

Collecting all parts of the preceeding discussion we obtain the result:

Theorem 5. A worst case time bound for exactly solving RCd
K for input (M, K,

w) is O(d|M |2(d+1)2|M|).

For fixed p ∈ N, let RCd
K(p) be the problem of solving RCd

K with at most p
covering components, we have adapting the proof of Theorem 4:

Theorem 6. Given (M, K, w, p), problem RCd
K(p) can be solved, or reported

that no solution exists in time O(dp|M |2dp+1).

7 Concluding Remarks and Open Problems

We investigated NP-hard rectangular covering optimization problems for sets of
n integer grid points within the framework of exact algorithmical theory [17].
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Concretely, we designed dynamic programming algorithms providing exact de-
terministic worst-case upper time bounds of O(n23n) for solving the variants of
coverings parameterized by 2-sided length constraints. Structural properties as
studied and used in [11,12] were shown to be applicable here, too, asymptotically
decreasing the time bound to O(n62n).

The derived time bound touches all subsets of a given set of input points,
thus containing factor 2n. It should be a challenging task to construct exact
algorithms such that this factor is decreased to 2αn, for appropriate α < 1.

Another open problem appears regarding parameterized computational com-
plexity [5,6]: We specifically showed that, given a further parameter p, fixing the
number of admissible covering components that maximally are allowed for a cov-
ering yields a time bound for the problem essentially of O(pn4p+1). Is it possible
to characterize this p-parameterized problem to belong to the class FPT, mean-
ing to devise an exact algorithm having a time bound of the form O(q(n) · f(p))
where q is a polynomial, and f is an arbitrary (exponential) function. In this
context, one also can consider the decision version DRCK . Here the question
arises whether it belongs to the class FPT w.r.t. parameter W ∈ R+, serving as
upper bound for weight values for coverings, namely it is required w(C) ≤ W .
Notice that similar FPT characterizations have been obtained for many other
problems. Consider, e.g., the vertex cover problem for simple graphs, for which
a bound of O(1.285k +kn) was achieved [4] w.r.t. k, on the instance class over n
vertices admitting minimum vertex covers of cardinality at most k, with k ∈ N

fixed. Otherwise it should be shown that this is unlikely to achieve establishing
the W[P ]-completeness status of DRCK .

From a more applicational point of view approximation algorithms could be of
interest. Clearly, taking here the mathematical precise point of view one should
try to formulate the covering problems in terms of (integer) linear or semidefi-
nite programming [7] using appropriate rounding techniques for strictly gaining
approximation ratios. In that context it would also be nice to examine the pos-
sibility of gaining a PTAS which only is possible if the problem does not be
MAXSNP-complete.

On the other hand, for real world applications like picture processing or data
compression [15,16], one might apply general heuristics, for preprocessing these
covering problems, such as genetic algorithms that proved to perform well in
several applicational problems of diverse fields. Rectangular covering problems
may arise also for example in numerical analysis for solving partial differential
equations by iterative multigrid methods [1,14].
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Reinelt, G., Rinaldi, G. (eds.) Combinatorial Optimization - Eureka, You Shrink!
LNCS, vol. 2570, pp. 185–207. Springer, Heidelberg (2003)



O. Gervasi and M. Gavrilova (Eds.): ICCSA 2007, LNCS 4705, Part I, pp. 110–121, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Shortest Path Queries in a Simple Polygon for 3D 
Virtual Museum 

Chenglei Yang, Meng Qi, Jiaye Wang, Xiaoting Wang, and Xiangxu Meng 

School of Computer Science and Technology, Shandong University, 250100, Jinan, China 
chl_yang@sdu.edu.cn, qimeng@mail.sdu.edu.cn, jywangz@yahoo.com, 

{xtwang, mxx}@sdu.edu.cn 

Abstract. This paper proposes a new algorithm for querying the shortest path 
between two points s and t in a simple polygon P based on Voronoi 
diagram(VD). Based on the polygon’s VD, we first find the Voronoi skeleton 
path S(s, t) from point s to t, and then along which we compute the shortest path 
SP(s, t) by visibility computing simultaneously. SP(s, t) can be reported in time 
O(n). It can be used in our 3D virtual museum system, in which the polygon’s 
VD is used as a data structure for path planning, visibility computing, collision 
detection, and so on. 

Keywords: Shortest Path, Voronoi Diagram, Virtual Museum. 

1   Introduction 

The Euclidean shortest path problem is one of the best-known problems in 
computational geometry. There are many possible versions of the problem [1], for 
example, the obstacles are polygons, disks, or the moving object is a point, a polygon, 
a disk and so on [2,3]. This paper focuses on what is perhaps the simplest: querying a 
shortest path SP(s, t) between two points s and t in a simple polygon P in the plane. 
The other cases can be converted into this case. 

Several algorithms have been proposed to find shortest paths inside a simple 
polygon. As introduced in [4] and [5], all the methods are based on a triangulation of 
the polygon. In this paper, we focus on how to fast compute the shortest path inside a 
simple polygon P based on P’s VD so that it can be used in our 3D virtual museum 
system, in which the polygon’s VD is used as a data structure for path planning, 
visibility computing, collision detection, and so on [6,7]. In that system, offsetting 
path (ref. Fig.1) and Voronoi skeleton path S(s, t) (ref. the path composed of Voronoi 
edges e0e1…e15 in Fig.2) are both computed based on VD, by which user can visit the 
museum expediently. 

VD is a very important geometric structure and a significant research topic in 
computational geometry. A polygon’s VD records the regions in the proximity of a 
set of generators (edges or concave vertices of a polygon) and these regions are called 
Voronoi Regions (VR). Each VR corresponds to an edge or a concave vertex of the 
polygon, and points inside the VR are closest to this edge or concave vertex. As VD 
has the character of maximum circle, it is often used for path planning [8, 9]. [10] 
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presents a techniques for fast motion planning by using discrete approximations of 
generalized VD, computed with graphics hardware. [2] refers to the shortest path 
problem in VD, which employ the Dijkstra algorithm whose time complexity O(n2) in 
the worst case commonly. It mainly computes the shortest paths for disc obstacles. [3] 
introduces a Visibility–Voronoi diagram which is a hybrid between the visibility 
graph and the VD of polygons in the plane and to be used for planning natural-
looking paths for a robot translating amidst polygonal obstacles in the plane. [11] 
provides an algorithm based on Voronoi diagram to compute an optimal path in the 
presence of simple disjoint polygonal obstacles. Those methods are also employs the 
Dijkstra algorithm to find a path.  

 

Fig. 1. Offsetting Paths computed based on Polygon’s VD 

This paper proposes a new algorithm for querying the shortest path between two 
points s and t in a simple polygon P based on VD. Because the Voronoi vertices and 
edges of a simple polygon’s VD compose a tree (a concave vertex of P that is a 
common end-point of two Voronoi edges can be seen as two vertices), only one 
Voronoi skeleton path S(s, t) from point s to t exits. We first find S(s, t), and then 
along which we compute the shortest path SP(s, t) by visibility computing 
simultaneously. SP(s, t) can be reported in time O(n). 

Our algorithm computing the shortest path SP(s, t) based on VD is composed of 
three steps: 

1) Find the VRs that two points s, t belong to; 
2) Search the Voronoi skeleton path S(s, t) (ref. the path composed of Voronoi 

edges e0e1…e15 in Fig.2); 
3) Compute the shortest path SP(s, t) along S(s, t) (ref. the path sql2qr2qr3qr4t in 

Fig.2). 

As we know, the Voronoi vertices and edges of a simple polygon’s VD compose a 
tree, and only one branch of Voronoi skeleton becomes the path S(s, t) from point s to 
t. In section 2 we focus on describing how to compute the shortest path SP(s, t) along 
S(s, t). The method of computing S(s, t) is addressed in section 3. Finally algorithm 
analysis and conclusions are given in section 4. 
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Fig. 2. Polygon’s VD, Voronoi skeleton path S(s, t) and shortest path SP(s, t) 

2   Shortest Path 

First, some notations and definitions are introduced. 
In VD of the polygon P, the common edge of two VRs is called a Voronoi edge. 

The intersecting point of some Voronoi edges is called a Voronoi vertex. By “culling” 
Voronoi edges related to polygon vertices in P’s VD, we can get the polygon’s 
Voronoi skeleton, that is, a tree. Voronoi skeleton path S(s, t) from point s to t is a 
subset of the P’s Voronoi skeleton.  

If the VR of a concave vertex q of P has a common Voronoi edge with S(s, t), then 
q is called a related concave vertex of S(s, t) (ref. the vertices ql1, ql2, ql4, qr2, qr3, qr4, 
qr5 in Fig.2); if the VR of an edge e of P has a common Voronoi edge with S(s, t), 
then e is called a related edge of S(s, t); the vertices of the related edges and the 
related concave vertices of S(s, t) are called related vertices of S(s, t). When we run 
along S(s, t) from s to t, some edges of the VR on S(s, t), generated by the related 
concave vertices and edges, are passed one by one. We call a related concave vertex 
or edge left of S(s, t) as a left related concave vertex or edge, and that right of S(s, t) 
as a right related concave vertex or edge. A related vertex left of S(s, t) is called as a 
left related vertex, and that right of S(s, t) as a right related vertex. 

Let, p0,p1,…, pn (p0 = s, pn = t) are all the vertices on SP(s, t) in order from s to t; 
q1,q2,…, qm are all the related concave vertices of S(s, t) in order from s to t. 
The following lemma is trivial. 
It is obvious that shortest path passes convex chains formed by left or right local 

related concave vertices alternatively (ref. Fig.3). 
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Lemma 1. Any vertex pi (i >0 and i < n) on SP(s, t) must be a related concave vertex 
of S(s, t). 

Proof. In Fig.3 sABCDt is the shortest path in the simple polygon, there is only one 
branch of Voronoi skeleton EFGH connecting s and t. We prove that any vertex B on 
the shortest path is a related concave vertex. Assume that BF is the bisector of CBA∠ , 
and F is the intersection point between BF and Voronoi skeleton EFGH. From point F 
the visible part on the left side KLBCMN is behind or on the polyline ABCD. Since 
ABCD is a convex chain, the nearest point of F to the left side KLBCMN is B. It is 
therefore B must be a related concave vertex. This completes the proof. 
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Fig. 3. Dash dot polyline is the shortest path 

Lemma 2. If ),( tsSP  is consisted of sequence of points qk1, qk2,…, qkn  from s to t, the 

order of the point sequence qk1, qk2,…, qkn is same as the order in the sequence 
q1,q2,…, qm. 

Proof. If sequent vertices on the shortest path are located on same left or right side, 
the conclusion of the lemma is trivial. We only study the case that the sequent vertices 
located in different sides like A and B in Fig. 4. 
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Fig. 4. Thin polyline is Voronoi edges, dash dot polyline is the shortest path 

In Fig.4, sABCt is the shortest path, thin polyline sDFEHJKt is the Voronoi 
skeleton. F is a point on the Voronoi skeleton, and ABAF ⊥ . G and A are the two 
nearest points to F. It is obvious that the Voronoi skeleton sDFEHJKt can only pass 
through polyline AFG once. The view line from vertex B to see the point on the 



114 C. Yang et al. 

skeleton sDF must pass through polyline AFG. The boundary of VR of vertex B 
cannot exists on chain sDF, since the distance between the point on sDF and B is 
longer than the one and vertex A. M is a point on the Voronoi chain, AsAM ⊥ , since 
s is not visible from B, M is on the left side of AF. Region AMF must be part of the 
VR of vertex A. It is therefore that on the Voronoi chain sDF there exists edges of VR 
of A, and the edges of VR of B can only exist on the chain FEHJKt. This proves that 
the order of the related concave vertex on the Voronoi chain is same as the order on 
the shortest path. This completes the proof of Lemma 2. 

By Lemma 1 and Lemma 2, we can get Theorem 1. 

Theorem 1. The vertices on SP(s, t) can be found along S(s, t) from s to t in order, 
and they are the subset of the related concave vertices of S(s, t). 

Now, we first briefly introduce the idea of our algorithm finding the shortest path 
SP(s, t) along S(s, t). 

If there is no related concave vertex of S(s, t), then s and t must be visible and the 
line segment st is just the shortest path SP(s, t) (ref. Fig.5). 

t

s

 

Fig. 5. The case that m equals to 0 

Otherwise, let ql1, ql2,…,qlL, and qr1, qr2,…, qrR, are the sequences of the left and 
right related concave vertices respectively (ref. Fig.6). The advancing step of the 
algorithm follows the ordered vertices on the Voronoi skeleton path. 

First, create local convex chains of the sequence of p0, ql1, ql2,…, and p0, qr1, qr2,… 
(ref. the dash line in Fig.6). Meanwhile maintenance left and right tangents from start 
point p0 (ref. 

10 rqP , 
20 lqP  in Fig.6). At the same time, check if the tangent of the right 

convex hull 
10 rqP intersects with the edges on the left sides, and the tangent of the left 

convex hull 
20 lqP intersects with the edges on the right sides. The checking edges of 

the two sides advance with related vertices synchronously. Assume that an 
intersection of tangent 

20 lqP  and edge 
44 rr qV is found, and then 

2lq  must be a vertex of 

SP(s, t). Continue above job, at the same time, we slide 
20 lqP on the left convex chain, 

until right related vertex 
4rq  is meet, and a right tangent linking 

4rq  and the right  
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Vr4

qr4

qr1

qr3

qr2

 

Fig. 6. There is an intersection of a left tangent line and a right edge 

t

s

vl3

ql2

ql3

vl2

 

Fig. 7. The edges which do not related with the Voronoi skeleton can be short cut by a line 
segment vl2vl3 
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convex chain is found (ref. 
43 rl qq in Fig.6). The part of shortest path SP(s, t) that has 

been found is p0, ql2, ql3. 
Replace p0 by 

3lq , and repeat the above process, the only difference is that the new 

“p0”(
3lq ) is on the left convex chain ql1, ql2…, and the tangents from new “p0” must 

slide on the left convex chain ql1, ql2… to keep tangent with the convex chain. 
The edges which are used to check intersection with the tangents can be only the 

relative edges of the Voronoi skeleton path S(s, t). The edges which do not related 
with the Voronoi skeleton can be short cut by a line segment (ref. vl2vl3 in Fig.7). We 
call these relative edges and short cutting line segments as checking edges. 

In the above process, at the cases like as Fig.8 (vr1qrk, vl1qlk are the current checking 
edges, p0ql2, p0qr1 are the current tangent lines), the new right or left convex chain and 
new right or left tangent line are computed. 

ql1

vr1

ql2

p0

qrk

qr1

ql1

vl1
qr1

ql2

p0

qlk

a) qrk is left of p0qr1 and right of p0ql2.    b) qlk is left of p0qr1 and right of p0ql2.

vr1

ql1

qr1

qrk

ql2

p0

vl1

ql1

qr1

qlk

ql2

p0

c) qrk is right of p0qr1.        d) qlk is left of p0ql2.  

Fig. 8. The case that new right or left convex chains and new right or left tangent lines are 
computed 

If there is the case like as Fig.9, two adjacent vertices vr1 and vr2 of qrk are not both 
left of p0qrk, qrk must not be a vertex on SP(s, t), then continue the job.  

This job will continue, until the target point t is met. 
Now, we consider the case that t is met. 
If no vertex is on the right and left convex chains, or t is in the visible view frustum 

formed by p0ql2 and p0qr1, then p0, t are visible, the job is ended (ref. Fig.10(a)). 
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vr1

ql1

ql2

p0

qrk

qr1

vr2

 

Fig. 9. The special case that qrk is left of p0qr1 and right of p0ql2 

Otherwise, if the left convex chains is not NULL and t is left of p0ql2, then for each 
vertex q on the left convex chains, if t is left of p0q, q must be the next vertex on SP(s, 
t) (ref. Fig.10(b)); If right convex chain is not NULL and t is right of p0qr1, then for 
each vertex q on the right convex chain, if t is right of p0q, q must be the next vertex 
on SP(s, t) (ref. Fig.10(c)). Here we keep p0 as the last found vertex of SP(s, t). 

The job is end. 

p0

ql2

qrk

qr1

t

p0

ql2

qrk

qr1

t

p0

ql2

qrk

qr1

t

(a)               (b)                      (c)  

Fig. 10. The case that t is met 

In the following, we briefly describe the algorithm of computing the shortest path 
SP(s, t) based on the Voronoi skeleton path S(s, t) in Algorithm 1. 

Algorithm 1: Find the shortest path SP(s, t) along Voronoi skeleton path S(s, t) 
p is the current vertex of SP(s, t) we have found; 
qk is the current related vertex of S(s, t) we have found; 
CH(ql) is the left convex chain of the left relative vertices from ql to qk; 
CH(qr) is the right convex chain of the right relative vertices from qr to qk; 
TL(ql) is the left tangent line from p to CH(ql) and tangent at ql; 
TL(qr) is the right tangent line from p to CH(qr) and tangent at qr; 
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ql2

Current Voronoi
edge of S(s, t)

t

s

t

s

       a) Find S(s, t).               b) sql2 is a part of SP(s, t).

s

t

qr4qr3

qr2

t

s

Current Voronoi
edge of S(s, t)

     c) sql2qr2 is a part of SP(s, t).            d) sql2qr2qr3qr4 t is SP(s, t).
 

Fig. 11. Snapshots of the key steps of the above example 

1) p = s; k=1; CH(ql) = NULL; CH(qr) = NULL; Output p; 
2) for the current Voronoi edge ek of S(s, t), 
        Assume qk-1qk is the current checking edge. 
     2.1)If qk-1qk is a left checking edge, then, 
        2.1.1)If qk-1qk intersects with TL(qr),  
               Advaced p and qr along CH(qr), and output p; goto 2.1.1); 
             else  
               Compute new CH(ql) and TL(ql). 
     2.2)If qk-1qk is a right checking edge, then, 
        2.2.1)If qk-1qk intersects with TL(ql),  
               Advaced p and ql along CH(ql), and output p; goto 2.2.1); 
             else   Compute new CH(qr) and TL(qr). 

2.3) k++; 
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3) If CH(ql) is NULL and CH(qr) is NULL,  
output t; return; 

4) If CH(ql) is not NULL and t is left of TL (ql) 
For every vertex q on CH(ql) 

 If t is left of TL (ql), then  output q; Advaced ql along CH(ql); 
5) If CH(qr) is not NULL and t is Right of TL(qr) 

For every vertex q on CH(qr) 
           If t is right of TL(qr), then  output q; Advaced qr along CH(qr); 
6) Output t; return. 
 
Now, we describe the process using the example shown in Fig.2. A “Snapshots” of 

its some key steps of the above example is shown as in Fig.11. 
s is the initial current vertex of SP(s, t). 
We can get the left checking edges ql0ql1, ql1ql2,…,ql5ql6, and right checking edges 

qr0qr1, qr1qr2,…,qr5qr6, along the Voronoi edge of S(s, t) e0, e1,…, e15. 
Before we find qr2, the left convex chain we have gotten is s,ql2, the right convex 

chain is s. Because qr1qr2 has an intersection with the left tangent sql2, ql2 must be a 
vertex of the shortest path SP(s, t), and sql2 must be a part of SP(s, t). ql2 become the 
current vertex of SP(s, t)(ref. Fig.11.b)). 

When we find ql4, because ql3ql4 has an intersection with the right tangent ql2qr2, qr2 
must be a vertex of the shortest path SP(s, t), sql2qr2 must be a part of SP(s, t). qr2 

become the current vertex of SP(s, t) (ref. Fig.11.c)).  
Before we meet t, the left convex chain we have gotten is qr2ql4, the right convex 

chain we have gotten is qr2, qr3, qr4, qr5. 
Because t is right of the right tangent qr2qr3, qr3qr4, the vertices qr3, qr4 must be on 

SP(s, t), and sql2qr2qr3qr4 t must be SP(s, t) (ref. Fig.11.d)). 

3   Voronoi Skeleton Path 

We now briefly give the method to find the Voronoi skeleton path S(s, t) from point s 
to t.  

s

t

r1

r2

t2
v2

s1v1

 

Fig. 12. Voronoi skeleton path S(s, t) 
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We search S(s, t) on the polygon’s Voronoi skeleton tree using a depth-first search. 
After getting the VRs VR1 and VR2, which contain s and t respectively, we start the 
searching process from the Voronoi edges of VR1, along other VRs’ Voronoi edges on 
the Voronoi skeleton, and end it when we meet the Voronoi edges of VR2. 

The Voronoi skeleton path S(s, t) we found is composed of three parts (ref. Fig.12): 

1) The middle part is the Voronoi skeleton path v1r1…rkv2 between VR1 and VR2, 
where v1 is a Voronoi vertex of VR1, v2 is a Voronoi vertex of VR2, r1,…, rk are the 
Voronoi vertices of other VRs.  

2) If the generator of VR1 is an edge of the polygon, we draw a line l1 through s 
perpendicular to the generator assuming l1 intersects with a Voronoi edge of VR1 at 
point s1, and we set the segment line ss1 and the Voronoi edges of VR1 between s1 and 
v1 as the front part of S(s, t). If the generator of VR1 is a vertex of the polygon, we set 
the segment line sv1 as the front part of S(s, t).  

3) Similarly, if the generator of VR2 is an edge of the polygon, we draw a line l2 
through t perpendicular to the generator assuming l2 intersects a Voronoi edge of VR2 
at point t2, and we set the Voronoi edges of VR2 between v2 and t2, and the segment 
line t2t as the last part of S(s, t). If the generator of VR2 is a vertex of the polygon, we 
set the segment line v2t as the last part of S(s, t). 

Then we get the Voronoi skeleton path S(s, t): ss1v1r1…rkv2t2t. 

4   Algorithm Analysis and Conclusions 

This paper proposes a new algorithm for querying the shortest path between two 
points s and t in a simple polygon P based on VD. Based on the polygon’s VD, we 
first find the Voronoi skeleton path S(s, t) from point s to t, and then along which we 
compute the shortest path SP(s, t) by visibility computing simultaneously. 

Because the VD of a simple polygon has at most n+k–2 vertices and 2(n+k)–3 
edges, where n is the number of the polygon’s vertices and k(k<n) is the number of 
concave vertices [12], finding the Voronoi skeleton path S(s, t) costs O(n) time. In the 
algorithm of computing SP(s, t) along S(s, t), only the related concave vertices and 
edges of S(s, t) are accessed; when we compute a convex chain in the process, every 
related concave vertex is no more than 2 times to be accessed, so it is accessed at 
most 3 times. Hence, the algorithm spends O(n) time to find SP(s, t) along S(s, t). We 
can spend O(n) time to find the VRs VR1 and VR2 containing s and t respectively (We 
can also use O(logn) time algorithm introduced in many computational geometry 
books to do this [1]). Then, based on the polygon’s VD, the shortest path SP(s, t) can 
be reported in time O(n) by our method. 

It can be used in our 3D virtual museum system, where the polygon’s VD is used 
as a data structure and for path planning, visibility computing, collision detection, and 
so on. It also can be used in other application areas that need path planning. 

In the future, we will focus on the shortest path problem of a polygon with “holes” 
whose Voronoi skeleton is a graph. The method of this paper can be used there. 
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Abstract. A linear axis is a skeleton recently introduced for simple
polygons by Tanase and Veltkamp. It approximates the medial axis up
to a certain degree, which is controlled by means of parameter ε > 0.
A significant advantage of a linear axis is that its edges are straight line
segments. We generalize the notion of a linear axis and the algorithm
for its efficient computation to the case of general polygons, which might
contain holes. We show that a linear axis ε-equivalent to the medial axis
can be computed from the latter in linear time for almost all general
polygons. If the medial axis is not pre-computed, and the polygon con-
tains holes, this implies O(n log n) total computation time for a linear
axis.

1 Introduction

For several decades, skeletons have been considered as a useful and powerful
tool, which has found applications in various areas, including computer graphics,
medical imaging, shape retrieval, and many others.

The most widely known skeleton is a medial axis. For polygon P , it can be
viewed as a subset of its Voronoi diagram obtained from the latter by discarding
its edges incident to the reflex vertices of P (see e.g. [5]).

Another well-known type of skeletons is a so-called straight skeleton [1] traced
by the vertices of the polygon during a shrinking process, while its edges move
inside at constant speed. The corresponding process is also referred to as linear
wavefront propagation [7].

A recently proposed linear axis [7] is defined in the following way. Let {v1,
v2, . . ., vn} denote the set of reflex vertices of a polygon P , and let k =
(k1, k2, . . . , kn) be a sequence of non-negative integers. Replace each vertex vi

with ki + 1 coinciding vertices connected by ki zero-lengths edges called hidden
edges; choose the directions of the hidden edges so that internal edges at all the
ki + 1 vertices would be equal. Denote the resulting polygon by P k.

O. Gervasi and M. Gavrilova (Eds.): ICCSA 2007, LNCS 4705, Part I, pp. 122–135, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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Definition 1. The linear axis Lk(P ), corresponding to the sequence k of hid-
den edges, is the trace of the convex vertices of P k during the linear wavefront
propagation.

In [7], a linear axis was defined only for simple polygons, but the above definition
can be applied to polygons with holes as well (Fig. 1a).

a) b)

Fig. 1. a) The linear axis (solid) of a polygon with two holes (bold), which has exactly
one hidden edge at each reflex vertex. The traces of reflex vertices (dashed) are not
contained in linear axis. b) A linear offset (solid) of a reflex vertex with two associated
hidden edges.

The following two Lemmas from [7] also hold for general polygons.

Lemma 1. If any reflex vertex vj of internal angle α ≥ 3π/2 has at least one
associated hidden edge, then Lk(P ) is connected.

In the following, we assume that any sequence k of hidden edges under consid-
eration satisfies the condition of Lemma 1.

Denote by Pk(t) the linear wavefront corresponding to sequence k of hidden
edges, at time t. Denote by Pk

S(t) the part of Pk(t) originating from site S.
(A site is either an edge or a reflex vertex of P .) We will refer to Pk

S(t) as to a
linear offset of S (Fig. 1b).

The points of Pk(t) move with different speed: a linear offset of an edge move
with a unit speed, but an offset of a reflex vertex moves faster. When inserting
hidden edges at reflex vertices, we thereby slow down their linear offsets.

Lemma 2. Let vj be a reflex vertex of internal angle αj, having kj associated
hidden edges. The points in Pvj (t) move with a speed at most sj = 1

cos(
αj−π

2(kj+1) )
.

The larger are the values assigned to ki, 1 ≤ i ≤ n, the better Lk(P ) approxi-
mates the medial axis M(P ). This observation is formalized in [7] by means of
a notion of ε-equivalence between a linear axis and the medial axis. Moreover,
for a simple polygon P , an efficient algorithm was proposed, which computes the
values of ki allowing to achieve ε-equivalence for a given ε > 0, along with recon-
struction of the corresponding linear axis from the medial axis in linear time –
under the condition that P has a constant number of “nearly co-circular” sites.
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However, the reasoning carried out by Tanase and Veltkamp in [7], [6] cru-
cially depends on the fact that for a simple polygon, both axes have a tree-like
structure, what is apparently not the case for polygons with holes.

In [8], we mentioned a possibility of generalization of the algorithm proposed
in [7] to the case of polygon with holes.

In this work, we state and prove a sufficient condition for ε-equivalence of a
linear axis and the medial axis for general polygons, which might contain holes,
and show how to adapt the algorithms by Tanase and Veltcamp to this case.

In the next section, the terminology is introduced and the basic properties of
linear axes of general polygons are stated. In Sect. 3, we formulate a sufficient
condition for ε-equivalence of a linear axis to the medial axis, and validate it.
The algorithmic issues are discussed in Sect. 4, followed by concluding remarks.

2 Preliminaries

The terminology introduced in this section is mainly borrowed from [6].

Definition 2. A geometric graph (V, E) is a set in IR2 that consists of a finite
set V of points, called vertices, and a finite set E of mutually disjoint, simple
curves called arcs. Each arc connects two vertices of V .

Let P be a polygon with holes. Let us denote by (VM , EM ) the geometric graph
of the medial axis M(P ), and by (VLk , ELk) – the geometric graph of the linear
axis Lk(P ). Both VM and VLk contain the hanging nodes, which are in one-to-
one correspondence with the convex vertices of P , and the nodes of degree at
least three of M and Lk, respectively.

Definition 3. A Voronoi edge between node vi generated by Sk, Si and Sl, and
node vj generated by Sk, Sj and Sl is an ε-edge if d(vi, Sj) < (1 + ε)d(vi, Si)
or d(vj , Si) < (1 + ε)d(vj , Sj).

A Voronoi edge that is not an ε-edge is called a non-ε-edge. A path between
two nodes of M is an ε-path if it consists only of ε-edges. For any node v of
M , a node w is an ε-neighbour of v if v and w are connected by an ε-path. Let
Nε(v) be the set of all ε-neighbours of v. The set C(v) = {v} ∪ Nε(v) is called
an ε-cluster.

In our reasoning, we will interpret any node of degree d ≥ 4 of geometric
graphs of both the medial axis and a linear axis as (d − 2) coinciding nodes
connected by (d − 3) edges of zero length in such a way that the subgraph
induced by these nodes is a tree.

Definition 4. M(P ) and Lk(P ) are ε-equivalent if there exists a bijection
f : VM → VLk such that:

1. f(p) = p, for all convex p of P ;
2. ∀vi, vj ∈ VM with vj /∈ Nε(vi), ∃ an arc in EM connecting vi and vj ⇔ ∃

an arc in ELk connecting f(v′i) and f(v′j), where v′i ∈ C(vi) and v′j ∈ C(vj).
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The above definition differs from the one proposed in [6], [7] for simple polygons:
in [6], [7], function f was required to be surjection. However, in Sect. 3 it will be
shown that under our convention on interpretation of vertices with degree d ≥ 4,
|VM | = |VLk |. As a consequence, any surjection f : VM → VLk will necessarily
be a bijection, what justifies our modification of the definition.

In [6], it was pointed out that the strongest equivalence between the medial
and a linear axis of a simple polygon would be isomorphism of their geometric
graphs (but to achieve this, we might need to insert many hidden edges at some
reflex vertices), and the notion of ε-equivalence provides a natural relaxation
of this requirement: it means isomorphism of the graphs obtained from the ge-
ometric graphs of the medial axis and a linear axis by collapsing ε-clusters in
the former, and gluing together the images under f of the nodes from the same
ε-cluster in the latter.

The region V C(S) swept by site S during uniform wavefront propagation is
referred to as the Voronoi cell of S. Similarly, the region LC(S) swept by S
in process of linear front propagation when constructing a linear axis Lk(P ) is
called a linear cell of S.

We conclude this section by stating the basic properties of a linear axis. Similar
properties of the medial axis have been known before; however, they can be
proved by the same arguments as those given below.

Lemma 3. For any site S, the linear cell LC(S) is connected.

Proof. The statement follows from the facts that the wavefront moves continu-
ously, and a part that has vanished cannot reappear.

Lemma 4. For any site S, the linear cell LC(S) is simply connected.

Proof. Simple connectivity can be violated only if the wavefront is first split into
two parts, which later get merged again. But during the wavefront propagation,
the parts of the former can only either get split or vanish. Therefore, simple
connectivity of the cells will be preserved.

Lemma 5. The number of inner faces of the graph Lk(P ) equals the number of
holes of polygon P .

Proof. Consider an inner face F of Lk(P ). For any linear cell LC(S) ⊂ F , site S
lies inside F . Moreover, ∂P cannot intersect ∂F . It follows that at least one hole
of P lies inside F .

Now consider any hole Ph of P . The union ∪S⊂∂Ph
LC(S) of linear cells of all

the sites lying on the boundary of Ph is connected; any two neighbor cells share
an edge incident to ∂Ph.

For S ⊂ ∂Ph, consider LC(S). Let LC(S1) and LC(S2) be neighbor cells of
LC(S), where S1, S2 ⊂ ∂Ph. Suppose LC(Si) shares with LC(S) an edge (vi, wi),
where vi ∈ ∂Ph, for i = 1, 2. Denote by ∂outLC(S) the part of ∂S between w1
and w2, such that ∂outLC(S) ∩ ∂Ph = ∅. Let B = ∪S⊂∂Ph

∂outLC(S).
By construction, B is a cycle in Lk(P ). Note that the only edges of Lk(P ) lying

inside B are those shared by the linear cells considered above. All of them are
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incident to the vertices of Ph, and thus, to hanging vertices of Lk(P ). Therefore,
there are no cycles inside B. We conclude that B bounds a face FB of Lk(P ).
Simple connectivity of linear cells and construction imply that Ph is the only
hole inside FB.

To summarize, any hole of P is enclosed by a separate face of Lk(P ), and each
face of Lk(P ) contains at least one hole of P . This implies that there is exactly
one hole contained in each face, and the claim follows.

3 A Sufficient Condition of ε-Equivalence

Definition 5. Let (u, v) be an edge of the medial axis M(P ) shared by the
Voronoi cells V C(S1) and V C(S2); let c ∈ (u, v). A barrier b

(u,v)
c on the edge

(u, v) is formed by the two segments connecting c with the closest points from S1
and S2, respectively. The point c is the center of the barrier (Fig. 2a).

C

PO(C)

P

Ph
bc

(u,v)

c

u v

S1

S2

a) b)

M(P)

Fig. 2. a) A barrier b
(u,v)
c for the edge (u, v) of the medial axis M(P ); (u, v) is shared

by the Voronoi cells V C(S1) and V C(S2). Point c is the center of the barrier b
(u,v)
c .

b) P (bold) is a polygon with one hole Ph. M(P ) (solid) is the medial axis of P . The
two marked vertices form an ε-cluster C. The barriers forming an obstacle OC are
shown dashed. The region PO(C) separated by OC from the rest of P is grayed.

When there is no need to refer explicitly to the underlying edge or to the
center of a barrier, we will omit the corresponding superscript or subscript in
the notion, respectively.

Let z1 ∈ S1 and z2 ∈ S2 be the endpoints of the two segments forming bc.
The segments cz1 and cz2 are called the segments of the barrier bc. The set of
inner points of bc is formed by the union of inner points of its segments.

The definition of the barrier implies the following Lemma.

Lemma 6. Let b be a barrier on any edge of M(P ). Then b does not intersect at
its inner points the boundary of P , any edges of M(P ), and any other barrier b′

on any edge of M(P ), except for the case when b and b′ have a common center,
which coincides with a node of M(p), and share a segment.

Definition 6. Let C be an ε-cluster of M(P ). Consider a subset of non-ε-
edges of M(P ): E(C) = {(u, v)|u ∈ C, v /∈ C}. For each edge (u, v) ∈ E(C),
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construct a (single) barrier b(u,v). An obstacle for the ε-cluster C is OC =
∪(u,v)∈E(C)b

(u,v) (Fig. 2b).

Lemma 7. Let FM∪O be a partition of P induced by M(P )∪OC . For any face f
of FM∪O, ∂f ∩ M(P ) is connected.

Proof. Consider a partition FM of P induced by M(P ). For any its face f ′,
∂f ′∩M(P ) is connected. Construct FM∪O as a refinement of FM by adding the
barriers from OC one by one. Clearly, after each step the desired property holds
for any face f ′′ of the current partition. This implies our statement.

Lemma 8. Let v ∈ C and w /∈ C. Then for any curve γ, which connects v and
w, and lies inside P , γ ∩ Oc 
= ∅.

Proof. Any path in M , which connects v and w, intersects the obstacle OC , as
it necessarily passes through a non-ε-edge e having exactly one of the endpoints
in C, and OC contains a barrier for e.

Suppose there exists a curve γ, which connects v and w, and lies inside P ,
such that γ ∩OC = ∅. The first part of the proof implies that γ is not contained
in the union of edges of M(P ).

Consider a partition FM∪O of P induced by M(P ) ∪ OC . Let f be a face of
FM∪O, such that γ passes through its inner points. Denote by x and y the points,
at which γ enters and exits f , respectively. Observe that x, y ∈ ∂f ∩ M(P ). Let
γxy ⊂ f be the part of γ connecting x and y.

By Lemma 7, ∂f ∩ M(P ) is connected; thus, there exists a path pxy that
connects x and y and is contained in ∂f ∩ M(P ).

Construct a curve γ′ from γ by replacing γxy with pxy. Evidently, γ′∩OC = ∅.
Having performed the same operation for any face of FM∪O traversed by γ,

and having eliminated in it any overlaps if they occur, we obtain a path in M(P )
connecting v and w, what contradicts the first statement of our proof.

It follows that the obstacle OC separates a part PO(C) of the polygon P , which
contains ε-cluster C, from the rest of P . To avoid ambiguity, let us agree that
in degenerate cases, when the center z of a barrier b

(u,v)
z ∈ OC coincides with u

or with v, we will treat z as a point lying inside (u, v) at zero distance from u
or v, respectively.

Let us intersect the plane graph M(P ) with PO(C). As a result, we obtain
a new graph; denote it by MO(C). The nodes of MO(C) are either the nodes
from C or the centers of the barriers from OC ; it follows from Lemma 6 that
no other new nodes can appear. The edges of MO(C) are either entire edges of
M(P ) or their parts (see Fig. 2).

Lemma 9. MO(C) is connected.

Proof. Any two nodes w, w ∈ C are connected by an ε-path in M(P ). By
Lemma 6, none of the edges forming such path can be intersected by any of
the barriers composing the obstacle OC ; therefore, v and w are connected by
the same path in MO(C). Any node corresponding to the center of a barrier is
incident to some vertex from C. The claim follows.
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Lemma 10. PO(C) is connected.

Proof. Suppose that PO(C) has at least two connected components. The bound-
ary of each of them must contain a segment of some barrier, and, in particular,
the center of that barrier. But, by Lemma 9, those centers are connected by a
path in MO(C), which lies inside PO(C). This contradicts our assumption.

Now we are ready to formulate a sufficient condition of ε-equivalence of a linear
axis to the medial axis.

Theorem 1. Let M(P ) and Lk(P ) be the medial and a linear axis of polygon P ,
respectively; let ε > 0 be a real constant. If for any non-ε-edge e of M(P ), the
endpoints of which belong to two different ε-clusters, there exists a barrier, which
is contained in LC(S1) ∪ LC(S2), where V C(S1) and V C(S2) share the edge e,
then Lk(P ) is ε-equivalent to M(P ).

Before proceeding with the proof of Theorem 1, let us state and prove a few Lem-
mas. From now till the end of this section, let us assume that for any non-ε-edge
of M(P ) we have constructed a barrier satisfying the condition of Theorem 1.

Suppose that for the given ε, the set of nodes of M(P ) is partitioned into K ε-
clusters C1, . . ., CK . Lemmas 8 and 10 imply that our set of barriers partitions P
into K connected polygonal regions P (C1), . . ., P (CK).

In particular, we have an (uniquely defined) obstacle for any ε-cluster C
of M(P ). So, we will further omit the subscript O in the notation without in-
troducing ambiguity in our reasoning.

For any ε-cluster C, let us intersect the plane graph Lk(P ) with P (C). As
a result, we obtain a new graph Lk(C). The nodes of Lk(C) are either the
nodes from C or the intersection points of the edges of Lk(P ) with the barriers
from OC . The edges of Lk(C) are either entire edges of Lk(P ) or their parts.

Lemma 11. Lk(C) is connected.

Proof. Let FL∪O denote a partition of P induced by Lk(P )∪OC . Exploiting the
fact that each barrier is contained in the union of two adjacent linear cells, and
applying the same argument as in the proof of Lemma 7, we can show that for
any face f of FL∪O, ∂f ∩ Lk(P ) is connected.

Now let us restrict our attention to P (C), and denote by FL∪O(C) the par-
tition of P (C) induced by FL∪O. As any face f ′ of FL∪O(C) is also a face of
FL∪O, we derive that ∂f ′ ∩ Lk(C) is connected.

Let v and w be two arbitrary nodes of Lk(C). Since P (C) is connected, there
exists a curve γ connecting v and w, and lying inside P (C). If γ is not a path
in Lk(C), such a path γ0 can be constructed from γ by applying the same
procedure as described in the proof of Lemma 8.

Lemma 12. The number of inner faces of M(C) equals the number of holes
in P (C).

Proof. Consider a hole Ph of P (C). Its boundary ∂Ph is composed of fragments
of ∂P , and of the barriers forming the obstacle OC .
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Consider the partition FP (C) of P (C) induced by M(C); let UPh
denote the

set of faces of FP (C) that touch ∂Ph, except those that touch it only at a cen-
ter of some barrier. Note that the faces of UPh

cannot touch other connected
components of ∂P (C) except at the centers of the barriers contained in those
components. The faces of UPh

can be cyclically ordered with respect to ∂Ph, so
that any two consequent faces share an edge incident to ∂Ph. If two consequent
faces f1 and f2 are adjacent to barrier segments s1, s2 ⊂ ∂P (s1 and s2 being
adjacent in ∂P ), respectively, then the common edge of f1 and f2 can degenerate
to a point: this happens when the center of the barrier formed by s1 and s2 co-
incides with a node of M(C). Applying to UPh

the same procedure as described
in the proof of Lemma 5, we retrieve a face FPh

of M(C), such that Ph is the
only hole inside FPh

.
Now consider an inner face F of M(C). Let us restrict FP (C) to face F and

denote the resulting partition by FF . Any face f of FF is either an entire Voronoi
cell or a part of a Voronoi cell (clipped by a barrier) of a site S, which itself lies
inside F . Moreover, the part of ∂P (C) contained inside F does not touch the
parts of ∂P (C) lying outside F . Thus, there is at least one connected component
of ∂P (C) inside F , what implies that at least one hole lies inside F .

We conclude that there is exactly one hole contained in each face of M(C),
what proves our statement.

Lemma 13. The number of inner faces of Lk(C) equals the number of holes
in P (C).

Proof. The reasoning is similar to the one that proves Lemma 12. The partition
FP (C) of P (C) is now induced by Lk(C). The nodes of Lk(C), which happen
to lie on some barriers, play the same role as the barrier centers did in the
proof of the previous Lemma: the faces of FP (C) that touch ∂Ph only at points
representing such nodes, should be rejected when UPh

is being formed, and for
the two faces incident to such a node, which are included into UPh

, their common
edge will degenerate into a point.

Corollary 1. M(C) and Lk(C) have equal number of faces.

Lemma 14. M(C) and Lk(C) have equal number of nodes of degree 3.

Proof. Let G be a plane graph with maximum vertex degree 3; denote by e,
f , v1, v2, v3 the numbers of its edges, faces, and vertices of degree 1, 2, and 3,
respectively. By counting the vertices of G and applying Euler formula, we obtain
the system: {

v1 + 2v2 + 3v3 = 2e
e − (v1 + v2 + v3) = f − 1 (1)

From 1, we get v3 = 2(f − 1) + v1.
By Corollary 1, M(C) and Lk(C) have equal number of faces. The number

of hanging nodes for either of M(C) and Lk(C) equals the number of barriers
composing the obstacle plus and the number of convex vertices of P lying in-
side P (C), and thus, is also the same for M(C) and Lk(C). The claim follows.
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Now let us return to the proof of Theorem 1.

Proof. Define a bijection between the sets of geometric graph nodes VM and VLk

as follows. The hanging nodes from each of VM and VLk are in one-to-one cor-
respondence with the convex vertices of P . For any two hanging nodes v ∈ VM

and v′ ∈ VLk corresponding to the same vertex p, let f(v) = v′. From Lemma 14
we derive that inside any region P (Ci), 1 ≤ i ≤ K, there is the same number
of nodes of degree three from VM and VLk . Thus, for any P (Ci), a bijection fi

between such nodes from VM and VLk can be defined. For any node u ∈ VM of
degree three, identify the region P (Ci) containing u, and let f(u) = fi(u).

Let (u, v) ∈ EM be a edge, such that v /∈ Nε(u). Without loss of generality,
suppose that u lies inside P (C1), the edge (u, v) then traverses regions P (C2),
. . ., P (Cm−1), and ends up in P (Cm) containing v. Denote by b(i) the barrier
separating the regions P (Ci) and P (Ci+1), for 1 ≤ i < m.

The intersection of (u, v) with any of P (Cj), where 1 < j < m, is a chain Gj

passing through the nodes of degree two of M(P ), which starts and ends up at
the intersection points of (u, v) with b(j −1) and b(j), respectively. Since M(Cj)
is connected, M(Cj) is identical to Gj . This also implies that b(j − 1) and b(j)
are the only two barriers contained in ∂P (Cj).

Any barrier bi, 1 ≤ i < m, is contained in a union of two adjacent linear cells.
Thus, there exists an edge e′i of Lk(P ), which intersects bi. Note that it might
happen that such edge intersects more than one of the barriers.

Since any of P (Cj), where 1 < j < m, contains no nodes of M(P ) of degrees 3
or 1, it also contains no such nodes of Lk(P ). Thus, P (Cj) either contains only
nodes of degree 2 of Lk(P ), or no its nodes at all. In the former case, Lk(Cj) is a
chain G′j of a similar structure as Gj . In the latter case, P (Cj) is traversed by a
single edge e′ of Lk(P ) having its endpoints outside of P (Cj), and G′j degenerates
into a segment with the endpoints at the intersection points of e′ with b(j − 1)
and b(j), respectively. Having glued together the chains G′j , for 1 < j < m, and
restored the first and the last edge clipped by b(1) and b(m−1), respectively, we
obtain an edge (u′, v′) ∈ ELk . It remains to show that u′ ∈ C(u), and v′ ∈ C(v).

Suppose for a contradiction that u′ /∈ C(u). Then u′ lies outside of P (C1),
and the first edge (u′, w) from Lk(P ) contained in (u′v′) intersects two barriers
b0 and b1 being part of ∂P (C1). It follows that both b0 and b1 are contained in
the union of the two linear cells incident to (u′, w). Consequently, b0 and b1 are
the only barriers present in ∂P (C1). Let S′ and S′′ denote the two sites, the cells
LC(S′) and LC(S′′) of which are incident to (u′, w). Thus, P (C1) is a union of
LC(S′) and LC(S′′) clipped by b0 and b1. It follows that P (C1) can contain no
nodes of degree three of Lk(P ). But it must contain at least one such node, as
u ∈ VM lies inside P (C1) and has degree three, which is a contradiction.

It can be similarly shown that v′ ∈ C(v). Thus, for any edge (u, v) ∈ EM

with v /∈ Nε(u), there exists an edge (u′, v′) ∈ ELk , such that u′ ∈ C(u), and
v′ ∈ C(v).

Now let (u′, v′) ∈ ELk , such that u′ /∈ C(v′). Suppose that (u′, v′) traverses
regions P (C1), . . ., P (Cl), where u′ and v′ lie inside P (C1) and P (Cl), respec-
tively. Any two adjacent regions P (Ci) and P (Ci+1) are separated by a barrier
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b(ui,vi), where (ui, vi) is a non-ε-edge of M(P ), such that ui ∈ Ci, vi ∈ Ci+1,
for 1 ≤ i < l. Like in the first part of the proof, it can be shown that M(Ci) is
a chain. It follows that there exists a unique path connecting vi to ui+1 inside
P (Ci+1), for 1 ≤ i < l − 1. By concatenating the edges and the paths in an
appropriate order, we obtain an edge (u, v) ∈ EM , where u = u1 and v = vl−1;
moreover, u′ ∈ C(u), and v′ ∈ C(v). This completes the proof.

4 Computation of Hidden Edges and of a Linear Axis

4.1 An Algorithm for Hidden Edges Computation

Below we outline an algorithm that, given a polygon P and a real ε > 0, computes
a sequence k = {k1, . . . , kr} of hidden edges, which guarantees ε-equivalence of
a linear axis Lk(P ) to the medial axis M(P ), where ki is the number of hidden
edges at reflex vertex vi, and r is the number of reflex vertices of P . The algorithm
itself differs from the one proposed in [7] only in minor details, but for the case
of general polygons, a more complicated proof of correctness is required.

In this section, without loss of generality, let us suppose that for an edge (u, v)
of a planar graph, u denotes its leftmost endpoint. If u and v lie on the same
vertical line, the choice of u is inessential.

Definition 7. For a non-ε-edge (u, v) shared by the Voronoi cells V C(S1) and
V C(S2), a left neighbor of (u, v) is any site S 
= S1, S2, such that at least one
vertex of V C(S) belongs to C(u). The right neighbors are defined analogously.

Definition 8. A conflicting pair for a non-ε-edge of M(P ) is formed by its
left and its right neighbor, at least one of those being a reflex vertex.

The algorithm handles all conflicting pairs for all non-ε-edges of P in an arbitrary
order, and bounds the propagation speed of the reflex vertices so that existence of
a barrier, which separates the linear cells of any two sites forming a conflicting
pair for this edge, is assured. Finally, a number of hidden edges sufficient for
observance of speed limitations is calculated for each reflex vertex.

Algorithm ComputeHiddenEdges(P, ε)
Input: a general polygon P and a real constant ε > 0.
Output: the number ki of hidden edges for each reflex vertex vi, such that a linear
axis Lk(P ) is ε-equivalent to the medial axis M(P ), where k = {k1, . . . , kr}, r –
the number of reflex vertices of P .

1. Compute the medial axis M(P ).
2. For each reflex vertex Sj of P :

Let αj be the size of the internal angle at Sj.
/* Initialize the speed sj of the vertex Sj . */
if αj ≥ 3π/2 then sj = 1

cos((αj−π)/4)

else sj = 1
cos((αj−π)/2)
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3. ComputeConflictingSites(ε).
4. For each pair of conflicting sites Si, Sj for each non-ε-edge (u, v):

HandleConflictingPair(u, v, Si, Sj).
5. For each reflex vertex Sj of P : kj = � αj−π

2 cos−1(1/sj)�.

At step 2, each reflex vertex is assigned its initial speed (see Lemmas 1 and 2).

ComputeConflictingSites(ε): for each non-ε-edge (u, v), the ε-clusters C(u) and
C(v) are retrieved, the left and the right neighbors of (u, v) are determined, and
the conflicting pairs (Si, Sj) for (u, v) are formed.

HandleConflictingPair(u, v, Si, Sj): relative placement and types of u, v, Si, and
Sj are analyzed, the bound on the speed of any reflex vertex from the conflicting
pair (Si, Sj) is calculated, and then its speed is updated if needed. The details
can be found in [6]. Though the notion of a barrier was not explicitly introduced
in [6], barriers appeared there as an auxiliary structure exploited in the proofs.
In particular, the thorough analysis carried out in [6] implies that it is always
possible to bound the speed of the reflex vertex/vertices from (Si, Sj), so that
there will exist a barrier on (u, v) separating the cells LC(Si) and LC(Sj).

At Step 5, for any reflex vertex Sj , the smallest number of hidden edges is
calculated, which guarantees that the speed of Sj will be bounded by the value sj

obtained at the previous step.

Correctness of the algorithm. First, let us show that the linear cells of a
non-conflicting pair of sites formed by a left and a right neighbor of some non-
ε-edge (u, v), both being edges of P , can be separated with a barrier having the
center at any point from (u, v).

Lemma 15. For any edge S of polygon P , LC(S) ⊂ V C(S).

Proof. Suppose for contradiction that for some edge S of P , LC(S) does not
lie inside V C(S). Then there exists a point p ∈ LC(S), such that p /∈ V C(S).
Denote by S′ the site, for which p ∈ V C(S′). Let p0 be the closest point to p
from S′. Denote by d the distance from p to S; observe that d > d(p0p).

Note that if the linear offset of any site S∗ sweeps two points q1 and q2 at
time t1 and t2, respectively, then d(q1, q2) ≥ |t2 − t1|.

Segment p0p may traverse several linear cells. Denote by p1, . . ., pk the inter-
section points of p0p with the edges of Lk(P ) (in the same order as they occur
when moving along the segment from p0 to p1); let pk+1 = p. Let t0 = 0; denote
by ti the time, at which pi is swept by the linear wavefront, where 1 ≤ i ≤ k +1.
Denote by tl the time at which p is swept by the linear offset of S.

Any segment pi−1pi lies inside some linear cell; therefore, d(pi−1, pi) ≥ |ti −
ti−1|, where 1 ≤ i ≤ k + 1. Summing up these inequalities, we get d(p0, p) ≥∑k+1

i=1 |ti − ti−1| ≥ tl = d > d(p0, p), which is a contradiction.

Corollary 2. Linear cells of two edges Sl and Sr of P being a left and a right
neighbor of a non-ε-edge (u, v) of M(P ), respectively, do not cross a barrier with
the center at any point of (u, v).
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Fig. 3. The linear cell LC(S1) crosses the barrier b from the left, and the cell LC(S2)
crosses b from the right

Definition 9. Let (u, v) be a non-ε-edge of M(P ); let S be a site S 
= S1, S2,
where (u, v) is shared by V C(S1) and V C(S2), such that LC(S) crosses a barrier
b(u,v). We say that the linear cell LC(S) crosses the barrier b(u,v) from the
left if the part of LC(S) lying on the left from b(u,v) contains S. A crossing
from the right is defined analogously (Fig. 3).

Note that due to simple connectivity of cells, a crossing cannot be made simul-
taneously from the left and from the right.

Lemma 16. For any non-ε-edge (u, v) of M(P ), there exists a barrier b
(u,v)
c0 ,

such that the linear cells of the left neighbors of (u, v) do not cross b
(u,v)
c0 from

the left, and the linear cells of the right neighbors of (u, v) do not cross b
(u,v)
c0

from the right.

Proof. Let Sl be a left neighbor of (u, v). Note that if LC(Sl) does not cross from
the left some barrier b

(u,v)
c , then LC(Sl) does not cross from the left a barrier

b
(u,v)
z for any z between c and v. A similar property holds for the right neighbors.

Let T be a matrix, the rows of which correspond to the left neighbors of (u, v),
and the columns – to the right ones. Parameterize (u, v) so that t(u) = 0,
t(v) = 1. For any pair (Sl, Sr) consisting of a left and a right neighbor of (u, v),
consider a barrier b

(u,v)
c separating LC(Sl) and LC(S2), and let T [Sl, Sr] = t(c).

Choose c0 such that maxSl
(minSr T [Sl, Sr]) ≤ t(c0) ≤ minSr (maxSl

T [Sl, Sr]).
The left inequality implies that no linear cell of a left neighbor of (u, v) crosses
b
(u,v)
c0 from the left, and the right one – that no linear cell of a right neighbor

of (u, v) crosses b
(u,v)
c0 from the right.

Lemma 17. For any non-ε-edge g of M(P ), the barrier bg
c0

constructed in
Lemma 16 is contained in LC(S1) ∪ LC(S2), where S1 and S2 are the sites,
such that V C(S1) and V C(S2) share the edge g.

Proof. Suppose for contradiction that there exists a site S 
= S1, S2, such that
LC(S) intersects bg

c0
. Consider all non-ε-edges, exactly one endpoint of any of

which is reachable along an ε-path from some node incident to V C(S). Denote
the set of all such edges by ES , and construct a barrier for each e ∈ ES , as
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described in the proof of Lemma 16. The union of these barriers forms an obsta-
cle O that cuts out of P a connected polygonal region PO(S), inside which lie,
in particular, all the nodes of V C(S), and thus, entire V C(S), and S itself.

Therefore, V C(S) cannot cross any barrier on g, if g lies outside of PO, or if
g ∈ ES . It follows that g must lie inside PO. But then S is both its left and its
right neighbor, and V C(S) cannot cross bg

c0
by construction of the latter.

To summarize, we have constructed barriers, which satisfies the condition of
Theorem 1 for all non-ε-edges of P (and in particular, for those connecting
nodes from different ε-clusters). This proves correctness of the algorithm.

Theorem 2. The sequence of hidden edges computed by the algorithm Com-
puteHiddenEdges provides a linear axis ε-equivalent to the medial axis.

Time complexity of the proposed algorithm depends on the number of conflicting
pairs reported at step 3. This number, in its turn, depends on the sizes of ε-
clusters. If any ε-cluster consists of a constant number of vertices, the total
number of conflicting pairs will also be linear. Any pair of conflicting sites in
handled in constant time. Therefore, all the steps of the algorithm except for
the medial axis computation will be performed in linear time.

4.2 Linear Axis Computation

After the sequence of hidden edges is obtained, a linear axis ε-equivalent to the
medial axis can be computed from the latter in linear time. For this part of the
task, the algorithm proposed by Tanase and Veltkamp [7]can be applied without
any modification. The key idea is to reconstruct each dual ε-cluster separately.
The details can be found in [7], [6].

Theorem 3. Let P be a general polygon with n vertices and a constant num-
ber of nodes in each ε-cluster of the medial axis. For a given ε > 0, a linear
axis Lk(P ) ε-equivalent to the medial axis M(P ) can be computed from the lat-
ter in linear time. If the medial axis is not pre-computed, the time complexity of
the proposed algorithm amounts to O(n log n).

Alternatively, one can obtain a linear axis Lk(P ) by computing the straight
skeleton S(P k) of the polygon P k, and removing from S(P k) the edges incident
to the reflex vertices of P k (for the case of a simple polygon, this was pointed out
in [7]). However, the fastest known algorithm, which computes the straight skele-
ton of a general polygon with r reflex vertices, requires O(n1+ε +n8/11+εr9/11+ε)
time and space, for any fixed ε > 0 [3].

5 Concluding Remarks

A linear axis of a simple polygon has successfully proved its utility, being applied
to the problem of shape retrieval [6]. We expect that our generalization of its
notion and of the method for its efficient computation to the case of general
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polygons will enhance its applicability in the context of shape retrieval as well as
in correspondence to other problems, which can be solved by means of skeletons.
In particular, such expectations are due to a close relationship of a linear axis
to the medial axis and the straight skeleton.

An interesting and challenging task for future work will be to create a robust
implementation of the proposed algorithm and to investigate its behavior.
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Abstract. For path planning, an optimal path is defined both by its length and 
by its clearance from obstacles. Many motion planning techniques such as the 
roadmap method, the cell decomposition method, and the potential field method 
generate low quality paths with redundant motions which are post-processed to 
generate high quality approximations of the optimal path. In this paper, we 
present a ( )( )2 logO h n k+  algorithm to optimize a path between a source and a 
destination in a plane based on a preset clearance from obstacles and overall 
length, where h  is a multiple of the number of vertices on the given path, n  is 
a multiple of the number of obstacle vertices, and k  is the average number of 
obstacle edges against which the clearance check is done for each of the ( )2O h  
queries to determine whether a potential edge of the path is collision-free. This 
improves the running time of the geometric algorithm presented by 
Bhattacharya and Gavrilova (2007) which already generates a high quality 
approximation of the optimal path.  

Keywords: optimal path, shortest path, clearance from obstacles, convex hull. 

1   Introduction 

The objective of path planning or motion planning is to find a collision free path from 
a start configuration to a goal configuration among a set of obstacles in the given 
environment. This problem has applications in many fields, such as mobile robots [1, 
2, 3, 4, 5], manipulation planning [6, 7, 8, 9], CAD systems [10], virtual environments 
[11], protein folding [12] and humanoid robot planning [13, 14]. The quality of the 
computed path can be evaluated in terms of its length, its clearance from obstacles, 
and its smoothness or in terms of a combination of these and other factors [15, 16]. In 
this paper, an optimal path in two dimensions is defined based on its length and a 
preset clearance from obstacles. 

The fundamental difference between the existing approaches to the path planning 
problem depends on how the connectivity among obstacles is represented. These 
approaches can be classified into three basic categories, which are the roadmap 
method [17, 18], the cell decomposition method [19, 20], and the potential field 
method [21, 22]. In the roadmap method, the connectivity of the free space is captured 
with curves or straight lines. In the cell decomposition method, the free space is 
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discretized using cells so that the edges of the cells represent the connectivity. In the 
potential field method, a potential function is assigned to each obstacle and the 
topological structure of the free space is derived in the form of minimum potential 
valleys, where an object moving along the path is attracted towards its goal position 
while being repelled from obstacles [15, 16]. Most of the planning techniques under 
the above categories result in low quality paths i.e. paths that have many unnecessary 
motions. The clearance of the resulting path from obstacles may also be higher than 
required resulting in longer paths. This often happens for configurations where the 
obstacles are far apart. For example, Fig. 1(a) and 1(b) show the redundant motions in 
the shortest path obtained from the roadmap derived from the Voronoi diagram and 
the vertical cell decomposition method respectively. It is therefore evident that some 
post-processing of the obtained path is required to make it approximately optimal 
based on the user defined criteria. 

 

Fig. 1. Redundant motions in (a) the shortest path obtained from the Voronoi diagram based 
roadmap [15], and (b) the shortest path obtained from the vertical cell decomposition method 
[15]. The source and target are marked with S  and T  respectively. 

In general, most applications in the area of path planning require a shortest path 
between a source and a destination because redundant motions are unexpected. For 
safety reasons, the path should also keep some preset amount of clearance from the 
obstacles. It is worth noting that minimizing the path length and maximizing the 
clearance seemingly contradict each other as increasing the clearance results in a 
longer path while reducing the path length necessarily reduces the clearance from 
obstacles [15, 16]. Thus, the optimal path has to offer shortest possible length 
providing the required clearance. Fig. 2 illustrates this idea. It is also desirable to 
minimize the number of maneuvers because this simplifies the required actions for a 
driver or controller [14]. 

Two different processing phases have been found in the literature for computing a 
path between a source and a destination. Firstly, a path that satisfies some criteria can 
be chosen from a collection of paths generated by some path planning technique. This 
can be referred to as preprocessing. Secondly, a path can be optimized in a post-
processing phase [14]. In this paper, we will assume that a path in the correct 
homotopic class is given which is not necessarily optimal without any assumption 
about the preprocessing technique through which the path is obtained. The algorithm  
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Fig. 2. (a) Initial shortest path obtained from the Voronoi diagram based roadmap [16],                 
(b) Optimized shortest path with zero clearance [16],  and (c) Optimized shortest path with 
some preset nonzero clearance (zoomed path on the right) [16] 

developed under this study theoretically improves the running time of the previous 
geometric algorithm presented by Bhattacharya and Gavrilova [15, 16], which 
generates a high quality approximation of the optimal path. 

2   Background Literature 

As mentioned in the previous section, the current path planning techniques generate 
low quality paths which are usually far from optimal. In recent years, improving the 
path quality has therefore received significant attentions from the researchers. A 
method that combines the Voronoi diagram, the visibility graph and the potential field 
approaches to path planning into a single algorithm to obtain a tradeoff between the 
safest and the shortest paths can be found in [23]. Although the obtained path length 
is shorter than those obtained from the potential field method or the Voronoi diagram, 
it is still not optimal and the presented algorithm is fairly complicated. The path 
exhibits bumps and unnecessary turns and it is not smooth.  

Another recent work on reducing the length of the path obtained from a Voronoi 
diagram can be found in [24]. The method involves constructing polygons at the 
vertices in the roadmap where more than two Voronoi edges meet. The path is 
smoother and shorter than that obtained directly from the Voronoi diagram but 
optimality is not achieved. In [25], the authors create a new diagram called the ( )cVV  
diagram which stands for Visibility-Voronoi diagram for clearance c . The motivation 
behind their work is similar to ours i.e. to obtain an optimal path for a specified 
clearance value. The diagram evolves from the visibility graph to the Voronoi 
diagram with the increasing value of c . Unfortunately, as the method is visibility 
based, the processing time is 2( log )O n n  which makes it impractical for large spatial 
datasets. 
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A recent work on clearance based path optimization can be found in [14]. It 
maximizes the clearance of the path obtained from the probabilistic roadmap method 
by retracting the path to the medial axis. This results in a better path which still may 
not be optimal as the clearance may be more than what is actually required, resulting 
in a longer than necessary path.  

A general method for refining a path obtained from a roadmap based on classical 
numerical optimization techniques can be found in [26]. The authors apply costs to 
each edge and use an augmented Dijkstra’s algorithm to determine the resulting path. 
The edges that are nearer to obstacles are assigned higher costs. There is no guarantee 
that the method will generate an optimal path because the path is constrained to the 
edges in the roadmap. To improve the smoothness of the path obtained from the 
roadmap, a B-spline approximation was used in [18]. 

Almost all of the heuristics found in the literature post-process the path to reduce 
its length. The shortcut heuristic is most frequently used because it seems to work 
well in practice and is simple to implement. Under this heuristic, a configuration 
consisting of two vertices ip  and jp  are chosen on the path. If the straight-line motion 

between ip  and jp  is collision-free, that motion replaces the original part. The 

configurations can be chosen randomly [10, 27, 28, 29, 30, 31], or deterministically 
[6, 9, 32]. Some variants of this heuristic have also been proposed [6, 9, 28, 32]. 
Another class of heuristics creates extra vertices around the path [8, 9, 12, 31]. 

We will compare our algorithm with a very recent algorithm by Bhattacharya and 
Gavrilova [15, 16] which initially uses the shortcut heuristic to obtain a shorter path 
which is not necessarily optimal. Then it does an iterative refinement of the resulting 
path by creating extra samples along the path in a certain manner followed by the 
application of shortcut heuristic once again. In this way, the authors obtain a high 
quality approximation of the optimal path respecting a preset clearance. The shortcut 
heuristic removes all the redundant vertices and generates a path with minimum 
number of edge connections. The authors achieved a running time of ( )( )2

1 1logO h n k+  

for the shortcut heuristic where 1h  is the number of vertices on the initial shortest path 

obtained from a path planning technique, n  is a multiple of the number of obstacle 
vertices, and 1k  is the average number of obstacle edges against which clearance 

check is done on each of the ( )2
1O h  queries to determine whether a potential edge of 

the path is collision-free. Achievement of this running time was possible because the 
authors maintain a quadtree of the minimum bounding boxes of the obstacles edges. 
As a result, they can report the obstacles edges whose minimum bounding boxes 
overlap with the expanded (in all four directions by the amount of clearance) 
minimum bounding box of a potential edge of the path in ( )logO n  time. Then the 

clearance check is carried out only for the few reported obstacle edges.  
As mentioned earlier, the authors then perform an iterative refinement of the 

resulting path which they refer to as corner-cutting technique.  Fig. 3 illustrates how it 
works. In this step, the authors add Steiner points on the edges of the path at regular 
interval Δ . Let V  be a vertex on the path other than the source and the destination. 
Let 1e  and 2e  be the two edges incident on V . They define the first Steiner point 

along 1e  as a point that lies on 1e  at Δ  distance away from ,V  the second Steiner 
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point is 2Δ  distance away from V  and so on. Then they try to connect the first Steiner 
point on 1e  with that on 2e . If the connecting edge satisfies the minimum clearance, 

they move to the second Steiner points along both of the edges and try to connect 
them. They continue this process until an intersection is detected, or the clearance 
from obstacles falls below the required minimum clearance, or the end point of one of 
the incident edges on V  is reached. They then replace V  with the last pair of Steiner 
points that they could successfully connect introducing a new edge. If they fail to 
connect even the first pair of Steiner points along the two incident edges, they retain 
V . They then move to the next vertex along the path and repeat the same process. 
When no more reduction in path length is possible for any of the vertices, they double 
the resolution (i.e. set the interval between Steiner points along the edges to / 2Δ ) and 
repeat the process. The iteration continues until the resolution reaches a maximum 
pre-calculated value. The solid line in Fig. 3 is the one they pick as a new edge. Its 
end-points (in proper sequence) replace V  [15, 16]. 

 

Fig. 3. Conner-cutting technique: with each iteration, an edge of the path gets closer to the 
obstacle [15] 

The running time of this method is ( ) ( )( )2 2logO h s n kβ + +  where β  is the average 

number of iterations executed for each vertex on the path to introduce a new edge, 2h  

is the number of vertices on the path after the first application of shortcut heuristic, s  
is the number of Steiner points which became part of the resulting path, and 2k  is the 

average number of obstacle edges against which clearance check is done on each of the 
( )2h sβ +  queries to determine whether a potential edge of the path is collision-free.  

After this iterative refinement step, the resulting path can have some unnecessary 
vertices which are removed by applying the shortcut heuristic once again. This time, 
applying the shortcut heuristic takes ( )( )2 logf fO h n k+  time, where fh  is the number of 

vertices on the resulting path after iterative refinement, and fk  is the average number 

of obstacle edges against which clearance check is done on each of the ( )2
fO h  queries 

to determine whether a potential edge of the path is collision-free. The optimized 
paths shown in Fig. 2 are computed using their algorithm. 

Our proposed algorithm is able to produce the shortest possible path given a preset 
clearance from obstacles and achieves the running time of ( )( )2 logO h n k+  which is 

much lower than the overall running time of ( )( )2 logf fO h n k+  achieved by the 

geometric algorithm presented by Bhattacharya and Gavrilova [15, 16] because 
fh h<<  in general. 
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3   Algorithm for Path Optimization 

The path optimization problem under consideration can be defined as in Problem 3.1. 

Problem 3.1. Given a path with 1h  vertices between a source and a destination 

among a set of polygonal obstacles in the plane, find a path of minimum length 
subject to clearance c  from obstacles. 

In this paper, the clearance c  refers to the minimum distance that the optimal path 
must maintain from obstacles. Thus, the distance between any arbitrary point on any 
of the obstacles and any arbitrary point on the optimal path must be at least .c  At first, 
we apply the shortcut heuristic to remove the redundant vertices from the given path. 
The variant of the shortcut heuristic we use tries to connect the vertex ip  with the 

vertex  jp  on the path as illustrated in Fig. 4. 

 

Fig. 4. (a) The edge i jp p  is not collision-free, (b) The edge i jp p  is collision-free, thus the 
sequence of vertices 1 1~i jp p+ −  has to be discarded from the path 

If the edge i jp p  is collision-free, the sequence of vertices 1 1~i jp p+ −  is discarded 

from the path. We provide the pseudocode for the shortcut heuristic in Algorithm 3.1. 

 
Algorithm 3.1.  RemoveRedundantVertices( ,path P clearance c  ) 

  
Requires: A sequence of 1h  vertices that defines the path ,P  and the preset clearance c  

1: for 1i =  to P  Step 1 do 

2:  for j P=  to 2i +  Step 1−  do 

3:   if i jp p  is collision-free  then 

4:    1 1\ ~i jP P p p+ −←  

5: return P  
  

Algorithm 3.1 achieves the running time of ( )( )2
1 1logO h n k+  where 1h  is the number 

of vertices on the given path, n  is a multiple of the number of obstacle vertices, and 

1k  is the average number of obstacle edges against which clearance check is done on 
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each of the ( )2
1O h  queries to determine whether a potential edge of the path is 

collision-free. To prove this, we state the following lemma based on the collision-
checking algorithm used in [15, 16]. 

Lemma 3.1. The obstacle edges whose minimum bounding boxes overlap with the 
expanded minimum bounding box of the edge i jp p  can be determined in (log )O n  time. 

The idea is to maintain a quadtree of the minimum bounding boxes of the obstacles 
edges [15, 16]. As a result, obstacle edges whose minimum bounding boxes overlap 
with the expanded (in all four directions by the amount of clearance c ) minimum 
bounding box of a potential edge of the path can be reported in ( )logO n  time. Then 

the clearance check is carried out only for the few reported obstacle edges. Thus, if 1k  

is the average number of obstacle edges against which clearance check is done on 
each of the ( )2

1O h  queries in Algorithm 3.1 to determine whether i jp p  is collision-

free, we can state the following lemma regarding the running time of Algorithm 3.1. 

Lemma 3.2. Given a path with 1h  vertices between the source and destination, the 

redundant vertices along the path can be removed in ( )( )2
1 1logO h n k+  time. 

Let ( )2 2 1h h h≤  be the number of vertices remaining on the path after applying 

Algorithm 3.1. Now we will consider this path with 2h  vertices for further 

optimization. Let us focus on our definition of the optimal path. Consider the simplest 
case where 2 3h =  as illustrated in Fig. 5. 

 

Fig. 5. The optimal path between the source S  and target destination T  is shown with dashed 
edges and circular patches between each pair of consecutive dashed edges 

The explanation of this simple case may facilitate the understanding of the general 
case. In Fig. 5, the optimal path between the source S  and target destination T  is 
shown with dashed edges and circular patches between each pair of consecutive 
dashed edges. Here, all the circles are of radius c  (the preset clearance) to offer the 
minimum amount of clearance from the obstacle. The first dashed edge is a segment 
of the tangent to a circle passing through S . The last dashed edge is also a 
segment of the tangent to a circle passing through T . Each of the remaining 
dashed edges is a segment of a tangent to two circles. 
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By virtue of Algorithm 3.1, we know that any vertex ip  on the resulting path cannot 

be connected to the vertex 2ip +  because the edge 2i ip p +  is not collision-free. Now, how 

can we determine the obstacle vertices where the circles are placed in Fig. 5? An 
important observation which forms the basis of our algorithm is illustrated in Fig. 6. 

 

Fig. 6. Determining the vertices of the optimal path when the preset clearance 0.c =  

The observation is that the vertices at which the circles of radius c  are placed can 
be determined from the convex hull of 2,i ip p +  and the set of obstacle vertices enclosed 

in the triangle 1 2i i ip p p+ +Δ . Based on this observation, we state the following lemma. 

Lemma 3.3. When a point robot cannot move from a vertex ip  to a vertex 2ip +  on a 

straight line, it starts moving along the edges of the convex hull of 2,i ip p +  and the set 

of obstacle vertices enclosed in the triangle 1 2i i ip p p+ +Δ  to follow the optimal path. 

In Lemma 3.3, point robot refers to an object whose volume is theoretically zero. 
Based on this lemma, we then compute a path sP  between the source and the 
destination with zero clearance from the obstacles using Algorithm 3.2. 

 
Algorithm 3.2.  ComputeShorterPath( ,path P clearance c  )  
  
Requires: A sequence of 2h  vertices that defines the path ,P  and the preset clearance c  

 
1: sP φ←  

2: { }1
s sP P p← ∪   

3: δ φ←  

4: 1 nullδ ←  

5: 2j =  

6: for 1i =  to 2P −  Step 1 do 

7: { } ( )2 1 2,i i i i iH p p ObstacleVerticesIn p p p+ + +← ∪ Δ  

8: ( )H ConvexHull H←  { }1 2,i iHH p H p += =  

9: { }2\ ,s s
i iP P H p p +← ∪  

10: if 2 1( ) ( ) 0i i i ip p p p+ +− × − <  then 

11: D right←  
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12: else 
13: D left←  

14: for 1i =  to 2H −  Step 1 do 

15: j Dδ ←  

16: 1j j← +   

17: 1
s s

iP P P+← ∪  

18: j nullδ ←  

19: for 1i =  to sP  Step 1 do 

20: for sj P=  to 2i +  Step 1−  do 

21: if s s
i jp p  is collision-free  then  

22: 1 1\ ~s s s s
i jP P p p+ −←  

23: 1 1\ ~i jδ δ δ δ+ −←  

24: return sP  and δ   
  

Algorithm 3.2 is now explained in detail. What it simply does is – given a path P  
with 2h  vertices, it computes a path sP  between the source and the destination with 

zero clearance from obstacles ensuring that sP  can be retracted later to provide a path 
with the preset nonzero clearance c . In addition, it computes an ordered sequence of 
directions δ  where iδ  tells whether the vertex s

ip  will lie to the left or to the right of 

the directed optimal path to be computed with a nonzero clearance.  

 

Fig. 7. Two sample configurations of how sP  is determined 

Fig. 7 demonstrates how sP  is determined in Algorithm 3.2 by two sample 
configurations, one in Fig. 7(a) and 7(b) and the other in Fig. 7(c) and 7(d). The 
vertices of sP  are marked with squares in Fig. 7(b) and 7(d).  
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Steps 1 to 5 are initialization steps. The source vertex 1p  is included in sP  at step 

2. At step 4, null  is assigned to 1δ  because no direction value is required for the 

source vertex.  The for loop at step 6 controls the position of the triangle 1 2i i ip p p+ +Δ .  

At step 7, the set H  is defined as the union of the set of vertices { }2,i ip p +  and the 

obstacle vertices enclosed in the triangle 1 2i i ip p p+ +Δ . At step 8, H  is redefined to 

represent the convex hull of the union of { }2,i ip p +  and the obstacle vertices enclosed 

in the triangle 1 2i i ip p p+ +Δ . Then at step 9, the vertices of the convex hull except ip  and 

2ip +  are included in .sP  In steps 10 to 16, the sequence of directions δ  is computed 

based on the sign of the cross product of the vectors 2( )i ip p+ −  and 1( ).i ip p+ −  At step 

17, sP  is updated to include the destination vertex. null  is assigned to jδ  at step 18 

because no direction value is required for the destination vertex.  
The sequence of vertices in sP  after the execution of steps 1 to 18 still does not 

form the shortest path as demonstrated in Fig. 8. The vertex marked with circle in Fig 
8(b) is redundant. To get rid of these redundant vertices, the shortcut heuristic is 
applied once again on sP  in steps 19 to 23. The collision-free  check at step 21 ensures 
clearance c  from obstacles which is required for further optimization in Algorithm 
3.3. At step 23, the direction values corresponding to the discarded vertices are 
eliminated.  

 

Fig. 8. Unnecessary vertices (marked with circle) introduced in sP  

To analyze the running time of Algorithm 3.2, we state the following lemma which 
follows from Lemma 3.1. 

Lemma 3.4. The obstacle edges whose minimum bounding boxes overlap with the 
axis-parallel minimum bounding box of the triangle 1 2i i ip p p+ +Δ  can be determined in 

(log )O n  time. 

Thus, after determining the obstacle edges whose minimum bounding boxes overlap 
with the axis-parallel minimum bounding box of the triangle 1 2i i ip p p+ +Δ  in (log )O n  

time, the obstacle vertices enclosed in the triangle can be determined in computation 
time linear on number reported obstacle edges. This is done by the call to 

( )1 2i i iObstacleVerticesIn p p p+ +Δ  at step 7 of Algorithm 3.2. 
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Under the for loop at step 6 of Algorithm 3.2, step 7 requires maximum running 
time because it involves query to the quadtree of obstacle edges. Thus, based on 
Lemma 3.1 and Lemma 3.4, steps 1 to 18 of Algorithm 3.2 achieve the total running 
time of ( )( )2 2logO h n k+  where 2k  is the average number of obstacle edges against 

which clearance check is done on each of the ( )2O h  queries to determine whether 

2i ip p +  is collision-free.  

Now, let h  be the number of vertices in sP  after the execution of step 18 of 
Algorithm 3.2. Based on Lemma 3.2, the shortcut heuristic applied on h  vertices in 
steps 19 to 23 takes ( )( )2 logO h n k+  running time where k  is the average number of 

obstacle edges against which clearance check is done on each of the ( )2O h  queries to 

determine whether 2i ip p +  is collision-free at step 21. Thus, Algorithm 3.2 achieves the 

running time of ( )( )2 logO h n k+ . 

Now let us compute the optimal path with a preset nonzero clearance .c  

 
Algorithm 3.3.  ComputeOptimalPath( ,spath P  ,direction-sequence δ  clearance c  ) 

 
Requires: A sequence of vertices that defines the shortest path ,sP  direction sequence ,δ  and 
the preset clearance c  
 

1: tP φ←  

2: 1
t t sP P p← ∪  

3: Compute the tangent point π  on the circle with radius c  centered at 2
sp  so that the 

tangent passes through 1
sp  and the vertex 2

sp  that lies on the 2δ  side of the directed 

edge 1 .sp π  

4: t tP P π← ∪   

5: for 2i =  to 2sP −  step 1 do 

6: Compute the tangent 1 2π π  such that (i) the tangent points 1π  and 2π  lies on 

the circles with radius c  centered at s
ip  and 1

s
ip +  respectively, (ii) the 

vertex s
ip  lies on the iδ  side of the directed edges 1 2π π , and (iii) 1

s
ip +  lies 

on the 1iδ +  side of the directed edge 1 2π π . 

7: { }1 2,t tP P π π← ∪  

8: Compute the tangent point π  on the circle with radius c  centered at s
ip  so that the 

tangent passes through 1
s
ip +  and the vertex s

ip  lies on the iδ  side of the directed edge 

1.
s
ipπ +  

9: { }1,t t s
iP P pπ +← ∪  

10: optP φ←  

11: 1
opt opt tP P p← ∪  

12: for 1i =  to 2sP −  step 1 do 
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13: if i rightδ =  then 

14: cP ←  Set of sampled vertices on the circle of radius c  centered 

at 1
s
ip +  starting from 2

t
ip  to 2 1

t
ip +  in clockwise order. 

15: else 
16: cP ←  Set of sampled vertices on the circle of radius c  centered 

at 1
s
ip +  starting from 2

t
ip  to 2 1

t
ip +  in anticlockwise order. 

17: opt opt cP P P← ∪  

18: 1
opt opt t

iP P p +← ∪  

19: return optP  
 

Given the path sP  between the source and the destination, direction sequence ,δ  
and the preset clearance c , Algorithm 3.3 produces the optimal path optP  between the 
given source and destination. In a trivial case, the produced path will look like the 
optimal path shown in Fig. 5. In steps 1 to 9, a subset of the vertices on the optimal 
path represented as tP  is determined without the circular patches connecting the pairs 
of consecutive tangent segments. Then in steps 10 to 18, the circular patches between 
the pairs of consecutive tangent segments are sampled and included in optimal path 

optP  in addition to the source and destination vertices. It is easy to see that the 
running time of Algorithm 3.3 is ( )sO P u  where u  is the average number of sample 

vertices generated on the circular patches using the parametric equation of the circle. 
It is worth noting that optimal path computed by our proposed algorithm will 

consist of only straight lines and circular patches. Thus, the circular patches can be 
sampled in high frequency in steps 14 and 16 of Algorithm 3.3 to produce an optimal 
path which is theoretically better than the high quality approximation of the optimal 
path produced by the previous geometric algorithm presented in [15, 16]. 

Thus, our path optimization technique first applies Algorithm 3.1 with running 
time ( )( )2

1 1logO h n k+  on the given path P  with 1h  vertices, which may initially involve 

redundant motions and more than required clearance from obstacles. Second, it 
applies Algorithm 3.2 with running time ( )( )2 logO h n k+  on the resulting path from 

Algorithm 3.1 to obtain the path sP . Finally, it applies Algorithm 3.3 with running 
time ( )sO P u  on the resulting path from Algorithm 3.2 to obtain an optimal path with 

minimum length subject to clearance c  from obstacles. Among these three 
algorithmic steps, Algorithm 3.2 consumes the highest computation time. Thus, the 
overall time complexity of our path optimization technique is ( )( )2 logO h n k+ . Based 

on the reasoning presented so far, we now state the following theorem. 

Theorem 3.1. Given a path with 1h  vertices between a source and a destination among 

a set of polygonal obstacles in a plane, a path of minimum length subject to clearance 
c  from obstacles i.e. an optimal path can be computed in ( )( )2 logO h n k+  time, where 

h  is a multiple of 1h , n  is a multiple of the number of obstacle vertices, and k  is the 

average number of obstacle edges against which clearance check is done on each of 
the ( )2O h  queries to determine whether a potential edge of the path is collision-free. 
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4   Conclusions 

In this paper, we presented an improved geometric algorithm for path optimization 
based on a preset clearance from obstacles and the overall length. Our algorithm 
achieves the running time of ( )( )2 logO h n k+  which is much lower than ( )( )2 logf fO h n k+  

achieved by the very recent geometric algorithm presented in  [15, 16], as fh h<<  in 

general. Based on the reasoning provided in Section 3, we also conclude that the 
optimal path produced by our algorithm is theoretically better than the high quality 
approximation of optimal path produced by the algorithm presented in [15,16]. The 
proposed algorithm is currently under implementation. Our future work will involve 
investigating the possibility of generalizing the proposed algorithm to higher 
dimensions. 
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Abstract. Next generation of GIS software should be able to manipulate and 
analyse complex situations of real world phenomena. One of the desired 
components in such software or system is the geometric modeling that works 
with 3D spatial operations. This paper presents a portion of problem that we 
currently attempt to solve, that is the 3D spatial operations for Geo DBMS. 
Some popular spatial operations in 3D GIS for example 3D XOR, 3D union, 3D 
intersection, and 3D difference are vital for 3D spatial analysis and forms major 
discussion of this paper and part of our research effort to address the 3D GIS 
problem. To formulate this research in a suitable way, our approach is to 
develop the new 3D data type, polyhedron, within geo-DBMS. The basic idea is 
to relate the implementation of intersection point in 3D planar polygon (Chen 
and Abdul-Rahman, 2006) into the geometrical modeling for 3D spatial 
operations. The approach works and we highlighted the results by using the real 
world data sets. The research shows that the essential mathematical algorithms 
are applicable for real world objects and provides a solution towards a full 3D 
analytical operation in future.  

Keywords: 3D spatial operations, geo-DBMS, and 3D GIS. 

1   Introduction 

There are several aspects need to be addressed in GIS research, one of them is the 
geometrical modelling for 3D spatial operations in geo-DBMS environment. 
Common 2D operation tools like polygon overlay, merging and dissolving polygons 
and lines, or even buffering operation in analytical-based geographic information 
systems. However, adding the third dimension to 2D GIS, most of the spatial tools 
become more complicated. The initial problem happens in spatial modeling. Different 
spatial models deal with different geometrical modeling in solving its spatial 
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analytical operations. In literature (3D FDS – Formal Data Structure by Molenaar 
(1990); TEtrahedral Network – TEN by Pilouk (1996); the 3D TIN-based OO model 
by Abdul-Rahman (2000); the Simplified Spatial Model - SSS by Zlatanova (2000); 
the Urban Data Model - UDM by Coors (2003); OO3D by Shi, et al. (2003)), most of 
the spatial models focus on the object construction and topological relationships. 
However, geometrical modeling for spatial operation (within geo-DBMS) is rather 
limited for 3D GIS. In this paper, we concentrate on simple but complete strategy in 
developing multiple spatial operations for 3D GIS.  

The paper is organized in the following order: first, short discussion for the 3D 
objects construction in three-dimension, i.e. polyhedron. Then, the intersection 
between 3D line and 3D planar polygon is discussed in section 3. This process 
involves the determination of intersection 0D feature inside/outside the 3D planar 
polygon, which had been discussed in Chen and Abdul-Rahman (2006). Section 4 
describes the bridging as well as the related methodology for the development of the 
internal and external segments. Section 4 also describes the integration of segments 
for the multiple spatial operations. The experiment and discussions is presented in 
section 5 and the research is concluded in section 6. 

2   Characteristic of Polyhedron 

In this paper, the spatial object involves in the 3D spatial operations is polyhedron. 
Polyhedron is a 3D equivalent of a set of polygon that bounds a solid object. It is 
made up by conectiong all faces, sharing a common edge between two adjacent 
polygons. The most important constrain is all polygons that make up the polyhedron 
have to be planar. This means that all points used to construct a polygon must be in 
the same plane. Fig. 1 denotes a sample of a planar and non-planar polygon. The 
characteristics of a valid polyhedron should have the following rules (Aguilera & 
Ayal (1997), Aguilera (1998)): 

• Flatness – all polygons that bound a single volume of polyhedron must be 
flat. This means all vertices involve in constructing a polygon should be in 
the same plane. The flatness of a polygon can be verified by plane 
equation as follow: 

Ax + By + Cz + D  =  0 (1)

• Polyhedron must be single volume object – a set of polygons that make up 
a polyhedron should be bounded as a single volume. In order to create a 
single volume of polyhedron, some rules must be followed: 

o Each edge (derived out of 2 vertices) should be shared by only 2 
polygons. This rule will result in a simple polyhedron, i.e. outer 
ring will not touch the boundary of the polyhedron. On the other 
hand, if an edge is shared by more than 2 polygons, the 
polyhedron may consist at least 2 volumes.  



 3D Spatial Operations in Geo DBMS Environment for 3D GIS 153 

 

Fig. 1. (a) Planar polygon, and (b) non-planar polygon 

• Simplicity characteristic – as discussed by Arens (2003). However, this 
condition could be simplified by enforcing the construction of a polygon as 
follow: 

o Each edge has exactly 2 vertices only. 
o The starting and ending points of a polygon is same, and will only 

be stored once. E.g. a polygon consists 4 points (a, b, c, d), thus the 
polygon will be stored as (a, b, c, d, a), instead of (a, b, c, d, e), 
although a = e. Any point(s) with same location will be stored only 
once. 

o Polygon must have an area. 
o Lines from a polygon must not self-intersecting. 
o Singularity of polyhedron is not allowed, i.e. lower dimension 

object must not exist in the interior of higher dimension. E.g. point 
will not exist in the interior of line or polygon or polyhedron, line 
will not exist in the interior of polygon or polyhedron. However, 
lower dimension object may exist at the border of higher dimension 
object. This rule may directly avoid polygon intersects with other 
polygon(s) (see Fig. 2). Any polygons that intersect with other 
polygon(s) will not be stored as a part of polyhedron. 

-  

Fig. 2. Polygon intersection causes the singularity of points and line 
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3   Line and Solid Object Intersection  

The 3D spatial operation that involves 2 polyhedrons is the main focus for this paper. 
As mentioned in the previous section, polyhedron is constructed by a set of faces. The 
intersection between 2 polyhedrons will directly relate the intersection between line 
and planar polygon. The first polyhedron is the base object, whereas the second 
polyhedron becomes the target object in this intersection. The 3D line (from first 
polyhedron) is the base object, whereas the 3D planar polygon is the target object (see 
Fig. 3).  

 

Fig. 3. Base and target object 

3.1   Plane Equations 

The intersection between base object (3D line) and target object (3D planar polygon) 
is initial part of the development of 3D spatial operations. Therefore, the plane 
equation (from target object) is important in the intersection. In 3D, one can always 
specify 3 non-collinear points P0=(X0,Y0,Z0), P1=(X1,Y1,Z1), P2=(X2,Y2,Z2) as the 
vertices of a triangle, the most primitive planar object and it can be defined uniquely 
the plane satisfying the following equation: 

    X – X0 Y – Y0 Z – Z0
    X1 – X0 Y1 – Y0 Z1 – Z0 = 0

X2 – X0 Y2 – Y0 Z2 – Z0  

(2) 

This determinant is satisfying general form of plane equation: 

Ax + By + Cz + D = 0, with normal, Pn = (A, B, C) (3)

3.2   Intersection of 3D Line and 3D Polygon 

The plane equations as illustrated in preceeding section will be used in determining 
the line and polygon intersection.  This intersection (i.e. line and polygon) yields a 
point or a line. Fig. 4 shows the intersection between these two primitives. 
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Fig. 4. Intersection results: (a) point, and (b) line – 2 points 

To compute the intersection point between 3D line and 3D polygon, both line and 
plane equation are given as follows (see Fig. 4): 

Y = m1X + c1 (4)

Z = m2X + c2 (5)

where mi = gradient or slope, ci = the y intercept, and i denote an array (1 to n). 
The intersection between 3D line and 3D polygon may imply an impossible 

intersection (see Fig. 5).  

 

Fig. 5. Intersection between 3D line and 3D planar polygon 

4   Intersection of Base and Target Object 

Two solid objects intersect each other as shown in Fig. 6. Since a solid object is 
constructed by a set of faces, and a face is constructed by a series of lines, the 
intersection that involves 3D line and 3D face is discussed. This is because the 
intersection result will be used to define internal and external of base object, so as to 
target object. 
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Fig. 6. Possible intersection between base and target object 

For some cases, each base line may intersect many target faces. Thus, the 
arrangement of intersection points need to be done in a proper manner in order to 
produce a correct trimmed link (see Fig. 7).  

 

Fig. 7. Multiple intersection points 

4.1   Bridging All Related Intersection Points 

After all intersection points were computed and arranged in proper manner, the related 
intersection points will be connected as bridge to form a link. This link denotes as the 
intersection from target solid as a complete intersection toward the base face. The 
target solid B will be as base object, whereas the solid A will become target object in 
order to produce intersection points. The intersection points are useless if they are not 
connected in an appropriate manner. The sequence of each link needs special treatment  
 

 

Fig. 8. Cross-connected link (view from top) 
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in order to produce a correct bridge for further applications. The cross-connected faces 
from the target object will form each link for base object. Fig. 8 denotes the target 
faces intercept the base face. The internal link needs to be defined as a bridge. 

4.2   Internal and External Segments for Base and Target Objects 

After creating the cross-connected link, it will be used to develop two separated 
segments, i.e. internal and external for both base and target solid. Therefore, the total 
of 4 segments will be produced. When a cross-connected link of base object is 
created, it will be used twice in developing the internal and external segments. Both 
implementations work in opposite directions (see Fig. 9). 

 

Fig. 9. Opposite direction of same cross-connected link 

Each base solid object is constructed by a set of faces. Therefore, the base faces are 
used to construct the external segment of base solid, whereas the other internal 
segment (from the same base faces) will be used for target solid. As the base solid is 
completely modeled, the target object will be dealt as a base solid, and vice-versa. 
Consequently, the external segment of base solid (previously was the target solid) will 
be constructed and the internal segment will be implemented in target solid 
(previously was the base solid, see Fig. 10). 

 

Fig. 10. Internal and external segment (view from top) 
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Fig. 11. The internal & external of base and target solids 

The determination of internal and external segments of base and target object, are 
given in Fig. 11.  

4.3   The Internal and External Segments 

The integration of the internal and external of base and target object can be done in 
solving multiple 3S spatial analytical solutions. Some of the popular 3D spatial 
analytical solutions are XOR, DIFFERENCE, INTERSECTION, and UNION (see 
Fig. 12).  

 

Fig. 12. The approaches for (a) 3D DIFFERENCE, (b) 3D UNION, (c) 3D INTERSECTION, 
& (d) 3D XOR 

5   Experiment and Discussions 

This work is implemented within PostgreSQL environment. The existing spatial 
objects available in PostgreSQL are rather limited to 2D (i.e. point, line, and 
polygon), but not 3D primitive object. Thus, 3D polyhedron will be discussed. The 
methodology for the complete implementation is given in Fig. 13.  

Most of the commercial DBMS enable users to create a new user-defined data type 
and functions. In this research, the user-defined data type and functions are written in 
C. The user-defined data type must always have input and output functions. These 
functions determine how the type appears in strings (for input by the user and output 
to the user) and how the type is organized in the memory. The methodology of  
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Fig. 13. The implementation of new 3D datatype & operations for DBMS 

 

Fig. 14. Workflow of creating user-defined datatype/function in PostgreSQL 

creating user-defined data type and function/operation are presented in the flowchart 
as follows: (see Fig. 14) 

The following SQL line denotes a sample of a polyhedron will be defined in 
PostgreSQL: 
 
SELECT * FROM BODYTABLE WHERE PID = 1; 
 
1,POLYHEDRON(PolygonInfo(6,24),SumVertexList(8),SumPolygon
List(4,4,4,4,4,4),VertexList(100.0,100.0,100.0,400.0,100.
0,100.0,400.0,400.0,100.0,100.0,400.0,100.0,100.0,100.0,4
00.0,400.0,100.0,400.0,400.0,400.0,400.0,100.0,400.0,400.
0),PolygonList(1,2,6,5,2,3,7,6,3,4,8,7,4,1,5,8,5,6,7,8,1,
4,3,2)) 
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1) PolygonInfo(6,24) denotes 6 polygons and 24 IDs in PolygonList, 
2) SumVertexList(8) denotes the total vertices, 
3) SumPolygonList(4,4,4,4,4,4) denotes total vertices for each of 

polygon (total polygon is 6, referred to (1)), 
4) VertexList() denotes the list of coordinate-values for all vertices (with 

no redundant), and 
5) PolygonList() denotes the information about each polygon from sets of 

ID. 
 

The experiment is tested using the real dataset of a group of buildings. Two block 
of apartments are selected to be used for the spatial operation as follows (see Fig. 15): 

 

Fig. 15. Two apartments selected from a group of building 

The following SQL statement runs the 3D Difference (see Fig. 16a): 
 
SELECT GMDIFFERENCE3D(a.POLYHEDRON,b.POLYHEDRON) AS 
GM_DIFFERENCE3D FROM test a, test b where a.PID=1 and 
b.PID=2; 
 
 

The result:  
 
GM_DIFFERENCE3D 
--------------------------------------------------------- 
('POLYHEDRON(PolygonInfo(9,42),SumVertexList(14),SumPolyg
onList(4,6,6,4,6,4,4,4,4),VertexList(100,100,100,400,100,
100,400,100,400,100,100,400,400,400,100,400,400,300,400,3
00,300,400,300,400,100,400,100,100,400,400,300,400,400,30
0,400,300,300,300,400,300,300,300),PolygonList(1,2,3,4,2,
5,6,7,8,3,5,9,10,11,12,6,9,1,4,10,4,3,8,13,11,10,1,9,5,2,
14,7,8,13,12,14,13,11,14,12,6,7))') 
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For visualization purposes, ArcGIS’s extension, 3D Analyst is used to verify the 
result. Although PostGIS provides a function pgsql2shp for export to shape files, it 
cannot be used since it works only with the natively supported data types of PostGIS. 
Therefore we have implemented our own function. The integration between 
PostgreSQL and ArcGIS is beyond the scope of this paper. ArcGIS is used here only 
to illustrate the implementation of the new data type and the corresponding functions 
The SQL statements runs the 3D Intersection, 3D XOR, and 3D Union (see Fig. 16) 
are given in Appendix: (SQL Statements For 3D Spatial Operations). 

 

Fig. 16. The results for 3D spatial operations  

6   Concluding Remarks 

The paper presents an approach for geometrical modeling in solving multiple spatial 
operations. The approach is expected to be providing complete modeling for 3D GIS 
analysis. The results have shown that implementation of a 3D data type and functions 
allowing 3D GIS analysis are possible.  

Our concept was tested within PostgreSQL computing environment and has 
provided a promising outcome with respect to the developed algorithms. Future 
research will concentrate spatial operations for geometrical model. There are 
topological operations (extending 9-intersection model to 3D, e.g. 3D Meet, etc), 



162 C. Tet-Khuan, A. Abdul-Rahman, and S. Zlatanova 

metric operations, etc. All these spatial operations could be implemented within 
DBMS. The spatial operation for topological model is also important for 3D GIS 
analysis. These two models (geometrical and topological models) will be compared in 
terms of efficiency, i.e. size of datasets and execution times.  

DBMS is a very important medium for GIS that able to connect many different 
components of GIS, e.g. visualization, web-GIS, etc. A very important issue still need 
to be addressed is visualization of the result of 3D operations. Appropriate graphical 
visualization is especially important for 3D in order to get a better perception of the 
result of the query. Some topics to be considered are: 1) direct access to the new data 
type from GIS, avoiding first export to a shape file, 2) direct connection with 
CAD/CAM software, e.g. Microstation and Autodesk Map 3D to be able not only to 
visualize but also edit, 3) user-defined environment, where user develops display tool 
that manage to retrieve and visualize data from DBMS, or 4) access via Internet, 
using e.g. WFS. We believe this research effort towards realizing a fully 3D spatial 
analysis tools within Geo DBMS environment would be beneficial to 3D GIS 
research community. This is because major GIS task involves DBMS (except 3D 
visualization), i.e. dataset handling, spatial operations, etc. It is our aim to move 
further in addressing this issue of spatial data modeling and geometrical modeling for 
3D GIS. 
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Appendix: (SQL Statements For 3D Spatial Operations) 

The experiment and results of 3D spatial operations (see Fig. 15b – 15d) are given as 
folows: 

 
SELECT GMINTERSECTION3D(a.POLYHEDRON,b.POLYHEDRON) AS 
GM_INTERSECTION3D FROM test a, test b where a.PID=1 and 
b.PID=2; 
 

GM_INTERSECTION3D 
--------------------------------------------------------- 
('POLYHEDRON(PolygonInfo(6,24),SumVertexList(8),SumPolygo
nList(4,4,4,4,4,4),VertexList(400,400,300,400,400,400,400
,300,400,400,300,300,300,400,400,300,400,300,300,300,400,
300,300,300),PolygonList(1,2,3,4,5,2,1,6,3,2,5,7,8,4,3,7,
6,8,7,5,8,6,1,4))') 
 
 

SELECT GMUNION3D(a.POLYHEDRON,b.POLYHEDRON) AS GM_UNION3D 
FROM test a, test b where a.PID=1 and b.PID=2; 
 

GM_UNION3D 
--------------------------------------------------------- 
('POLYHEDRON(PolygonInfo(12,60),SumVertexList(20),SumPoly
gonList(4,6,6,4,6,4,6,4,4,6,4,6),VertexList(100,100,100,4
00,100,100,400,100,400,100,100,400,400,400,100,400,400,30
0,400,300,300,400,300,400,100,400,100,100,400,400,300,400
,400,300,400,300,300,300,400,600,300,300,600,300,600,300,
300,600,600,600,300,600,600,600,300,600,300,300,600,600),
PolygonList(1,2,3,4,2,5,6,7,8,3,5,9,10,11,12,6,9,1,4,10,4
,3,8,13,11,10,1,9,5,2,7,14,15,16,13,8,14,17,18,15,17,19,2
0,18,19,12,11,13,16,20,16,15,18,20,12,19,17,14,7,6))') 
 
 

SELECT GMXOR3D(a.POLYHEDRON,b.POLYHEDRON) AS GM_XOR3D 
FROM test a, test b where a.PID=1 and b.PID=2; 

 

GM_XOR3D 
--------------------------------------------------------- 
('POLYHEDRON(PolygonInfo(18,84),SumVertexList(22),SumPoly
gonList(4,6,6,4,6,4,4,4,4,4,4,4,6,4,4,6,4,6),VertexList(1
00,100,100,400,100,100,400,100,400,100,100,400,400,400,10
0,400,400,300,400,300,300,400,300,400,100,400,100,100,400
,400,300,400,400,300,400,300,300,300,400,400,400,400,300,
300,300,600,300,300,600,300,600,300,300,600,600,600,300,6
00,600,600,300,600,300,300,600,600),PolygonList(1,2,3,4,2
,5,6,7,8,3,5,9,10,11,12,6,9,1,4,10,4,3,8,13,11,10,1,9,5,2
,6,14,8,7,11,14,6,12,8,14,11,13,15,7,8,13,12,15,13,11,15,
12,6,7,7,16,17,18,13,8,16,19,20,17,19,21,22,20,21,12,11,1
3,18,22,18,17,20,22,12,21,19,16,7,6))') 
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Abstract. Today, flash memory is widely used for various kinds of products. 
Unlike a hard disk, it has neither mechanical parts nor seek-delay. Therefore, a 
user may expect steady performance under disk fragmentation in flash storage. 
However, most commercial products do not satisfy this expectation. For 
example, a SDMMC card can be written in 18.7Mbytes/sec speed sequentially, 
but its write speed is slowed down to 3.2Mbytes/sec when it is seriously 
fragmented. It is only 18% of the original performance.  

In this paper, we analyze the reason for performance degradation in a flash 
disk, and propose an FTL level optimization technique, named the page 
padding method, to lessen the fragmentation effect. We applied the technique to 
the Log-block FTL algorithm and showed that it can enhance write performance 
by 150% in a severely fragmented flash disk.  

Keywords: Flash Memory, Disk fragmentation, Flash translation layer. 

1   Introduction 

Flash memory is rushing into our life. There are many kinds of memory cards, flash 
memory embedded products, and solid state disk (SSD) / hybrid hard disk which are 
developed for PC / Server systems. This is because of its versatile features such as non-
volatility, solid-state reliability, low power consumption, and random accessibility.  

Because flash memory does not have mechanical parts like a motor, it is randomly 
accessible without seek-delay. Seek-delay is the time to position the magnetic head to 
the proper position to read or write data in a hard disk, and it may take tens of 
milliseconds.  

The seek-time and disk fragmentation have a deep relationship in a hard disk. Disk 
fragmentation is the phenomenon in which free storage becomes divided into many 
small pieces over time. Because a hard disk has seek-delay, its write/read 
performance may be degraded as a disk is fragmented over time.  

Fig. 1 shows an example of non-fragmented and fragmented disks. Fig. 1 (a) is not 
fragmented; therefore, a file can be written sequentially. Meanwhile Fig. 1 (b) shows 
fragmented case, and the file must be written non-sequentially. 
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Used Free

(a) Non-fragmented Disk / Sequential Writing

(b) Fragmented Disk / Fragmented Writing

Fragmented 
Writing

Sequential Writing

A.MP3 File

 

Fig. 1. (a) Non-fragmented disk, (b) fragmented disk. For (b), writing process takes more time 
because of seek-delay in a hard disk.  

Kinsella showed the impact of disk fragmentation in a hard disk in his white paper 
[1]. He noted that the fragmentation can impact disk performance severely and high 
fragmentation can make the disk performance up to 8 times slower. Therefore, he 
recommended periodic defragmentation or the use of a special defragmentation tool to 
avoid severe performance degradation. However, the defragmentation process takes a 
long time and requires a great deal of patience. 

In the case of flash storage, there is no seek-delay. Therefore, we may expect it to 
endure disk fragmentation. Nevertheless, most of commercial flash storages do not 
fulfill our expectation. This phenomenon results from the characteristics of flash 
memory. It has no seek-delay, but it can not be updated without an erasure operation. 
Flash memory has different characteristics from a hard disk. To remedy the 
differences, an FTL (flash translation layer) was proposed and implemented for all 
flash storage devices. 

In this paper, we show that the impact of fragmentation in some commercial flash 
storage devices, and analyze the reason for the performance degradation. Then, we 
will propose a page padding method as an optimization technique for fragmented 
flash storage. It can enhance the write performance of flash storage, especially when it 
is highly fragmented.  

We applied the method to a well-known FTL algorithm, Log-block FTL, and 
showed about 150% performance enhancement.  

The rest of the paper is organized as follows: Section 2 outlines related studies, and 
section 3 shows a disk fragmentation effect in commercial flash products. Section 4 
analyzes the fragmentation effect in flash storage, and section 5 proposes a page 
padding method as an FTL level optimization technique. Section 6 evaluates our 
algorithm, and section 7 concludes. 
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2   Related Work 

Even for hard disk storage, there has been little research about disk fragmentation. In 
2005, Kinsella studied and represented the impact of disk fragmentation in a PC 
system in his white paper [1]. For his experiment, he used an NTFS file system and 
typical applications such as MS office, an anti-virus program, and a web browser. He 
showed that system performance is severely degraded by disk fragmentation. 

For a flash memory based storage system, there have been a few studies. The FTL 
concept was proposed in the mid-90s. A. Kwaguchi et al. attempted to use flash 
memory as storage for a file system [2].  To use existing file systems on flash 
memory, they remapped write requests to empty areas of flash memory and 
maintained the mapping information. They also proposed the cost-benefit policy 
which uses a value-driven heuristic function as a block-recycling policy. 

In 1995, Ban proposed the replacement block scheme based on the concept of 
replacement blocks through a patent [3]. This algorithm is very competitive and 
realistic. It uses a small amount of mapping table, but its performance is quite good. 
In this algorithm, a block level mapping table is used, and multiple physical blocks 
can be mapped to one logical block. However, the algorithm cannot be used anymore 
because recent flash memory devices have to be written sequentially in a block 
(sequential page write restriction [8] [9]). 

In 2002, Kim et al. proposed Log-block FTL algorithm for a compact flash disk 
system [4]. Because a compact flash disk system has very poor resources, the 
algorithm must be lightweight. Even though it is designed to use minimum resources, 
its performance is excellent. Therefore, this algorithm has been widely used in 
industry until now. 

However, Log-block FTL has a weak point. It uses restricted number of log blocks, 
so it is relatively weak for random writes. To solve the problem, a fully associative 
sector translation (FAST) scheme has been proposed [5]. In this algorithm, log blocks 
are used without a logical block boundary. It is surely effective for writing, but it 
causes a serious problem. The worst case response time is greatly increased because 
of its complicated merge operation. In the worst case, a merge can occur as many 
times as the number of pages in a block.  

Recently, a Superblock-based FTL algorithm has been proposed by Kang [6]. This 
FTL combines a set of adjacent logical blocks into a superblock, and superblocks are 
mapped at coarse granularity while pages inside the super block are mapped freely at 
fine granularity to any location in several physical blocks. This algorithm is very 
effective, and can be a good candidate solution for disk fragmentation problem, but it 
requires too much space in the spare array of NAND flash memory. In case of MLC 
type NAND flash memory, most of spare array is used for ECC (error correction 
code).  

For fragmentation of a NAND flash based FAT file system, Kim et al. proposed 
the Anti-fragmentation cluster allocation scheme [7]. They were motivated by the fact 
that the performance of flash storage is highly influenced by disk fragmentation, and 
proposed a new cluster allocation method. The motivation is similar to ours, but the 
methods are different. They tried to reduce fragmentation itself at file system level, 
while we are trying to lessen the fragmentation effect by FTL optimization. 
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In the study of Birrell in 2005, they mentioned that USB Flash Disks perform quite 
poorly for random writes [11]. They revisited page mapping FTL algorithm to 
enhance random write performance, but the algorithm is rarely available for many 
cases because it requires too much resource. They did not distinguish fragmented 
writes and random writes. 

3   Fragmented Writes in Flash Storage 

Many kinds of flash storage products are on the market, and most of them are used to 
carry large multimedia files. For example, a flash based MP3 player contains MP3 
files, and its most common use case is for copying MP3 files into the device. A user 
may copy several Gigabytes of MP3 files into a device at a time, and its copying 
speed may be the important criterion for the product quality. A personal Media Player 
(PMP) is similar.  

To understand the fragmentation effect, we have to analyze the write pattern of the 
copy process. Fig. 2 shows the sector write pattern of the MP3 file copying process. 
Fig. 2 (a) pattern is collected when 20 MP3 files are copied to the UFD (USB Flash 
Disk) that is not fragmented at all. We can see that data sectors are sequentially 
allocated and that several sectors, related to FAT file system metadata, are written 
periodically. The number of file system metadata writes is under 1% of whole sector 
writes. Fig. 2 (b) shows another pattern. In this case, the disk is fragmented little, and 
we copied 40 files. We can see that the data writing requests are not sequential 
anymore. If the storage is more fragmented, the write pattern will be more 
fragmented.  

The file copy process consists of two types of sector writes: user data writes and 
file system metadata writes. The file system metadata writing pattern can be regarded 
as a random pattern because the sectors are overwritten randomly. In the FAT file 
system, the FAT table and directory entry table are metadata writes. However, the 
portion of the metadata writes was less than 1% of whole sector writes. In the case of 
Fig. 2, (a) and (b), metadata writing portions were 0.82% and 0.90% separately. The 
other 99% of sector writes are for user data. Therefore, we can say that user data 
writes are dominant for the file copy process.  

User data writes can be classified into two patterns: a sequential write pattern and a 
fragmented write pattern. A sequential write pattern is simple (Fig. 2 (a)). Data 
sectors are sequentially written in this pattern. A fragmented write pattern is generated 
because of disk fragmentation. When free spaces are fragmented, their writes must be 
fragmented also. We can see this pattern in Fig. 1 (b). 

To investigate the fragmentation effect in flash storage, we have defined the 
fragmented write pattern formally. Until now, most of the benchmarks for disk 
storage have used two patterns for performance measuring: a sequential write pattern 
and a random write pattern. In a hard disk, a random write pattern can cover a 
fragmented write pattern. However this is not possible in a flash storage device 
because of the characteristics of flash memory. In flash memory, overwriting is not 
physically possible, and it costs a great deal. Therefore, the fragmented write pattern 
has to be divided from the random write pattern.  
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Fig. 2. (a) Sector write pattern in copying 20 MP3 files into empty storage. (b) Sector write 
pattern in copying 40 MP3 files into fragmented storage. 

Fig. 3 shows that fragmented write pattern we have defined. It can be described as 
a striped write pattern because it writes and skips alternately. We measured the 
performance on several commercial flash storages with fragmented patterns. In our 
experiments, 16 fragmentation sizes are used. We tested five kinds of products: 3 
kinds of SDMMC cards, 8G ipod nano (Second generation), and 30G ipod video, 
which has a hard disk inside, for comparison. For the test, we accessed UFD directly 
without a file system and buffer cache. We used the Windows XP system and a 
USB2.0 13 in 1 card reader from Transcend.  

Fig. 4 shows the result of the fragmented read benchmark. We can see that read 
performances are very stable regardless of fragmentation size. The small performance 
degradation at 96Kbytes fragmentation is because of the USB protocol packet size 
limitation. Because the limitation is 64Kbytes, 96Kbytes fragmentation causes 
performance degradation.  

Fig. 5 shows the result of the fragmented write benchmark, and we see severe 
performance degradation. In the case of the Sandisk EXTREAMIII, its writing speed is 
over 18Mbytes/sec without fragmentation, and it is slowed down to about 3Mbytes/sec 
at 64Kbytes fragmentation. The ‘V’ marks are shown in all graphs. It is because of 
FTL mapping unit size. In flash storage, FTL uses its own sector remapping algorithm. 
Normally, FTL manages the mapping information in a certain unit, and when 
fragmentation size is not aligned with the unit, performance is reduced.  

Table 1 summarizes the performance degradation results. We can see that the flash 
storage devices are more affected by disk fragmentation than the hard disk. The 
performance of the ipod video is reduced to 68% and that of the ipod nano is reduced 
to 16% of sequential write performance. 

Table 1. The summary of performance degradation by 64Kbytes fragmentation 

Products 64Kbytes fragmented performance (%) 
Sandisk EXTREAM III 18% 
PANASONIC PRO HIGH SPEED 35% 
BUFFALO 34% 
ipod nano 8G 16% 
ipod video 30G (HDD) 68% 
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Fig. 3. Fragmented write pattern 
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Fig. 4. The benchmark result for fragmented reads 
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Fig. 5. The benchmark result for fragmented writes 
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4   Analysis of the Flash Fragmentation Effect 

In section 3, we showed that flash storage is significantly influenced by disk 
fragmentation, and this section analyzes the reason for the fragmentation effect in 
flash storage. 

4.1   NAND Flash Memory 

There are two types of flash memory: NOR type flash memory and NAND type flash 
memory. In this paper, we are mainly treating NAND flash memory because it is 
normally used for data storage. NOR flash memory is used for code storage because it 
supports an XIP (eXecute In Place) function.  

Fig. 6 shows the overall structure of NAND flash memory. It consists of multiple 
blocks, a block consists of multiple pages, and a page consists of two areas: the main 
array and spare array. The size of the main array is 512 bytes / 2,048 bytes / 4,096 
bytes depending on the device types and the size of spare array is 16 bytes / 64 bytes / 
128 bytes, similarly. The main array is used to contain user data, and the spare array is 
used for special purposes, such as ECC (Error Correction Code) and the initial bad 
block mark [8] [9]. 

In a NAND flash memory, the read / write operation unit is a page. That is, we can 
read and write NAND flash memory in a page unit. Meanwhile, a page can not be 
overwritten and it requires an erasure operation beforehand to be updated. However, 
the erasure operation unit is not a page, but a block, which is set of multiple pages. 
Because of this mismatch, a special method is required to use NAND flash memory 
like a hard disk.  

2048
bytes 64 bytes

8 bits

...

NAND Flash Memory

page

block

128 pages main 
array spare 

array

 

Fig. 6. NAND flash memory structure. It consists of multiple blocks, and a block consists of 
multiple pages. A page consists of a main array and spare array. 
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4.2   Flash Translation Layer  

To use flash memory like a hard disk, an FTL is developed [2]. Functionally, an FTL 
provides an in-place sector update function which is not physically possible in flash 
memory. For this purpose, the FTL uses a remapping technique internally with its 
own algorithm. There have been several FTL algorithms, such as a page mapping 
algorithm [2], block mapping algorithm [3], and hybrid mapping algorithm [10]. In 
particular, the Log-block FTL algorithm [4] is very competitive. It shows good 
performance with restricted resources. 

4.3   Log-Block FTL Algorithm  

A Log-block FTL algorithm is proposed by Kim for a compact flash system that has 
restricted resources [4].   In the Log-block FTL algorithm, data sectors can be in two 
types of blocks:  a log block and a data block.  The major difference between the two 
block types is the page allocation policy.  A log block uses the out-of-place policy and 
a data block uses the in-place policy.   

Fig. 7 compares two page allocation policies.  The shadowed boxes of the figure 
denote that the pages are occupied, and the numbers inside the boxes represent logical 
sector numbers.  In the in-place policy (Fig. 7 (a)), no mapping information is needed 
because the sector position is fixed in a block.  However, the updating process of a 
sector is not easy because flash memory cannot be updated without block erasure.  In 
the out-of-place policy (Fig. 7 (b)), sectors are sequentially written in a block.  It is 
more efficient for updating a sector than the in-place policy, but additional mapping 
information is needed to indicate where the logical sector is in a block. Log-block 
FTL algorithm uses a small number of log blocks which use an out-of-place policy, as 
a cache of a large number of data blocks which use an in-place policy, because the 
out-of-place policy is more efficient for writing than the in-place policy, while the in-
place policy is better for memory usage than the out-of-place policy.  Every write is 
always done to a log block. 

When a log block becomes full or a free block is required to make a new log block, 
a merge operation occurs. There are three types of merges: full (or simple) merge, 
switch merge, and copy merge. Fig. 8 shows three merges. When a log block can not 
be a data block, a full merge occurs. A free block is allocated to be a new data block, 
and its contents are copied from the old data block and log block. (Fig. 8 (a)). If a log 
block is written sequentially and can replace old data block, it can be just a new data 
block like Fig. 8  (b), and we call this merge “switch merge”. This merge just cause 
one block erasure except block mapping information updates. With a switch merge 
mechanism, the Log-block FTL algorithm can guarantee optimal write performance 
for a sequential write pattern. Fig. 8 (c) shows the last merge, which is copy merge. It 
is very similar to switch merge, but several pages need to be copied to make a new 
data block with the log block. This merge occurs to make a free block. This algorithm 
is a kind of cache algorithm. When sector write is requested, there may be a log block 
for the sector or not. If there is already a log block and it has enough room, the write 
operation can be done to the log block. However, if there is no log block for the 
writing sector, a new log block has to be assigned. For the purpose, one existing log 
block has to be merged as a victim, and copy merge may occur for the situation. 
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Fig. 7. Page allocation policies: (a) in-place policy and (b) out-of-place policy. For purpose of 
discussion, we assumed a block consists of 4 pages. 
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Fig. 8. Three merges: (a) full (simple) merge (b) switch merge, and (c) copy merge: the cost of 
full merge is highest and the cost of switch merge is lowest 

5   Page Padding Method 

In this section, we propose a page padding method to lessen the fragmentation effect. 
The idea of the page padding method is simple. It changes a fragmented write pattern 
to a sequential write pattern by padding existing data because most of the FTL are 
optimized to sequential writes.  

5.1   Page Padding Applied Log-Block FTL Algorithm 

A fragmented write pattern causes full merge instead of switch merge if 
fragmentation size is smaller than a block. Fig. 9 compares sequential writes and 
fragmented writes. In both cases, eight sector writes are requested, but the FTL costs 
are quite different. In case of Fig. 9 (a), eight page writes and two block erasure are 
required to process eight sector writes by two switch merges. In case of fragmented 
writes (Fig. 9 (b)), eight page writes have been done to log blocks and an additional 
four full merges occur because the number of log blocks is restricted. In this example, 
one full merge requires four page reads/writes and two block erasures. Therefore, 24 
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page writes (8 writes for log block writing, 16 writes for 4 full merges), 16 page 
reads, and 8 block erasures are required to process 8 fragmented sector writes. 

Because of this FTL mechanism, we can explain the performance degradation of 
fragmented flash storage. Of course, there may be various kinds of FTL algorithms, 
but the situations are not far from this case. 
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Fig. 9. Fragmented writes and the Log-block FTL algorithm: (a) For sequential writes, switch 
merges occur. (b) For fragmented writes, log blocks are changed to out-of-place state and full 
merges will occur for these log blocks. 
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Fig. 10. Page padding method for Log-block FTL algorithm 
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The idea of page padding is changing the fragmented write requests into sequential 
write requests. That is, if there is a hole in user writing requests, the FTL can fill the 
hole with the original data. Fig. 10 shows the example of page padding in a Log-block 
FTL algorithm. In this example, two more page writes are required, but the log block 
can be merged by switch merge. That is, in total, 16 page writes, 8 page reads, and 4 
block erasures are required to process severely fragmented 8 sector writes. The result 
is about double of the cost of sequential writes. That means the performance of 
severely fragmented storage will be just 50% of original performance.  

5.2   Performance Modeling 

To simplify the modeling, we ignore the map block updating cost. For sequential 
writes, switch merges occur, and its cost can be described like equation (1). twrite is time 
for page writing, Npg is number of pages in a block, and terase is block erasure time. 

n is related to testing size. If the size of a block is 128Kbytes and we want to write 
1Mbytes to test, then n will be 8. That is, 8 switch merges will occur for 1Mbytes 
sequential writes when a block size is 128Kbytes.  

))(( erasepgwrite tNtn +××  (1) 

Similarly, we can create the equation for fragmented writes. For generalization, we 
assume half of block is fragmented. Because of fragmentation, twice the number of 
blocks are affected by the same number of sector writes. In equation (2), (1/2Npgtwrite) 
means log block writing cost, and (Npg(twrite+tread)+2trease) means full merge cost. 

)2)()
2

1
((2 erasereadwritepgwritepg tttNtNn ×++×+××××  

)423( erasereadpgwritepg ttNtNn ++×⇒  

(2) 

We can also generate an equation for page padding in an applied case. In equation 
(3), (1/2Npgtwrite) is log block writing cost, (1/2Npg(twrite+tread)) is page padding cost, 
and terase is switch merge cost. 

))(
2

1
)

2

1
((2 erasereadwritepgwritepg tttNtNn ++×+××××  

)22( erasereadpgwritepg ttNtNn ++×⇐  

(3) 

With the three equations, we can calculate the cost of fragmented writes. Table 2 
shows the calculation results. From these results, we can see that page padding increases 
the performance of fragmented writes by 150% compared to the original algorithm.  

Table 2. Performance modelling result for NAND devices 

NAND Types Npg twrite tread terase (1) (2) (3) (1) : (2) : (3) 
Small SLC 32 200us 15us 2ms 8400 n 24160 n 17280 n 1 : 2.88 : 2.06 
Large SLC 64 200us 20us 1.5ms 14300 n 23960 n 29880 n 1 : 3.07 : 2.09 
Large MLC 128 800us 50us 1.5ms 103900 n 323000 n 214200 n 1 : 3.11 : 2.06 
OneNAND 64 220us 30us 2ms 16080 n 50080 n 34080 n 1 : 3.11 : 2.12 
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6   Experiments 

We implemented a prototype of a Log-block FTL algorithm on a NAND flash 
emulator, and applied a page padding technique. We tested the same fragmented write 
pattern in Fig. 5 for the original Log-block FTL algorithm and page padding technique. 

 

Fig. 11. Merge count: (a) Merge counts of the original Log-block FTL algorithm (b) Merge 
counts of the page padding applied algorithm 
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Fig. 12. Experimental result for fragmented writes 
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Fig. 11 shows the merge counts of the two cases. In the original algorithm (Fig. 11 
(a)), only full merges occur for a 64Kbytes fragmentation test. For the same test, the 
page padding technique changes the full merge into switch or copy merges like  
Fig. 11 (b). Because the cost of full merge is much higher than switch / copy merge, 
the overall performance of the page padding added algorithm is better than the 
original algorithm. 

Fig. 12 compares the performances. From the graph, we can see that page padding 
lessens the disk fragmentation effect to 48% of sequential write performance. Without 
a page padding technique, the performance is reduced to 32% of the original.  

7   Conclusion 

In this paper, we show that disk fragmentation reduces the performance of flash 
storage, and that the reasons are from the characteristics of flash memory and FTL.  

Until now, a sequential and a random write pattern have been used to measure the 
performance of disk storage. But for flash storage, a fragmented write pattern is also 
important.  

We also proposed a page padding method as an FTL level optimization algorithm 
for fragmented flash storage. We applied the method to a Log-block FTL algorithm, 
and we show 1.5 times better performance than the original algorithm in highly 
fragmented flash storage. Although we have applied the method only to a Log-block 
FTL algorithm, this technique can be applied to any other FTL algorithm, and it will 
be effective. Conceptually, a page padding technique is a method for changing the 
fragmented writes to sequential writes, and most FTLs are highly optimized to 
sequential writes. 

Additionally, the fragmentation effect will be more important as NAND flash 
memory block size becomes bigger. The block size of small block NAND flash 
memory, the oldest NAND type, is 32Kbytes, and the most recent MLC NAND flash 
memory has a 512Kbytes block size. If a block becomes bigger, the possibility of 
fragmentation becomes also bigger. 
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Abstract. Using the standard Object-based Storage Device, OASIS has
been developed as a cluster filesystem. Like the most of existing out-of-
band cluster filesystems using ODSs, the OASIS could not support the
extended remove UNIX semantics to defer the remove of an inode until
the uses of the inode in all client nodes are finished. This nonsupport
generates the problems that it does not protect users to make use of the
deleted inode and does share an inode of a deleted directory entry with
a newly created entry, which is due to client node’s VFS to support the
remove UNIX semantics. To resolve these problems, this paper proposes
the re-designed OASIS to perform an inode deletion until its uses are
finished by extending the existing lock table for cache coherence. The
suggested approach can support the remove UNIX semantics in the dis-
tributed environment and easily be adopted in the existing out-of-band
cluster filesystems if using their locking mechanism.

1 Introduction

As the amount of data is increasing rapidly, distributed filesystems have to store
and manipulate the large amount of data. However, the increasing data are push-
ing the bounds of distributed filesystems using traditional block-based storage
devices performance and scalability.

As a new interface, Object-based Storage Device (OSD) has been announced
to perform object-based I/Os unlike the traditional block-based reads and writes
[1, 2]. The object-based storage device can easily be adopted in the out-of-
band architecture, which enables the separation of metadata management from
the data path (e.g., OASIS, Lustre, ActiveSacle Storage Cluster, zFS, Storage-
Tank) [3, 4, 5, 6, 7]. This separation can obtain the better performance and scal-
ability than in-band distributed filesystems (e.g., NFS, Coda, AFS, and so on).

The out-of-band architecture generally consists of metadata server, client
kernel-level filesystem, and OSD. The metadata server serves metadata-related
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requests from client nodes. On other hand, the client filesystem runs on the client
nodes and presents users with the POSIX API through VFS (Virtual File Sys-
tem) by cooperating with a metadata server and object-based storage devices.

When an user issues a deletion of a directory entry (e.g., file, directory, symbol
or hard link, etc), a local file system running on VFS typically performs the
deletion of the directory entry to separate the deletion of the directory entry
itself and the deletion of its inode. In other words, a directory entry deletion
is immediately performed according to an user request, but its allocated inode
will be deleted after all uses of the inode are finished, so-called UNIX remove
semantics. Because this VFS deletion strategy enables user processes to access
an inode of a deleted directory entry without considering whether the inode is
removed or not.

In the cluster filesystems using OSDs, a metadata server creates and deletes
an inode of a directory entry according to client node requests. On other hand, a
client filesystem has to follow the deferred inode deletion. When a user filesystem
delivers a deletion request to a metadata server, a metadata server should remove
a directory entry as well as its inode, even though client filesystems are using the
inode. If a client node using the inode tries to modify it, it writes a non-existent
inode data at the metadata server, and then receives an unhandled error. More-
over, if another user creates a new directory entry, the metatadata server has
much possibility to return the previously released inode and the client filesystem
can not get the newly created inode from the mdatadata server because it already
cached it. This situation generates the following problems in the client filesys-
tem. The first one is for the client filesystem to connect two or more directory
entries to the deleted inode and users to use these entries in the wrong way.

The second problem is that a client filesystem can possibly overwrite the
invalid inode data of a deleted directory entry into the valid inode managed by a
metatadata server. In this paper, we propose the new OASIS cluster filesystem
to efficiently support UNIX remove semantics in the out-of-band architecture by
extending the cache coherence facilities of an existing OASIS cluster filesystem.
The meatadata server of OASIS is re-designed to delete an inode after all uses
of the inode are finished using a lock table for cache coherence. To prevent
a remove request from a metadata server, a client filesystem has a converter
to change a remove-related request into a rename one. The most of existing
distributed filesystems have faced the same problems and made efforts to solve
them. However, they have tried to solve the problems without supporting the
remove UNIX semantics and could not fix all of them. For instance, a client
filesystem always check cached inode’s generation number with the original inode
in its file server whenever the cached inode is read and written to its file server.
But this method cannot protect users to use a deleted inode.

Since providing the UNIX remove semantics in a distributed environment, the
new OASIS cluster filesystem can resolve the problems as mentioned before, and
provide users with the true UNIX semantic cache coherence as if they use local
filesystems.
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The remainder of the paper is organized as follows. First, we briefly overview
an OASIS cluster filesystem at the cache coherence point of view. Section 3
describes how the UNIX remove semantics work in the environments of both the
local and the distributed filesystem respectively. We illustrate examples to figure
out the problems unless supporting UNIX remove semantics, and then suggest
a procedure and its implementation based on OASIS to support UNIX remove
semantics in section 4. Finally, a conclusion is given in section 5.

2 Cache Coherence on OASIS

OASIS is a cluster filesystem using OSDs which satisfy the standard OSD SCSI
T10 protocol [3]. OASIS was designed and implemented to achieve high scala-
bility over Gigabit Ethernet network fabric by adopting the out-of-band archi-
tecture. In addition, it supports the high reliability to handle the single points
of failure. OASIS consists of the following three components.

– OASIS/OSD is an object-based storage device to manage objects and serves
SCSI OSD commands through iSCSI protocol.

– OASIS/MDS is a metadata server to manage the total metadata of an OA-
SIS and processes requests of filesystem namespace (e.g., look up, read dir,
create, unlink, rename, etc). It makes client requests serialized and provides
the strong cache coherency (UNIX semantics) on all client nodes.

– OASIS/FM is a kernel-level client filesystem to run on the client nodes to
take advantage of OASIS. It gives users the standard POSIX interface. So
users make uses of OASIS like a local filesystem.

OASIS was designed to support the strong cache coherence level. It uses the
inode granularity locks which are managed by the OASIS/MDS server. The lock
type is one of INVALID, S(Shared), and X(eXclusive).

– INVALID : cached but invalid inode data with no permission
– S : cached and valid inode data with S permission
– X : cached and valid inode data with S and X permissions

The lock table of OASIS/MDS is comprised of a series of lock entries. Each
entry has an inode identifier, the list of client node IPs to cache its inode, and
the lock type (i.e., INVALID or S or X).

Figure 1 illustrates for OASIS/MDS how to keep tracks of who caches which
inode using its lock table. When a client node tries to cache an inode to use it, its
OASIS/FM makes an inode read request to OASIS/MDS and then OASIS/MDS
adds a requester’s IP address to the lock entry corresponding to the inode iden-
tifier with S lock type. If the inode data is released from the VFS cache of a
client node, its OASIS/FM sends information about not caching the inode and
then an OASIS/MDS deletes the sender’s IP address from the corresponding
lock entry.
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For cache coherence, before OASIS/FM of a client node performs a namespace
and inode-related operation, it checks there exits the corresponding inode lock
type in its local lock table. If so, it can deliver directly the operation to OA-
SIS/MDS. Otherwise, it has to request an inode lock with a type corresponding
to the operation.

If a lock conflict happens (e.g., one client node requests X and the others
obtained S or X before), OASIS/MDS tries to resolve the conflict by sending
revocations to the client nodes registered in its lock table entry. The client nodes
take necessary actions to release its owning lock, which will be set into INVALID
after the revocations.
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Fig. 1. OASIS operational flow for cache coherence

3 Related Works

3.1 Definition of Remove UNIX Semantics

The inode is a data structure to store all information needed by the filesystem to
handle a directory entry, which is used by connecting it with the corresponding
inode.

When a directory entry is deleted in local UNIX filesystems, its inode’s re-
moval is deferred until the inode is not used anywhere. It is due to the VFS
inode remove strategy. The figure 2 is an example in an UNIX system about a
situation that an App1 process reads or writes an inode of a directory dentry and
the remove request of the entry arrives. Until an App2 process stops the inode
use, a filesystem does defer the inode deletion.

Remove UNIX semantics enables user processes to perform an I/O on an inode
without caring about if an inode is deleted by the other processes or not.
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inode
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inode, really removed 

Fig. 2. Remove UNIX semantics

3.2 Remove UNIX Semantics in a Distributed Filesystem

In distributed file systems, ideal remove semantics is to follow local filesystem’s
remove UNIX semantics, which means that an inode remove is deferred in a
client node until all uses by all client nodes are finished.

The Figure 3 is an example of the remove UNIX semantics in a distributed
environment. A remove request of a directory entry occurs on one client node
when an App1 process is reading or writing an inode on another client node. Until
an App1 process finishes the inode usage, the inode will be not not destroyed.

Similar to the remove UNIX semantics within a local filesystem, a distributed
filesystem to support the remove UNIX semantics allows users to operate the
inode of a deleted directory entry.

3.3 Existing Distributed Filesystem’s Approaches

The most of existing distributed filesystems do not support the remove UNIX se-
mantics. Because it might be complex to design and implement this mechanism.

A widely used NFS (Network File System) is a typical example not to sup-
port the remove UNIX semantics like AFS and Coda. When a process deletes a
directory entry, an NFS client sends a remove request to its NFS server, which
removes the directory entry as well as its inode. If another NFS client is using
the inode, it might return an error.

Like GFS (Google File System) and HDFS (Hadoop Distributed File System),
out-of-band distributed filesystems are designed to support partially the remove
UNIX semantics [8, 9]. When a directory entry is deleted by the application,
they rename the entry to a hidden name including the deletion timestamp, so-
called garbage. Garbage collectors of these filesystems remove such hidden files
if they have existed for more than a given interval. This approach can be simply
implemented, but many deleted but not used inodes might be accumulated,
which leads to the waste of storage space.

StorageTank of IBM was designed to support the UNIX removal semantics us-
ing a specialized method such as semi-preemptible lock [7]. The semi-preemptible
lock lets a client node’s directory entry remove to be blocked until its directory
entry’s uses are finished anywhere. However, this method is not able to support
the true semantics of UNIX remove in that a directory entry can not be deleted
immediately.
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Fig. 3. Remove UNIX semantics in a distributed filesystem

4 OASIS’s UNIX Remove Semantics

4.1 OASIS Chaos Without UNIX Remove Semantics

OASIS has two kinds of problems unless it supports the UNIX remove seman-
tics. The first is that users can access the inode of an already-deleted directory
entry if the inode is already removed in OASIS/MDS. This causes when a client
filesystem to write a non-existent inode data at OASIS/MDS and receive an
unhandled error from OASIS/MDS.

The second problem is to share a single inode in the inconsistent way. This
problem is generated because OASIS/FM based on VFS supports the UNIX
remove semantics but OASIS/MDS does not support it. If a client node uses a
created directory entry, it tries to connect the directory entry to the inode which
was already deleted in OASIS/MDS but cached in the client node. Moreover, a
client node could overwrite the already-deleted inode data in its VFS cache into
the valid inode managed by OASIS/MDS.

In order to explain the second problem, this section will suggest two examples.
As given in Figure 4, the first example of the inconsistent inode sharing problem
happens in a single client node. When an App1 is using an a.txt, one OASIS/FM
sends a deletion request to OASIS/MDS if another process issues a deletion of
the a.txt. The OASIS/MDS removes an a.txt directory entry as well as its inode.

After that, to create a new b.txt, OASIS/FM delivers the creation request to
the MDS, which will generate a b.txt and allocate a new inode for one. The newly
allocated inode might be the most recently released inode (i.e., an a.txt’s inode)
by the inode allocation and de-allocation strategy of the most local filesystems
(e.g., EXT2, EXT3, XFS, etc).
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Fig. 4. Inconsistent inode sharing problem on single client

After a client node receives the success for a b.txt creation from OSIS/MDS, it
tries to get a newly allocated inode from OASIS/MDS. However, the client node
is not able to obtain the new inode data of the b.txt from OASIS/MDS because
there is already an inode data in its VFS cache. So the client node shares an
inode for an already-deleted a.txt and a b.txt in the inconsistent way.

The second example, as given in Figure 5, describes an occurrence in two
client nodes. An App1 in client node #1 is using the inode of an a.txt and another
process in the same node makes a request to delete the a.txt to OASIS/MDS.
Even though the client node #1 is making use of the inode of a deleted a.txt,
OASIS MDS would remove the inode of the a.txt file.

In other hand, client node #2 tries to make a new b.txt. OASIS/MDS adds
the d.txt and connects the directory entry with a newly allocated inode, which
might be the recently released inode (i.e., a.txt’s inode).

After that, client node #2 looks up a b.txt dentry, and OASIS/MDS returns
the inode number of a new b.txt. But the client node #1 fails to obtain a new
inode data of a b.txt from OASIS/MDS. Because there is already the cached
inode data about a deleted a.txt. Finally, client node #1 node shares one inode
data for an a.txt and a b.txt in the wrong way.

4.2 OASIS Approach to Support Remove UNIX Semantics

For cache coherency OASIS/MDS should keep tacks of who caches which inode
in its VFS cache using its lock table. So, OASIS/MDS can detect when all client
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nodes do not cache each inode just by checking whether the list of clients in its
lock table entry is empty or not. At this time, if OASIS/MDS instead of client
nodes deletes an inode and sends a deletion command of objects for the inode
to OASIS/OSDs as well, it is guaranteed that all clients can make safe use of
the inode.

For OASIS/MDS to perform all inode deletions, OASIS/FM has to convert
a remove command call into a rename one and then sends it to OASIS/MDS.
The converted rename command is moved to a designated directory, named a
.removed directory, to which no clients are permitted to access. Its result gives
user the same result of an remove command. The procedure to delete an inode
by OASIS/MDS is described in Figure 6.

1. To use a den directory entry, client node #1 and #2 read an inode data with
id (i.e., identifier) from OASIS/MDS.

2. When a user issues a request to remove a den in client node #1, OASIS/FM
running on the client node #1 converts the remove request into a rename one
such as rename(den, .removed/ofs xxx) and delivers the converted request to
an OASIS/MDS through RPC.

3. OASIS/MDS performs a rename request from client node #1, and sends the
same rename request to all client nodes (i.e., client #2) registered in its lock
table.

4. Client node #2 performs rename(den, .removed/ofs xxx) if using the den.
5. When client node #1 and #2 destroy a cached inode data, OASIS/MDS

is notified from these clients, and then deletes the corresponding client’s
registration of its lock table.
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Fig. 6. Procedure to support UNIX remove semantics

6. Whenever OASIS/MDS unregisters a client node from its lock table, it checks
if the client node list of the corresponding lock table entry is empty or not
and if a directory entry of the inode is located in a .removed directory. If so,
OASIS/MDS removes objects in OASIS/OSDs and then a renamed directory
entry (i.e., .removed/ofs xxxx) and its inode.

In order to implement the procedure described previously, OASIS/MDS and
client filesystem on client nodes are designed as described in Figure 7. OA-
SIS/MDS has the following things to implement the proposed procedure.

– The entry of OASIS/MDS’s lock table is extended so that it has an additional
field such as flag to indicate that an inode was one of a renamed directory
entry to a .removed directory.

– The deferred remover is added to check if the client list of a lock table entry
is empty and the flag field is set whenever OASIS/MDS unregisters a client
from its lock table. If so, it deletes a renamed directory entry and its inode
as well as its objects located in OASIS/OSDs.

The client node’s filesystem has two additional things compared to Figure 1.

– The remove to urename converter plays a role to change remove-related com-
mands (i.e., unlink, rmdir, rename) into rename ones to a .removed directory.
It generates a unique renamed directory entry name by concatenating a
directory entry’s inode identifier, its own IP address, and an incremented
number.
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– The ofs clean thread as a garbage collector finds and destroys the unused
cached inodes which have been already renamed to a .removed directory.
Without this cleaner, the deleted but temporarily renamed inodes could
continue to stay in the .removed directory and occupy much space of a client
node’s cache.

5 Conclusion

As an alternative to a traditional block-based storage device, OSD has emerged
to perform object-based I/Os in the storage world.

Based on the standard compliant OSDs, OASIS has been developed to get high
scalability and performance and to provide the strong cache coherence among
client nodes using inode-granularity locks.

All local filesystems based on VFS support the UNIX remove semantics to
protect processes using the inode of a deleted directory entry. On the other hand,
the most of existing distributed filesystems with OASIS could not support the
UNIX remove semantics and had faced problems originating from this unsupport.
They made efforts to resovle them but could not do all of these problems, which
is due to the unsupport in a distributed environment.
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This paper proposes a mechanism to support UNIX remove semantics in the
out-out-band architecture. Our proposed mechanism is deviced simply to use
OASIS cluster fliesystem’s cache coherence facility, and hence can be easily de-
ployed in the existing out-of-band distributed filesystems.
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Abstract. Some index structures have been redesigned to minimize the cache 
misses and improve their CPU cache performances. The Cache Sensitive B+-
Tree and recently developed Cache Sensitive T-Tree are the most well-known 
cache conscious index structures. Their performance evaluations, however, 
were made in single core CPU machines. Nowadays even the desktop com-
puters are equipped with multi-core CPU processors. In this paper, we present 
an experimental performance study to show how cache conscious trees perform 
on different types of CPU processors that are available in the market these days. 

1   Introduction 

Modern desktop computing environment has been in on-going evolution in terms of 
its architectural features. Two of the most noticeable features in last few years may be 
observed in areas of main memory and CPU. 

Random access memory becomes more condensed and cheaper. Nowadays it be-
comes common to equip a new PC even for home uses with 1 giga bytes or more of 
random access memory1. A recent launch of new PC operation system2 has acceler-
ated the minimal memory requirement for a system. Such a trend that PCs need and 
therefore are equipped with more amount of memory than ever before is expected to 
last for a while. 

As a hardware system contains larger amount memory, it becomes feasible to store 
and manage database within main memory. Researchers have paid attention to various 
aspects of main memory databases. The index structure for main memory is one area in 
which T-Trees were proposed as a prominent index structure for main memory [9]. In 
[12,13], Rao et al claimed that B-Trees may outperform T-Trees due to the increasing 
speed gap between cache access and main memory access. CPU clock speeds have  
                                                           
∗ Corresponding author. 
1 For example, Hewlett-Packard and Dell, two leading companies with respect to the world-

wide PC market shares, recommend their customers to have at least 1 GB memory for their 
middle-line home desktop computers. See http://www.shopping.hp.com/ or http://www.dell. 
com/.  

2 Windows Vista™, http://www.microsoft.com/windows/products/windowsvista 
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increased at a much faster rate than memory speeds [1,4,11]. The overall computation 
time becomes more dependent on cache misses than on disk buffer misses.  

In the past we considered the effect of buffer cache misses to develop an efficient 
disk-based index structure. The same applies to the effect of cache misses. A design of 
index structure with regard to its cache behavior may lead to the improvement in terms 
of cache hits. A most well-known cache optimized index structure for main memory 
database systems has been CSB+-Trees (Cache Sensitive B+-Trees) [13], a variant of 
B+-Trees. Recently, Lee et al [10] claimed that T-Trees index may be also redesigned 
to better utilize the cache, and they introduced a new index structure CST-Trees 
(Cache Sensitive T-Trees). In their experiment, CST-Trees outperform CSB+-Trees on 
searching performance and also show comparable performance on update operations. 

A feature in a contemporary CPU architecture comes along with the industry that 
has launched multi-core CPU microprocessors in the market. It has been only about 
one year since the first dual-core PC processor was introduced in the market. Very re-
cently, two leading manufacturers in the industry again announced that their upcoming 
processors will be redesigned to double the number of cores within a processor3,4. Ex-
perts expect that we will have eight-or 16-core microprocessors in a near feature [8,7]. 
The trend concurs in the industry that manufactures processors for workstations and 
server-levels as well5,6. What it has meant to the software research community is to in-
vestigate the performance impact that a multi-core processor may offer, and to change 
the software architecture to exploit a higher performance benefit of the design of new 
processor. The database community is one of the early birds which found the trend 
[2,8]. 

In this paper, we provide an experimental study to show how the traditional index 
structures and recently developed cache conscious versions actually perform in modern 
computer environments. We conduct the experiment to check the performances of T-
Trees, B+-Tress, CST-Trees, and CSB+-Trees, on contemporary available computer 
systems equipped with single-core and multi-core CPUs.  

In short, the experimental result shows that cache conscious designs for index struc-
tures may achieve the performance gain in hardware systems with multi-core CPUs as 
they do in hardware systems with single-core CPUs. The experiment is worthy not 
only because we show the empirical study in a real modern hardware system equipped 
with brand new CPU configuration, but also because the result may be used in future 
as an comparable source to an analytical model of cache index structure. 

The rest of this paper is structured as follows. In Section 2 we present the related 
work on cache conscious tree index. The cache conscious B+-Trees and the original T-
Trees are briefly introduced for explanation purpose. We also provide a structural 
sketch on cache conscious T-trees. In Section 3 we present a recent trend on CPU 
technology and illustrate an architectural view of multi-core CPU processor. In Section 
4 we present the experimental performance study of four competitors: T-Trees, B+-
Tress, CST-Trees, and CSB+-Trees. And finally, conclusions are drawn in Section 5. 
                                                           
3 Intel Ignites Quad-Core Era, http://www.intel.com/pressroom/archive/releases/20061114comp. htm 
4 AMD Details Native Quad-core Design Features, http://www.amd.com/us-en/Corporate/ 

VirtualPressRoom/0,,51_104_543_544~115794,00.html 
5 IBM PowerPC Microprocessor, http://www.chips.ibm.com/products/powerpc/ 
6 Sun Microsystems, Inc.: UltraSPARC Processors, http://www.sun.com/processors/ 
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2   Background 

2.1   Related Work on Index Structures 

Most widely used tree-based index structures may include B+-Trees, AVL-Trees, and 
T-Trees [9]. B-Trees are designed for disk-based database systems and need few node 
accesses to search for a data since trees are broad and not deep, i.e., multiple keys are 
used to search within a node and a small number of nodes are searched [6]. Most da-
tabase systems employ B+-Trees, a variant of the B-Tree.  

In [12,13], Rao et al showed that B+-Trees have a better cache behavior than T-
Trees, and suggested to fit a node size in a cache line, so that a cache load satisfy mul-
tiple comparisons. They introduced a cache sensitive search tree [12], which avoids 
storing pointers by employing the directory in an array. Although the proposed tree 
shows less cache miss ratio, it has a limitation of allowing only batch updates and re-
building the entire tree once in a while. They then introduced an index structure called 
CSB+-Tree (Cache-Sensitive B+-Tree) that support incremental updates and retain the 
good cache behavior of their previous tree index structure [13]. Similar to their previ-
ous tree structure, a CSB+-Tree employs an array to store the child nodes, and one 
pointer for the first child node. The location of other child nodes can be calculated by 
an offset to the pointer value. 

The AVL-Tree is a most classical index structure that was designed for main mem-
ory [6]. It is a binary search tree in which each node consists of one key field, two (left 
and right) pointers, and one control field to hold the balance of its subtree (Figure 1-
(a)). The left or right pointer points the left or right sub-trees of which nodes contain 
data smaller or larger than its parent node, respectively. The difference in height be-
tween the left and right sub-trees should be maintained smaller or equal to one.  

The major disadvantage of an AVL-Tree is its poor storage utilization. Each tree 
node holds only one key item, and therefore rotation operations are frequently per-
formed to balance the tree. T-Trees address this problem [9]. In a T-Tree, a node may 
contain n keys (Figure 1-(b)). Key values of a node are maintained in order. Similar to  
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Fig. 1. (a) AVL-Tree  (b) T-Tree : The node structure of AVL and T-Trees 
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an AVL-Tree, any key stored within a left and right sub-tree should be smaller or lar-
ger than the least and largest data of a node, respectively. The tree is kept balanced as 
for the AVL-Tree. 

2.2   Cache Sensitive T-Trees 

T-Trees are not so cache sensitive either as the following reasons [10]. First, cache 
misses are rather frequent in that a T-Tree has a deeper height than a B+-Tree, and that 
it does not align the node size with the cache line size. Secondly, a T-Tree uses only 
two keys (maximum and minimum keys) for comparison within the copied data in 
cache while a B+-Tree use |log2n| keys that are brought to the cache for comparison.  

In [10], Lee et al modified the original T-Tree to improve the cache behavior and in-
troduced a CST-Tree (Cache Sensitive T-Tree), which is a n-way search tree consisting 
of node groups and data nodes. Figure 2 shows a node structure of CST-Trees. 

A CST-Tree consists of data nodes and node groups. A data node contains keys 
while a node group consists of maximal keys of data nodes. Each node group is a bi-
nary search tree represented in an array. It works as a directory structure to locate a 
data node that contains an actual key. The size of the binary search tree is not big and 
great portion of it may be cached. More importantly, the cache utilization can be high 
since every search needs to explore the tree. The child node groups of a node group are 
stored contiguously as well. A CST-Tree is balanced by itself, and a binary search tree 
of any node group is also balanced. As recommended in [3,5,12], in a CST-Tree  the 
size of each node group is aligned with cache line size, so that there will be no cache 
miss when accessing data within a node group. 

Data 
node1

Key1ptr Keyn...Key2

Key1ptr Keyn...Key2 Key1ptr Keyn...Key2 ... Key1ptr Keyn...Key2

Parent

...
Data 
noden

Child node group(1) Child node group(2) Child node group(n+1)

Control Child node 
group(1)

Child node 
group(2) ... Child node 

group (n+1)

Data
node
ptr

 

Fig. 2. The node structure of CST-Trees 

3   Trends in CPU Processor Technology 

Over the past decade, processor speeds have drastically increased according to 
Moore’s law, while DRAM speeds have not. Memory latency tends to decrease by  
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half every six years [2]. This incurs a so-called memory wall problem that causes a 
processor to keep waiting more time for the completion of main memory access. The 
processor utilization becomes much less as it runs a program with lower memory or 
cache locality. A noticeable change appears in a processor design. The clock speed 
growth is no longer high, i.e., it hits a wall two years ago [14], while the number of 
transistors on a processor continues to climb, i.e., it doubles every 18 months [2].  
Another trend is to let a processor enable higher level of parallelism without compen-
sating power constraints. Then major CPU manufactures have shifted their processor 
designs toward chip multiprocessors (CMPs). 

While some early CMPs employed private per-core cache designs, more recent ones 
employed shared last-level on-chip caches [7]. Sharing a cache may provide the multi-
ple threads with more flexible allocation of the cache space, and is also expected to 
achieve higher performance when cores share data. Figure 3 illustrates an architectural 
view of a multi-core processor which shares a cache located outside the cores yet on 
the processor chip. Note that a processor in the figure is dual-core, i.e., the number of 
cores in a processor chip is 2, and the last-level on-chip cache is L2. As mentioned in 
Introduction, the industry recently began to deliver 4-core processors and also proces-
sors with L3 shared. 

Database research community has already begun to explore higher performance 
that might be offered by new multi-core processors. Ailamaki et al’s tutorial [2]  
provides a good survey on the modern architecture of commodity processors and  
related issues on database systems. In their previous work [1], they perform the ex-
periment to analyze the query execution time by several commercial DBMSs. From  
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Fig. 3. Architectural view of a multi-core processor (dual-core in this figure)  and its memory 
hierarchy7 

 

                                                           
7  Actual memory speeds and capacities vary from a processor to another. We referenced 

Ailamaki et al’s report [2], and two recent dual-core microprocessor product lines: Intel® 
Core™2 Duo Processors and AMD Opteron™ Processors.  



194 K. Kim, J. Shim, and I.-h. Lee 

the results they suggest that database developers need to pay more attention to  
optimize data placement for L2 cache, rather than L1, because L2 data stalls are a  
major component of the query execution time. The hardware systems that they per-
formed the experiment all contain single-core processors, although they are the most 
up-to-date by then. Their suggestion is still valid by now or becomes more important 
in a sense that we now have larger speed gaps between processor clock and memory 
in most hardware systems. 

4   Performance Evaluation 

4.1   Experimental Environment 

We performed an experimental comparison of the B+-Trees, T-Trees, and their cache 
conscious versions CSB+-Trees and CST-Trees. For the performance comparison, we 
implemented all the methods. For the implementation of CSB+-Trees and T-Trees, we 
referred to the sources [9, 13] that are proposed by the original authors. For the im-
plementation of CST-Trees, we referred to the source [10] that we previously built. 
Originally, the source codes were built and tested on Sparc machines, and therefore 
we should modify some codes accordingly to the hardware platforms that were 
equipped with multi-core CPUs.  

The hardware platforms that we chose for experiment are listed in Figure 48. Both 
machine A and B are equipped with one dual-core CPU microprocessors of which ar-
chitectures are different and manufactured by different corporations. The CPU proces-
sor contained in machine-A employs a shared L2 cache while one in machine-B em-
ploys separate L2 caches per core. Note that for comparative study we performed our 
experiment on hardware machines with single-core CPU as well. Both machine C and 
D are equipped with single-core CPU processors. Machine-C has one processor while 
machine-D has two processors. 

We implemented all the codes in C, and the programs were compiled and built by 
GNU cc compiler, which are available for every platform that we used in the experi-
ment. For the performance comparison, we implemented all the methods including T-
Trees, CST-Trees, B+-Trees, and CSB+-Trees. All the methods are implemented to 
support search, insertion, and deletion.  

In the original CSB+-Tree, node groups are allocated dynamically upon node split. 
Memory allocation calls can be saved if we pre-allocate the space for a full node group 
whenever a node group is created. CST-Trees also adopt a scheme to pre-allocate the 
whole space for a node group. In order to conduct a fair performance comparison, we 
also implemented a variant of CSB+-Trees in which the whole space of a node group is 
pre-allocated when keys are inserted. In our insertion experiment, we call it CSB+-
(full), while we call the original CSB+-Tree as CSB+-(org). For deletion, we used 
“lazy” policy as it is practically used [13,10].  

                                                           
8 We used a free-software to check the details of chipsets employed in machine A, B, and C. 

The program is available at http://www.cpuid.com/, and the version we used is v1.39. 



 Cache Conscious Trees: How Do They Perform 195 

 Machine-A Machine-B Machine-C Machine-D 
No. of CPU 
processors 

1 1 1 2 

Multi-Core? 
(No. of cores 
per processor)

Yes (2) Yes (2) No (1) No (1) 

Cache struc-
ture 

Shared L2 
cache across 
dual cores 

Separate L2 
cache per core 

Separate cache 
per processor 

Separate cache 
per processor 

CPU clock 
speed 

2.66GHz 2.0GHz 2.40GHz 1.20GHz 

L1 cache 
<cache size, 
cache line 
size>

2 <32K bytes, 
64bytes> (Data)
2 <32K bytes, 
64bytes> 
(Code) 

2 <64K bytes, 
64bytes> (Data)
2 <64K bytes, 
64bytes> 
(Code) 

<8K bytes, 
64bytes> 
(Data)
<12 Koups> 
(Trace) 

<64 Kbytes, 
64bytes> (Data) 
per chip  
<32 Kbytes, 
64bytes> (Code) 
per chip 

L2 cache 
<cache size, 
cache line 
size>

<4096K bytes, 
64bytes> 

2 <512K 
bytes, 64bytes>

<512K bytes, 
64bytes> 

2 <8M bytes, 
64 bytes> 

RAM 2G bytes 
DDR2 

1G bytes DDR2 1.5G bytes 
DDR

2G bytes DDR 

Operating 
system 

Redhat Enter-
prise Linux ES 
v3

Redhat Enter-
prise Linux ES 
v3

Redhat Enter-
prise Linux ES 
v3

SunOS 5.9 

 

Fig. 4. The CPUs and their cache specifications of four different machines that are used in the 
experiment9 

In order to measure the number of CPU cache misses, we used the Valgrind de-
bugging and profiling tool for Linux operating system and the Performance Analysis 
Tool for Sun operating system.10 We only considered the L2 level cache misses as in 
[13,10].  

In all experiments we set the keys and each pointer to be 4 bytes integers and 4 
bytes. All keys are randomly chosen as integer values of which ranges are from 1 to 10 
million. The keys are generated in advance before the actual experiments in order to 
prevent the key generating time from affecting the measurements. The node sizes of all 
the methods are chosen to 64 bytes, same to the cache line size of each machine, since 
choosing the cache line size to be the node size was shown close to optimal [12, 13, 
10]. We repeated each test three times and report the average measurements.  

                                                           
9 Note that we do not include the actual model names of the microprocessors, since the pur-

pose of our experiment is not to reveal the precise benchmark of each microprocessor. 
10 The versions that we used are the Valgrind 3.2.3 and the Sun ONE Studio 8. The Valgrind is 

freely available under GNU license at http://www.valgrind.org. 
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4.2   Results 

Searching 
In the first experiment, we compared the search performance of each index structure. 
We generated the different number of keys and insert all the keys into each index, and 
then measured the time and the number of cache miss that were taken by 200,000 
searches. All search key values were randomly chosen among the generated keys. 
Figure 5 to 8 show the results11.  

In general, CST-Trees show the best both in terms of speed and cache miss rate. 
CSB+-Trees, B+-Trees, and T-Trees follow the next in order. In a machine-A (1CPU, 
dual-cores, separate L2 cache), CST-Trees are on average 79.8%, 83.3%, and 88.3% 
faster12 than CSB+-Trees, B+-Trees, and T-Trees (Figure 5-(a)). CST-Trees also show 
the least number of cache misses among the methods, i.e., on average 20.5%, 25.0%, 
35.4% less13 than CSB+-Trees, B+-Trees, and T-Trees, respectively (Figure 5-(b)). 
CSB+-Trees also outperform the original B+-Trees in terms of both speed and cache 
misses. In another machine-B that is equipped with a dual-core processor yet separate 
L2 cache, CST-Trees also show the fastest in speed and the least in number of cache 
misses, while CSB+-Trees, B+-Trees and T-Trees follow the next in order (Figure 6). 
In other machine-C and D, each method shows a similar pattern in their performance 
ranks (Figure 7 and 8).  

We may observe two particular interesting results in these experiments. Firstly, as 
the number of searches becomes larger, the difference between CST-Trees and other 
methods in their cache miss numbers becomes larger too. Then among the methods, T-
Tree shows steeper slope than others in its cache miss graphs, although the number of 
cache misses are linearly incremented as others. Secondly, the number of cache misses 
may greatly vary with the machine architectures. For example, in Figure 5-(b), the av-
erage cache miss numbers of four trees on machine-A with 500K search keys is about  
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 (a) CPU elapsed time   (b) Cache misses 

Fig. 5. Search performances in machine-A (1CPU, dual-cores, and shared L2 cache) 

                                                           
11 As mentioned before, we do not attempt to directly compare the performances of four micro-

processors by drawing all graphs in a chart, since it may misguide some readers to directly 
consider the results as the performance benchmark of each microprocessor. Note that for 
comparative study we also include the results of our experiment on machine-D of which re-
sult data previously appeared in [10] in part. 

12 We use a relative performance ratio, i.e., (A-B)/A. For example, (elapsed_time by CSB+ - 
elapsed_time by CST) / elapsed_time by CSB+. 

13 Here again, we use a relative performance ratio, i.e., (A-B)/A. 
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782K, while it is 2,278K and 2,276K on machine-B and C with same search keys, re-
spectively. Note that the total L2 cache size of machine-A is 4 times bigger than B, and 
8 times bigger than C, although their cache line sizes are same to 64bytes. The ma-
chine-D that has a much larger L2 cache size significantly decreases the average num-
ber of cache misses for all cases. According to the result that both machine-B and C 
show a similar number of cache misses; just to have a double-cores without sharing the 
L2 cache may not affect the number of cache misses. 
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Fig. 6. Search performances in machine-B (1CPU, dual-cores, and separate L2 caches) 
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Fig. 7. Search performances in machine-C (1CPU, single-core) 
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Fig. 8. Search performances in machine-D (2CPUs, separate caches) 

Insertion and Deletion 
In the next experiment, we tested the performance of insertion and deletion. Before test-
ing, we first stabilized the index structure by bulk-loading 1 million keys, same as in 
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[13,10]. Then we performed up to 20K operations of insertion and deletion and measure 
the time that were taken for the given number of operations (Figure 9-(a) to 12-(b)).  

Full CSB+-Trees show the best in insertion, while B+-Trees, CST+-Trees show 
comparable performance in their insertions. T-Trees are among the worst in machines 
except one (machine-D) where original CSB+-Trees also perform poor. 
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Fig. 9. (a) Insertion  (b) Deletion : CPU elapsed times in machine-A 
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Fig. 10. (a) Insertion  (b) Deletion : CPU elapsed times in machine-B 
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Fig. 11. (a) Insertion  (b) Deletion : CPU elapsed times in machine-C 

The delete performance also showed a similar pattern to that of search, in that the 
“lazy” strategy was employed for deletion. Most of the time on a deletion is spent on 
pinpointing the correct entry in the leaf node. In all experiments (Figure 9-(b) to 12-
(b)), CST-Trees show the best both in terms of speed and cache miss rate. CSB+-
Trees, B+-Trees, and T-Trees follow the next in order. 
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Fig. 12. (a) Insertion  (b) Deletion : CPU elapsed times in machine-D 

5   Conclusion 

In this paper, we present an experimental evaluation of tree-based index structures on 
multiple conventional processors. CST-Tree is one of the index structures that we es-
pecially care for the performance on multi-core CPU processors.  

Our experimental results show that cache sensitive trees provide much better per-
formance than their original versions. In searching operations, CST-Trees show much 
superior performance than CSB+, B+-Trees, and T-Trees. CSB+-Trees also show bet-
ter performance than B+-Trees. CST-Trees and CSB+-Trees also show good perform-
ance on insertion operations and better performance on deletion operations, although 
the performance benefits over their original versions are less than in searching.  

The experiment is worthy because the experimental results show that cache sensi-
tive index structures may benefit of the designs of modern commodity microproces-
sors. It is, however, limited in that we have not developed an analytical model of our 
cache sensitive index on a multi-level shared cache architecture, so that we can 
mathematically compare the empirical results to the theoretically-expected behavior 
of the model. This should be one of the works we shall deal with in future. 

It is one of the hottest research topics in database community to tune a database 
management system to perform well enough to benefit the commodity microproces-
sors. Building an index structure more cache-conscious is a way to decrease the cache 
miss and therefore to benefit more the larger size of shared cache. However, those 
cache conscious technologies employed in either CST-Trees or CSB+-Trees may not 
inherently resolve a problem of so called cold miss. We are developing a CST-Tree 
version which employs a prefetching technology to reduce the cold miss rate. 
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Abstract. This paper presents new page replacement algorithms for NAND 
flash memory, called CFLRU/C, CFLRU/E, and DL-CFLRU/E. The algorithms 
aim at reducing the number of erase operations and improving the wear-leveling 
degree of flash memory. In the CFLRU/C and CFLRU/E algorithms, the least 
recently used clean page is selected as the victim within the pre-specified 
window of the LRU list. If there is no clean page within the window, CFLRU/C 
evicts the dirty page with the lowest access frequency while CFLRU/E evicts 
the dirty page with the lowest block erase count. DL-CFLRU/E maintains two 
LRU lists called the clean page list and the dirty page list, and first evicts a page 
from the clean page list. If there is no clean page in the clean page list, DL-
CFLRU/E evicts the dirty page with the lowest block erase count within the 
window of the dirty page list. Experiments through simulation studies show that 
the proposed algorithms reduce the number of erase operations and improve the 
wear-leveling degree of flash memory compared to LRU and CFLRU. 

Keywords: Flash Memory, Page Replacement, Virtual Memory System, LRU. 

1   Introduction 

Recently, embedded systems usually employ NAND flash memory as data storages 
because of its small size, lightweight, shock resistance, and low-power consumption 
[4], [5]. The I/O operations of NAND flash memory are significantly different from 
those of traditional hard disk. For example, a read or a write operation in NAND flash 
memory is performed by the unit of flash page, and an erase operation should be 
preceded for a group of adjacent flash pages called block before a write operation is 
performed. The times required for the three operations are significantly asymmetric as 
shown in Table 1 [10]. Specifically, an erase operation requires an order of magnitude 
                                                           
  * This work was supported in part by the Samsung Electronics, and by the Korea Research 
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more time than read/write operations. Therefore, minimizing the number of erase 
operations is required to improve the performance of the page replacement algorithm 
for NAND flash memory storages. Furthermore, the number of possible erase 
operations to be performed for each block is limited to the range of 10,000 to 
1,000,000 depending on the physical characteristics of the flash device. After the 
specified number of erase operations is performed on a certain flash block, the block 
is worn out and its reliability cannot be guaranteed. Hence, it is needed to balance the 
number of erase operations performed for each block to increase the life span of the 
whole flash memory area. In the page replacement algorithm for NAND flash 
memory storages, therefore, the number of erase operations and the wear-leveling 
degree are important performance criteria.  

Table 1. The characteristics of NAND flash memory 

Operation Access Time 

Read 35.9 µs 

Write 226 µs 

Erase 2ms (16KB) 

Studies on page replacement algorithms that consider the physical characteristics 
of NAND flash memory are now at the initial stage. This paper presents new page 
replacement algorithms for NAND flash memory, called CFLRU/C, CFLRU/E, and 
DL-CFLRU/E. The proposed algorithms improve the CFLRU (Clean-first LRU) 
algorithm [8]. CFLRU is a recently proposed page replacement algorithm that 
considers the physical characteristics of NAND flash memory. CFLRU considers not 
only the hit rate but also the asymmetric replacement cost of read and write 
operations. This paper supplements the original CFLRU algorithm by considering the 
number of erase operations and the wear-leveling degree as well as asymmetric 
read/write costs in the algorithm design. Specifically, CFLRU/C and CFLRU/E 
consider the access frequency and the number of block erase operations, respectively. 
DL-CFLRU/E maintains two LRU lists called the clean page list and the dirty page 
list. DL-CFLRU/E reduces the number of erase operations, and at the same time, 
improves the wear-leveling degree of flash memory significantly.  

We perform simulation experiments with fifteen types of synthetically generated 
traces. The simulation results show that the proposed algorithms perform better than 
LRU and CFLRU in terms of the number of erase operations and the wear-leveling 
degree.  

The remainder of this paper is organized as follows. Section 2 explains the LRU 
and CFLRU algorithms as a related work, and Section 3 presents new page 
replacement algorithms for NAND flash memory storages, called CFLRU/C, 
CFLRU/E, and DL-CFLRU/E. Section 4 describes the performance results of the 
proposed algorithms compared to LRU and CFLRU. Finally, Section 5 concludes the 
paper.  
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2   Page Replacement Algorithms 

The objective of the page replacement algorithm in a demand paging system is to 
select a victim page and then make it free. Basically, when a page miss occurs and if 
there is no free page in physical memory, the replacement algorithm selects a victim 
page to be swapped out. If the page is clean, it is just removed from the physical 
memory, and otherwise, copied to the swap area before removed.  

In this section, we first describe the LRU (Least Recently Used) algorithm. LRU is 
most commonly used for page replacement in demand paging systems because of its 
simplicity and competitive performance in traditional hard disk. LRU considers 
temporal locality, which means that a page referenced more recently is more likely to 
be referenced again in the near future. LRU maintains the page list in the order of last 
reference time and selects the least recently referenced page as a victim. Fig. 1 depicts 
an example of the LRU algorithm. As can be seen from the figure, when a page miss 
occurs, LRU evicts p8 at the end of the list.  

victim

LRU
list

p1 p2 p3 p4 p5 p6 p7 p8

recency

: Page victim

LRU
list

p1 p2 p3 p4 p5 p6 p7 p8

recency

: Page
 

Fig. 1. An example of the LRU (Least Recently Used) algorithm 

In order to improve the performance of page replacement, many studies have been 
performed which are customized for traditional hard disk. In the case when flash 
memory is used as storage, it is needed to consider the physical characteristics of the 
flash storage. The CFLRU (Clean-first LRU) algorithm is a recently proposed page 
replacement algorithm that considers the physical characteristics of NAND flash 
memory. CFLRU considers not only the hit rate but also the asymmetric replacement 
cost of each operation [6], [7].  

CFLRU maintains the page list by the LRU order. The list of CFLRU is divided 
into working region and clean-first region [8]. The working region contains the 
recently referenced pages and its mission is to improve the hit rate. The pages in the 
clean-first region are victim candidates. Hence, CFLRU first searches the clean-first 
region to find a victim, and if the region becomes empty, it searches the working 
region. The number of pages belonging to the clean-first region is decided by the size 
of the window. (See Fig. 2). Within the window, CFLRU considers whether the page 
is clean or dirty. A clean page is a page whose contents have not been changed, while 
a dirty page is a modified page during its residence in the memory. If a clean page is 
chosen for eviction, it can be just dropped from the memory without additional flash 
operations. On the contrary, if a dirty page is chosen, it should be written to persistent 
storage prior to dropping from the memory.  

In the clean-first region, CFLRU evicts a clean page preferentially for reducing the 
number of write operations. However, if there is no clean page within the window, the 
least recently used dirty page is evicted. Fig. 2 depicts an example of the CFLRU 
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algorithm. In this example, the window size is four. Although the page at the end of 
the LRU list is p8, CFLRU selects the p7 as the victim which is least recently 
referenced among clean pages within the window.  

C D
LRU
list

p1 p2 p3 p4 p5 p6 p7 p8

Window

D C C D C D

C
D

: Clean page
: Dirty page

victim

recency

Clean-first regionWorking region

C D
LRU
list

p1 p2 p3 p4 p5 p6 p7 p8

Window

D C C D C D

C
D

: Clean page
: Dirty page

victim

recency

Clean-first regionWorking region

 

Fig. 2. An example of the CFLRU (Clean-first LRU) algorithm 

3   Proposed Algorithms 

In this section, we present new page replacement algorithms for NAND flash memory 
storages, called CFLRU/C, CFLRU/E, and DL-CFLRU/E. The proposed algorithms 
have the common property that delays evicting dirty pages as long as possible. 
Evicting dirty pages incurs write operations, and this potentially requires erase 
operations. In order to reduce the number of write/erase operations and improve the 
wear-leveling degree, the proposed algorithms use the reference history of the pages 
such as the access frequency and the number of erase operations for each block.  

3.1   CFLRU/C (CFLRU/Count) 

The first algorithm, called CFLRU/C, selects the least recently used clean page as the 
victim within the pre-specified window. If there is no clean page within the window, 
CFLRU/C evicts the dirty page with the lowest access frequency. This is because the 
page with the lowest access frequency is not likely to be referenced again soon. We 
increase the access frequency by one only when a write operation is performed since 
the access frequency is considered only for dirty pages. Fig. 3 shows an example of 
CFLRU/C. In this example, all of the pages in the window are dirty. Hence, p6 is 
selected as a victim due to its lowest access frequency.  
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Fig. 3. An example of the CFLRU/C algorithm 
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3.2   CFLUR/E (CFLRU/Erase) 

Since the number of possible erase operations to be performed for each block is 
limited in NAND flash memory, it is required to prevent some blocks from getting 
worn out too soon [11]. The second algorithm, CFLRU/E, considers the number of 
block erase operations for selecting a victim. We call the number of erase operations 
erase count. Similar to the CFLRU and CFLRU/C algorithms, CFLRU/E firstly 
selects the least recently used clean page within the pre-specified window as a victim. 
However, if there is no clean page within the window, CFLRU/E evicts the dirty page 
belonging to the block with the lowest erase count [1], [2], [3]. The rationale of this 
process is to balance the erase count of all block, leading to an improved wear-
leveling degree. Fig. 4 depicts an example of CFLRU/E. In this example, all of the 
pages in the window, p5, p6, p7, and p8 are dirty. Hence, p6 is selected as a victim 
since it belongs to the block with the lowest erase count.  
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Fig. 4. An example of the CFLRU/E algorithm 

3.3   DL-CFLUR/E (Double List CFLRU/E) 

The CFLRU/C and CFLRU/E algorithms may evict a dirty page first although there 
exists a clean page in the memory that can be evicted. This situation could occur 
when the window of the list does not contain clean pages but they are in the 
remaining position of the list. This is not cost effective in some cases because evicting 
a dirty page incurs too expensive flash operations. To resolve this situation, we 
propose a new algorithm, called DL-CFLUR/E (Double List CFLRU/E), that evicts a 
dirty page only when there is not any clean page in the memory at all.  

DL-CFLRU/E maintains two LRU lists called the clean page list and the dirty page 
list. DL-CFLRU/E checks the clean page list first for selecting a victim page. If there 
is a clean page in the list, the least recently referenced page is evicted. Otherwise, DL-
CFLRU/E scans the dirty page list, and selects the page with the lowest block erase 
count within the window as a victim. The reason of using CFLRU/E-like eviction in 
the dirty page list is due to its good performance in terms of the wear-leveling degree. 
Fig. 5 shows an example of DL-CFLRU/E. In this example, p6 in the clean page list is 
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selected as a victim first because it is at the end of the clean page list. If the clean 
page list becomes empty, CFLRU/E checks the window of the dirty page list and 
evicts p4 first because it has the lowest block erase count. Table 2 shows the 
comparison of LRU, CFLRU, and the three proposed algorithms.  
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Fig. 5. An example of the DL-CFLRU/E algorithm 

Table 2. A comparison of LRU, CFLRU, and the three proposed algorithms 

Considerations 

Algorithm Data structure Eviction standards Reducing 
write/erase 
operations 

Wear-
leveling 

LRU List Last reference time No No 

CFLRU List + window 

 

Last reference time, 
Clean/dirty page 
 

Yes No 

CFLRU/C List + window 
Last reference time, 
Clean/dirty page, 
Access frequency 

Yes No 

CFLRU/E List + window 
Last reference time, 
Clean/dirty page, 
Erase count 

Yes Yes 

DL-CFLRU/E 
 

Clean page list, 
Dirty page list + 
window 

Last reference time, 
Clean/dirty page, 
Erase count 

Yes Yes 

4   Experiments 

4.1   Experimental Environment  

To assess the performance of the proposed page replacement algorithms, we have 
simulated the demand paging system. In the experiments, the total number of blocks 
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in a flash memory is set to 300 and each block is composed of 64 pages. In addition, 
we assume that the size of a page frame is equal to that of a flash page.  

We have performed simulation experiments with fifteen types of synthetically 
generated traces. The traces are classified into five types according to how the data 
accesses are concentrated on a certain part of the NAND flash area. The types are 
expressed as 90/10, 80/20, 70/30, 60/40, and 50/50. 90/10 means that 90 percent of 
total operations are intensively performed in a certain 10 percent of the NAND flash 
area, and the rest are performed in the other 90 percent of the NAND flash area. (See 
Fig. 6). The traces are also classified into three types according to the ratio of read 
and write operations. The types are expressed as 90/10 R/W, 50/50 R/W, and 10/90 
R/W. 90/10 R/W means that the read and write operations in the trace are 90% and 
10%, respectively. With these two classifications, we generated 15 traces which have 
one million read/write operations.  
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Fig. 6. Fifteen types of synthetically generated traces 

4.2   Experimental Results and Performance Evaluation  

We compared the three proposed algorithms, CFLUR/C, CFLRU/E, DL-CFLRU/E 
with LRU and CFLRU. Figs. 7, 8, and 9 show the performance results of the five 
algorithms in terms of the wear-leveling degree, the number of read and write hits, 
and the number of erase operations when the ratio of read/write is 10/90 R/W, 50/50 
R/W, and 90/10 R/W, respectively. We set the number of page frames in the system 
as 1000 and the size of the window for CFLRU, CFLRU/C, CFLRU/E, and DL-
CFLRU/E is set to 500.  

In terms of the wear-leveling degree, CFLRU/C performs worse than the other 
algorithms as shown in Fig. 7(a). This is because CFLRU/C maintains dirty pages 
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with large frequency count in the memory for long time, and hence the erase 
operations of the corresponding block rarely happen. Therefore, erase operations are 
not evenly performed on the whole flash memory area, and the wear-leveling degree 
deteriorates.  

In Figs. 7, 8, and 9, the proposed algorithms show larger number of read and write 
hits than LRU and CFLRU. Specially, in the case of 90/10 and 80/20 traces, the 
proposed algorithms perform even better. In all cases, DL-CFLRU/E has the best wear-
leveling degree and the lowest number of erase operations irrespective of the trace type. 
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        (a) Wear-leveling degree                                            (b) Number of read hits 
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           (c) Number of write hits                                 (d) Number of erase operations 

Fig. 7. 10/90 R/W trace 

Fig. 10 shows the number of erase operations and the wear-leveling degree of 
CFLRU and DL-CFLRU/E as a function of the window size. Note that evicting a 
dirty page requires a write operation, and this potentially incurs erase operations. Fig. 
10(a) shows that the total number of erase operations of CFLRU decreases as the 
window size increases. The reason is that possibility of evicting dirty pages decreases 
as the window size increases. For all cases, DL-CFLRU/E performs consistently 
better than CFLRU in terms of the total number of erase operations. Fig. 10 also show 
the wear-leveling degree of CFLRU and DL-CFLRU/E. The lower value of wear-
leveling degree means the more balanced erase conunts of each block. Since DL-
CFLRU/E considers the erase counts of each block when evicting a dirty page, it 
shows far better wear-leveling degree than CFLRU irrespective of the window size.  

To compare the wear-leveling degree of DL-CFLRU/E, LRU, and CFLRU in a 
more detailed manner, Fig. 11 shows the erase counts of each block in the flash device. 
In the figure, the x-axis is the block number of flash memory and the y-axis is the  
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       (a) Wear-leveling degree                                     (b) Number of read hits 
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          (c) Number of write hits                           (d) Number of erase operations 

Fig. 8. 50/50 R/W trace 
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   (c) Number of write hits                                      (d) Number of erase operations 

Fig. 9. 90/10 R/W trace 
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(b) DL-CFLRU/E 

Fig. 10. A comparison of DL-CFLRU/E with CFLRU in terms of the total number of erase 
operations and the wear-leveling degree as a function of the window size 

number of erase operations performed for that block. A good wear-leveling degree 
implies that the number of erase operations for each block is evenly distributed. As can 
be seen from Fig. 11(e), each block has the uniform number of erase operations for the 
50/50 trace. For all traces, DL-CFLRU/E performs the best and LRU the worst. 
Specially, DL-CFLRU/E performs better than LRU and CFLRU by a large margin 
when I/O operations are skewed to some limited blocks such as the case of 90/10 trace.   
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         (a) 90/10                                                                     (b) 80/20 

Fig. 11. A comparison of DL-CFLRU/E with LRU and CFLRU in terms of the wear-leveling 
degree 
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                                            (c) 70/30                                                                     (d) 60/40 
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(e) 50/50 

Fig. 11. (continued) 

5   Conclusion 

This paper presented new page replacement algorithms for NAND flash memory 
storages, called CFLRU/C, CFLRU/E, and DL-CFLRU/E. The objectives of the 
algorithms are reducing the number of erase operations and improving the wear-
leveling degree of flash memory.  

Simulation results show that the performance of the proposed algorithms is better 
than existing algorithms in terms of the number of erase operations and the wear-
leveling degree. In the case of CFLRU/C, since frequently referenced pages stay in 
the memory for long time, the number of write operations for those pages is 
significantly reduced. CFLRU/E considers the erase count of each block, and hence 
the wear-leveling degree is improved. Since DL-CFLRU/E manages clean pages and 
dirty pages in the separate list and the priority of a dirty page is higher than any clean 
page, it performs the best in terms of the number of erase operations. Moreover, DL-
CFLRU/E shows good wear-leveling degree because it considers erase counts of 
blocks to evict a dirty page.  

In the proposed algorithms, additional information such as the number of block 
erase counts and the access frequency of pages is exploited. In the future, we will 
study how this information could be maintained efficiently. Performance studies with 
various real world traces are another direction of our future research.  
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Abstract. Mobile computing devices use flash memory as a secondary storage 
because it has many attractive features such as small size, fast access speeds, 
shock resistance, and light weight. Mobile computing devices exploit a swap 
system to extend a limited main memory space and use flash memory as a swap 
system. Although flash memory has the attractive features, it should perform 
garbage collection, which includes erase operations. The erase operations are 
very slow, and usually decrease the performance of the system. Besides, the 
number of the erase operations allowed to each block is also limited. To 
minimize the garbage collection time and evenly wear out, our proposed 
garbage collection policy focuses on minimizing the garbage collection time 
and wear-leveling. Trace-driven simulations show that the proposed policy 
performs better than existing garbage collection policies in terms of the number 
of erase operation, the garbage collection time, total amount of energy 
consumption and the endurance of flash memory.  

Keywords: Flash memory, Garbage collection, Swap systems. 

1   Introduction 

Flash memory is becoming important for mobile computing devices such as laptop 
computers and tablet PCs. Because flash memory has lots of attractive features such 
as small size, fast access speeds, shock resistance, high reliability, and light weight, it 
will be widely used in various computing systems such as embedded systems, mobile 
computers, and consumer electronics, and also will be used in a swap system. 
Although flash memory has a lot of attractive features, it has a critical drawback, 
which is an inefficiency of in-place-update operation. When we update data in flash 
memory based systems, we can not write new data directly at same address due to 
physical characteristics of flash memory. First of all, all data in the block must be 
copied to a system buffer and then updated. Then, after the block has been erased, all 
data must be written back from the system buffer to the block. Therefore, updating 
even one byte data requires one slow erase and several write operations. Besides, if 
the block is a hot spot, it will soon be worn out.  
                                                           
* This work was supported by Research fund from Samsung Electronics Co., LTD. 
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Many flash memory based systems exploit the out-place-update operation to 
resolve the problem of the in-place-update operation [6-8]. When the data is updated, 
the out-place-update operation writes new date at new place, and then the obsolete 
data are left as garbage. When there are not enough free spaces in flash memory, we 
should collect the garbage space and translate a free space. This operation is a garbage 
collection, which consists of the write operations and the erase operations. The erase 
operations are even slower than other operations, and usually decrease the 
performance of the system. Besides, the number of the erase operations allowed to 
each block is limited. Recently, mobile computers such as a laptop computer, a tablet 
PC, and a PDA use a swap system to extend a limited main memory space. In this 
paper, we propose an efficient garbage collection policy for flash memory based swap 
system. To minimize the garbage collection time and evenly wear out flash memory, 
our proposed garbage collection policy focuses on minimizing the garbage collection 
time, reducing the number of the erase operations, and wear-leveling. Trace-driven 
simulations show that our proposed policy performs better than the greedy, the Cost-
Benefit (CB), and the Cost Age Time (CAT) policies in terms of the garbage 
collection time, the number of erase operations, and the endurance of flash memory. 

The remainder of this paper is organized as follows. We review characteristics of 
flash memory and existing works on garbage collection in Section 2. Section 3 
presents a new garbage collection policy for flash memory. We evaluate the 
performance of the proposed policy in Section 4. Finally, we conclude this paper in 
Section 5. 

2   Related Works 

In this section, we present characteristics of flash memory and existing works on 
garbage collection. 

2.1   Characteristics of Flash Memory  

Flash memory is a non-volatile solid state memory, its density and I/O performance 
have improved to a level at which it can be used as a secondary storage for portable 
computing devices such as laptop computer, tablet PC, and PDA. Flash memory is 
partitioned into blocks and each block has a fixed number of pages. Unlike hard disks, 
flash memory has three kinds of operations: page read, page write, and block erase 
operations. They have difference performances, and the performances of three kinds 
of operations are summarized in Table 1. 

Table 1. Operations of flash memory [13] 

 

 
Page Read 
(2K bytes) 

Page Write 
(2K bytes) 

Block Erase 
(128K bytes) 

Performance (µs)  25(Max.) 200(Typ.) 2000(Typ.) 

Energy Consumption (nJ)  4.2(Max.) 12.9(Typ.) 1019.7(Typ.) 
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As aforementioned, flash memory has lots of features. However, flash memory has 
two drawbacks. First, blocks of flash memory need to be erased before they are 
rewritten. The erase operation needs more time than read or write operation. The 
second drawback is that the number of erase operations allowed to each block is 
limited. This drawback becomes an obstacle to developing a reliable flash memory-
based embedded system. Due to this drawback, the flash memory based embedded 
systems are required to wear down all blocks as evenly as possible, which is called 
wear-leveling. 

2.2   Existing Works on Garbage Collection  

To improve the performance of hard-disk based storage systems, Rosenblum et al. 
proposed the Log-Structured File System (LFS) and garbage collection policies have 
long been discussed in log-based disk storage systems [1-4]. Fortunately, the Log-
Structured File System can be applied to flash memory based storage systems and the 
garbage collection policies in log-based disk storage also can be applied to flash 
memory based storage systems. Wu et al. proposed the greedy policy for garbage 
collection. The greedy policy considers only the number of valid data pages in blocks 
to minimize the write cost and chooses the block with the least utilization [5]. 
However it dose not consider wear-leveling for flash memory. Therefore, it was 
shown to perform well for random localities of reference, but it was shown to perform 
poorly for high localities of reference.  

Kawaguchi et al. proposed the cost-benefit policy. The cost-benefit policy 
evaluates the cost benefit of all blocks in flash memory using ((a*(1-u))/2u) method, 
where a is the elapsed time from the last data invalidation on the block, and u is the 
percentage of fullness of the block [6]. After evaluating the all blocks, it chooses the 
victim block that has a maximum cost benefit value. Chiang et al. proposed the Cost 
Age Time (CAT) policy. The CAT policy focuses on reducing the number of the 
erase operation. To reduce the number of the erase operations, they use a data 
redistribution method that uses a fine-grained method to separate cold and hot data. 
The method is similar to the cost-benefit policy but operates at the granularity of 
pages. Furthermore, the CAT policy considers wear-leveling. To perform even-
leveling, the CAT chooses the victim block according to cleaning cost, ages of data in 
blocks, and the number of the erase operations [7].  

Kim et al. proposed the cleaning cost policy, which focuses on lowering cleaning 
cost and evenly utilizing flash memory blocks. In this policy, they dynamically 
separates cold data and hot data and periodically move valid data among blocks so 
that blocks have more even life times [9]. Chang et al. proposed the real-time garbage 
collection policy, which provides a guaranteed performance for hard real-time 
systems. They also resolved the endurance problem by the wear-leveling method [10]. 

3   Garbage Collection for Flash Memory Based Swap System 

In this paper, we propose the new garbage collection policy, which extends the greedy 
policy for flash memory based swap system. Thus, our proposed garbage collection 
policy is named ‘S-Greedy’. In flash memory, the erase operation is even slower than 
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the read and write operation. Thus, the erase operation is dominant to the performance 
of the flash memory based swap system. As mentioned in Section 2, to improve the 
performance, existing works for garbage collection tried to reduce the number of the 
erase operations. They also considered the wear-leveling for the endurance of flash 
memory. 

3.1   Flash Memory Based Swap System 

Fig. 1 shows the architecture of the flash memory based swap system. The swap area 
consists of a sequence of page slots, which is used to store a page swapped out from 
memory. When a page is swapped out, the location of the swapped-out page is stored 
in the corresponding page table entry (PTE). The location information in the PTE is 
used to find the correct swap slot in the swap area when the page is swapped in. 
Unlike a hard disk based swap system, the flash memory based swap system has the 
Flash Translation Layer (FTL) and the Memory Technology Device (MTD) layer. 
FTL provides a transparent access to the flash memory based swap system. If there 
are not enough free blocks in the swap area, the swap system should perform garbage 
collection. Garbage collection is also handled in FTL [11]. The MTD layer handles 
read, write, and erase operations for the flash memory based swap system [12]. 

3.2   Garbage Collection for Swap Systems  

The system should perform garbage collection if there are not enough free blocks in 
flash memory. We should wait and do not perform any operations such as read and  
 

Page
slot

…

FTL layer

Page table entry Page table entry

Garbage 
Collection

Address Translation

Swap area (Flash memory)

read, write, and erase operations

MTD layer

I/O requests

I/O Queue

 

Fig. 1. The architecture of flash memory based swap system 
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write operations until the garbage collection finishes. To improve the performance of 
flash memory based swap systems, we should minimize the garbage collection time. 
In this paper, we exploit the greedy policy to make a decision which block should be 
erased during garbage collection. Since the greedy policy considers only the number 
of valid pages in blocks and chooses the block with the least utilization, we can 
minimize the garbage collection time. However it dose not consider wear-leveling and 
was shown perform poorly for high localities of reference. To address the problems of 
the greedy policy, we extend the greedy policy by considering the different update 
time of the pages in the blocks and the number of the erase operation of the blocks. 

Fig. 2 shows the redistribution of the valid pages during garbage collection. When 
we perform garbage collection, we select several victim blocks with the least 
utilization, and then copy valid pages in the victim blocks to the free block before we 
clean the block. For the redistribution of valid pages, we should consider the 
Swapped-Out Time (SOT) of the valid page. The Swapped-Out Time (SOT) is the 
time when the page is swapped out from memory. Because the current operating 
systems use the round-robin based process scheduling scheme, the least recently 
swapped-out page is likely to swap in the main memory in the near future. Thus, we 
can classify the least recently swapped-out page as hot page. Since we calculate the 
SOT of the valid pages and sort the valid pages by the SOT value, and then copy the 
least recently swapped-out page first, we can get hot valid pages together into a block 
during redistributing.  

Flash memory used as the swap area should be controlled to evenly wear out all 
blocks since wearing out specific blocks could limit the usefulness of the whole flash 
memory based swap system. Thus, most of the existing works considered wear-
leveling of flash memory when the victim block is selected. In contrast, our proposed  
 

(1) Select several victim blocks, 
estimate the SOT value of each valid page, 
and  classify valid pages as hot or cold pages

(2) Sort valid pages by the SOT value 
and copy the least recently swapped-out 

page first

VI VI II V I

used block used block

I

used block

V

used block

V V

(3) Erase the victim blocks

block for 
pages copied out

V Valid page I Invalid page
 

Fig. 2. The redistribution of the valid pages 
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policy does not consider wear-leveling similar to the greedy policy when the victim 
block is selected. In order to guarantee the long endurance of the flash memory based 
swap system, we propose an efficient free block list management scheme for wear-
leveling on the flash memory based swap system. In our proposed policy, we use the 
sorted free block list. After cleaning the victim blocks, we calculate the number of the 
erase operation of the block, and then the block is added to the free block list. The 
free block in the free block list are sorted by the number of the erase operation of the 
block. Hence, during copying out, we could allocate the block with the minimum 
number of the erase operation to valid pages, and could evenly wear out. Fig. 3 shows 
the efficient free block list management scheme for wear-leveling.  

VPVP

Active block

(1) Cleaned blocks are sorted by the number of 
the erase operation, and then each block is 
added to the free block list respectively.

VP

UB ABUB CB UB CB

FBFB FBFB FB

Free block list

The lowest 
number of the 
erase operation

The greatest 
number of the 
erase operation

(2) When the new active block is needed, the 
free block list manager serves block with the 
lowest number of the erase operation.

CB
Cleaned block FB

Free blockUB
Used blockAB

Active block VP
Valid page

 

Fig. 3. The efficient free block list management  

4   Performance Evaluation 

We present the performance evaluation results for various garbage collection policies 
to assess the effectiveness of our proposed policy in this section. We conducted trace-
driven simulations to compare the performance of our proposed policy with those of 
the greedy, the Cost-benefit (CB), and the Cost Age Time (CAT) policies. We used 
the synthetic trace to assess the performance of the flash memory based swap system. 
Since the operating systems swap out many pages in a short period of time, we 
consider this access pattern to generate the synthetic trace. 

To evaluate the performance, when the size of free block is fewer than 10% of the 
total size of flash memory, garbage collection is started. And garbage collection is 
stopped when the size of free block is larger than 20% of the total size of flash 
memory. Fig. 4 and Fig. 5 show the performance results of the number of erase 
operation and pages copied out for the four garbage collection policies. Because 
garbage collection performs a lot of page write and block erase operations, we should  
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Fig. 4. The result of the number of the erase operations 

reduce the number of erase operation and pages copied out to improve the 
performance of the flash memory swap based system. Our proposed policy, S-Greedy 
shows better performance in these performance results, and these results affect the 
performances of the garbage collection time and the energy consumption.  
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Fig. 5. The result of the number of the page copied out 
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Fig. 6. The result of total garbage collection time 
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Fig. 7. The result of the total amount of energy consumption 
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Fig. 8. The result of the number of garbage collection performed 
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Fig. 9. The result of the number of worn-out block 
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Fig. 6 and Fig. 7 show the garbage collection time and total amount of energy 
consumption during simulation. The S-Greedy policy shows better performance in 
terms of the garbage collection time and total amount of energy consumption. This is 
because the S-Greedy policy just considers the utilization of each block to minimize 
the garbage collection time and total amount of energy consumption unlike other 
policies. Furthermore, our proposed policy performs better than the original greedy 
policy because it consider the Swapped-Out Time (SOT) of each page and exploits 
the SOT value to redistribute pages. 

Finally, Fig. 8 shows the number of garbage collection performed during the 
simulation and fig. 9 shows the performance results of the number of the worn-out 
blocks. In these results, the S-Greedy policy shows the best performance in terms of 
the number of the worn-out blocks due to the efficient free block list management 
scheme. This result means that our proposed policy guarantees the long endurance of 
flash memory.  

5   Conclusion 

In this paper, we presented the novel garbage collection policy for the flash memory 
based swap system. Our proposed policy focuses to minimizing the garbage collection 
time and total amount of energy consumption, and also considers the endurance of 
flash memory. To minimize the garbage collection time and total amount of energy 
consumption, we extended the greedy policy by considering the different swapped-out 
time of the pages. Furthermore it proposed the efficient free block lists management 
scheme to ensure the endurance of flash memory. As a result, the proposed policy 
performs better than other existing garbage collection policies in terms of the number 
of erase operations, the garbage collection time, total amount of energy consumption 
and the endurance of flash memory. 
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Abstract. Most of the mobile devices are equipped with NAND flash memories 
even if it has characteristics of not-in-place update and asymmetric I/O latencies 
among read, write, and erase operations: a write/erase operation is much slower 
than a read operation in a flash memory. For the overall performance of a flash 
memory system, the buffer replacement policy should consider the above 
severely asymmetric I/O latencies. Existing buffer replacement algorithms such 
as LRU, LIRS, and ARC cannot deal with the above problems. This paper 
proposes an add-on buffer replacement policy that enhances LIRS by reordering 
writes of not-cold dirty pages from the buffer cache to flash storage. The 
enhances LIRS-WSR algorithm focuses on reducing the number of write/erase 
operations as well as preventing serious degradation of buffer hit ratio. The 
trace-driven simulation results show that, among the existing buffer 
replacement algorithms including LRU, CF-LRU, ARC, and LIRS, our LIRS-
WSR is best in almost cases for flash storage systems. 

Keywords: Flash Memory, Buffer Replacement Algorithm, Storage System. 
Embedded System. 

1   Introduction 

Flash memory is a type of electrically erasable and programmable read-only memory 
(EEPROM) that can retain data without power. It has many attractive features, 
including low power consumption, shock resistance, low weight, high density, and 
high I/O performance. As its price decreases and its capacity increases, flash memory 
is widely used for storage in digital cameras, mobile phones, PDAs, and notebooks. 

However, several hardware limitations exist in a flash memory. Firstly, a data unit 
of erase operations is a block that is the set of fixed number of contiguous pages even 
                                                           
* Corresponding author. 
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if a data unit of read/write operations is a page. Secondly, it is impossible to re-write 
the page in-place in a flash memory. So, in order to update data of the page, a system 
should perform only one of the following: 1) writing these data to newly allocated 
page, and invalidating the original page; 2) writing these data to the original page only 
after erasing the block containing that page. In the latter case, it is difficult to keep the 
data consistency. In the former case, reclaiming invalid pages for reading/writing 
requires erasing blocks containing these pages. Thirdly, the life time of a flash 
memory is shorter than the life time of a hard disk and a DRAM. In other words, only 
a limited number of erase operations can be performed safely to each memory cell, 
typically between 100,000 and 1,000,000 cycles. Finally, there exist differences 
among I/O latencies according to the kinds of I/O operations, i.e., read, write, and 
erase. The write operation is about 10 times slower than the read operation, and the 
erase operation is about 20 times slower than the write operation [1][2].  

Disk caching has been used for reducing disk I/O latency. A buffer replacement 
algorithm for a disk tries to obtain the optimal I/O sequence from the original I/O 
sequence by reducing the number of accesses for the overall performance. There are a 
large number of buffer replacement algorithms for disk, for example, LRU, LIRS, 
ARC. Under the I/O trace extracted from the Wisconsin benchmark [21] on the 
PostgresSQL DBMS, LIRS shows the good performance since it uses the IR (Inter-
reference Recency) for identifying hot/cold pages. So LIRS is selected as the base 
algorithm for us to starts to enhance. 

Since a flash memory becomes an alternative of a disk, flash caching is needed for 
reducing flash I/O latency. By the way, a buffer replacement algorithm for a flash 
memory has to additionally deal with the problem of different I/O latencies according to 
the kind of I/O operations, i.e. read, write, and erase, even though it is similar to the 
buffer replacement algorithms for a disk. It tries to obtain the optimal I/O sequence from 
the original I/O sequence by discriminatively reducing the number of accesses 
according to the kind of I/O operations. Since LIRS ignores the severely asymmetric I/O 
latencies, it shows the more poor performance in a flash memory than in a hard disk.  

In addition, since an erase operation is directly controlled not by the buffer 
management layer, but by the underneath layer, an I/O sequence generated from a 
buffer replacement algorithm for a flash also consists of read/write operations only. 
Fortunately, the number of write requests from the buffer management layer is 
proportional to the number of physical writes and erases to the flash. Therefore, we 
focus on finding an algorithm that minimize the number of write requests as well as 
the loss of hit ratio for generating optimal I/O sequence from a given I/O sequence. 

For a flash memory, this paper proposes an efficient buffer replacement algorithm, 
LIRS-WSR, that enhances an existing LIRS buffer replacement algorithm with add-
on buffer replacement strategy, namely Write Sequence Reordering (WSR). WSR 
reorders writing not-cold dirty pages from the buffer cache to the disk to reduce the 
number of write operations while preventing excessive degradation of the hit ratio. 
For seamless integration of LIRS and WSR, we have modified all the steps of the 
LIRS algorithm while maintaining advantages of that algorithm, i.e., IR. This 
algorithm is also designed to minimize both temporal and spatial overheads required 
to achieve the goal. Our simulation results show that LIRS-WSR effectively reduces 
the number of physical page–writes and page–erases, and consequently outperforms 
other algorithms. 
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Section 2 introduces some related work. In Section 3, an efficient buffer 
replacement algorithm, LIRS-WSR, that enhances LIRS with WSR, is described in 
detail. In Section 4, the trace-driven simulation results show that our algorithm is 
superior to the existing algorithms such as LRU, LIRS, ARC, and even CFLRU in a 
flash memory. Finally, we concluded in Section 5. 

2   Related Works 

2.1   Flash Memory 

Flash memory is a type of EEPROM. Flash memory is non-volatile, that is, it retains 
data without power. There are two types of flash memory, NAND and NOR. Table 1 
compares their characteristics. 

Table 1. Characteristics of flash memory [5]  

current (mA) Access time (4kB) 
Device 

Idle Active Read Write Erase 

NOR 
NAND 

0.03 
0.01 

32 
10 

20 us 
25 us 

28 ms 
250 us 

1.2 sec 
2 ms 

The read latency of NOR is slightly lower than that of NAND, but its write and 
erase latencies are much higher. The NAND architecture offers extremely high cell 
densities and a high capacity. NOR flash is typically used for code storage and 
execution, NAND for data storage [6]. 

NAND flash memory supports page I/O, and its write latency is about 10 times 
lower than the read latency given in Table 1. Read and write operations are performed 
in units of pages, which are usually 512 bytes in size. Erase operations are performed 
on blocks, which consist of 32 pages (16KB) each. Because of these features, flash 
memory storage architecture needs a block mapping structure to use flash memory as 
a block device (like a magnetic disk). Various mapping techniques support flash block 
devices. FTL (Flash Translation Layer) is one of these techniques, and stores part of 
the map on the flash device itself, reducing the cost of map updates. FTL stores the 
mapping table in S-ram for fast address translation and also performs garbage 
collection and bad block management. Figure 1 shows the architecture of NAND 
flash storage system using FTL [7]. 

As Figure 1 shows, file system regards flash memory storage as a block device. 
Page rewrites and in-place updates can be done logically on the file system layer. 
However, rewritten pages with the same address are physically rewritten in different 
pages, or even different blocks. Thus reducing the number of page rewrites on file 
system layer reduces the number of physical write and erase operations. This both 
improves the performance of file system and lengthens life time of flash memory. 
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Fig. 1. The Architecture of NAND Flash Storage System 

2.2   Traditional Buffer Replacement Algorithms 

The buffer cache policy used in OSes stores some parts of every disk block to reduce 
the number of physical I/O requests. Various buffer replacement algorithms have 
been developed to increase I/O performance, because the size of the buffer cache is 
much smaller than that of the disk[8][9][17][18][19][20].  

The LIRS (low inter-reference recency set)[8] is an enhanced buffer replacement 
algorithm which captures both recency and frequency. LIRS maintains variable size 
LRU stack which classifies pages into LIR pages and HIR pages. LIR pages are those 
who have been accessed again while staying in the stack and HIR pages are those who 
were not in the stack (as a real page or metadata) when they were accessed. LIRS 
always selects the HIR page with the largest recency value among all HIR pages as a 
victim. 

LIRS algorithm usually outperforms LRU algorithm because it works well for 
looping pattern, for which LRU shows worst performance. However, it sometimes 
shows worse performance than LRU algorithm when the buffer cache size is larger 
than working set size. Also, since metadata of already evicted pages remain in the 
LIR stack, LIRS usually require more memory space than other buffer replacement 
algorithm. 

The ARC (Adaptive Replacement Cache)[9] algorithm is another buffer 
replacement algorithm that outperforms the LRU algorithm. ARC maintains two 
variable sized LRU lists holding not only the pages in cache but also the traces of 
replaced pages. The first LRU list contains cold pages which were referenced only 
once, recently and the second LRU list contains hot pages accessed at least twice,  
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recently. The cache spaces allocated to the pages in these lists changes depending on 
the number of page misses occurred in each list: when a page miss occurs in a list 
then the size of the list decreases by 1 while that of the other list increases by 1. 

The ARC algorithm is low-overhead and scan-resident algorithm. And it is 
adaptive to the change of access pattern. However, in case that the size of buffer 
cache is a bit smaller than working set size, burst page misses occurs because hot 
pages not used any more still reside in buffer cache. 

2.3   Buffer Replacement Algorithm for Flash Memory 

Existing buffer replacement algorithms are designed to maximize the page hit ratio. 
These algorithms treat the costs of page reads and writes as equal. However, because 
the write cost for evicting a dirty or modified page is much higher than the read cost 
in flash memory, existing algorithms may not maximize flash I/O performance. 

In [2], a new buffer replacement algorithm called CF-LRU (Clean First LRU) was 
proposed. CF-LRU is a flash memory-aware page replacement algorithm that 
considers the different execution times for reading and writing. 

 

Fig. 2. CF-LRU page replacement example [2] 

Suppose pages were recently accessed in the order E, D, C, B, A, as illustrated in 
Figure 2 (so that A is the most recently used clean page and E is the least recently 
used dirty page). Under the LRU page replacement algorithm, the sequence of victim 
pages is E, D, C, B, always evicting the least recently used page first. When using 
NAND flash memory for storing victim page data, however, it may be advantageous 
to first evict the clean page D to reduce the number of flash write operations, even 
though the page was more recently accessed than the dirty page E.  

As the page fault ratio may increase if the recently used clean page is evicted, only 
the clean pages within a predetermined window size (w) become candidate victims in 
CF-LRU. If the algorithm does not find a clean page within the window, it defaults to 
the normal LRU algorithm, in which the least recently used page becomes the victim 
whether the page is dirty or not [2]. Despite that the hit ratio of CF-LRU may be 
lower than that of normal LRU, in many cases it reduces the numbers of write and 
erase operations more effectively. However, CF-LRU needs to determine w and thus 
is difficult to adapt to tasks with various workloads. CF-LRU also has a search 
overhead, as it should determine whether each page in the window is dirty. Above all 
things, it keeps both cold- and hot-write data; it sometimes performs more read 
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operations than normal LRU, reducing performance. In particular, it needs an 
adaptive on-line algorithm to determine window size and should apply hot-cold 
identification to avoid keeping a cold-write page in the buffer. 

2.4    Hot-Cold Identification for Flash Memory 

Hot-data identification in flash memory storage systems not only imposes great 
demands on garbage collection, but also strongly affects the performance and life time 
of flash memory [8]. In previous research, hot-data identification in a flash memory 
storage system was used for separating hot- and cold-write pages from whole flash 
memory blocks. In this scheme, hot-write pages are gathered into hot blocks, while 
cold-write pages are gathered into cold blocks. Because write operations occur 
frequently in hot blocks, they have many invalid pages and contain few valid or live 
pages. All live pages in the block to be erased should be copied to some available 
block when the erasing operation begins. During garbage collection, if the hot block is 
chosen as a target for an erase operation, the number of copying valid pages is 
minimized, thereby reducing garbage collection costs. 

 

Fig. 3. Two Level LRU Lists [10] 

In [10], the authors proposed a simple mechanism for detecting hot-write pages in 
flash memory. They identify hot-write pages using two fixed-length LRU lists of 
LBAs, as shown in Figure 5. In Figure 5, the first LRU list is the hot list and the 
second list the candidate list. When a page write occurs in flash memory for the first 
time, the page is added to the candidate list. When the page write in the candidate list 
occurs again, the page is updated to the hot list. The two-level list examines each 
page’s associates to determine the "hotness" of the written data. If the page is already 
in the hot list, then the page remains hot. If not, the page is considered cold.  

If hot-cold identification is applied to the delayed page write buffer algorithm, the 
spatial inefficiency caused by cold dirty-pages is efficiently reduced. The above hot-
cold identification algorithm, however, needs to adjust the size of 2 LRU list. 
Moreover, the data structure overhead is inadequate for applying the buffer 
replacement algorithm. 
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3    LIRS-WSR 

Write Sequence Reordering (WSR) policy and LIRS-WSR algorithm are designed for 
a buffer cache of the flash memory based storage system. The objective of LIRS-
WSR is reducing the number of flushes of dirty pages from the buffer into flash 
memory when page replacement occurs. To achieve this objective, it uses the 
following strategy: delaying evicting the page which is dirty and has high access 
frequency as possible. Using this strategy, the hit ratio of LIRS-WSR algorithms may 
be lower than that of LIRS, resulting in more physical page reads.  However, this 
algorithm effectively reduces the number of page writes and erases. As a result, it 
increases the overall performance of the flash memory based storage system. 

3.1   WSR Policy 

In [2], CF-LRU algorithm keeps dirty pages in the buffer without consideration of the 
access frequencies of these pages. As mentioned in the previous section, keeping dirty 
pages in the buffer may degrade overall performance because it lowers the hit ratio. 

To overcome the limit of CF-LRU, we propose Write Sequence Reordering (WSR) 
policy. Basic scheme of WSR is following: 

1. Use cold-detection algorithm to judge whether the page is cold or not 
2. Delays flushing dirty pages which are not regarded as cold. 

For these purpose, cold-detection algorithm is introduced. The idea of cold-
detection algorithm is similar to the idea of [10], while it is implemented more simply 
using the data structure of buffer replacement algorithm. Only a bit flag called “cold-
flag” is added to the page data for cold-detection algorithm. When the buffer manager 
chooses the victim candidate page by its replacement algorithm, it is examined 
whether the page is dirty. If the page is dirty and cold-flag is not set, this page 
regarded as a not-cold dirty page. Then the cold-flag of the page is set and buffer 
manager tries to find other page as a victim. If the candidate is clean or cold-dirty 
page – a dirty page of which dirty flag is set) – it is evicted out of the buffer. In 
addition, a cold-flag of dirty page is cleared when the page is referenced again. 

WSR is heuristic algorithm based on the second-chance algorithm [12] because it 
is very hard to theoretically determine whether the dirty page is evicted for the 
performance. However it is experimentally proved that WSR effectively reduces the 
page writes and erases of flash memory without much degradation of hit-ratio. 

3.2   LIRS-WSR 

The LIRS algorithm can be implemented using 2 lists: LIR stack S which stores all 
LIR pages as well as  HIR pages regardless of the residence status – some of them are 
resident and others are not (actually, only their metadata are stored in the list) – and 
HIR list Q that stores HIR resident pages. Figure 11 shows the 2 lists of LIRS. As 
mentioned in Section 2.3, LIRS tries to evict the HIR page which has the largest 
recency measure as a victim, hence the front-most page in list Q is always chosen as a 
victim in Figure 4. 



 LIRS-WSR: Integration of LIRS and Writes Sequence Reordering for Flash Memory 231 

 

Fig. 4. Two Lists of the LIRS algorithm [8] 

We applied the WSR policy to the LIRS algorithm to make an enhanced LIRS 
algorithm, LIRS-WSR, for the flash memory. The differences between the original 
LIRS and LIRS-WSR are listed below. 

1. If a page is introduced to the buffer for write request for the first time, it becomes 
a dirty page and enters the top of the stack S in LIRS-WSR algorithm. (In LIRS 
algorithm, all pages enter the end of the list Q, first, regardless of the access 
type.) 

2. Only a clean page or a cold-dirty page moves to the end of the list Q from the 
bottom of the stack S in LIRS-WSR algorithm. (In LIRS algorithm, the page in 
bottom of the stack S moves to the end of the list Q, regardless of the status of the 
page.) 

3. A not-cold dirty page in the bottom of the stack S is moved to the top of the stack 
with the Cold flag set, in LIRS-WSR algorithm. 

When an LIR page in stack S is accessed the Cold flag of the page is cleared and 
the page is moved to the top of the stack. When a resident HIR page in the list Q is 
accessed, LIRS-WSR tests the bottom-most page in Stack S. If the page is clean or its 
Cold flag is set, the page is moved to the end of the list Q. If the page is dirty and its 
Cold flag is 0, the page moves to the top of the stack S with the Cold flag set to 1 and 
LIRS-WSR tests the next bottom-most page. The other operations of the LIRS-WSR 
algorithm are the same as those of the original LIRS algorithm 

4   Simulation Results 

In this section, we compare the hit ratios, number of write operations and runtime of 
the buffer replacement algorithms on a NAND flash memory storage system. For 
comparison, we conducted a trace-driven simulation. For the experiment, we used 
four kinds of traces which contain random, sequential, and looping pattern. The write 
locality of each trace is also different for the precision. 
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4.1   Simulation Workloads 

We collected trace of the PostgreSQL RDBMS [13] running on the Linux operating 
system on a Samsung SMDK 2410 embedded board [14]. A K9S1208VOM SMC 
(smart media card) NAND flash memory [15] was used for the storage system. The 
access pattern of the given trace data is shown in Figure 6, and its characteristics are 
shown in Table 2. This trace contains most of the important access patterns including 
random, sequential, and looping access. In Table 2, the locality expression p% / g% 
means that g% of the total number of accesses call p% of the total number of pages. 
The table shows that the write locality is higher than read locality under this 
workload. 

Table 2. Characteristics of PostgreSQL trace data 

File System YAFFS
Applications Wisconsin Benchmark 

P SQL RDBMSPhysical Page Size 512 Bytes 
Logical Page Size 4 Kbytes 
Total # of I/O Requests 51893 
Total # of Page Write 

R
5751 (11.08 %) 

Read Locality 30% / 70% 
Write Locality 15% / 85% 

Table 3. Characteristics of gcc,Viewperf, and Cscope trace data 

Application gcc builds on Linux 
Viewperf 

benchmark 
on Linux OS 

Cscope 

Tool 

On Linux 

Logical Page Size 4 Kbytes 4 Kbytes 4 Kbytes 

Total # of I/O Requests 158667 303123 202590 

Total # of Writes Req. 19088 (12.03 %) 7333 (2.42%) 11057 (5.46%) 

Read Locality 12% / 88% 33% / 67% 41%/59% 

Write Locality `32% / 68% 38% / 62% 25%/75% 

Trace of gcc, Viewperf, and Cscope are obtained by strace Linux utility[16]. Table 
3 shows their characteristics. Strace intercepts the system calls of the traced process 
and is modified to record the I/O information. Table 3 shows their characteristics. 

The write locality is a particularly important factor for the proposed scheme, 
because dirty pages are kept in a buffer to reduce the number of write operations. If 
the write locality is low, as in viewperf or Cscope, WSR policy may not be effective, 
and can even decrease the overall performance, because the benefit of reducing the 
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number of write operations may be smaller than the additional cost due to the 
increased number of read operations caused by the lower hit ratio. Based on the write 
locality of each trace, we can expect that WSR policy will be most effective for 
PostgreSQL which shows the highest write locality. 

4.2   Buffer Hit Ratio 

Figure 5 shows the hit ratios of each buffer replacement algorithm. As we can see 
from the figure, the hit ratio of LIRS-WSR is usually lower than LIRS because of not-
cold-dirty pages in the buffer. 

 

Fig. 5. Buffer Hit Ratio under various buffer cache sizes: (a)PostgreSQL, (b)gcc, (c)Viewperf, 
(d)Cscope 

As mentioned earlier, the hit ratio of CF-LRU is affected by the value of w 
(0<w<1). Let B denote the size of the buffer cache. Then the size of window becomes 
wB. When w is close to 0, CF-LRU behaves similarly to LRU algorithm. When w is 
close to 1, it can use the entire buffer space to store dirty pages. The experiment used 
the values for w = 0.1. 



234 H. Jung et al. 

Those figures show that the hit ratios LIRS-WSR very closely approximate LIRS. 
Hence, we can see that the cold-detection policy is effective for flushing cold-write 
pages. On the contrary, since the CF-LRU algorithm does not have any cold-detection 
algorithm, it keeps the largest number of dirty pages in the buffer among those 
algorithms. CF-LRU thus exhibits the lowest hit ratio in many cases. 

4.3   Write Count 

Figure 6 shows the number of pages written into flash memory. We obtained these 
results by counting the number of physical page writes whenever page replacement 
occurs and, at the end of the simulation, adding the number of dirty pages remaining 
in the buffer. While CF-LRU algorithm keeps dirty-pages for the longest time, in 
average, among all algorithms, sometimes it could not reduce the number of write 
operations effectively because of low hit ratio like Figure 6. (b). 

(a) PostgreSQL                                                       (b) gcc 

                 (c) Viewperf                                                       (d) Cscope  

Fig. 6. The number of write operations under various buffer cache sizes: (a)PostgreSQL, 
(b)GCC, (c)Viewperf, (d)Cscope 

As expected, we can see from figures that the write count of LIRS-WSR algorithm 
is effectively reduced. However when the ratio of write/read is small (Figure 6(c)), 
CF-LRU is more effective than LIRS-WSR, because of the fact we mentioned above. 
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4.4   Runtime 

The overall runtime of each algorithm is also given in Figure 11. Runtime is estimated 
as the sum of all operation times, and each operation time is calculated by multiplying 
physical time of each operation (shown in Table 1) by the number of each operation. 
Runtime therefore reflects overall performance. Runtime is highly influenced by hit 
ratio and the number of writes to the flash memory, because a low hit ratio increases 
the number of page faults, and as a result increases the number of page reads. In 
particular, as the number of write increases, so does both the page write and erase 
overheads. 

     (a) PostgreSQL                                                             (b) gcc 

        (c) Viewperf                                                 (d) Cscope  

Fig. 7. Overall runtime under various buffer size (a)PostgreSQL, (b)GCC, (c)Viewperf, 
(d)Cscope 

CF-LRU shows better performance than LRU when the buffer size is small, but its 
performance degrades as the buffer size becomes larger because of relatively lower 
hit-ratio than other algorithms. LIRS-WSR always outperforms LIRS. Moreover, it 
outperforms other algorithms in most cases. The only case LIRS-WSR shows wore 
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performance than others (Figure 7(c)) is because of the limitation of LIRS we 
described in Section 2.2. In Figure 7(a), LIRS-WSR shows about 2 times faster than 
LRU algorithm and 1.25 times faster than LIRS algorithm. 

5   Conclusion 

In a flash memory, a write operation is much slower than a read operation, and an 
erase operation is much slower than a write operation. Reducing the number of write 
requests only may deteriorate the I/O overall performance by decreasing the buffer 
hit-ratio. For the overall performance of a flash memory system, the buffer 
replacement algorithms should focus on reducing the number of write requests as well 
as the number of read requests while considering the asymmetric read/write latencies. 
In this paper, we proposed a new add-on policy for buffer replacement in a flash 
memory, WSR (Write Sequence Reordering), that reorders writes of not-cold dirty 
pages only. To avoid keeping cold pages in the buffer, we used cold-page detection. 

To show the effectiveness of WSR policy we have developed LIRS-WSR 
algorithms by adding the WSR policy to LIRS buffer replacement algorithms. 

We performed the trace-drive simulation using four kinds of traces representing 
various kinds of access patterns. Our trace-driven simulation results show that LIRS-
WSR algorithm improves the overall performance significantly by up to 2 times faster 
than LRU algorithm by effectively reducing the number of physical write and erase 
operations. 

In the future, we plan to evaluate the proposed policy under real system which 
invokes sync mechanism as well as read and write operations. 
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Abstract. In this work, we develop novel file system, FRASH, for byte-
addressable NVRAM (FRAM[1]) and NAND Flash device. Byte addressable 
NVRAM and NAND Flash is typified by the DRAM-like fast access latency 
and high storage density, respectively. Hierarchical storage architecture which 
consists of byte-addressable NVRAM and NAND Flash device can bring 
synergy and can greatly enhance the efficiency of file system in various aspects. 
Unfortunately, current state of art file system for Flash device is not designed 
for byte-addressable NVRAM with DRAM-like access latency. FRASH file 
system (File System for FRAM an NAND Flash) aims at exploiting physical  
characteristics of FRAM and NAND Flash device. It effectively resolves long 
mount time issue which has long been problem in legacy LFS style NAND 
Flash file system. In FRASH file system, NVRAM is mapped into memory 
address space and contains file system metadata and file metadata information. 
Consistency between metadata in NVRAM and data in NAND Flash is 
maintained via transaction. In hardware aspect, we successfully developed 
hierarchical storage architecture. We used 8 MByte FRAM which is the largest 
chip allowed by current state of art technology. We compare the performance of 
FRASH with legacy Its-style file system for NAND Flash. FRASH file system 
achieves x5 improvement in file system mount latency. 

Keywords: FRAM, NVRAM, NAND Flash Memory, File System, 
Hierarchical Storage, Mounting Time. 

1   Introduction 

Due to recent rapid advancement of non-volatile memory technology, users can now 
bring large amount of data in very portable fashion and variety of high performance 
mobile devices come to exist. They include cell phone, MP-3 player, portable game 
player, digital camera and PDA. This convenience is particularly indebted from the 
evolution of NAND Flash technology[2]. Thanks to steadfast effort from academia as 
well as industry, storage density of NAND flash device has increased faster than 
Moore’s Law[3]. In addition to storage density, NAND flash technology effectively 
resolves a number of issues which legacy hard disk technology has not been able to 
properly address. They include shock-resistance, energy consumption[4]. Flash 
memory has entirely different media characteristics than hard disk drive. Prime 
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difference comes from the fact that Flash memory content cannot be overwritten 
directly and that block of storage needs to be erased prior to update. Erase operation 
takes significant amount of time and the unit of erase is much larger than single disk 
page. Further, each location of the Flash device has limited number of erase cycle. It 
is important that each cell in Flash device is used (erased) in uniform fashion. Due to 
these differences, it is not possible to use existing hard disk based file system to 
handle Flash media. There are major two approaches in storage software for Flash 
media. The first one is to use log-structured file system (LFS)[5]-like approach where 
file system writes to new location for every write operation. The second one is to 
introduce new device driver layer which dynamically maps the device block address 
to the new location in every write operation. This device driver layer is often called 
Flash Translation Layer (FTL)[6]. FTL emulates the NAND flash storage device as a 
block device and provides disk-device-like read/write operation by hiding erase 
operation. With FTL, we can use the conventional file system for the NAND flash 
storage device. LFS-like approach exhibits better I/O performance. However, 
operating system needs to scan entire file system partition to build the in-memory 
metadata when it mounts the file system. Density of NAND flash device increases 
very rapidly and scan overhead has already become significant issue in state of art 
NAND flash device, e.g. 4 GByte. 

Aside from Flash memory technology, academia and industry put lots of effort on 
developing byte addressable non-volatile memory technology, e.g. FRAM, PRAM, 
MRAM, and etc. These devices are byte-addressable, do not require erase operation in 
performing write, and have similar access speed as SDRAM. Despite the promising 
physical characteristics, however, these technologies are at their inception stage and 
current technology allows for only small capacity. Due to its small capacity, these 
NVRAM’s has very limited usage and cannot be used by itself. 

In this work, we develop file system for hierarchical non-volatile storage system. 
Our work consists of two themes. We first designed and implemented a hierarchical 
storage system. Our storage subsystem consists of FRAM (Ferro-electric RAM) and 
NAND Flash. Second, we develop hierarchical file system, FRASH which exploits 
the physical characteristics of storage medium at each storage hierarchy. The 
objective of this work is to resolve the overhead of file system mount operation and 
meta-data update while retaining highest possible I/O performance in NAND Flash 
memory.  

2   Related Work 

LFS style flash file systems suffer from important problems. It requires large amount 
of memory for mapping table. Further, file system mount latency is very large. As the 
capacity of NAND flash memory increases, overhead of file system mount becomes 
more significant in Flash file system. This is particularly of an issue in Flash file 
system since the most of NAND flash storage is for mobile device where quick 
system response is crucial. Yim et. al. introduced snapshot technique to reduce mount 
time[7]. The file system metadata in memory (snapshot) is stored at flash memory in 
file system unmount phase. Instead of scanning entire file system partition, they use 
snapshot to mount the file system. In this technique, it takes more time to unmount the 
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file system. RFFS[8] divides flash memory into two regions: location information 
area and data area. This technique reduces mount time by constructing RAM data 
structure using only location information area. Location information area contains the 
most recent location information. Even though the location information area reduces 
area to scan, the mount time is still proportional to flash memory size. MNFS[9] 
improved the file system mount time and memory foot print. They use block mapping 
algorithm and page mapping algorithm for data area and meta-data area. 

Recently, a number of works suggested to use byte-addressable non-volatile 
memory or persistent RAM as a part of storage subsystem. HeRMES[10] propose to 
use non-volatile memory as a part of storage subsystem to maintain file meta-data 
information. MRAMFS[11] is an improvement on HeRMES which stores compressed 
file meta-data in non-volatile RAM. Conquest[12] file system proposed to use file 
system metadata and small files in persistent-RAM layer. These hierarchical file 
systems are fundamentally for disk based file system and try to improve the access 
time while read/write operation in disk-based file systems. They store the metadata in 
NVRAM, while the conventional file systems do in specific disk area.  

The ideas adapting NVRAM or persistent-RAM as write buffer in its file system 
had been proposed to overcome low write performance[13, 14]. When the file system 
performs write operation, they buffer the write data to the NVRAM or persistent-
RAM first and write to disk or flash memory later. Additionally, even with 
unexpected power failure, the write operation can be performed completely at next 
power-on without data loss. 

Our work distinguishes itself from prior works in a number of aspects. First, we 
developed hierarchical storage system which consists of NAND flash and FRAM. 
The above mentioned hierarchical file system is for disk based storage and NVRAM, 
few of which are based upon physical device. Disk based file system and Flash file 
system has entirely different meta-data structure and meta-data management 
algorithm. FRASH is a hierarchical file system which is optimized to handle meta-
data operation of YAFFS in NVRAM layer of the storage.  

The rest of this paper is organized as follows. Section 3 describes modern NVRAM 
technologies. In section 4, we present the brief introduction to YAFFS file system. 
Section 5 explains the details of FRASH. Section 6 and section 7 carries 
implementation details and the results of our performance experiments, respectively. 
Section 8 concludes the paper. 

3   Byte Addressable NVRAM and Storage Organization 

3.1   Non-volatile Memory Technologies 

We describe the physical characteristics (refer to Table 1) of FRAM (Ferro-electric 
RAM), PRAM (Phase-change RAM), NOR flash, and NAND flash. FRAM, PRAM 
and NOR flash are byte addressable. Particularly, NOR flash is byte addressable on 
read operation, but NAND flash does not support byte addressable operation. It is 
accessed only in page (512byte) granularity. Till today, PRAM is not commercially 
available and very small size FRAM is available in the market (128KByte).  Flash 
memory technology has matured further compared to these. NOR flash is widely used 



 FRASH: Hierarchical File System for FRAM and Flash 241 

as a code or boot memory and NAND flash is used as storage device. The unit cell 
structure of NOR flash is same as that of NAND flash (Fig. 1) Cell array of NOR 
flash consists of parallel connection of several unit cells. NOR flash can perform byte 
addressable operation and has faster read/write speed than NAND flash. However, 
because of the byte addressable cell array structure, NOR flash has slower erase speed 
and lower capacity than NAND flash.  

Table 1. Comparison of byte addressable NV-RAM and NAND Flash 

Item FRAM PRAM NOR NAND 
Byte Addressable YES YES YES (Read only) NO 

Non-volatile YES YES YES YES 
Read 85ns 62ns 85ns 16us 

Write/Erase 85ns/none 300ns/none 6.5us/700ms 200us/2ms 
Power consumption Low High High High 

Capacity Low Middle Middle High 
Endurance 1E15 >1E7 100K 100K 

Unit Cell 

  
 

See Figure 1 

PRAM consists of one transistor and one variable resistor. The variable resistor is 
integrated by GST material and acts as a storage element. The GST material has 
different resistance value with respect to its crystallization status; it can be converted 
to crystalline (low resistance) or to amorphous (high resistance) structure by forcing 
current though B/L to Vss. This mechanism is adapted to PRAM for write method. 
Due to this reason, the write operation of PRAM spends more time and current than 
read operation. This is the essential drawback of PRAM device. The read operation 
can be performed by sensing the current difference through B/L to Vss. Even though 
the write is much slower than read operation, PRAM does not need erase operation 
and it is being expected that the storage density is soon able to compete with that of 
NOR flash. PRAM is considered as future replacement of NOR flash memory.  

Contrary to PRAM, FRAM has good access characteristics. Read and write speed 
is almost identical and is very fast. We will have in depth look at FRAM and NAND 
flash memory technology in next section.  

NAND Flash Memory. NAND flash memory has different properties compared to 
other memories. Read and write can be done only in page granularity (512Byte 
usually). Erase operation is performed in much larger granularity. Unit of erase in 
NAND flash is often called “block” and block consists of 32 (or 64) pages. 

NAND flash device is susceptible to defect and it requires requiring error 
correction code (ECC). Also, the number of erase is limited. After a certain number of 
erase, the respective location becomes unusable. Despite these physical characteristics 
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some of which is definitely significant drawbacks, Although the capacity of NAND 
overwhelms the other NVRAM technologies. NAND flash has higher cost per byte 
than hard disk drive. Nevertheless, the RAM nature which does not have mechanical 
component, i.e. light weight, shock resistance, low power consumption, and small size 
make it possible for NAND flash to take great potential in multitudes of portable 
information appliances. Fig. 1 shows a block structure of NAND flash memory. A 
cell-string of NAND flash memory generally consists of serial connection of several 
unit cells to reduce cell area. The unit cell is composed of only one transistor having 
floating gate. When the transistor is turned on or off, the data status of the cell is 
defined as “1” or “0” respectively. The page, which is generally composed of 512-
byte data and 16-byte spare cells, is organized lots of unit cells in a row.  It is unit for 
the read/write operation. The block, which is composed of 32 pages (16Kbyte), is 
base unit for the erase operation. Erase operation requires high voltage and longer 
latency. It sets all the cells of the block to data “1”. Write operation is performed in a 
page unit. The unit cell is just changed from “1” to “0” when the write data is “0”, but 
there is no change when the write data is “1”. Read operation is also performed in a 
page unit. 

The important drawback of NAND flash memory is the limitation of the number of 
erase operation (known as endurance; typically 100K cycles). This drawback is rooted 
at the fundamental property of floating gate. It is important that all NAND flash cells 
go through similar number of erase cycles to maximize its life time. 
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Fig. 1. A Block Structure of NAND Flash Fig. 2. A Cell Schematic of FRAM 

FRAM. FRAM (Ferro-electric RAM) has ideal characteristics such as low power 
consumption, fast read/write speed, random access, radiation hardness, and non-
volatility. Among MRAM, PRAM, and FRAM, FRAM is the most matured 
technology and small density device is already available in the market.  

Contrary to NAND flash memory, FRAM can be written without erase operation. 
More importantly, it exhibits same access latency as current SRAM or DRAM 
technology. We envision that FRAM can greatly enhance the performance of the 
existing storage system if properly exploited. Fig. 2 illustrates a cell schematic of 
FRAM and a charge property of ferro-electric capacitor (FCAP) with respect to 
voltage. The unit cell of FRAM consists of one transistor and one ferro-electric 
capacitor; known as 1T1C, which has the same schematic as DRAM. Since the charge 
of FACP retains its original polarity without power, FRAM can maintain its stored 
data in the absence of power. Different from DRAM, FRAM does not need refresh 
operation and subsequently consumes less power. A write operation can be performed 
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by forcing pulse to the FCAP through PL or BL for data “0” or data “1”, respectively. 
Since voltage of PL and BL for write operation is same as VCC, FRAM does not need 
additional high voltage like NAND flash memory. This property enables FRAM to 
perform write operation in much faster and simple way.   

FRAM design can be very versatile. It can be designed compatible to SRAM 
interface as well as DRAM interface. Asynchronous, synchronous, or DDR FRAM 
can be designed. FRAM can fundamentally change the legacy architecture of the 
computer system. As it currently stands, DRAM, SRAM and Flash memory is used 
for main memory, cache memory and storage, respectively. Each of these materials 
needs to have its own interface and the respective software stack. FRAM technology 
can un-necessitate these diversities of components and can make the system 
architecture much simpler and compact. However, as it currently stands, memory 
density of FRAM is insufficient to address the above mentioned approach. The largest 
FRAM is 8 MByte under current state of art technology.  

4   Synopsis: LFS-Style File System for NAND Flash 

4.1   Introduction of YAFFS 

There are JFFS and JFFS2[15] as Linux file systems for NOR flash chip. The NOR 
flash chip has low density and slow write performance and is expensive. So, in that 
situation, JFFS is doing well. But NAND flash chip is cheap and has high density. 
Therefore, as NAND flash capacity increase continuously, JFFS cannot help having 
limitation to support NAND flash chip in RAM usage and boot time. Also, JFFS for 
NAND flash has various mechanisms that are not required for NAND. Because NOR 
and NAND flash have very different properties, as you see Table 1, a file system for 
NAND flash needs extra mechanisms not required for NOR flash such as another 
garbage collection strategy, management bad blocks and so on. 

As a result, the company named Aleph One decided to create YAFFS that is 
designed specifically for use with NAND flash (Dec. 2001). And then the YAFFS for 
Linux was working on real NAND flash chip (May 2002), the YAFFS for WinCE 
was created (Aug. 2002), for uClinux (Sept. 2002), for pSOS (Feb. 2003) and so on. 
At last, in the early 2003, commercial YAFFS product was shipped. 

The intention of the YAFFS is to be NAND flash friendly, Robustness through 
journaling strategies and significantly to reduce the RAM overheads and boot times 
associated with JFFS. Also, now the YAFFS is designed to be portable and has been 
used on Linux, WinCE, pSOS, eCOS, ThreadX and various special-purpose OS’s and 
even in situations where there is no OS. 

YAFFS1 is the first version of this file system to accommodate the small block 
NAND chips of which page is composed of 512-byte data and 16-byte spare area and 
generally allow 2 or 3 write cycles per page. 

YAFFS2 is the second version of YAFFS to accommodate large block NAND 
chips of which page is composed of 2048-byte data and 64-byte spare area, where its 
code is based on YAFFS1 and it supports YAFFS1 data formats. YAFFS is licensed 
both under the GPL and under per-product licenses available from Aleph One. 



244 E.-k. Kim et al. 

4.2   YAFFS vs. Flash Translation Layer 

Flash Translation Layer (FTL) is a middleware to hide the erase operation of flash 
memory and resides between a file system and a flash memory. FTL can hide the 
erase operation on write operation by translating a logical address from file system to 
a physical address of an area to have been already erased on flash memory. FTL hides 
the slow erase operation and handles block I/O as an atomic operation like a hard 
disk. We can implement FTL as a type of host-independent hardware (Fig. 3) or host-
device-driver. 

 

 

Fig. 3. FTL Construction 

 

 

Fig. 4. FTL Operation Cases 

FTL uses a page mapping or a block mapping depending on translation unit type. 
Because the page mapping translates in a unit of page, its performance is good but the 
large size of a mapping table costs much more. On the contrary, the block mapping 
translates in a unit of block, so the size of a mapping table is small but even to modify 
only one page takes additional cost that we have to erase the total block of the page 
and allocate new block. You can see the operations in Fig. 4. As using a mapping 
table, FTL can have good write performance against flash memory and be controlled 
by conventional normal file system. So FTL is used widely in main storage devices. 

5   FRASH: Hierarchical File System for FRAM and Flash  

In this work, we develop a file system which exploits the storage capacity of NAND 
flash and fast access latency and non-volatility of FRAM. The objective of this work 
is to resolve the file system mount latency issue and the overhead of meta-data update 
while retaining the performance advantage of the log structure based file system for 
NAND flash. We use YAFFS as a baseline file system for this purpose. Our file 
system consists of two layers: metadata layer and data layer. Metadata layer stores 
Tag and Object Header information. This information is used to mount the file 
system. Metadata layer and data layer resides at FRAM and NAND Flash, 
respectively. In our storage architecture, FRAM is mapped into memory address 
space. In legacy LFS style NAND flash file system, operating system scans the file 
system partition to build in-memory mapping table. In our storage architecture, 
metadata information is accessed directly from FRAM without copying the 
information into DRAM.  
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5.1   Structure of FRASH 

In FRASH, metadata layer contains Tag information and Object Header. Each Flash 
page is assigned a file id and chunk number. These together are called Tag. File id 
isolates each file and chunk number represents the order of file data in data layer. 
Object Header corresponds to the inode in Unix File System. It has all information of 
file or directory; file name, size, ownership, and so on. Fig. 5 illustrates the 
organization of metadata layer in FRASH. Under current design, FRASH allocates an 
area of consecutive memory for each Tag, Object Header and Object Header Pointer. 
Tag in metadata layer is used to build making TNode tree which is described the right 
side. Each Tag is accompanied by Object Header pointer. Object Header Pointer 
contains the address of the respective Object Header. If the Tag is associated with 
actual file information (ChunkID in Tag is “0”), it’s should have the Object Header 
and the corresponding Object Header Pointer points its Object Header. In opposite 
way, if the Tag is not associated with actual file information, there is no Object 
Header related with this Tag, so the corresponding Object Header contains NULL. 
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Fig. 5. Mount sequence of advanced YAFFS 

5.2   Scan Operation 

In FRASH, operating system scans Tag and Object Header in metadata layer when 
mounting the file system (Fig. 5) and reads them into main memory (DRAM). We are 
dealing with byte-addressable NVRAM which is part of memory address space. Due 
to this reason, we explicitly specify the chip type if there is any possibility of 
confusion.  

Tag information has two functions; indicating Object Header and making TNode 
tree. Operating system parses all Tag information. First, it decides validity of a 
corresponding NAND page in data layer. If this tag is available, it decides to associate 
with Object Header or have information for making TNode tree. If it associates with 
Object Header, it looks into Object Header Pointer and finds the actual Object 
Header. Operating System registers this Object Header into main memory. On the 
contrary, if it has information for making TNode tree, Tag has the available chunk 
number (chunk ID in Fig. 5). This number constructs TNode tree and represents the 
order of file data in data layer. 
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5.3   Management of Object Header 

File creation, deletion, and modification require an update on Object Header. When 
creating a file, Tags and an Object Header are created first. Each data page in data 
layer has matching Tag entry in metadata layer. Tag entries in metadata region are 
maintained as an array and they can be accessed using page index. On the other hand, 
Object Header is allocated dynamically. When FRASH need new Object Header, it 
searches for unused Object Header slot in metadata layer. When it finds the empty 
slot, it sets the Object Header Pointer of the Tag to point to the empty slot and 
initializes the Object Header. After Tags and Object Header are initialized, the file 
data is stored in data layer. Recall that data layer in FRASH is in NAND flash device.  
File deletion is exactly the reverse of these steps. Operating system sets that the 
associated Object Header is empty and the Object Header Pointer is NULL. It also 
changes statue of Tag invalid. 

The overhead of updating these metadata is insignificant. This is because the 
metadata reside in FRAM and we can perform in-place update in FRAM. File 
modification is more complicated than file creation and deletion. File modification is 
actually a combination of the two. Old Tag and Object Header become invalid and 
new Tag and Object Header are allocated. 

6   Implementation Details  

6.1   Memory Map 

FRASH file system uses YAFFS as its baseline file system. It uses YAFFS to manage 
data area information which resides at NAND flash device. Currently, FRASH is 
developed on Linux 2.4. FRAM device is installed on Bank 1 of our reference board. 
FRAM device is mapped into memory address space. FRAM and DRAM devices 
form homogeneous memory address space. In our implementation, a certain section of 
memory address space is for FRAM device.  

For the implementation of FRASH design, we fixed scanning function, MTD 
reading, writing and erasing function. The scanning function in YAFFS looks through 
all spare areas in NAND device and Object Header. We modified the code to scan 
FRAM first under the condition of existing FRASH’s magic code which shows that 
FRASH is available. And then, we modified the code so that the first mount operation 
builds the FRASH information on FRAM device, if the magic code shows there is no 
FRASH information. So, we can prepare for this research to check the mount time of 
FRASH from the second mount operation. By doing that, we can save time to make 
file system utilities for FRASH, which are out of the purpose of this research. In 
addition, we changed the MTD writing, and erasing functions. For synchronization of 
NAND device with FRAM device, That is, we modified the code for FRASH in order 
to hook those operations and update data for Object Headers and Tags on NAND 
device  as well as on FRAM device for each operation. So, we can check their 
performance of the FRASH for its file system operations such as reading, writing and 
erasing operations repeatedly and continuously, even though that additional code can 
affect the performance test of the FRASH 
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6.2   Implementation of Hierarchical Storage with FRAM and NAND Flash 

We design and implement hierarchical storage subsystem. It consists of FRAM (8 
MByte)[16] and NAND flash (128MByte)[17]. 8 MByte FRAM chip is the largest 
one which current state of art technology allows. This hierarchical storage is attached 
to SMDK2440 emulation board[18]. It consists of ARM 920T core and several 
peripherals: memory controller, NAND flash controller, LCD controller, MMC/SD 
card controller, USB host and device, 10bit ADC, Camera interface, and etc. 
SMDK2440 has 1MB NOR flash for boot ROM, 64MB SDRAM, QVGA TFT-LCD 
and keyboard. FRAM has same access latency as SRAM: 110ns asynchronous 
read/write cycle time, 4Mb x 16 I/O, and 1.8V operating power. Since the package 
type is 69FBGA (Fine pitch Ball Grid Array), we make an artwork for PCB to attach 
FRAM to memory extension pin of SMDK2440 board. The board supports 8 banks 
(bank0 to bank 7). Bank0 is reserved for boot memory, and bank6 and bank7 are 
reserved for SDRAM. They are directly managed by kernel in memory space. FRAM 
can be directly attached one of 5 banks without additional memory controller. We 
choose bank1 (0x08000000). We also set the board environment suitable for our 
experiment. 

The core clock is 400MHz, memory bus clock is 100MHz, and peripheral bus clock 
is 50MHz. FRAM access cycle time is adjust at 5.6MHz (180ns) for stable operation. 
Fig. 6 illustrates the picture of  SMDK2440 board with FRAM and NAND Flash. 

SMDK2440 Board

FRAM Artwork

8MB FRAM

Memory Extension Pin

S3C2440 CPU

SMDK2440 Board
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8MB FRAM

Memory Extension Pin

S3C2440 CPU

 

Fig. 6. SMDK2440 board with FRAM 

7   Experiments 

7.1   Experiment Setup 

The objective of this study is to boost up the performance of mount latency. We 
compare the performance of FRASH file system with YAFFS. FRASH file system is 
currently implemented on Linux 2.4 and SMDK 2440 reference board. We examine 
various aspect of file system performance: Mount latency, Create/Delete operation, 
and Read/Write operation. For mount latency, we use time utility during mounting 
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operation. For Create/Delete operation, we use lat_fs in LMBENCH[19]. In 
Read/Write operation, we use IOZONE benchmark[20] and lmdd in LMBENCH.  

7.2   Mount Latency 

We examine the mount overhead in FRASH file system and YAFFS. Overhead of file 
system mount is serious problem in LFS style NAND flash file system. This is 
because it needs to scan NAND flash device to build mapping table and scan 
overhead increases with the size of the device. First, we examine the file system 
mount latency under different file system partition size ranging from 10MByte to 
100MByte. There exist only root file system and total content size is approximately 
2MByte. Fig. 7 illustrates the result of the experiment. The average mount time of 
YAFFS is 8.11ms/MByte, and that of FRASH is 1.62ms/MB. YAFFS read entire Tag 
and Object Header information from NAND device. On the other hand, FRASH file 
system does not scan NAND Flash device and build the mapping table directly from 
the Tag and Object Header information in FRAM.  

0

10

20

30

40

50

60

70

80

10M 20M 30M 40M 50M 60M 70M 80M 90M 100M

Partition Size

M
ou

nt
in

g 
T

im
e 

(1
/1

00
s)

YAFFS FRASH

 

Fig. 7. Mounting Time with diff. partition size 
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Fig. 8. Mounting time with diff. total file size 

Mount latency is also subject to the number of files in the file system. Second, we 
measured mounting time with different total file size in the same size partition for 
estimating file size dependency between FRASH and YAFFS. We prepared 4 same-
size-portioned NAND storages. Two of the them filled with 10KB-size files: one is 
for testing FRASH (labeled by FRASH(10KB) in Fig. 8), and the other is for YAFFS 
(labeled by YAFFS(10KB)). Another two of them filled with 10MB-size files: one is 
for FRASH (FRASH(10MB)), and the other is for YAFFS (YAFFS(10MB)). The 
experimentation was performed by changing the partition size from 10MB to 80MB. 
Fig. 8 shows the experiment results. The overall mounting performance of FRASH 
greatly enhanced compared to YAFFS same as the results of first experiment. In this 
experiment, we proofed that FRASH had smaller mount time variation corresponding 
to the total file size than YAFFS. Therefore, FRASH would support outstanding 
performance in the application with large capacity NAND flash. 

7.3   Create and Delete Operation 

Performance of metadata update is an important metric for file system efficiency. 
Metadata update operation means the operations which updates the Tag and Object 
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Header Information. In lieu of this, we examine the performance of create and delete 
operation. We use LMBENCH. We measure the number of actions per second to 
create 0 byte, 1Kbyte, 4Kbyte, and 10Kbyte size files and to delete them. In Fig. 9, 
we find that FRASH file system exhibits slightly lower performance than YAFFS; 5% 
~ 10% and 3% ~ 6% less performance in file creation and deletion, respectively. This 
performance penalty is caused by synchronization overhead of FRAM with NAND 
flash device. One possible resort to this is to perform synchronization between FRAM 
and NAND flash when unmounting the file system. However, this approach makes 
the file system vulnerable to power failure. 
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Fig. 9. Results of lat_fs benchmark 

7.4   Read and Write Operation 

We examine read/write performance of FRASH and YAFFS. We use IOZone and 
LMBENCH File System Benchmark suite. Fig. 10 and Fig. 11 illustrate the results. 
(The IOZone and LMBENCH show a kind of numerical values of performance. The 
unit of the values is bytes/sec. That is, we can think that the higher the value is , the 
better its performance is.):  

IOZone benchmark measures many kinds of file system operations; Read, write, 
re-read, re-write, read backwards, read strided, fread, fwrite, random read, 
pread ,mmap, aio_read, and aio_write. It examines performance through making a 
temporary file and reading or writing increasingly the predefined unit data into that 
file. In our measures, we only perform read and write benchmark. In Fig. 10, FRASH 
and YAFFS exhibit similar performance in READ and WRITE operation. 

We also use LMBENCH to measure the read/write performance. It tests the 
working time of dd utility (disk duplicate). For writing test, it writes a file filled with 
“0” (/dev/zero) to FRASH and measures the working time. For reading test, it reads 
the file which has been already made by writing test and throws it to /dev/none part of 
FRASH and then measures the working time. Fig. 11 shows the results of this test. 
The results of reading test shows 0.2% gain and that of writing test does 1.1% loss. 
The gain of reading is under measure error and the loss of writing is also caused by 
synchronization overhead. 

As upper two read/write test is shown, the synchronization of FRAM with NAND 
has influence on the performance of file system little. It does not cause much loss for 
over all system. 
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Fig. 10. Results of IOZone Benchmark 
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Fig. 11. Results of lmdd Benchmark 

8   Conclusion 

Recent rapid advancement in NAND flash technology makes more portable system 
come to existence. The speed of density increase in NAND file system exceeds the 
Moore’s Law. Aside from NAND flash, byte addressable NVRAM, e.g., FRAM and 
PRAM, is another important axis of development which can potentially change the 
computer architecture paradigm. However, under the current state of art technology, 
storage density of byte-addressable NV-RAM is far from being satisfied to replace 
existing memory (or storage) device.  

In this work, we develop hierarchical file system which exploits high storage 
density of NAND Flash and SRAM-like access characteristics and non-volatility of 
FRAM. LFS style file system for NAND flash exhibits very good performance in read 
and write. However, it suffers from significant file system mount overhead. We focus 
our effort on relieving the overhead of file system mount using non-volatile storage. 
We develop hierarchical file system, FRASH (Hierarchical File system for FRAM 
and Flash). We partition the information in file system into two layers: metadata and 
data. Metadata information is stored in FRAM and Data information is stored in 
NAND Flash region. This hierarchical approach enables us to eliminate “scan” phase 
of flash device in file system mount. In memory mapping table is directly built from 
the information in FRAM. Via exploiting storage hierarchy, we can make the file 
system mount operation 5 times faster in FRASH file system than in legacy LFS style 
NAND flash file system. There still remains one issue which requires further 
investigation. FRASH has hierarchy. Guaranteeing consistency across the storage 
hierarchy entails overhead. The performance of metadata operation in FRASH file 
system is not as good as the one in legacy LFS-style file system. 
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Abstract. Cost-effectiveness is one of the most critical factors in the 
development of low-end embedded systems. The use of a compressed 
filesystem is a simple but effective solution for achieving such cost-
effectiveness. However, since conventional compressed filesystems are 
designed for disk-like devices and relatively abundant computing resources, 
they are not suitable for low-end embedded systems with small amount of 
memory and NAND flash-based storage. This paper presents a memory-
efficient compressed filesystem designed for low-end embedded systems and 
NAND flash memory. Experiments by prototype implementation show that the 
proposed filesystem outperforms conventional ones in terms of memory-
efficiency and I/O performance. 

Keywords: Compressed Filesystem, Embedded System, NAND Flash Memory. 

1   Introduction 

Compressed filesystems are widely used for low-end embedded systems. By using 
compressed filesystems, system designers can enjoy a larger effective storage space 
on the top of the storage with limited capacity, and this makes a system more cost-
effective [1], [2], [3].  

However, despite its advantages, compressed filesystems suffer from a 
performance degradation problem caused by the overhead of decompressing files at 
run time. This is an obstacle to more wide uses of compressed filesystems for 
embedded applications which require fast response time. Since application 
performance is largely dependent on the performance of an underlying filesystem, in 
order for a compressed filesystem to be used in such areas of embedded systems, it 
should meet several requirements as follows: 

Fast sequential access performance: sequential access performance is a measure 
that denotes how quickly one object can be read into the memory.  
                                                           
* This work has been supported by the research fund of Samsung Electronics Co. Ltd. 
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Fast inter- and intra-file random access performance: Inter-file random access 
means accessing a file right after accessing another one, whereas intra-file random 
access is a matter of random block accesses made in one file. These are important for 
system performance, particularly in multi-process environments or in demand paging 
architectures.  
Memory efficiency: In a low-end embedded system that has insufficient main 
memory, memory efficiency is crucial for system performance. It requires small 
footprint and the efficient use of page cache. 

Unfortunately, popular compressed filesystems currently in use, such as CramFS 
[9], [10] and SquashFS [6], [7], [8], do not sufficiently meet those requirements. 
Studies on compressed read-only filesystems have mainly focused on improving the 
compression ratio, and hence they use large compression blocks and compression 
algorithms with high compression ratio. However, those techniques are designed to 
compensate slow and irregular access times of disk-like devices, and require more 
memory and processing power. As a result, they are not suitable for embedded 
systems that have insufficient memory and weak processing power and use a NAND 
flash memory as a storage device. 

From this motivation, we propose a memory-efficient compressed read-only 
filesystem which improves the weaknesses of traditional compressed filesystems and 
satisfies the requirements listed above.  

The reminder of this paper is organized as follows. In section 2, brief introductions 
of NAND flash memory and compressed filesystems are presented. Section 3 
summarizes fundamental mechanisms of compressed filesystems. Section 4 describes 
the core design of memory efficient compressed filesystem proposed in this paper. 
Experimental results are shown in Section 5. Finally, Section 6 concludes this paper. 

2   Backgrounds 

2.1   NAND Flash Memory 

Flash memory is a non-volatile solid-state memory that is popular as storage devices 
for mobile/embedded systems. This popularity is due to its versatile features: non-
volatility, solid-state reliability, low power consumption, etc.  

There are two most popular types of flash memories, NOR and NAND flash 
memories. NOR flash memory is particularly well suited for code storage and 
execute-in-place (XIP) applications because of its high speed random access 
performance. The other type, NAND flash memory provides high density and 
relatively fast erase and write performances. However, NAND flash memory does not 
lead itself for XIP applications due to its sequential access architecture and long 
random access latency. These characteristics make NAND flash memory more 
suitable for data storage.  

Unlike NOR flash memory, NAND flash memory is a page-oriented memory 
device. Data read and write are performed in the unit of page just like other block 
devices such as hard disks. However, there is a big difference between NAND flash 
memory and other disk-like block devices. That is, the access time of NAND flash 



254 S. Hyun et al. 

memory is very fast and uniform whereas that of other disk-like device is much 
slower and irregular.  

2.2   Compressed Filesystem 

A compressed filesystem is one that stores data in a compressed form and 
decompresses data as it is retrieved from the storage. An example of a compressed 
filesystem is CramFS, which is originally developed by Linus Torvalds and included 
in recent Linux kernels. It is simple and space-efficient filesystem, and also with 
small foot-print. In the CramFS filesystem, each page of file data is individually 
compressed, allowing random page accesses. Metadata are not compressed but in 
terse representation that is more space-efficient. However, because of this 
simplification, CramFS bears some constraints. The maximum file size is limited to 
16MB and filesystem image can be up to 256MB. Inode has no timestamp and 
maintains only the lower 8 bits of the group-id. Also, the creation and the use of 
filesystem are limited to systems having the same endian and same page size. Despite 
all those constraints, CramFS is yet the most well-known and widely used read-only 
filesystem for embedded devices.  

SquashFS is another popular compressed filesystem developed recently. It is a kind 
of successor to CramFS because it aims at the same target audience whereas 
providing a similar process for creation and use of the filesystem. SquashFS basically 
gives better compression, bigger file and filesystem support, and rich inode 
information.  

Both SquashFS and CramFS use zlib compression. However, SquashFS supports 
variable size compression units ranging from 0.5KB to 64KB while CramFS uses a 
fixed size compression unit of 4KB. Also SquashFS supports compression of both the 
metadata and block fragments while CramFS does not. As a result, SquashFS 
provides better compression ratio, more filesystem functionality, and far better read 
performance than CramFS. 

JFFS2, the Journaling Flash filesystem version 2, is another type of compressed 
filesystem which is designed specifically for flash memory [11]. Actually, JFFS2 is a 
writable filesystem in contrast to CramFS and SquashFS, and it provides mechanisms 
for plugging compression algorithms. However, the compression ratio and the read 
performance of JFFS2 are not as good as those of CramFS and SquashFS because of 
its sophisticated structure.  

There are other types of compressed filesystems or compression layer which is 
based on block device filesystems. For example, e2compr[16] is a compression patch 
for EXT2 filesystem, cloop[18] is a compressed loopback device, and zisofs [17] is a 
transparent compression extension to the ISO 9660 filesystem. However, our concern 
is limited to compressed filesystems used on a flash memory, and hence they are 
beyond the scope of this paper. 

3   Analysis of Conventional Filesystems 

In this section, we briefly explain the basic mechanisms of conventional compressed 
filesystems and their effects on filesystem performance. 
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3.1   Indispensable Overheads of Compressed Filesystems 

Compressed filesystems suffer from two inherent overheads. The first one is 
decompression overhead involved in reading pages. The other is the memory 
overhead arising from holding a compressed page in a device page cache of which the 
content is logically duplicated with the one in file page cache. 

 

Fig. 1. Page Read in Compressed FS and Normal FS 

In compressed filesystems, the contents of files are stored in a compressed form. 
Therefore a page should be decompressed before it is shown to applications. In 
normal filesystems, where a page in a main memory is identical to that of storage, a 
page read involves just one copy of page data from storage to page cache, as shown in 
Fig. 1 (a). In contrast, a page read in a compressed filesystem needs an extra page 
cache space and processing power to decompress a page, as shown in Fig. 1 (b). 
Therefore, the page read latency of compressed filesystems is much longer, and its 
memory use efficiency is lower than that of a normal filesystem. These overheads are 
inherent in compressed filesystems. That is, it can be alleviated but cannot be 
removed.   

3.2   Intermediate Buffer 

In compressed file systems, a requested page is decompressed from the compressed 
block on each read request. In most of the compressed file systems, intermediate 
buffers are involved in this procedure.  

An intermediate buffer is a file system’s own data structure that is contiguous in 
memory. Fig. 2 describes The reason why the intermediate buffer is used in the 
compressed filesystems by exemplifying the case of CramFS is described in Fig. 2,. 
Note that the intermediate buffer is denoted as ‘CramFS Buffer’ in this figure. In 
order to extract data from a compressed block, the block should be located in a 
contiguous memory area. However, in most cases, compressed blocks lie on the 
boundary of two pages. The problem is that the virtual address of two pages, which 
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hold the requested compressed block, are not always contiguous. Since conventional 
compression library requires compressed data to be contiguous in memory, the 
requested page cannot be extracted directly from the device page caches. To solve this 
problem, CramFS copies the pages into the intermediate buffer so as to guarantee the 
compressed block to be contiguous.. Then the requested page is extracted from the 
intermediate buffer. This is a common technique for other filesystems that use a larger 
compression block, such as SquashFS.  

 

Fig. 2. Example of an intermediate Buffer: CramFS Buffer 

Intermediate buffers also act as a kind of block cache or prefetching buffer. Hence, 
it improves sequential access performance. However, because of its memory copy 
overhead and bulk read-ahead, it negatively influences single page read latency and 
random access performance. Also, memory efficiency is poor because additional 
memory is required for intermediate buffers. 

3.3   Compression Block 

A compression block is the size of data in which unit compression and extraction are 
performed. CramFS uses fixed size compression block of 4KB in order to enable page 
level random access, whereas SquashFS supports variable size compression block 
ranging from 0.5KB to 64KB. 

The use of large compression block has several advantages. First of all, it enables 
to get a better compression ratio. According to our experimental result with 
SquashFS, the size of a filesystem image compressed with 32KB compression block 
is 15% less than that of 4KB compression block. Better compression ratio means that 
the number of device blocks and processing power required to get a certain amount of 
decompressed page are reduced. Accordingly, it improves the sequential access 
performance of the filesystem.  

However, there are disadvantages of using large compression block. First, it 
increases the possibility extracting unnecessary pages. Second, more time is required 
to decompress an entire compression block. As a result, random access performance 
becomes degraded and the variation of its page read latency increases, and moreover,  
memory efficiency worsens. 
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4   Memory-Efficient Architecture of a Compressed Filesystem 

This section proposes the design of a memory-efficient compressed filesystem. The 
core of the proposed design is to remove intermediate buffers and to enable requested 
pages to be extracted directly from device pages.  

In order to realize it, two schemes are proposed: page boundary alignment scheme 
and partial compression scheme. These two schemes are introduced in the following 
subsections. 

4.1   Page Boundary Alignment of Compressed Block 

A PBA (Page Boundary Alignment) scheme is a simple technique that enables 
requested page to be directly extracted from the compressed block in a device page 
cache. As a result of using this scheme, intermediate buffers are not necessary 
anymore. Fig. 3 shows the concept of the PBA scheme.  

 

Fig. 3. Page Boundary Alignment Scheme 

In the process of creating compressed filesystem image, it is a common case that 
the remaining space of a device page after putting the n-th compressed block b(n) into 
the page is less than the size of (n+1)-th compressed block b(n+1). The case is shown 
in Fig. 3 (a). In original CramFS, the compressed block b(n+1) is placed right after 
the previous block, and hence block b(n+1) lies on the boundary of two pages, as 
shown in Fig. 3 (b). However, as shown in Fig. 3 (c), the PBA scheme leaves the 
remaining space unused and places the (n+1)-th compressed block b(n+1) at the 
beginning of the next device page. The unused space becomes a fragment and causes 
the image size to be increased. 

The effect of the PBA scheme is shown in Fig. 4. The target page can be 
decompressed directly from the page cache of the block device without passing the 
intermediate cache. As a result, data copy overhead and the waste of memory caused 
by the use of intermediate buffers are eliminated and the possibility to fetch 
unnecessary adjacent device pages is also minimized. 

The PBA scheme has advantages of small and uniform page read latency, fast 
random access, and memory efficiency. However, it has some drawbacks. First of all, 
it causes an increase of filesystem image size. Second, the PBA scheme degrades a 
sequential read performance slightly. There are two reasons for this. First, due to its 
poor compression ratio, the number of device pages to be read from storage increases. 
Second, the efficiency of device page cache decreases for the same reason.  
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Fig. 4. Effect of Page Boundary Alignment Scheme 

For these reasons, although the PBA scheme enables to eliminate overheads of 
handling intermediate buffer, using it alone is not desirable. In the following 
subsection, another scheme that supplements the PBA scheme is introduced.  

4.2   Partial Compression 

The purpose of partial compression is to minimize the overhead of the PBA scheme. 
In contrast to the PBA scheme, the partial compression scheme allows a compressed 
block to lie on the boundary of two adjacent pages if the remaining space in the 
device page is larger than a certain threshold value. Fig. 5 shows the idea of the 
partial compression scheme.  

Fig. 5 shows the case where the remaining space RS in a device page is less than 
the compressed size CS of the next block b(n+1). If we apply the PBA scheme to this 
case, newly compressed bock b(n+1) is placed at the beginning of the next page and 
the unused space RS becomes a fragment, as shown in Fig. 5 (a). In some cases, it 
incurs serious space waste.  

The partial compression scheme solves such a problem of the PBA scheme. If the 
remaining space RS is larger than a certain threshold PC_threshold, the partial 
compression scheme stores the page as shown in Fig. 5 (b). The scheme copies first 
S1 bytes of the original uncompressed page to the remaining space of a device page. 
Then the remaining S2 bytes are compressed and placed at the beginning of the next 
device page.  

 

Fig. 5. Partial Compression Scheme 
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The value of PC_threshold is determined so as to make the time for reading 
partially-compressed pages be less than the time for reading boundary-aligned pages. 
In our environment, 1536 is used as a value of PC_threshold. 

5   Experimental Result 

In this section, the performance of the proposed filesystem prototype is evaluated and 
compared with those of conventional compressed filesystems. 

We implemented our prototype compressed filesystem, namely LeCramFS. 
LeCramFS is an abbreviation of “Less CramFS” which means ‘less compressed’ or 
‘less crammed’ filesystem. It borrows its fundamental filesystem layout from 
CramFS, but adopts the proposed design to improve memory efficiency and to reduce 
overheads related to the traditional compressed filesystem architecture. As a result, it 
has the following advantages: better performance not only in random access but also 
in sequential access, fast and uniform response time of page reads, small footprint, 
and efficient use of page caches. 

LeCramFS was implemented and tested on the Apollon platform board which is a 
development platform runs on TI OMAP 2420 CPU and holds 64MB SDRAM. As a 
storage device, SAMSUNG KFM1G16Q2A OneNANDTM flash memory was used 
[5]. This device has 1Gbit capacity and the sizes of flash page and erase block are 
2KB and 128KB respectively. In each experiment, system memory size was adjusted 
under 16MB by using kernel command line argument. 

5.1   Filesystem Characteristics 

We compared the filesystem performance of LeCramFS with those of CramFS and 
SquashFS. SquashFS images were formatted by two different settings. One is with 
32KB compression block and the other is with 4KB. Each of them is called SquashFS 
32K and SquashFS 4K, respectively.  

The root filesystem used in the experiments consists of executables, configuration 
files, and library files which are necessary for running Linux. It also contains small 
amount of image files. Total tree size is 30.5MB in ext3 and the tree consists of 43 
directories, 843 regular files, 314 symbolic links, and 313 device files.  

Table 1. Filesystem Characteristics 

 
Image Size 

(KB) 
Compression 

Ratio 
Size Ratio 
to CramFS 

Module Size 
in Memory(KB) 

Original Tree 
(in Ext3) 

31156 100% - - 

CramFS 14640 47% 100.0% 42.8 

LeCramFS 16572 53% 113.2% 12.1 

SquashFS 4K 14612 47% 99.8% 46.9 

SquashFS 32K 12712 41% 86.8% 46.9 
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Table 1 lists the characteristics of kernel modules and formatted images of the 
filesystems. SquashFS 32K shows the best compression ratio. SquashFS 4K and 
CramFS follow it. LeCramFS image is the biggest among the others. Its compression 
ratio over ext3 is 53%, and the size is bigger than CramFS as much as 2MB. That size 
increment is the result of tradeoff between filesystem size and performance. We argue 
that such amount of size overhead is acceptable considering the performance benefit 
and low cost-per-bit of NAND flash memory.  

In terms of kernel module size, however, LeCramFS overwhelms the others. 
CramFS module is approximately 43KB and SquashFS module is 47KB. In addition 
to the module size, SquashFS requires additional memory to hold intermediate buffer. 
Therefore, SquashFS 32K requires about 80KB of the main memory at runtime.  

This result shows that LeCramFS saves more than 30KB-68KB of main memory 
compared to the others. Its small memory requirement is beneficial to the low-end 
embedded system that has small amount of main memory.  

5.2   Page Read Latency and Its Variation 

In this subsection, we compare the page read latency and its variation of LeCramFS 
with that of other filesystems. For that purpose, we measured individual latency of 
page reads while reading a large file sequentially. As a target file, we use a 
/bin/busybox which is a stripped executable and its size is 870KB which corresponds 
with the total 218 of 4KB pages.  System memory was adjusted to 16MB to eliminate 
the overhead caused by page reclamation.  

Table 2 summarizes the measured page read latency of the four filesystems. In 
terms of average latency, SquashFS 32K performs the best, and LeCramFS, CramFS, 
and SquashFS 4K follows it. The result shows that SquashFS 32K provides the best 
performance if the main memory is sufficient.  

In terms of latency variation, SquashFS 4K is the best. However, it is too poor in 
average latency. CramFS shows relatively large variation of latency ranging from 
281µs to 2034µs. SquashFS 32K performs even worse than CramFS. Its latency 
ranges from 0µs to even 7961µs. This is because of its large compression block which 
requires 8 pages to be extracted at one time. A latency variation of LeCramFS is 
slightly larger than that of SquashFS 4K whereas LeCramFS shows better 
performance than SquashFS 4K in all of the other aspects.  

Table 2. Page Read Latency 

 CramFS LeCramFS SquashFS 4K SquashFS 32K 

Average(µs) 972  892  1109  808  

Stdev(µs) 409  174  148  2147  

Max(µs) 2034 1352 1468 7961 

Min(µs) 281  301 403 0 

Fig. 6 shows the page latency distribution of the four filesystems more clearly. 
Since the scale of measured latencies is too different amongst the filesystems, we 
divide it into two graphs with different scale. On the right side of Fig. 6, it can be seen 
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that LeCramFS performs better than SquashFS 4K in overall cases, though both of 
them show relatively small latencies and variations. The left side of Fig. 6 shows 
large variation of SquashFS 32K and CramFS. Based on the above observations, we 
conclude that LeCramFS is better than other filesystems with respect to the both page 
read latency and its variation.  

 

Fig. 6. Page Read Latency  

5.3   Tree Traversal 

In this experiment, we measured the time taken to read all files in the root filesystem. 
The experiment is carried out in two parts. First, file read was performed in a 
sequential order which means directory order, and the second experiment was done in 
random order. The sequential access order and the random access order were obtained 
from the following commands, respectively.  

$ find / -type f > sequential_list 

$ find / -type f -printf "%s %p\n" | sort -g | awk '{print $2}'  > random_list 

We ran the following commands to read all files in the filesystem and measured its 
execution time. Each test was done twice with varying main memory size of 8MB and 
16MB.   

$ for i in `cat list` ; do cat $i > /dev/null ; done 

Fig. 7 shows the measured execution time of the sequential and random tree 
traversals. In the sequential traversal performance shown in Fig. 7 (a), every 
filesystem shows relatively good performance. Particularly, SquashFS 32K shows the 
best performance of 6 seconds. Though LeCramFS is slightly slower than SquashFS 
32K, it is much faster than the others.  

On the other hands, LeCramFS shows the best performance in the random traversal 
test, as shown in Fig. 7 (b). The performance of SquashFS is almost equal to that of 
LeCramFS when the memory size is 16MB. However, when the memory size is 8MB, 
its performance degrades and is even worse than CramFS. SquashFS 4K shows the 
worst performance in both cases. In summary, LeCramFS shows competitive sequential 
access performance, and at the same time, the best random access performance.  
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Fig. 7. Tree Traversal Performance 

5.4   Iterative Read and Caching Effect 

The last experiment is for evaluating the combined result of inter-file random access 
performance and caching efficiency. In this experiment, we measure the time spent to 
read a set of files iteratively.  

We used two file sets with different characteristics in terms of number of files, 
total file size, and file size distribution. For each file set, we performed 1000 iterative 
reads with varying main memory size which ranges from 8MB to 16MB. Access 
sequences are generated by a random distribution.  

Table 3 shows the characteristics of the file sets used in this experiment. Set 1 
consists of small files and its total size is 4.4MB. Set 2 contains relatively larger files 
and its total size is 7.8MB. All files in the set 1 and set 2 are fragment of a normal 
binary file which has moderate compression ratio. File size distributions of the set 1 
and set 2 are shown in Fig. 8  

Table 3. Characteristics of File Sets 

 Number of File Total Size Average File Size Max Size Min Size Stdev  
SET 1 272 4.4MB 16.5KB 49.6KB 1.7KB 12.7KB 
SET 2 234 7.8MB 34.3KB 99.1KB 1.7KB 27.6KB 

 

Fig. 8. File Size Distribution of Set 1 and Set 2. X axis means the size of file and Y axis means 
the number of files with certain size 



 Memory-Efficient Compressed Filesystem Architecture 263 

 

Fig. 9. Execution Time for Random Reads 

The experimental result is given in Fig. 9. LeCramFS shows the best performance 
regardless of the main memory size and the file set used. Besides LeCramFS, 
SquashFS 32K shows the best performance when the main memory size is 16MB. 
However, as the main memory size decreases, the performance of SquashFS 32K 
degrades rapidly. CramFS shows better performance than SquashFS when the 
memory size is in the range of 8MB-14MB. SquashFS 4K outperforms SquashFS 
32K when the memory size is under 12MB. From this observation, we can conclude 
that LeCramFS provides moderate performance even when the main memory size is 
insufficient to hold a working set of files.  

6   Conclusions 

LeCramFS is small and efficient read-only compressed filesystem designed for 
NAND flash memory and low-end embedded system. Although its compression ratio 
is relatively insufficient compared with other conventional compressed filesystems, it 
has several advantages as follows: competitive sequential read performance, superior 
random read performance, fast and uniform page read latency, small memory 
footprint, and the better memory efficiency.  

These properties make LeCramFS more applicable and beneficial to low-end 
embedded systems that have small amount of main memory and NAND flash 
memory as their storage. 
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Abstract. Incomplete factorization preconditioners combined with Krylov 
subspace accelerators are currently among the most effective methods for 
iteratively solving large systems of linear equations. In this paper we consider the 
use of a dual threshold incomplete LU factorization (ILUT) preconditioner for 
the iterative solution of the linear equation systems encountered when 
performing electronic structure calculations that involve density fitting. Two 
questions are addressed, how the overall performance of the ILUT method varies 
as a function of the accuracy of the preconditioning matrix, and whether it is 
possible to make approximations to the original matrix on which the LU 
decomposition is based and still obtain a good preconditioner. With respect to 
overall performance both computational and memory storage requirements are 
considered, while in terms of approximations both those based on numerical and 
physical arguments are considered. The results indicate that under the right 
circumstances the ILUT method is superior to fully direct approaches such as 
singular value decomposition. 

Keywords: ILUT preconditioning, Krylov subspace method, electronic structure 
calculation, density fitting. 

1   Introduction 

In computational science we are frequently required to solve systems of linear 
equations of the form: 

Ax = b                                                                    (1) 

where A and b are respectively a matrix and vector of known values, while x is a 
vector the values of which we wish to determine. Although there are a variety of 
approaches for solving such problems, if the dimension of the problem is large, and 
particularly if matrix A is sparse, then it is common to use iterative approaches such as 
the Krylov subspace method [1]. In these methods the algorithm proceeds by 
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essentially guessing an initial form for x, and then refining it through a series of 
iterative updates. To improve the efficiency and robustness of this procedure a 
number of preconditioning techniques have been proposed [2]. One such technique, 
that will be considered here, is the dual-dropping incomplete LU factorization 
technique (ILUT) [3]. 

The particular systems of linear equations that are of interest to us are those that 
arise when using an auxiliary basis set to fit the electronic density in electronic 
structure calculations. Specifically, in many implementations of Kohn-Sham density  
functional  theory (KS-DFT) the electronic density ( )(rρ ) is expressed in terms of a 
product of one-particle atom-centered basis functions ( )(rμ and )(rυ ): 

)()()( rrDr
N

νμρ
μν

μν∑=  (2) 

where μνD  is an element of the density matrix and there are a total of N functions in 
the orbital basis set. Within this representation the total Coulomb energy (EJ) is given 
by: 
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where (μν|λσ) are the two-electron repulsion integrals (ERI). Formally evaluation of 

Eqn. (3) scales as the fourth power of the number of basis functions (O(N4)), however, 

if the density is expanded in terms of auxiliary basis set: 

∑=
α

ααρ )()(~ rcr
 

(4) 

this drops to O(N2), albeit O(N2) where N is now the number of functions in the 

auxiliary basis set. It is in the evaluation of these fitting coefficients (cα) that it is 

necessary to solve a set of linear equations. 
With respect to Eqn. (1), the elements of matrix A represent Coulomb integrals 

between two auxiliary fitting basis functions, x the expansion coefficients (cα), and 
the elements of b correspond to the Coulomb potential in the auxiliary basis set 
generated by the electron density as expanded by the density matrix. Solving this 
system of linear equations is problematic in that the dimension of A can become quite 
large - in the order of ten thousand - making it both hard to store in memory and 
computationally expensive to solve using direct techniques such as singular value 
decomposition (SVD). (SVD is used since A is often ill-conditioned, reflecting near 
linear dependencies in the fitting basis set).  

As the name suggests ILUT performs an approximate LU factorization of matrix 
A. The accuracy of this factorization is controlled by two parameters, τ and p and is 
denoted as ILUT(τ, p). Parameter τ serves as a threshold for the magnitude of entries 
retained in the LU factorization, while parameter p limits the maximum number of 
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non-zero entries retained in any given row of the factored matrix. Thus, while τ 
provides no control over the memory required to store the LU factorization, p can be 
used to limit memory usage. In the limit that τ→0.0 and p → n (where n is the 
dimension of matrix A) the LU factorization is exact, and the preconditioning step 
will solve the real problem. Conversely as τ and p move away from these extremes 
preconditioning becomes ever more approximate resulting in larger number of 
subspace iterations. In this work we use the ILUT preconditioner approach of Saad 
[3] combined with the iterative Generalized Minimal Residual subspace method 
(GMRES) [4].  

This paper seeks to explore two inter-related issues: 

1. Given an exact representation of matrix A, can ILUT preconditioning be used 
to substantially speed-up the time taken to solve the linear equation system 
required when using density fitting? 

2. As the elements of A represent Coulomb interactions that decay with 
distance, is it possible to use either a numerical threshold or chemical 
knowledge to construct a sparse approximation to matrix A from which it is 
possible to derive a good preconditioning matrix? 

Finally, we note that while we have introduced density fitting in the context of 
auxiliary basis sets for performing KS-DFT calculations, density fitting also offers 
significant advantages for multi-configurational SCF (MC-SCF) [5-10], second order 
Møller-Plesset perturbation theory (MP2) [11-15], coupled cluster methods [16-19] 
and more recently, explicitly correlated MP2-R12 [20-22] calculations. Thus the work 
undertaken here has widespread applicability. 

In the following sections we first describe the ILUT preconditioning technique and 
density fitting problem in general, before exploring the use of ILUT preconditioning 
to solve the density fitting problem for a variety of test cases. Conclusions and general 
discussion are given in section 5. 

2   ILUT Preconditioning 

Incomplete factorization preconditioners combined with Krylov subspace accelerators 
are currently among the most effective iterative techniques for solving large, sparse 
irregularly structured linear systems of equations [23]. The incomplete factorization 
technique involves a decomposition of the form A=LU-R=M-R where L and U obey 
the specific non-zero pattern P, and R is the residual of the preconditioning matrix M. 
If P has the same non-zero pattern as A, the LU decomposition is referred to as 
ILU(0). That is, the L and U matrices have the same non-zero structure as the lower 
and upper parts of A, respectively, with drop-offs in the LU decomposition depending 
only on the structure of A without considering the numerical values in LU 
decomposition. By contrast in the ILUT procedure elements in the LU decomposition 
are dropped based on their values rather than their locations [3].  
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As mentioned above the dual-dropping ILUT approach has two parameters: a 
threshold drop tolerance (τ), and a fill number (p) that specifies what fraction of the 
factorization is kept. Ideally, these two parameters should be chosen to balance the 
ILUT construction time with the iterative processing time. The basic ILUT algorithm 
is shown below: 

Algorithm 2.1. ILUT(τ, p): 
For a N×N dimension matrix A,  

Do i=1,.., N 

Step 1: Read in the i th row elements of A into 

{w}; 

       Do j=1, i-1 

            wj=wj/ajj 

            Step 2: Applying a dropping rule to 

wj 

            Step 3: If wj≠0 Then 
                     Do k=j+1,N 

                      Wk=Wk–Wj·ujk 

                     End Do 

                   End If 

       End Do 

Step 4: Applying a dropping rule to {w} 

Step 5: li,j=wj for j=1,…,i-1 

       ui,j=wj for j=i,…,N 

Reset {w}=0 

End Do 

At Steps 2 and 5, all entries with a magnitude less than τ multiplied by the norm of 
the current row are dropped. Furthermore, at Step 5, only the largest p entries in each 
row of the L and U factorization are retained (in additional to the diagonal elements). 
Thus p is a parameter that helps control memory usage, while τ also helps to reduce 
the computational cost. In the work presented here we have set p equal to the 
dimension of the problem, so that the accuracy of the preconditioner is determined 
solely by the parameter τ. A small value of τ implies a more accurate preconditioner 
and fewer Krylov iterations, but the preconditioner will be more expensive to 
construct. While a large value of τ has the opposite effect. 

At each preconditioning iterative step, a linear system of the form Me = r is solved, 
where M is the preconditioner that approximates A, r is the residual of the current 
iteration and e is the correction vector. The preconditioning can be applied to the left 
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or right of the original linear equation system or in split forms, although the general 
consensus is that such variations make relatively little difference [24]. In this work 
initial tests using right and left side preconditioning supported this view. For the 
results presented here right side preconditioning is used with GMRES and ILUT 
routines that are derived from the SLATEC [25] and SPARSKIT [26] libraries 
respectively. For further details of the ILUT preconditioning process the reader is 
referred to Ref. [3, 24]. 

3   Density Fitting 

The error in the fitted density (Eqn. (4)) for a two electron projection operator 12ω  is 
defined as: 

( ) ( ) ( ) ( ) βαα βωααωρρωρρρωρρω ccc 12121212 2~~ +−=−−=Δ       (5) 

where αc  are the fitting coefficients. Differentiating with respect to αc  and 
minimizing gives rise to:  
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                               (6) 

which can be written as a set of linear equations of the form: 
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β

αβ β
bxA =∑                                                         (7) 

with ( )βωααβ 12=A , ββ
cx =  and ( )αωυμμυα 12,Db = .                                 

Although there are a number of possibilities for the two electron projection 
operator 12ω , it is widely acknowledged that use of the Coulomb operator gives the 
best results for energy evaluations [27,28]. Using this operator the linear system given 
in Eqn. (7) involves the following three-center and two-center repulsion integrals: 
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In practice solution of the linear equation system is a little more complex than 
suggested above, since the expansion coefficients must be constrained so that the total 
charge is constant, i.e. 

 ∑ =
α

αα nSc                                                             (9) 
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where n is the total charge and ∫= rdrS 3)(αα . Practical implementation of this 

constraint requires an extra orthogonalization step in each GMRES step. Furthermore, 

as matrix A is not positive definite (but semi-definite), the diagonal elements are 

scaled to modify its condition number. 
In principle, matrix A is dense owing to the long tail of the Coulomb interactions 

involved in computing each element of this matrix. In practice, however, if two 
functions are well separated we would expect the value of the corresponding element 
of A to be relatively small, and therefore a numerical threshold could be used to 
determine whether it should be kept. Alternatively, since the fitting functions are 
normally chosen to be atom centered, it may be possible to construct a sparse 
representation of A based on knowledge of the atoms in the system. One obvious 
approach is to consider a sparse representation of A where the only non-zero elements 
involve those interactions between fitting functions that are located on the same 
atomic centre. This has the effect of producing a block diagonal representation of A. 
Less dramatic approximations might be based on including all interactions between 
fitting functions that are within the same functional group. 

Finally, it should be noted that the KS-DFT method is in itself iterative, involving 
an initial guess of the density matrix (Dμυ) that is refined during each iteration until a 
“self-consistent field” (SCF) is reached. Within this process the density fitting 
equations must be solved at each iteration of the SCF procedure, but because the 
location of the fitting functions does not change from iteration to iteration the ILUT 
representation of matrix A remains the same for all SCF iterations. What does change, 
however, is the value of the b vector which must be re-evaluated at each SCF 
iteration. (This vector changes as it involves a contraction of the current guess for the 
density matrix with the relevant 3-center integrals.) The implication of this is that an 
ILUT factorization of A can be done just once before the start of the SCF procedure, 
and then used during every SCF iterations to improve performance when solving to fit 
the current density. 

4   Numerical Results and Discussion 

To explore the performance of the ILUT method for density fitting calculations four 
different computations were considered: 

System 1:  is a zeolite fragment (Si8O7H18) containing 33 atoms, and utilizing a 6-31g* 
basis set. The fitting basis contains 1489 functions and is obtained using the scheme 
implemented in Gaussian 03 to automatically generate fitting basis sets [29, 30]. 14 
iterations are required to converge the SCF. 

System 2: this is identical to system 1, but employs a larger cc-pVDZ basis set that 
gives rise to 2048 automatically generated fitting basis functions. 13 iterations are 
required to converge the SCF. 
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System 3: is a Valinomycin molecule (C54H90N6O18) containing 168 atoms, and 

utilizing a 3-21g basis set. This gives rise 3018 fitting functions. 11 iterations are 

required to converge the SCF. 

System 4: is identical to system 3, but uses a 6-31g basis set. This gives rise to 4182 
fitting functions. 11 iterations are required to converge the SCF. 

All calculations were performed on the 900 MHz SPARC v9 processor running 
Sun Solaris 10 with code compiled using Sun Studio 11.  

4.1   Approximating the LU Decomposition of A 

In this section we consider the case when matrix A is exact, but the accuracy of the 
LU decomposition is varied by changing parameter τ. We allowed a maximum of 
2000 Kyrlov iterations, and assume convergence to be satisfied when the 2-norm 
residual is reduced by a factor of 109. There appears to be no generally applicable 
guidelines for choosing a value for parameter τ. We choose several sample values for 
τ of 10-2, 10-3, 10-4, 10-5 and 10-10, and consider the value of 10-10 as corresponding to a 
complete LU decomposition. The sparsities of the preconditioner for the four different 
test systems and the five different values for τ are given in Table 1. These results 
show that even with a value for τ of 10-2 the LU decomposition contains roughly 50% 
non-zero elements for all the systems considered. And that if the system size is held 
constant while the fitting basis is expanded, the sparsity decreases even further (i.e. in 
going from system 1 to system 2, or system 3 to system 4). These results might be 
expected since the fill-in that occurs during the ILUT process is controlled only by the 
numerical value of the fill-in, not by whether there is a non-zero element in the same 
location in the original matrix A.  

Table 1. Sparsity of the ILUT preconditioner with different τ values for all studied systems 

τ System 1 
System 

2 
System 

3 
System 

4 
10-10 1.000 1.000 1.000 1.000 
10-5 0.868 0.886 0.904 0.905 
10-4 0.761 0.781 0.782 0.789 
10-3 0.608 0.647 0.608 0.627 
10-2 0.476 0.627 0.471 0.572 

We now consider the overall performance of the ILUT method, and in particular 
the influence of τ on performance. As was discussed in section 3, there are two 
aspects to using ILUT with density fitting. The first involves the incomplete 
factorization of the A matrix and occurs once at the start of the SCF process. The 
second involves use of the ILUT factorized A matrix to solve the density fitting 
equations during every SCF iteration (where the only difference in the density fitting 
equations between SCF iterations is in the form of the right hand side). For the 
purpose of this paper we will refer to the first aspect as the “preconditioning time”, 
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while the second aspect is referred to as the “GMRES time”. The combined time is 
referred to as the “density fitting total time”. As sparsity of the preconditioner plays a 
key role in determining the performance and storage requirements for density fitting, 
we plot the preconditioning time, GMRES time and density fitting total time for 
System 1 as a function of the sparsity of the preconditioner in Figure 1. Also shown 
are the corresponding τ values, and the total time taken if the density fitting problem 
is solved using the SVD direct approach. 

0.4 0.5 0.6 0.7 0.8 0.9 1.0
0

10

20

30

40

50

60

70

80

90

100

τ=10−2

τ=10−3

τ=10−4

τ=10−5

 Preconditioning Time
 GMRES Time
 Density Fitting Total Time
 SVD Time

T
im

e 
(s

)

Sparsity of Preconditioner

τ=10−10

 
Fig. 1. The dependence of the preconditioning time, GMRES time and the density fitting total 
time on the sparsity of the ILUT preconditioner for System 1 
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Fig. 2. The dependence of the preconditioning time, GMRES time and the density fitting total 
time on the sparsity of the ILUT preconditioner for System 2 
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The results in Figure 1 show that the preconditioning time increases monotonically 
as the sparsity of the preconditioner decreases, and for τ=10-10 (i.e. when the LU 
decomposition is complete) the total time is similar to that required when using SVD. 
For the GMRES component decreasing the quality of the preconditioner to the level 
of 60% sparsity has minimal effect on the overall GMRES time, but moving beyond 
this level dramatically increases the GMRES time. This behavior reflects the fact that 
the number of GMRES iterations changes only slightly from 14 GMRES steps for 
τ=10-10 to 87 steps when τ=10-3, however, for τ=10-2 this number explodes to 994 
GMRES steps; at this point the preconditioning is so poor that the GMRES algorithm 
has problems converging. Clearly, the goal is to pick the value of τ that minimizes the 
overall time, and for this benchmark it appears to be a value of around 10-3, at which 
point the ILUT approach is about twice as fast as using SVD. 

Equivalent performance results for the other 3 systems are shown in Figures 2-4. 
These all show similar behavior with steadily decreasing computational time that 
reaches a minimum before increasing dramatically if the value of τ becomes too 
large. Interestingly, the value of τ that works best appears to be roughly the same at 
10-3 for all 4 systems. The ratio of the density fitting time using ILUT preconditioner 
with τ=10-3, to the SVD time for system 1, 2, 3 and 4 are 0.47, 0.78, 0.46 and 0.55 
respectively. This shows that between system 1 and system 2, or system 3 and 
system 4, the maximum relative advantage of using ILUT over SVD is smaller the 
larger the fitting basis set. This is to be expected since larger fitting sets exhibit 
greater linear dependency giving rise to a more ill-conditioned A matrix. (We note 
that for system 2 the SVD shows 8 eigenvalues below 10-5, while it is full rank for 
the other systems.) 
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Fig. 3. The dependence of the preconditioning time, GMRES time and the density fitting total 
time on the sparsity of the ILUT preconditioner for System 3 
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Fig. 4. The dependence of the preconditioning time, GMRES time and the density fitting total 
time on the sparsity of the ILUT preconditioner for System 4 
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Fig. 5. The variation of the scaling preconditioning time of all three tests with the sparsity of the 
ILUT preconditioner 

It is of interest to compare the preconditioning time as a function of the sparsity of 
the ILUT factorization across the different test systems. To do this it is necessary to 
scale the preconditioning time obtained for a given test by the preconditioning time 
obtained when the sparsity was equal to 1.0. These results are shown for all four 
systems in Figure 5. This shows that the preconditioning time exhibits a uniform 
decrease as the sparsity of the preconditioner increases, and that this rate of decrease is 
very similar for all test systems. Clearly the ILUT preconditioning time depends solely 
on the sparsity of the ILUT preconditioner. If we assume that the cost of the GMRES 
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iterations varies little with τ until we reach the “tipping point”, then it would be 
relatively easy to develop a performance model that can predict what level of sparsity in 
the ILUT preconditioner is required in order to achieve a given level of performance. 
Such a model might then be used to weigh up the potential gain associated with using 
ILUT to solve the density fitting problem over a direct approach like SVD. 

In summary, it can be concluded that use of the ILUT method can enhance the 
performance of the density fitting process over use of a direct approach like SVD, 
although the performance gain depends greatly on the threshold used for τ. It also 
appears unlikely that by using a simple numerical cutoff we will be able to exploit 
greater than approximately 50% sparsity in the representation of the LU factorization 
(as beyond this threshold the GMRES iterations tend to increase dramatically).  

4.2   Pre-screening of the A Matrix  

In the above it was shown that the ILUT preconditioner failed to reach convergence if 
the value of τ was smaller than about 10-3. At this point the sparsity of the 
preconditioner was still quite large, with around 50% of the elements being non-zero. 
While this is a useful memory reduction it is hardly dramatic, so it is pertinent to 
examine whether further memory reductions are possible by removing elements from 
A prior to performing the ILUT factorization. Two options are considered, i) the use 
of a pure numerical threshold (DPRE) to set elements of A to zero, and ii) the removal 
of elements of A based the underlying physical problem [31]. Specifically with respect 
to (ii) we consider use of a sparse block diagonal preconditioner where the only 
elements of A to be considered are those that occur between functions located on the 
same atomic center. In what follows we use A′  to denote the A matrix after certain 
elements have been set to zero. 

As has been mentioned before the A matrix in the density fitting problem is 
essentially a Coulomb integral matrix in which the elements come from the Coulomb 
interaction between two fitting basis functions. Since the fitting functions are 
(usually) Gaussian functions located on different atomic centers the value of this 
integral will depend on both the distance between the two functions and the values of 
the exponents of the two Gaussian functions involved. At a coarse level we can, 
however, ignore the exponent values and assume only distance between two fitting 
functions will determine the value of the corresponding element in A.  

In Table 2 we show the sparsity of A′ obtained using a variety of different drop-off 
thresholds (DPRE) and also using block diagonal sparsity. These tables also contrast the 
sparsity of A′  with the sparsity of the preconditioner assuming an LU decomposition 
with unrestricted fill-in. These results show that even if A′ is sparse the LU 
decomposition is significantly less sparse, e.g. for system 1 Table 2 shows that with 
DPRE =10-2 A′  has a sparsity of 0.105, but the preconditioner has over 45% of its 
elements non-zero. By contrast when using the block diagonal algorithm to derive A′ , 
fill-in is considerably less since it cannot exceed the block structure of A′ . Thus in 
Table 2 we find that both the A′  matrix and the preconditioner have very high  
sparsity with just 4% and 6.6% of their elements non-zero respectively when using  
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Table 2. Sparsity of the A′  matrix and the resulting preconditioning matrix (M) obtained when 
employing numerical screening with criteria DPRE and the block diagonal scheme for all studied 
systems 

The Sparsity of the A′ (M) matrix 
 DPRE 

System 1 System 2 System 3 System 4 

10-10 0.97(1.00) 0.99(1.00) 1.00(1.00) 1.00(1.00) 
10-5 0.61(0.95) 0.63(0.97) 0.72(1.00) 0.70(1.00) 
10-4 0.45(0.86) 0.43(0.89) 0.49(0.97) 0.47(0.98) 
10-3 0.27(0.71) 0.23(0.75) 0.25(0.84) 0.24(0.86) 

Numeric 
Screening 

10-2 0.11(0.46) 0.08(0.44) 0.08(0.56) 0.07(0.57) 
Block 

Diagonal 
 0.04(0.07) 0.02(0.04) 0.01(0.01) 0.01(0.01) 
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Fig. 6. Comparison of density fitting total time for computing System 1 using numerical 
screening and block diagonal screening on A′  matrix 
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Fig. 7. Comparison of density fitting total time for computing System 2 using numerical 
screening and block diagonal screening on A′ matrix 
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block diagonal screening; values that are over one order of the magnitude less than 
those for the original A matrix. 

In Figures 6-9 we plot the total density fitting time for the 4 test systems that are 
obtained if prescreening of A is combined with use of the various τ values to control 
fill-in during the ILUT process. The times are plotted as a function of sparsity in the 
preconditioner. Also shown are the SVD times. The results show that in terms of 
overall computation time the minimum is achieved at a sparsity level of around 50% 
non-zero elements. Removing elements from A by using a threshold of 10-4 for DPRE 
has relatively little effect on performance, except in the case of system 2 where a 
slightly tighter threshold is required. Going to the extreme of only keeping the block 
diagonal elements of A has a dramatic effect on the sparsity of the preconditioner, but 
in general it leads to an overall increase in the density fitting time in comparison to 
SVD. The exception is for system 3, where a block diagonal preconditioner is slightly 
faster than SVD or ILUT with a tight threshold. 
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Fig. 8. Comparison of density fitting total time for computing System 3 using numerical 
screening and block diagonal screening on A′ matrix 
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Fig. 9. Comparison of density fitting total time for computing System 4 using numerical 
screening and block diagonal screening on A′ matrix 
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5   Discussion and Conclusions 

We have investigated the use of ILUT preconditioning combined with the GMRES 
subspace method for iteratively solving the sort of linear equations systems that are 
encountered when using density fitting techniques in electronic structure calculations. 
Our results show that under the right circumstances it is possible to obtain a 
performance advantage from using the ILUT approach compared with a direct method 
like SVD, however, this requires careful choice for τ (the numerical threshold 
parameter in the ILUT algorithm). Moreover, as τ increases we can very quickly 
transition from having a beneficial preconditioning matrix to having one that is rather 
poor – causing a huge increase in the number of GMRES iterations required. 
Somewhat disappointingly it also appears that for the preconditioning matrix to be 
beneficial it requires over 50% of the matrix elements to be non-zero. 

Using an alternative approach that approximates both A and the LU decomposition 
of A we found some encouraging results were obtained when using physical insight to 
zero out all elements in A except for those corresponding to interactions between basis 
functions on the same centre. This block diagonal approach dramatically decreases 
the number of elements in the LU decomposition, and this may be advantageous if 
memory usage is a bottleneck. In comparison to SVD, for small systems the block 
diagonal ILUT method was found to be slower, but for larger systems and moderate 
fitting sets it was found to be slightly faster. This raises the question whether an even 
better block diagonal preconditioner can be found, perhaps by expanding the size of 
the diagonal blocks to correspond to functional groups or small fragments of the total 
system. Work along these lines is currently in progress. 
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Abstract. In a joint effort between computer scientists and theoretical chemists 
new tools have been developed for Grid applications leading to the efficient 
management of large computational campaigns in the field of quantum chemi-
cal calculations. For that purpose, the Vienna Grid Environment (VGE) soft-
ware has been successfully extended allowing efficient job submission, status 
control and data retrieval. In addition, the services of the Compchem Virtual 
Organization of Enabling Grids for E-science (EGEE) Grid environment have 
been used. Extensive photodynamical simulation runs using the software pack-
ages COLUMBUS and NEWTON-X have been performed on the cis-trans isomeri-
zation of a model retinal system, aiming at a detailed picture of the primary 
processes of vision. 

Keywords: Grid computing, Grid middleware, web services, Quantum Chemis-
try, Photodynamics. 

1   Introduction 

The efficient utilization of various types of computer resources for the solution of 
mathematical models occurring in the natural sciences is a key issue in computational 
science. Only with the investigation and development of highly efficient algorithms, 
tools, systems, software and programming paradigms for utilizing the potential of 
modern computer architectures (in particular, parallel/distributed computer systems 
and computational Grids) computational scientists can address and solve their grand 
challenge problems. 

Grid technologies promise to change the way scientists tackle complex problems 
by offering unprecedented opportunities for resource sharing and collaboration. Just 
as the World Wide Web transformed the way we exchange information, the Grid con-
cept takes parallel and distributed computing to the next level, providing a unified, re-
silient, and transparent infrastructure, available on demand, in order to solve increas-
ingly complex problems. 
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In this paper, we summarize an interdisciplinary effort for performing nonadiabatic 
ab initio surface-hopping dynamics calculations in the Grid. In particular we have im-
plemented the suites of codes in the Vienna Grid Environment (VGE) and in the Ena-
bling Grids for E-science (EGEE) Grid environment.  

The VGE was originally developed for a very different type of applications (medi-
cal applications). In this project, significant adaptations and extensions of the func-
tionality of VGE were made for supporting the efficient and user-friendly execution 
of computational tasks using extended quantum chemical software systems. 

The EGEE Grid represents a very popular, world-wide deployed infrastructure and 
our work has been carried out using the CompChem VO services. The experience 
made in the EGEE environment has been focused on the software management (in-
stallation, verification and execution) of the quantum chemical program packages 
COLUMBUS and NEWTON-X mentioned below. 

The results of this work are of interest for the quantum chemistry- as well as for the 
computer science communities. As for quantum chemistry aspects, significant progress 
could be achieved in facilitating the management of large computational campaigns and 
the remote software management of the related quantum chemistry packages. The com-
putational results achieved in the presented set of calculations give detailed insight into 
the photodynamical behavior of retinal model systems, which are directly connected to 
the primary processes of vision. Based on the adaptation of the VGE and setting up the 
procedures for using and maintaining the software in the various EGEE sites supporting 
the Compchem VO, an adequate computational infrastructure became available which 
delivers the necessary  performance for such computations. As for computer science as-
pects, for the first time computationally demanding processes had to be managed by 
VGE including the transfer of large amounts of data. Moreover, scheduling questions in 
the current VGE system had to be addressed. As for the EGEE implementation of the 
quantum chemical programs, the Compchem VO had to face a complex set of applica-
tions that require a solution by remote software management.  

1.1   Problem Setting 

In the last years, Computational Chemistry has made dramatic progress due to com-
bined developments in computational methods and in computer technology. Com-
puter simulations based on quantum chemical methods have reached an accuracy, 
which, in many cases, is competitive to experiment. The field of photochemistry and 
photobiology is fascinating since it combines a set of challenging theoretical ques-
tions with interesting chemical problems. The quantum chemical description of ex-
cited states is significantly more demanding than the description of the ground state. 
In the last years substantial progress has been made in the Vienna Quantum Chemis-
try group in cooperation with other scientific groups in developing methods for the 
analytic computation of energy gradients for excited states and for analytic nonadia-
batic coupling vectors based on the multireference configuration interaction (MRCI) 
and complete active space self consistent field (CASSCF) methods [1-3]. These ap-
proaches as implemented into our COLUMBUS program system [4-6] exhibit world-
wide unique features, which enhance the capabilities of excited-state calculations 
drastically. In combination with the program package NEWTON-X novel photody-
namical simulations can be performed. These calculations pose big challenges  
on computer resources in terms of CPU performance, central memory and external 
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storage. As explained in more detail below, a large number of initial conditions has to 
be taken into account in the dynamics calculations leading to corresponding sets of 
trajectory calculations consisting of sequential streams of CASSCF/MRCI calcula-
tions. The management of these computational campaigns distributed over heteroge-
neous systems of computer clusters is a demanding task. The Grid technologies  
described in this work are used in order to achieve efficient throughput, control and 
management of input and output data. The demands on the speed of data transfer 
within a single MRCI calculation are very high, which does not allow for distributing 
this step on the Grid. Thus, under present conditions, the calculation of an entire tra-
jectory is performed on a single node. However, efficient parallelization of 
COLUMBUS has been achieved in the context of ultrafast internode communication [7, 
8]. It is planned to use this feature in the future in a combined Grid and parallelization 
approach. Presently, only the Grid aspect of loosely coupled nodes is exploited. 

1.2   Related Work 

Several middleware systems have been developed for supporting the utilization of dis-
tributed computational resources and Grid environments, as, for example, Condor, 
Unicore and Globus. The Condor system represents a distributed batch system for job 
scheduling and resource management focusing on resources distributed via different 
administration domains [9]. The Globus toolkit [10], which can be regarded as one of 
the pioneering technologies for Grid computing, underwent a number of significant 
technology changes and now has chosen Web services as its base technology. The 
broad OGSA vision [11] of a service-oriented Grid architecture, however, has so far 
only been partially realized within the current version of the Globus toolkit (GT4).  
Unicore is a workflow enabled task management system [12]. The implementation of 
an adaptation layer like the Grid Application Toolkit (GAT) provides a high-level in-
terface for different Grid middleware technologies [13]. The Grid infrastructure de-
veloped in the context of the GRASP project extends the concept of Application Ser-
vice Provision (ASP) to Grids [14]. 

In contrast to other existing approaches, the VGE system used in the efforts de-
scribed here, makes it much easier to dynamically add resources to a Grid environ-
ment. Moreover, it is completely written in Java and thus, in contrast to many other 
comparable systems, does not pose any requirements in terms of operating system. 

The scheduling system Condor mentioned above requires a “bottom-up” approach, 
where significant set-up efforts are needed on participating Grid components, for ex-
ample, in terms of installing soft- and middleware. In contrast, VGE can be consid-
ered a “top-down” approach, where the effort required for extending the system by 
new resources is very small in comparison. 

Applications provided as VGE services may be accessed over the Internet based on 
standard Web services technologies. VGE services virtualize applications together 
with the required compute resources as services hiding the details of the underlying 
HPC system. Thus, users may submit jobs without having an account on a particular 
cluster and without having to deal with the configuration details of the respective 
compute resources and applications. Standardized access to and virtualization of HPC 
resources represent a considerable advantage over a pure batch access mode to native 
HCP applications. In contrast to other Grid computing systems, such as Globus or 
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Unicore, VGE does, for security reasons, not allow the user to submit any executable 
scripts to a service provider’s machine. As a consequence, providers of VGE services 
retain full control over their compute resources.  

The EGEE Grid environment has been exploited using the CompChem VO re-
sources and services. In particular we have designed a procedure to install, verify and 
run the necessary programs on the sites supporting the VO.  To this end the VO man-
ager has assigned to some users the role of SoftwareManager, enabling them to exe-
cute the functions of the management of the VO software, after having acquired a 
special authorization from the authentication server. In this way the user has been en-
abled to  update the software repository of the VO in a given EGEE site. 

The users are in this way enabled to invoke their software packages as a local re-
source. 

1.3   Overview of Grid Environments Used 

1.3.1   Vienna Grid Environment 
The Vienna Grid Environment [15-18] aims at facilitating transparent access to re-
mote high-performance and high-throughput computing systems within a computa-
tional Grid. Under VGE compute-intensive applications available on clusters or other 
HPC systems can be made available over the Internet to clients as services within a 
service-oriented Grid architecture. VGE is based on standard Web services technolo-
gies and comprises a service provision environment, a client-side application devel-
opment environment, service registries and a security infrastructure. A major objec-
tive of VGE is the virtualization of HPC applications and the associated hardware 
resources as services that may be accessed transparently and on-demand by remote 
users over the Internet without having to deal with the complex details of HPC sys-
tems, Grid technologies and Web services. VGE services provide support for data 
staging, job execution, and monitoring. They are defined via WSDL, hosted within a 
Web server and securely accessed using SOAP messages. 

The virtualization of compute intensive applications as services is based on the 
concept of generic application services, which offer a uniform interface to clients with 
common operations for uploading input data, managing remote job execution, and for 
downloading results. These operations are customized for a specific application by 
means of an XML application descriptor comprising the specification of input/output 
file names and of the scripts used for starting job execution and for gathering status 
information. Using the application descriptor, a Web service with a corresponding 
WSDL interface is automatically generated and deployed within the VGE hosting en-
vironment, which is based on the open source tools Tomcat and Axis. In order to en-
able clients to dynamically discover available services, VGE service descriptions may 
be published during deployment in one or more service registries. In order to expose 
an application installed on a HPC system as a VGE service, usually no code changes 
are required, provided the application can already be executed in batch mode and files 
in I/O operations are not accessed with absolute path names.  

Once a VGE service has been deployed it may be accessed by remote clients over 
the Internet based on standard Web service technologies via the SOAP/HTTP proto-
col. VGE adopts a purely client-driven approach for accessing services, i.e. all inter-
actions with a service are initiated by the client and neither call-backs nor notification 
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mechanisms are used. As a consequence, there is no need for opening site firewalls or 
any other security compromises. A client application usually invokes the service op-
eration “upload” to transfer the input files to the service, the operation “start” to initi-
ate job execution, and finally the operation “download” to receive the results. To sim-
plify the development of client applications, a high-level Java API is provided, which 
hides the details of SOAP and the VGE middleware from the user. Moreover, VGE 
offers a command-line interface as well as a browser-based client infrastructure sup-
porting the automatic generation of Web-based application clients.  

VGE provides a number of additional facilities including a certificate authority and 
public key infrastructure for authentication, authorization and end-to-end security 
within virtual organizations, and a quality of service infrastructure supporting dy-
namic negotiation of response-time guarantees for time-critical services [17][3] based 
on Web Service Level Agreements. 

The Java-based VGE relies on Grid and Web services standards (including WSDL, 
SOAP, WS-Security, WS-Addressing) and is compliant with the Web services inter-
operability specification (WS-I). The VGE service environment has been successfully 
utilized within the EU Project GEMSS [16] for the secure Grid provision of compute-
intensive time-critical medical simulation services. 

1.3.2   Hardware Used 
The Luna Cluster is a Sun X4100 cluster located at the Institute of Scientific Comput-
ing, University of Vienna, and consists of 288 AMD 64 bit Opteron 275 2,4GHz proc-
essor cores organized into 72 nodes, each containing two dual-core CPUs. The cluster 
has 576 Gigabytes memory in total (8 Gigabytes per node) and 5040 Gigabytes of to-
tal disk space (70 Gigabytes per node). As operating system SUN Solaris 10 is used, 
and the Sun Grid Engine as batch scheduler. The nodes are connected through fast 
ethernet and infiniband low latency node interconnection. 

The QCCD Cluster is a local cluster of the Quantum Chemistry and Chemical Dy-
namics (QCCD)-Workgroup at the Institute for Theoretical Chemistry, University of 
Vienna, and consists of 17 Intel PentiumIV em64t 3.2GHz nodes, 3 DualCore Op-
teron64 2.4GHz nodes and 9 Intel PentiumIV 3.0GHz nodes. It uses a PBS-queuing 
system. For each CPU there are 2 Gigabytes of memory available. The nodes are con-
nected with a standard IEEE 802.3u network. 

1.3.3   The EGEE Grid Environment 
The EGEE Grid has been implemented in order to guarantee sustainable performances 
in a reliable, world-wide deployed e-infrastructure. EGEE infrastructure is based on 
the resources of the most important research centers, interconnected through the EU 
Research Network GEANT. 

The Compchem VO has been established in EGEE in 2004 to support the computa-
tional needs of the Computational Chemistry users, in particular of the Molecular and 
Matter Sciences community[36,37].  

Several EGEE sites are supporting Compchem VO (at the time of writing 25 sites 
are supporting it for a total number of approximately 1000 working nodes) and in the 
last year the number of executed jobs has grown significantly (up to 700.000 hours of 
CPU time and 50.000 jobs executed). 
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2   Nonadiabatic Dynamics with NEWTON-X – An Overview 

In this section, a short description of the dynamics methods adopted in the 
NEWTON-X package [19, 20] is presented. Full description of the program is given 
elsewhere [19]. The nuclear motion is represented by classical trajectories, computed 
by numerical integration of Newton’s equations using the velocity-Verlet algorithm 
[21]. The molecule is considered to be in some specific electronic state at any time 
and the nuclear trajectory is driven by the gradient of the potential energy surface of 
this state. Nonadiabatic dynamics is performed on the basis of Tully's fewest switches 
algorithm [22, 23]. This algorithm statistically decides in which electronic state the 
system will stay in the next time step. 

NEWTON-X has been developed in a highly modular way, with several independent 
programs communicating via files. At each integration time step of Newton’s equa-
tions, the electronic energies, energy gradients, and nonadiabatic coupling vectors 
have to be provided to NEWTON-X by an external program. Currently, interfaces are 
available for the quantum chemistry packages COLUMBUS and TURBOMOLE [24]. 
With COLUMBUS it is possible to perform nonadiabatic dynamics using CASSCF and 
MRCI methods. TURBOMOLE can be used for adiabatic dynamics with the second-
order coupled-cluster method (RI-CC2) [25, 26] and time-dependent density func-
tional theory (TD-DFT) [27-29]). At present, an interface to the ACES II package 
[30] is under development. 

The adiabatic and nonadiabatic simulation of photochemical or photophysical 
processes requires the execution of a rather large number of trajectories (typically 
from one to several hundred). Each trajectory is completely independent of the others, 
and thus such simulations are particularly well suited for a Grid environment. Never-
theless, after having completed all trajectories, the data must be retrieved and stored 
in such a way that all quantities of interest, such as quantum yields, state populations, 
and internal coordinates, can be computed as averages over all trajectories. 
NEWTON-X contains routines to generate ensembles of initial conditions to initiate in-
dependent trajectories, to control the input and output of multiple trajectories, and to 
perform the required statistical procedures.  

3   Implementation 

In order to provide VGE services, the service provider has to install the Vienna Grid 
Service Environment (VGSE). Besides the VGSE middleware, the VGSE release 
package comprises a Tomcat version. A VGE service can be used in combination ei-
ther with the Tomcat or the Apache server. If Tomcat is used, one port has to be ac-
cessible through the firewall. If the Apache server is used, additional ports are not re-
quired. In both installations described in this paper we used Tomcats. A prerequisite 
for installing VGE services are preinstalled applications (in the case discussed here 
Newton-X and COLUMBUS) and Java version 1.5 or higher installed on each machine. 
Installation of VGE does not require adaptations of the existing applications. Only the 
scripts necessary to unpack the input files, to start the jobs, to query the status of the 
jobs and to package the download files have to be adapted. 
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3.1   Service Provision on the Luna Cluster and on the QCCD Cluster 

For the deployment of a new service an application descriptor has to be created. De-
scriptor creation and deployment of the service can be done automatically by using an 
interactive deployment tool as depicted in Figure 1. 

The user has to specify the name of the application, the working directory where 
the session directories are stored, the name of the input, output, status and finish file. 
Furthermore, the location of the start, status and kill scripts is specified. Within the 
working directory each client gets its own session directory. Thus, based on the ses-
sion management multiple clients may access the service at the same time. As shown 
inFigure 1, the location of the scripts is specified relative to Tomcat’s bin directory. 
The scripts were provided by adapting already existing scripts for job submission, 
status querying and job killing. 

 

Fig. 1. Deployment tool screenshot 

Major adaptations of the existing scripts for Newton-X and COLUMBUS appli-
cations were necessary to handle the received input file, to package the status  
information, to generate the finish file and to generate the result file. The finish 
file indicates the completion of all submitted jobs and is generated by the start 
script. Thus, only if the finish file is generated, the user is allowed to download 
the output file. VGE does not allow submission of executable scripts. In order to 
start the service execution, the user has to supply only the input files named as 
specified in the application descriptor file. 

Figure 2 depicts the structure of the working directory. The config subdirectory 
contains all scripts (start, status and kill), the application descriptor Trajectories.xml 
and the job submission script pmold. The input file supplied by the user comprises a 
zip file with a specific number of subdirectories (Trajectory-1 to Trajectory-n). The  
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Fig. 2. Working directory structure 

directories Trajectory-1…Trajectory-n contain distinct configuration and input files 
necessary to run a trajectory. For each client request a temporary session directory 
(Client ID i) is generated.  

Thereafter, all scripts from the config directory are copied to the session directory. 
The number of nodes used to run the Newton-X application is specified implicitly by 
the number of subdirectories specified within the input file. Generally, the start script 
unpacks the input files into the session directory and invokes the job submission 
scripts (pmold) for each Trajectory-i directory. The invocation of the VGE operation 
start launches the start script (TrajectoriyStartup.sh) and consequently submits the 
jobs to the batch queue system. The results of the computation are written into the 
corresponding Trajectory-i directory for each job separately. 

3.2   VGE Client 

The Vienna Grid Client Environment (VGCE) represents a generic JSP-based client 
used to invoke VGE services. The VGCE release comprises JSP code, Java binaries 
and a Tomcat version. The prerequisite for the installation of VGCE is Java version 
1.5 or higher and one open port. Usually, VGCE is installed on the user’s local PC 
and may be accessed from any other machine with available Internet access and 
browser. VGE services may be invoked based on the x509 compliant Public Key In-
frastructure issuing certificates for clients and services. However, currently, we do not 
use any security infrastructure.  

As shown in Figure 3, VGCE represents a browser-enabled service front-end, 
where users can upload the input files, start the application, kill the jobs, query the 
status of the application and download the results by using an intuitive Web based  
interface. Figure 3 depicts two different user requests. The first request with the ID 
117464496355-99 has completed upload of the input files and the start button may be 
activated in order to start the service execution. The second job with the ID 
1174483570194-95 has completed the service execution. By activating the save  
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Fig. 3. VGC Screenshot 

button results may be stored to the user’s local machine. Based on the session  
management VGCE clients may be accessed from different machines wherever Inter-
net access is available. 

3.3   Current Status and Next Steps 

In the first stage we Grid enabled Newton-X and COLUMBUS applications by deploying 
two VGE services, one on the Luna cluster and another one on the QCCD cluster. In 
the second stage we plan to implement Quality of Service (QoS) concepts for the pro-
vision of the NEWTON-X and COLUMBUS application as QoS-aware Grid services. 
Moreover, we plan to extend VGE and develop a concept for the specification of work-
flows considering multiple VGE services running on heterogeneous environments. 

4   Application: The Photodynamics of the Pentadieniminium 
(CH2(CH)4NH2

+) Cation 

4.1   Dynamics 

The cis-trans and trans-cis photoisomerizations around the central double bond in the 
2-cis- and all-trans-penta-2,4-dieniminium cation (cis-PSB3 and trans-PSB3, respec-
tively, a protonated Schiff-base with three double bonds) can be used as a first model 
for retinal, which in the 11-cis form is the central chromophore in the light-sensitive 
protein rhodopsin and in the all trans form occurs in bacteriorhodopsin. Protonated 
Schiff-bases of different length (PSBn) have been intensively studied in the last years 
using various quantum chemical approaches [31-34]. In this work, dynamics simula-
tions based on the program systems NEWTON-X and COLUMBUS have been performed 
in order to obtain a deeper insight into the photoisomeriazation processes. For that 
purpose, 250 trajectories starting from cis- and trans-PSB3 have been computed  
on the Luna cluster based on VGE webservices. Initial conditions for nuclear geome-
tries and momenta were sampled according to their probability distributions in the 
quantum harmonic vibrational ground state. The simulation time was 400 fs with a 
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time step of 0.5 fs. For more information on technical details of the surface-hopping 
dynamics calculations see [19] The quantum chemical calculations were performed at 
the SA-2-CASSCF(6,6) level using the 6-31G(d) basis set [35]. In this work, we pre-
sent only some general results of PSB3-dynamics starting from the cis-structure. A 
complete discussion of the results including a comparison to the dynamics results of 
ref. [31] will be reported elsewhere [36]. 

4.2   Results 

The deactivation of PSB3 is typically accomplished by torsion around the central 
double bond. This is true for the cis- as well as for the trans-PSB3. When excited 
from the ground state, the molecule passes through a sequence of steps. First, the 
bond lengths of double and single bonds are adjusted to the changed electronic state. 
The double bonds are stretched and the single bonds are contracted. This process can 
be described by the bond length alternation (BLA), which is defined as the difference 
of the averages of single and double bond lengths. Within the first 20 femtoseconds 
this value drops from the positive value of the ground state to a negative one. After 
some time of adjustment at this stage, the molecule begins to twist around the central 
double bond. Simultaneously, the BLA begins to return to its original value. The tor-
sional motion together with the changes in the BLA brings the molecule to a conical 
intersection (C.I.) at an approximately 90°-twisted structure.  

 

Fig. 4. Time-development of the central torsional angle of excited cis-PSB3; the moments of 
the first transition to the ground state are marked with triangles; cis-, C.I.- and trans-structures 
of a single trajectory are displayed, arrows indicating the position in the trajectory 

The C.I. corresponds to a geometric configuration for which the ground and the 
excited state energies are the same and that, for this reason, the probability of radia-
tionless transition from one energy surface to the other is very high. The excited state 
is gradually depopulated.  

In Figure 4 this process is illustrated by the time evolution of the central tor-
sional angle for all 250 cis-PSB3 calculated trajectories. Each line corresponds to a 
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different and independent trajectory. They start close to zero degrees, corresponding 
to the planar cis-structure, and the torsional motion begins at about 25 fs. The figure 
also shows, for each trajectory the time of the first hopping from the excited to the 
ground state. Due to the reasons stated above, they are concentrated around ±90°. 
Few trajectories show a different behavior and do not twist at the central double 
bond. They can however reach other types of C.I. by torsion of the C=N double 
bond. This is a very rare observation and does not always lead to deexcitation of the 
PSB3 molecule. 

4.3   The Minimum on the Crossing Seam 

The just-described dynamics calculations give very detailed insight into the isomeri-
zation mechanisms, in particular on the relevant regions of the intersection space 
where the switching to the ground state takes place. In a simpler approach, this region 
can be characterized by the minimum on the crossing seam (MXS) [37]. It is very in-
teresting to know whether different MXSs exist for the cis-trans and trans-cis isom-
erizations, respectively, or whether they share the same MXS. Since it would be very 
difficult to map the entire intersection space, we decided to use a different strategy. 
The MXS searches [3] for these two cases were started from two different initial ge-
ometries. One was obtained by taking the cis ground-state geometry and performing a 
rigid rotation around the central CC bond by 60°. The other initial geometry was ob-
tained from the trans ground-state geometry and rotating also by 60°. These geome-
tries do not only differ from the expected 90° MXS by a smaller torsional angle, but 
also by a completely different bond alternation pattern. These calculations were per-
formed at the Grid facilities of the COMPCHEM VO using the SA-2-
CASSCF(6,6)/6-31G(d) computational level. 
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Fig. 5. Structure of the common MXS of cis- and trans-PSB3; bond lengths and atom number-
ings are indicated in the figure; the central torsional angle (atoms 2-3-4-5), τ2345 = 92° 

4.4   Results 

Cis- and trans-PSB3 share indeed a common minimum on the crossing seam. When 
optimizing the structures on the crossing seam as described above the resulting  
geometries differ in the C-C and C-N bond lengths at most by 0.00037Å, in the  
torsional angles not more than 0.243° and the energies of ground state and first  
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excited state match to 0.000476 a.u.. This is, within the limits of the accuracy of the 
calculation, to be regarded as identical results. 

5   Conclusions and Outlook 

A joint effort between computer scientists and theoretical chemists has been de-
scribed, which has led to new and very useful Grid tools for performing large batches 
of quantum chemical calculations. Two completely different Grid approaches have 
been used, the Vienna Grid Environment software allowing for tailored top-down de-
sign of Grid applications and the EGEE Grid with a broad palette of features. On both 
Grid systems extensive quantum chemical calculations were performed demonstrating 
the feasibility of these environments for solving complex management tasks involved 
in extensive numerical computations. The software developed and the experience 
gained is not limited to the specific dynamics simulations described in this work. It 
will be straightforward to extend the present procedures to more general and more 
heterogeneous collections of tasks, even beyond the field of Quantum Chemistry. 

We are currently working on improvements of the functionality of the VGE infra-
structure for the specific application case. This particularly involves support for better 
control of the submitted tasks and earlier access to intermediate results, for example, 
making it possible to judge the current status in the course of the computation. This 
feature is of great practical relevance since in computer simulations unexpected situa-
tions might occur in the course of the calculation, which could lead to the decision of 
stopping a process prematurely or will affect the planning of new simulation runs 
even before a task is completely finished. Because of the long simulation times – sev-
eral CPU days or weeks – efficient feedback during the execution of the jobs will en-
hance the efficiency of the entire simulation project considerably. Beyond that, we 
plan to address resource brokering aspects: Given the task of performing a number of 
numerical computations and a certain pool of available computational resources, this 
task should be mapped optimally onto the available resources. Such research direc-
tions will require extending and possibly adapting the current Quality of Service 
(QoS) concept of VGE.  
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Abstract. Several Molecular Dynamics simulations of the lamellar solid
α-zirconium phosphate have been performed in order to estimate their
proton permeability. To this end we first tested the formulation of the
Force Field and then we carried out the molecular dynamics calculations
aimed at evaluationg proton mobility.

1 Introduction

The main components of a fuel cell are an ion conducting electrolyte, a cathode,
and an anode, as shown schematically in Fig. 1.

Fig. 1. Fuel cell components

These three components together are often referred to as the Membrane-
Electrode Assembly (MEA), or simply a single-cell fuel cell. In the simplest
example, a fuel like H2 is brought into the anode compartment and an oxidant,
typically O2, into the cathode compartment. Chemical interactions makes oxygen
and hydrogen react to produce water. Direct combustion is prevented by the
electrolyte that is a membrane separating the fuel (H2) from the oxidant (O2).
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The membrane, in fact, acts as a barrier to gas diffusion. Therefore half cell
reactions occur at the anode and cathode, producing ions which can migrate
across the electrolyte. Accordingly if the electrolyte conducts protons, hydrogen
will be oxided at the anode to produce H+ ions and electrons, whereas protons,
after migrating across the electrolyte, will react at the cathode with oxygen and
consume electrons:

Anode : H2 → 2H+ + 2e−

Cathode : 1
2O2 + 2H+ + 2e− → H2O

Cell : 1
2O2 + H2 → H2O

Electricity is produced by the balancing of the ionic flow through the electrolyte
and the electronic flow through an outside circuit.

For this reason the focus of the paper is twofold: the determination of the
conformational and structural properties of the membrane and the calculation
of the proton mobility through it. More in detail the paper tackles both problems
using Molecular Dynamics (MD) means. Accordingly the paper is articulated as
follows: in Section 2 a description of the investigated molecular systems is given;
in Section 3 the force field is assembled and the initial geometry at the membrane
is formulated; in Section 4 the mechanism for proton conductivity is analyzed.

2 The Investigated Molecular Systems

As to the investigated compounds our work has been concentrated on zirconium
phosphate membrane because of their relevance for some advanced technological
applications , like: (i) proton conductivity when humidified (∼10−3 S/cm); (ii)
ion-exchange and adsorption; (iii) thermal stability up to temperatures above
180 ◦C; (iv) catalytic activity.

These compounds are solid acids having different layered crystal structures.
with the most rappresentative being the α-zirconium (α-ZrP) and the γ-zirconium
(γ-ZrP) phosphates. α-ZrP and γ-ZrP are of considerable interest, both for their
applications [1,2,3] and for the large variety of organic derivatives which have
been prepared from them [4,5]. They are water-insoluble, layered compounds
containing intercalated hydronium ions and have reasonable room temperature
conductivity.

The structure of these compounds is lamellar [6,7]. In this work we shall
consider only the α compound whose structure is sketched using gOpenMol [8]
in Fig. 2. In the α-ZrP the Zr atom is octahedrically coordinated by six oxygen
atoms belonging to as many phosphate groups. Each layer is made of a planar
matrix of Zr atoms and by O3POH groups placed alternatively above and below
the plane whose centers of mass for two adjacent groups dist 5.3 Å. Three oxygen
atoms of each phosphate group are bonded to three Zr atoms. The fourth oxygen
atom has a fixed charge that is neutralized by the proton (in phosphonates this
role is played by organic groups). The layers are so closely packed (the interlayer
distance is equal to 7.6 Å) that each P-OH group faces at short distance a Zr
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Fig. 2. Sketch of the α-zirconium phosphate, space group P21/n

atom of the next layer. The packing leaves room for some zeolitic cavities in the
interlayer region (one for each Zr atom). In the cavities there is sufficient room
to host a crystallization water molecule (indicated by one OW and two HW).
Accordigly the α compound are mono-hydrated.

Unfortunately, many layered compounds are obtained only as powders, often
of low crystallinity, thus making it difficult or impossible to carry out structural
determinations by X-ray analysis. The availability of synchrotron and neutron
sources has favored, in recent years, a rapid development of experimental and
numerical techniques for structure determination from powder diffraction data.
This has made it possible to apply them also to systems of medium complexity.
However, even in cases where lamellar solids initially exhibit a high degree of
crystallinity, overlapping large bands from relatively poor diffraction patterns are
often observed when their structure is modified by ion-exchange, intercalation or
pillaring. Thus, detailed structural information on these derivatives is difficult
to extract from their diffraction patterns.

MD technique instead, can provide us with information on (i) internal molec-
ular fluctuations, (ii) microscopic-level, (iii) extension of the relevant conforma-
tional space and (iv) meaning of X-ray diffraction data for the investigated sys-
tem available as low-crystallinity solids. They can also provide information about
the height of conformational barriers and population probability densities associ-
ated with the various minima of the potential which, for lamellar systems like the
one considered in the paper, cannot be obtained from the analysis of X-ray data.
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Moreover, MD simulations of conformational changes associated with the inter-
layer distance variations helps the understanding of pillaring, intercalation and
supramolecular chemistry in interlayer spaces of the lamellar compounds.

3 The Assemblage of the Force Field and the Initial
Geometry

Our simulations were carried out using the software program package DL POLY
[9] of the Daresbury Laboratory, in its version DL POLY 2. The first crucial
step of our work was the assemblage of a force field appropriate for α-ZrP.
The adopted force field is given by the sum stretching, bending, torsion and
stabilization terms (the latter is psecially designed for membranes).

The stretching term reads as

U(rij) =
ks

2
(rij − r0)2, (1)

where ks is the force constant of the stretching, rij is the distance between the
i and j atoms and r0 is the equilibrium distance of the two atoms. Related
parameters are given in Table 1. The bending term reads as

U(θjik) =
kb

2
(θjik − θ0)2, (2)

where kb is the force constant of the bending, θjik is the angle between bond
vectors rij and rik and θ0 is the equilibrium angle of the three atoms. Related
parameters are given in Table 2. The torsional term reads as

U(φijkn) = kδ [1 + cos(mφijkn − δ)] , (3)

where kδ is the amplitude, m the frequency and δ the phase factor of the cosine
function with φijkn being the dihedral angle defined as

φijkn = cos−1{B(rij , rjk, rkn)}, (4)

with

B(rij , rjk, rkn) =
{

(rij × rjk) · (rjk × rkn)
|rij × rjk||rjk × rkn|

}
.

Related parameters are given in Table 3. The last term added in order to make
more stable the membrane is the Uray-Bradlay potential that reads as

U(rjik
) = kUB(rjik

− reqjik
)2, (5)

where rjik
is the distance between the i and k atoms, both bonded to the j atom

but not considered bonded between them, and reqjik
is the related equilibrium

value 1. Related parameters are given in Table 2.
1 The Uray-Bradlay functional form is not included in DL POLY. Therefore as sug-

gested by W. Smith [10], the main author of DL POLY, we have used the harmonic
potential form of the bonds and adapted the related kUB force constants (in practice
these have been multiplied by a factor 2).
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Table 1. Stretching potential UFF parameters

parameter r0/Å ks/kcal·mol−1Å
−2

Zr-O 2.0646 171.66
P-O 1.5300 700.00

Table 2. Bending (lhs columns) and Uray-Bradley (rhs columns) potentials’ UFF
parameters

parameter θ0/deg kb/kcal·mol−1deg−2 reqjik
/Å kUB/kcal·mol−1Å

−2

O-Zr-O 90.00 149.23 2.920 128.60
(O-Zr-O) 180.00 8.74 4.130 90.90
Zr-O-P 150.81 169.45 3.460 251.34
O-P-O 109.47 140.24 2.500 96.07

Table 3. Torsional potential UFF parameters

parameter kδ/kcal·mol−1 m δ/deg

Zr-O-P-O 20.930 1 0.0
0.750 2 0.0
0.116 3 0.0

O-Zr-O-P 9.732 1 0.0
2.836 2 0.0
0.790 3 0.0

(O-Zr-O)-P 0.000 1 0.0
3.210 2 0.0
0.008 3 0.0

The terms not explicitly given here (like for example the coulombic and the
van der Waals ones) are defined as in the Universal Force Field (UFF) [14] and
the DREIDING Force Field [15]. For them use is made of the related default
parameter values, with the exception of those of the (O-Zr-O)-P torsion which
are neglected because the (O-Zr-O) bond angle is 180◦. In particular UFF is
accredited as being able to describe the entire periodic table (in these terms
UFF parameters are termed as transferable). The parameters of UFF are given
in Ref. [16] and are derived using a procedure [17] based on the method of energy
derivatives [18] from ab initio calculations on model compounds.

To calibrate the unit cell constants of the compound. a first simulation was
run at T = 0 K (a kind of optimization with no initial kinetic energy). The
simulations were run for 500 ps (i.e. 500000 steps with a timestep of 1 fs), for a
system made of 64 atoms: 4 Zr, 8 P, 32 O, 8 H, 4 OW and 8 HW. In Table 4 the
parameters of the water potential are given. A sketch of the (initial) geometry
of the system is given in Fig. 2.
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Table 4. Dreiding set of parameters for the water molecules

parameter reqij (Å) ks (Å
−1

) Dij (kcal·mol−1) θ0 (deg) kb (kcal·mol−1)

OW-HW 0.980 2.236 70.000

HW-OW-HW 104.51 106.70

Table 5. Comparison of calculated unit cell constants with experimental X-ray data
(since the two types of barostat are isotropics only the distances are allowed to vary)

X-ray UFF-Berendsen UFF-Hoover

a (Å) 9.060 10.676 10.533

b (Å) 5.297 6.242 6.158

c (Å) 15.414 18.164 17.923

The simulation were performed in the NpT ensemble, with both the Berendsen
and the Hoover algorithms. The results are reported in Table 5 and compared
with experimental data taken from Ref. [6].

4 Proton Conductivity Mechanism

The permeation of membrane by the proton can be divided into three stages: 1)
absorption into the membrane 2) diffusion through the membrane and 3) des-
orption out of the membrane opposite surface. It is well known that the slowest,
and therefore the rate determining, stage is the diffusion which is formulated in
terms of the diffusion coefficient D.

The Mean Square Displacement (MSD) of the atoms of a simulation from
their original configuration is defined as

MSD = 〈|R(t) − R(0)|2〉

where 〈. . .〉 denotes here an averaging over all the atoms (or all the atoms in a
given subclass). The MSD contains information on the atomic diffusivity. If the
system is solid, MSD saturates to a finite value, while if the system is liquid,
MSD increases linearly with time. In this case it is appropriate to formulate the
process in terms of the diffusion coefficient D):

D = lim
t→∞

1
6t

〈|R(t) − R(0)|2〉 (6)

where the factor 6 must be replaced by 4 in two-dimensional systems.
It is important to emphasize here that equation 6 is valid only when the motion

of the diffusing particle follows a random walk i.e. its motion is not correlated
with that at any previous time (implying that the Einstein diffusion regime has
been reached). If the surroundings inhibit the free motion of the particle (for
instance it remains trapped for a while into a small space limited by the layers of
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a membrane), the diffusion is said anomalous. In this case 〈|Ri(t)−Ri(0)|2〉 ∝ tn,
with n < 1, and equation 6 does not apply. When 〈|Ri(t) − Ri(0)|2〉 ∝ tn, with
n > 1, the motion of the particle is not diffusive and other transport mechanisms
are effective. It is possible to test the region in which equation 6 is valid by
plotting log(MSD) against log(t) and in the case of Einstein diffusion the slope
of the curve is one:

Δ log(MSD)
Δ log(t)

= 1. (7)

Using the Einstein equation we can determine the ionic conductivity σ,

σ =
e2

6tV kBT

(
∑

i

z2
i 〈|Ri(t) − Ri(0)|2〉+

2
∑

j>i

zizj〈|Ri(t) − Ri(0)||Rj(t) − Rj(0)|〉

⎞

⎠ (8)

where t is time, V is the volume of the cell, kB is Boltzmann’s constant, T is
the temperature and R is the position vector of the diffusing ion. The first term
on the right hand side is the sum over individual MSD weighted by the charges
while the second one is the sum of correlation of displacements of ions (this term
describes the interactions between different ionic species).

The conduction mechanism is still largely to be understood and the exper-
imental work has not yet been able, despite the large computational efforts
already paid, to resolve all the atomistic-level details. Two mechanisms have
been suggested to rationalize protons transport through membranes. The first
mechanism is a proton shuttling (or Grotthus) mechanism that involves chained
formation and breaking of hydrogen bonds between protons and water [19]. The
second mechanism is a dressed (hydrated) proton diffusion through the aqueous
media in response to an electrochemical gradient [20]. MD techniques can, in-
deed, estimate the classical diffusion of the proton in an aqueous medium. In a
MD simulation it is also possible to explicitly account for the hopping mechanism
using quantum and semiclassical (or, in an approximate way, quasiclassical) ap-
proaches. To this end another potential energy term was added to the DL POLY
data base. This corresponds to adding a particle having the proton’s mass and
charge (and therefore a strong electrostatic potential). Its two body potential is
of the Lennard-Jones type:

U(rij) = 4ε

[(
σ

rij

)12

−
(

σ

rij

)6
]

, (9)

with ε being the well depth and σ being the distance at which the potential
value is zero. In our case the Lennard-Jones parameter is very large (as that of
water protons) and it is explicitly selected to describe the hopping mechanism
in MD simulations and provide a new approach to the description of the proton
conductivity [21].
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Fig. 3. The logarithm (in decimal basis) of the proton’s average conductivity (without
the external electric field). The calculated values of the system and their interpolation,
represented by solid points and by a dashed line respectively, are plotted versus the
inverse of temperature (multiplied by 1000). The experimental data are also shown.

Table 6. Average individual ionic conductivities (T = 300 K)

ion σion (10−3 Scm−1)

OW 3 ± 4

HW 4 ± 7

H 3 ± 6

The calculated MSD was plotted as a function of time t for the proton, using
an equilibration time of 250 ps, a production run 100 ps long and a time step
of 0.5 fs. In the calculations the Berendsen barostat was used (τT = 8 fs and
τP = 50 fs) with P = 1.0 atm and T varying from 50 K up to 350 K, in steps of
50 K. The 10 ps period immediately following equilibration has been neglected,
this was done to avoid possible errors during this period [22].

The ionic conductivity σ of the protons, calculated using the Eq. 8. is plotted
in Fig. 3. The results have been calculated with the four ensemble algorithms:
NpT (Berendsen and Hoover) and NVT (Berendsen and Hoover). For compari-
son experimental data are also shown in the figure. The comparison shows that
the calculations deviate by a factor of about two orders of magnitude from mea-
surements. To have a more detailed information we calculated at 300 K and
compared between themselves the average individual conductivity of the bare
proton (H), of the water proton (HW) and of the water oxygen (OW). Calcu-
lated values are given in Table 6.
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5 Concluding Remarks

In this paper first we have worked out and appropriate Force Field for the de-
scription of the interaction of the α-ZrP system and calculated the ionic conduc-
tivity of this type of membranes. The main results are the value of the proton’s
conductivity, two orders of magnitude greater than the experimental one (10−4

S/cm), and the values of the individual conductivity at 300 K, that is about one
order of magnitude larger than the corresponding experimental data. The fact
that the conductivity is high could be possibly due to the fact that the proton
cannot bind either to the water molecules or to the out of plane (of zirconium)
oxygens (of the phosphate groups). This result is, indeed, very important since
it shows that the reduced system considered for the calculation is a suitable
starting point for building a larger and more realistic simulation and encouraged
us to continue this study by enlarging the system and refining the modelling of
interaction of the proton.
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13. Rappé, A.K., Goddard III, W.A.: J. Am. Chem. Soc., 95, 3358 (1991)
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Abstract. Decision support systems (DSS) are in the center of today’s
experts’ attention, due to their abilities to allow significant increase of
the quality of optimal decision selection among a large number of alter-
natives. In this paper we discuss assessment criteria of delivery quality
in the transport logistics applaying methods from non-classical logic.

Keywords: Non-classical logic, decision support systems, logistics.

1 Introduction

Recently decision support systems (DSS) are in the center of experts’ attention.
This is due to the fact that DSS allow significant increase of quality in the process
of optimal decision selection among a large number of alternatives presented to
a human-operator. The contribution of DSS is especially appreciated in various
complicated and/or extreme cases. It is necessary to take into account that
human-operator should select important decisions, for example, in automated
control systems, in real time and under conditions of absence of full prior and
current information, i.e. in situations of uncertainty. The structure of a decision
support system, mathematical methods used in their design, and criteria for
the optimal decisions search depend significantly on a system’s purpose, type of
tasks, experience of human-operator (the person making decisions), and the level
of information uncertainty. In any case the analysis of various factors influencing
the process of decision making, selection and registration of their interaction
plays an important role.

Using DSS to choose optimal decisions in transport logistics, in particular for
the selection of the optimal route from the number of possible variants (using
combined transportation mode: railway and seaborne, motor and seaborne, etc.),
requires first estimation of the quality of cargo delivery. It is also necessary to
take into account that different groups of customers may have different priorities
regarding the same criteria of delivery quality.
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The goal of this work is to analyze assessment criteria of delivery quality in
the transport logistics and scrutiny of correlation dependence applaying non-
classical logic.

The rest of the paper is organized as follows. Related work and definitions
and statements from formal concept analysis and rule mining may be found in
Section 2. The main results of the paper are placed in Section 4, Section 5 and
Section 6. The paper ends with a conclusion in Section 7.

2 Related Work

Formal concept analysis [27] started as an attempt of promoting better commu-
nication between lattice theorists and users of lattice theory. Since 1980’s formal
concept analysis has been growing as a research field with a broad spectrum of
applications. Various applications of formal concept analysis are presented in [14].

The complexity of mining frequent itemsets is exponential and algorithms for
finding such sets have been developed by many authors such as [6], [11], and [28].

Mining association rules is addressed in [1] and [3]. Algorithms for fast dis-
covery of association rules have been presented in [2], [21], and [29].

Broad DSS knowledge base providing generalizations and directions for build-
ing more effective DSS is presented in [4], [5].

A brief overview of a six-valued logic, which is a generalized Kleene’s logic,
has been first presented in [19]. In [13] this logic is further developed by assigning
probability estimates to formulas instead of non-classical truth values. The six-
valued logic distinguishes two types of unknown knowledge values - permanently
or eternally unknown value and a value representing current lack of knowledge
about a state [15].

Two kinds of negation, weak and strong negation are discussed in [26]. Weak
negation or negation-as-failure refers to cases when it cannot be proved that a
sentence is true. Strong negation or constructable falsity is used when the falsity
of a sentence is directly established.

The semantic characterization of a four-valued logic for expressing practical
deductive processes is presented in [7]. In [16] it is shown that additional rea-
soning power can be obtained without sacrificing performance, by building a
prototype software model-checker using Belnap logic.

Bi-dimensional systems representing and reasoning with temporal and uncer-
tainty information have appeared also in [12] and [20].

Ten-valued logic was used in [23] and [24] to order default theories and distin-
guish different sorts of information. Ten-valued logic composed of four basic and
six composed values was applied in [25] for performing implication, justification,
and propagation in combinatorial circuits.

3 Preliminaries

A context is a triple (G, M, I) where G and M are sets and I ⊂ G × M . The
elements of G and M are called objects and attributes respectively [10].
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For A ⊆ G and B ⊆ M , define

A′ = {m ∈ M | (∀g ∈ A) gIm},

B′ = {g ∈ G | (∀m ∈ B) gIm};

so A′ is the set of attributes common to all the objects in A and B′ is the set of
objects possessing the attributes in B. Then a concept of the context (G, M, I)
is defined to be a pair (A, B) where A ⊆ G, B ⊆ M , A′ = B and B′ = A. The
extent of the concept (A, B) is A while its intent is B. A subset A of G is the
extent of some concept if and only if A′′ = A in which case the unique concept
of the which A is an extent is (A, A′).

The set of all concepts of the context (G, M, I) is denoted by B(G, M, I).
〈B(G, M, I); ≤〉 is a complete lattice and it is known as the concept lattice of the
context (G, M, I).

3.1 Lukasiewicz’s Generalized Logic

Lukasiewicz’s three-valued valued logic has a third value, 1
2 , attached to propo-

sitions referring to future contingencies. The third truth value can be construed
as ’intermediate’ or ’neutral’ or ’indeterminate’.

Lukasiewicz’s generalized logic is done by inserting evenly spaced division
points in the interval between 0 and 1.

3.2 Association Rules

A context (G, M, I) satisfies the association rule Q → Rminsup,minconf , with
Q, R ∈ M , if

sup(Q → R) =
|(Q ∪ R)′|

|G| ≥ minsup,

conf(Q → R) =
|(Q ∪ R)′|

|Q′| ≥ minconf

provided minsup ∈ [0, 1] and minconf ∈ [0, 1].
The ratios |(Q∪R)′|

|G| and |(Q∪R)′|
|Q′| are called, respectively, the support and the

confidence of the rule Q → R. In other words the rule Q → R has support σ%
in the transaction set T if σ% of the transactions in T contain Q ∪ R. The rule
has confidence ψ% if ψ% of the transactions in T that contain Q also contain R.

The confidence of an association rule is a percentage value that shows how
frequently the rule head occurs among all the groups containing the rule body.
The confidence value indicates how reliable this rule is. The higher the value,
the more often this set of items is associated together.
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4 Main Results

4.1 Criteria Description

Let K = {K1, K2, K3, K4, K5, K6} be a set of the most frequent used criteria to
assess the quality of delivery. Some components of the set are compound, where:
K2 = {K21, K22, K23, K24, K25}, K4 = {K41, K42, K43}, K5 = {K51, K52},
K6 = {K61, K62} where K23 = {K231, K232}. The elements of the set K have
the following meaning:

– K1 price (cost) of delivery
– K2 reliability of delivery, including:

• K21 timeliness of delivery
• K22 risk (cargo insurance)
• K23 cargo integrity:

∗ K231 cargo quantity integrity
∗ K232 cargo quality integrity

• K24 compatibility (the synchronization degree of each participant inter-
action in cargo delivery for the customer)

• K25 image (reputation of firms participating in the delivery)
– K3 complexity (the wider the assortment of offered services the better

level of service quality)
– K4 flexibility (enterprise’s willingness to fulfill changes to terms of the

agreement on customer demand):
• K41 readiness to change terms of delivery
• K42 possibility to offer different standards of service
• K43 willingness to change financial terms of payment

– K5 self-descriptiveness:
• K51 speed of provision with information;
• K52 information reliability;

– K6 accessibility of the cargo delivery system:
• K61 readiness to delivery;
• K62 convenience of service to the client.

4.2 Context for the Main Criteria and Corresponding Subcriteria

Data regarding components of the set K are given in Table 1. Data are used
to estimate cargo quality by different groups of customers (experts), where gi

is the expert group i with specific priorities regarding criteria of cargo delivery
assessment.

The concept lattice shown in Fig. 1 corresponds to the context in Table 1.
More concepts are presented by the labels attached to the nodes of the lattice

Fig. 1. The meaning of the used notations is as follows:

– Node number 7 has a label
• I = {K62},
• E = {g5, g7, g9, g10, g12, g14}.

This means that criteria K62 is used by the groups g5, g7, g9, g10, g12, g14.
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Table 1. Context

gi K1 K2 K3 K4 K5 K6

K21 K22 K23 K24 K25 K41 K42 K43 K51 K52 K61 K62

K231 K232

g1
√ √ √ √ √

g2
√ √ √ √ √

g3
√ √ √ √ √ √ √

g4
√ √ √ √ √ √ √ √

g5
√ √ √ √ √ √ √

g6
√ √ √ √ √ √ √

g7
√ √ √ √ √ √ √ √ √ √

g8
√ √ √ √ √ √ √

g9
√ √ √ √ √ √ √ √ √

g10
√ √ √ √ √

g11
√ √ √ √ √ √ √ √ √ √ √

g12
√ √ √ √ √ √ √

g13
√ √ √ √ √ √ √ √ √ √ √ √

g14
√ √ √ √ √ √ √ √ √ √ √

– Node number 24 has a label

• I = {K1, K21},
• E = {g3, g4, g5, g6, g7, g11, g13}.

ThismeansthatcriteriaK1, K21areusedbythegroupsg3, g4, g5, g6, g7, g11, g13.

– Node number 42 has a label

• I = {K1, K21, K24},
• E = {g11, g12, g14}.
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Fig. 1. Concept lattice for the context in Table 1

This means that criteria K1, K21, K24 are used by the following groups
g11, g12, g14.

– Node number 59 has a label
• I = {K21, K24, K62},
• E = {g9, g12, g14}.

This means that criteria K21, K24, K62 are used by the following groups
g9, g12, g14.

– Node number 63 has a label
• I = {K21, K25, K3},
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Table 2. Support and confidence values for the context of subcriteria

Antecedent Consequence Support Confidence

K22 K21 0,57 0,88

K41 K21 0,5 0,87

K3 K25 0,42 0,85

K1, K22 K21 0,42 0,85

K22, K41 K21 0,35 0,83

K1 K21 0,64 0,81

K231, K3 K21, K232, K25 0,28 0,8

K22 K1 0,5 0,77

K21 K1 0,64 0,75

K3 K1, K21 0,35 0,71

K232 K61 0,42 0,66

K1 K231, K232 0,5 0,63

• E = {g4, g7, g9, g11, g12, g13}.
This means that criteria K21, K25, K3 is used by the groups g4, g7, g9, g11,
g12, g13.
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– Node number 81 has a label
• I = {K1, K21, K231, K232, K24, K41, K43, K61},
• E = {g11, g14}.

This means that criteria K1, K21, K231, K232, K24, K41, K43, K61 are used by
exactly two groups g11 and g14.

– Node number 91 has a label
• I = {K21, K22, K231, K41},
• E = {g3, g8, g13, g14}.

This means that criteriaK21, K22, K231, K41 are used by groups g3, g8, g13, g14.

– Node number 117 has a label
• I = {K21, K232, K24, K25, K3, K51, K52, K61, K62},
• E = {g9}.

This means that criteria K21, K232, K24, K25, K3, K51, K52, K61, K62 are
used only by group g9.

– Node number 122 has a label
• I = {K21, K22, K231, K25, K51, K52},
• E = {g7, g8, g13}.

This means that criteria K21, K22, K231, K25, K51, K52 are used by groups
g7, g8, g13.

5 Association Rules

Support is used for filtering out infrequent rules, while confidence measures the
implication relationships from a set of items to one another.

Support and confidence values for the most significant rules following from
the context in Table 1 are presented in Table 2.

6 The System

A number of DSS and even intelligent assessment systems lack the ability to
reason with inconsistent information. Such a situation occurs when, f. ex. infor-
mation is coming from different sources. Reasoning by applying classical logic
cannot solve the problem because the presence of contradiction leads to trivial-
ization, i. e. anything follows from ’correct and incorrect’ and thus all inconsis-
tencies are treated as equally bad.

We propose use of an intelligent assessment sub-system for comparing cos-
tumers’ requirements and available offers and suggesting appropriate solutions.
The intelligent agents provide expert advises to customers following the concepts
as shown in Fig. 1 and applaying association rules as in Section 5.

Furthermore we propose application of Lukasiewicz’s generalized logic for
working with initial values assigned to each assessment criteria. This way the
system will be able to make decisions based on different reviews and time con-
strains. As a result the system will be able to better facilitate the process of
providing expert advises.
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7 Conclusion

Computer based decision support systems became practical with the develop-
ment of minicomputers, timeshare operating systems and distributed computing.
Since classical logic cannot reason with inconsistent information we propose use
of an intelligent assessment sub-system for comparing costumers’ requirements
and available offers and suggesting appropriate solutions.

Lukasiewicz’s generalized logic is further applied while developing intelligent
agents that facilitate various decision making processes
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Abstract. The essential problem of Distributed Virtual Environment (DVE) is 
to build scalable communication architecture, on which a large number of 
objects can communicate each other in a dynamical fashion. In this paper, a 
new XML-based scalable active interest management approach, which applies 
active routing technique to interest management, is presented to provide a 
heuristic method to solve the traditional scalability problem in DVE. The new 
approach uses XML to describe the interest representation model of objects, 
and implements active package filtering and transmission by XML routers 
based on the bi-directional shared multicast infrastructure. We developed the 
prototype system, and performed experiments in campus network. Experimental 
results show that this approach can prevent hosts from receiving redundant 
packets, thus efficiently reducing the total traffic in virtual environment. 

Keywords: distributed virtual environment, XML; active interest management, 
active filtering. 

1   Introduction 

Distributed Virtual Environment (DVE), which combines virtual reality with network 
communication, offers a shared virtual space to support the interaction among 
multiple distributed users. One important problem in the research of DVE is the 
system’s scalability. Interest management, which only allows the communication 
among neighboring users and filters irrelevant traffic in DVE, efficiently reduces the 
total traffic in virtual environment, thus making it feasible for virtual environment to 
contain a large number of users. 

There are two main steps in interest management: partitioning virtual environment 
and restricting communication. First, virtual environment is divided into multiple 
partitions based on some interest representation methods such as grid [5,6,12], extent 
[14], and channel [8,17]. Afterwards, by using IP multicast [7,10] or hybrid 
communication structure [11,13], the system can restrict the communication only 
                                                           
* This paper was supported by the National Science Foundation of China under Grant Nos. 

60473113, 60533080, and 60573046. 
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within the same partition, thus efficiently reducing the total traffic in virtual 
environment. However, due to the resource loss of each partition, this method also 
restricts the scalability of DVE systems in both space size and the number of 
participants. Moreover, the clumping problem [15], which is caused by partition, can 
not be completely avoided although it can be alleviated by the hierarchical grid [1] 
and the locale [2,16] methods. 

In order to solve these problems, Zabele [19] applied active routing to interest 
management and presented a Source-Based Tree (SBT) based active interest filtering 
method, in which routers perform interest filtering hierarchically and discard 
redundant packets earlier. Therefore, both the total traffic in DVE systems and the 
workload of senders were reduced. In addition, Nanjing University developed the 
AIMNET system, which used the Core-Based Tree (CBT) – instead of SBT – based 
bi-directional shared multicast tree method, to further reduced multicast addresses [3]. 
However, these methods, which always fix the positions of interest properties in data 
packets, are highly dependent on some specific applications. Moreover, in active 
interest management, transmission formats, parsing protocols, and filtering algorithms 
are strictly defined, which makes it inconvenient to modify them. 

XML can be easily used to describe the concept models with complex relations in a 
direct and flexible manner. Therefore, using XML to describe the interest properties 
of objects in DVE can not only unify the transmission formats, but also enhance the 
scalability of information description. In this paper, a new scalable active interest 
management method, which integrates XML to active interest management, is 
presented. This method is based on the content-based publish/subscribe paradigm, in 
which any participant pair, i.e., publisher and subscriber, can communicate each other 
as long as their interest matches; meanwhile, redundant packets are discarded during 
the process of transmission to reduce the total traffic in the system. Moreover, to 
improve the system’s scalability, XPath query and XML document are used to 
describe a participant’s subscription and publication, respectively; and XML routing-
based network is constructed to implement active interest management in the system. 
The paper is organized as follows: the representation model of XML-based object 
interest is described in Section 2; the communication structure of XML router-based 
DVE system is introduced in Section 3; the subscribing and publishing procedures of 
active interest management is discussed in Section 4; the experiment results are 
shown in Section 5; and a brief conclusion is given in Section 6.  

2   Representation Model 

Representation model – a very important ingredient in interest management – is used 
to represent the state and interest of objects. In XML-based active interest 
management, according to publish/subscribe paradigm, XML is used to describe the 
object state information, which is called publishing area; and XPath is used to 
describe the interest of subscribers, which is called subscribing area. In DVE, 
subscribers send the subscription information to system via subscribing area; whereas 
publishers send the publication information to system via publishing area. If the 
subscribing area intersects the publishing area, there is some communication between 
the subscribers and the publishers; and vice versa. 
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First, the definition of some terms is introduced as follows: element “range” stands 
for a space, with two sub-elements “upper” and “lower” to define the upper and lower 
bounds of the space; element “value” denotes a discrete value. Each XML/XPath in 
active interest management can have one or multiple range and value elements to 
specify the interest properties of objects. The scheme syntax of “range” is shown in 
Figure 1. 

 <xs:element name="range"> 

  <xs:complextype> 

  <xs:sequence> 

< xs:element name="lower"/> 

< xs:element name="upper"/> 

</xs:sequence> 

<xs:attribute name="type" name="xs:string" use="optional" default="string"> 

</xs:sequence> 

</xs:element> 
 

Fig. 1. Scheme syntax of “range” 

According to the above definition, an example of using XML data segment to 
describe a publishing area is shown in Figure 2. In the example, the property “spatial” 
is rendered by three-dimensional coordinate (X, Y, Z) which consists of three range 
elements, and other properties are described by value elements. For instance, the 
value of property “application” in Figure 2 is “e-classroom”, which means that the 
publisher is only interested in the application of “e-classroom”. Meanwhile, objects 
use XPath query to subscribe, with the subscribing scope defined by predicates. An 
example of using XPath query to describe a subscribing area is shown in Figure 3. 

 ...... 
<user_agent type="string"> 
  <value>cjm</value> 
</user_agent> 
...... 
<application type="string"> 
  <value>e-classroom</value> 
</application> 
...... 
<function type="string"> 
 <value>avatar</value> 
</function> 
...... 
<spatial> 
 <X type="float"> 
  <range> 
   <lower>1</lower> 
   <upper>5</upper> 
  </range> 
 </X> 

<Y type="float">
  <range> 
   <lower>0</lower> 
   <upper>1</upper> 
  </range> 
 </Y> 
 

<Z type="float"> 
  <range> 
   <lower>-1</lower> 
   <upper>1</upper> 
  </range> 
 </Z> 
</spatial> 
...... 
<medium type="string"> 
 <value>audio</value> 
 <value>text</value> 
</medium> 
...... 

 

Fig. 2. XML data segment of a publishing area 
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 //user_agent[value = ‘cjm’] and 

//application[value = ‘e-classroom’] and 

//spatial/[X/range[lower < 6 and upper > 0] ] 

[./Y/range[lower < 2 and upper > -1] ] 

[./Z/range[lower < 3 and upper > -2] ] and 

//orgnization[value = 'graduates '] and 

//function[value = 'graduates '] and 

//medium[value = 'audio'] 
 

Fig. 3. XPath query of a subscribing area 

Compared with expression-based representation model [3,14], XML-based 
representation model can randomize its elements in both order and structure. 
Moreover, XML-based representation model supports the XML data in DVE, e.g., 
X3D [18], better than expression-based model. Note that the result of XPath query on 
XML data is a sequence whose items are in either atom or node type. Therefore, a 
non-empty result sequence means that the subscribing area and the publishing area 
intersect each other; and an empty result sequence stands for no intersection. 

3   Communication Architecture  

As shown in Figure 4, the CBT-based bi-directional shared multicast tree is used as 
the basic communication infrastructure of the DVE system introduced in this paper. 
Similar to AMINET [3], XML routers are organized in a tree structure: the root is the 
core router, and leaves are hosts (i.e., participants) and data servers – they are 
connected through layered internal routers. In Figure 4, along the path from the 
current router to the root, the next-hop closer to the root is called upstream router; 
while the next-hop further to the root is called downstream router. Participants send 
their subscription to their nearest XML routers in terms of XPath query, and the XML 
routers in CBT are in charge of maintaining and transmitting the subscription from all 
participants. At the same time, every participant’s up-to-date information is sent to its 
nearest router in terms of XML document, matched and filtered by the XML routers, 
and finally arrives at the participants who are interested in it.  

In order to implement XML-based active interest management, two 
communication protocols which support publish/subscribe paradigm are presented: 
XSRP (XML-based Subscription Routing Protocol) for subscription and XRDP 
(XML-based Realtime Datagram Delivery Protocol) for publication. Considering that 
the subscribing/publishing area is dynamic, and its size may exceed the maximal 
frame of package, XSRP and XRDP are configured in the application layer and 
packets are directly sent by using current protocols such as TCP and UDP. 



 Research on XML-Based Active Interest Management 319 

XR1

G

XR
Core

XR5

XR3

XR2 

F

H

C

A

B

E

Server 1 

XR4 D

Server 2

Server 3

Data Server

XML Router

Host

 

Fig. 4. Communication infrastructure of the DVE system 

XSRP contains six primary signaling messages: UPDATE, QUIT, SUBSCRIBE, 
ECHO_REQUEST, REPLY, ECHO_REPLY, which are used to construct, maintain 
and exit multicast trees, and spread routing information. All messages are sent via 
UDP packets: UPDATE and QUIT apply the best-efforts mechanism without the 
guarantee of reliability; while the other four messages guarantee the point-to-point 
reliability by the retransmission mechanism in XSRP. 

XRDP is in charge of publishing XML data – it first matches the published XML 
data to XPath queries in the routing space based on the routing tables created by 
XSRP, and transmits the XML data if they match. XRDP also uses UDP to send 
packets. Similarly, in order to improve the forwarding rate, there is no reliability 
guarantee in XRDP. 

In addition, XSTMP (XML-based Stream Transport Multicast Protocol) and XGTP 
(XML-based Geometry Transmission Protocol) are designed for some specific 
applications. XSTMP, which aims to meet the reliable transmission requirement for 
network conferences and desktop-shared APP, performs reliable data transmission by 
TCP. XGTP defines the transmission protocol between hosts and data servers, 
transmitting static scene data and implementing a scalable remote rendering structure. 

4   Procedures of Active Interest Management  

In this section, we discuss the two procedures of active interest management: 
subscribing procedure and publishing procedure. In the XML-based active interest 
management, subscribers use XSRP to perform subscription; while publishers use 
XRDP to perform publication. Meanwhile, active interest management system, i.e., 
DVE system, which is composed of XML routers, is responsible of processing all 
subscribing information from subscribers and transmitting XML data from publishers 
according to the matching results between their subscribing area and publishing area.  
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4.1   Subscribing Procedure 

In DVE, when a participant needs to express its interest, it first submits its subscribing 
area that is described by XPath query to its directly connected XML router by using 
XSRP – this initiates the subscribing procedure. After this initiation, the XML router 
will first configure its routing table according to this subscription, then spread this 
subscription to other XML routers and update their routing tables. The procedure 
which includes the diffusion of subscription and configuration of routing tables is 
called the subscribing procedure of active interest management. An example of the 
subscribing procedure based on the communication infrastructure in Figure 2 is 
described in Figure 5. 

As shown in Figure 5, when host D attempts to join the system, it first sends its 
subscribing message (SUBSCRIBE) to its nearest XML router XR4. Then the XR4’s 
XSRP is activated to record this subscription and sends it to the upstream router XR3. 
XR3 needs to make a decision now: as shown in Figure 5(a), if the new subscribing 
area of this subscription is a subset of its original subscribing area, XR3 only needs to 
reply this message (REPLY), with no need to forward this message; however, as 
shown in Figure 5(b), if the union of its downstream subscribing areas grows after 
adding this new subscription, XR3 needs to send this new union as a subscribing 
message to its upstream router besides replying the message to its downstream 
routers. Moreover, XR3 also needs to wait for the reply message from its upstream 
router in the latter case. 
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5.Confirm VIF

2.sub

3.Record & Confirm

4.reply
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Fig. 5. Subscribing procedure when host D attempts to join the system 

Note that if every router simply submits its updated subscribing area to its 
upstream router, the routing space of the upstream routers will keep growing until it 
crashes. Therefore, it’s necessary to apply the clustering method to reduce the 
overhead of processing subscription. Due to the similarity of the structures of XPath 
queries in DVE and the difference of the predicates for different interests, we apply 
the clustering method presented in Yfilter [9], which includes two steps – first, to find 
the common structures of XPath queries; second, to aggregate the predicates of these 
common structures. 
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4.2   Publishing Procedure 

Based on the assumption of correct semantic of subscribing procedure, the routing 
tables stored on XML routers represent all participants’ interest in the system. After 
publishers publish XML packages by using XRDP, these packages will be transmitted 
within the system by XML routers – this is called the publishing procedure. 
Meanwhile, after receiving XML packages, XML routers will match their publishing 
areas to the subscribing areas of the downstream routers. If the result is not empty, 
XML routers will forward the matching result through their downstream interfaces. 
The publishing procedure of host D (as a publisher) is shown in Figure 6(a). When 
host D sends a XML package to router XR4, it forwards the package to router XR3. 
After checking the publishing area in the package, XR3 finds that it matches the 
subscribing area of its downstream router XR2, thus forwarding the package to XR2. 
Similarly, XR2 forwards the package to host A after finishing the same matching 
procedure. Finally, the package published by host D arrives at host A. 

 

Fig. 6. Publishing procedure of host D 

In the above publishing procedure, there is an accurate subscribing area in CBT to 
control the direction of downstream package transmission; however, there is no such 
area in the upstream transmission activities. Therefore, clip region, which is the sum 
subscribing area of both upstream routers and hosts, is introduced to improve the 
performance of upstream transmission. With a clip region, every router first matches 
the publishing area of a package to the clip region of its upstream routers, and 
completes the transmission only if the result is not empty. Therefore, both data 
transmission and data filtering are bi-directional in the DVE system. In other words, 
no matter in what direction they are transmitted – either from the root to leaves or 
from leaves to the root, XML packages can be filtered and discarded by routers. As 
shown in Figure 6(b), the upstream interface of each router, except the core router, 
has a clip region, which can be described in the same structure as subscribing areas. 
Therefore, routers can filter packages during upstream transmission according to their 
clip regions. For example, As shown in Figure 6(b), router XR4 can discard the 
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second package “data2”, and only transmit the first one “data1” from host D 
according to its clip region; and router XR3 does not need to transmit any package to 
its upstream router because its clip region is empty. 

5   Experiment and Evaluation Results 

Receiving rate, which reflects the workload of hosts, is one of the most important 
criteria in evaluating the scalability of a system. In this section, we will evaluate both 
efficiency and feasibility of our new approach using this criterion. 

According to the communication infrastructure in Figure 4, the prototype system in 
our experiment contains one core XML router, one active XML router and six hosts. 
As shown in Figure 7, hosts 1 to 5 connect to the active XML router 1 directly and 
communicate it using IP multicast; while host 6, as a data server, directly connects to 
the core XML router. In the experiment, each host from 1 to 5 simulates 
approximately 70 active entities, and the static virtual environment is stored in host 6 
within a 360m×360m×200m space. Each object updates its status every 50ms by 
sending an XML package, which is about 200-byte long and contains an XPath query 
to describe the subscription information and two XML data to describe the publishing 
information of active objects. In order to restrict the occupied bandwidth in LAN, the 
maximum sending rate of each host is limited to 300 packages/s. Note that to ensure 
that every host sends packages at a stable rate, dead reckoning technique is not used in 
the experiment to reduce the total traffic [4]. 

 

Fig. 7. Communication infrastructure of the prototype system 

All protocols corresponding to active interest management in DVE are 
implemented on the application layer. Hosts need to configure all four protocols, in 
which XSRP, as a control protocol, is in charge of the communication between hosts 
and routers; XRDP and XSTMP are responsible to encapsulate XML data into 
package and send it to active routers, as well as receiving message from active 
routers; and XGTP, implemented in client/server mode, is used to send and receive 
static scene data. On the other hand, routers only need to configure three protocols – 



 Research on XML-Based Active Interest Management 323 

without XGTP, in which XSRP is used to construct and maintain the routing tables, 
and XRDP and XSTMP are used to deliver XML packages according to routing 
tables. All protocols and software of active routers and hosts are implemented on 
Windows NT/2K platform. 

XML-based active interest management method aims to improve the scalability by 
reducing the workload of hosts and discarding redundant packets. The receiving rates 
of host 1 and host 5 are shown in Figure 8 and Figure 9, respectively. Theoretically, if 
all hosts are communicating in multicast mode without active interest management, 
the receiving rate of each host should range from 1000 to 1200 packages/s. However, 
with active interest management, the receiving rate of each host is only about 500 
packages/s in the experiment. Due to the efficient matching and filtering operations, 
many packages are discarded by routers; therefore, each host almost receives no 
redundant packages. In addition, Zabele [19] has theoretically proved that the system 
can highly reduce the redundant packets received by each host by using both active 
routing and publish/subscribe paradigm.  

   

                Fig. 8. Receiving rate of host 1                       Fig. 9. Receiving rate of host 5 

6   Conclusion 

In this paper, an XML-based active interest management method is presented to 
improve the scalability of a DVE system. The new method applies bi-directional 
shared multicast tree as communication infrastructure, and implements active package 
filtering and transmission based on the XPath query-based interest subscription for the 
objects in DVE. The experiment shows that with this new method, a system is not 
limited by the number of participated hosts, and its network load can be reduced 
efficiently.  

With the increase of XML data in Internet, more and more XLM routing 
techniques and XML hardware routers have highly improved the processing and 
routing speed of XML files. Therefore, this paper, which applies XML to DVE and 
implements the combination of XML routing and active interest management, 
provides not only theoretical support for the application of XML hardware routers in 
DVE, but also the possibility to further improve the system’s scalability by 
constructing practical DVE in XML routing network. 
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Abstract. This paper is concerned with the design and implementation of the 
context handlers for context-awareness in a ubiquitous computing environment. 
The context handlers address design issues of context handling: abstraction of 
context values, semantic interoperability of context information, logical and 
semantic interpretation of context information, and structuralization of context 
information for specifying various situations. To address these design issues, 
we define a structural context model, a context schema based on ontology, and 
user-friendly context value ontology. We also use ontology reasoning and rule-
based reasoning. This paper focuses on context handling methods in a context-
aware system. We expect that these context handling methods will help context-
aware system developers to design and implement context handlers in a ubiqui-
tous computing environment.  

1   Introduction 

In a ubiquitous computing environment, context-aware systems automatically adapt 
their behaviors according to the situational information of entities such as the location 
of user, time, user’s current activity, schedule, and atmospheric conditions. The situ-
ational information of entities is called context [1]. Therefore context-awareness is a 
core technology in a ubiquitous computing environment. For context-awareness we 
need to handle context information in different ways because different components of 
a ubiquitous computing system require context information or schema to acquire, 
collect, interpret, transfer, and specify context. However it is hard to look for papers 
which referr to context-aware system developers for context handing. 

In this paper, we design and implement context handlers in a home domain with 
ubiquitous computing. The context handlers address design issues of context han-
dling: abstraction of context values, semantic interoperability of context information, 
logical and semantic interpretation of context information, and structuralization of 
context information for specifying various situations. To address these design issues, 
we define a structural context model, a context schema based on ontology [2],  
and user-friendly context value ontology, and use ontology reasoning and rule-based  
reasoning. 

This paper consists of 6 sections. Section 2 explains what issues are addressed to 
design the context handlers. Section 3 describes design and implementation of the 
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context handlers: Structural Context Handler, Context Ontology Handler, Context 
Value Abstraction Handler, Context Ontology Reasoning Handler, and Context Rule 
Reasoning Handler. In Section 4, we evaluate the performance of the handlers. Sec-
tion 6 describes the conclusion and suggests future work. 

2   Context Handling in a Context-Aware System 

Applications in a context-aware system need context information to decide their be-
haviors. We analyze all tasks to transfer context information from various context 
sources to applications for finding out context handling issues. To do this, we use a 
context-aware music application that plays adequate music according to a user’s situa-
tion in a home domain. The application also refers the user’s preference to determine 
adequate music. If the user’s activity is “sleeping,” then the application will play 
music for sleeping, such as The swan (Saint Saens). If the user’s activity is “sleeping” 
and the user’s “getingUpSchedule” is set at 6 am, then the application will play music 
to wake up, such as Feel So Good (Chuck Mangione). If the user is “resting,” then the 
application will play pop songs to relax, such as Dancing Queen (ABBA). If the user 
is “Working,” then the application will play classic music such as Nutturno (A Mid-
summer Night’s Dream, Mendelssohn). The context-aware system provides the con-
text information with the application through these processes: 

a. Abstraction of the data acquired from a sensor 
b. Semantic interoperable representation of the context information 
c. Interpretation of the context information 
d. Structuralization of the context information for specifying situations. 

First, in the context-aware music system, to find out whether the user’s activity is 
“sleeping,” for instance, the system determines if the user is located in a bedroom, the 
user uses a bed, and the bedroom is dark or very dark. However, it is not easy for 
users to understand the meaning of data acquired from some sensors. For example, 
suppose that ‘lighting’ of the bedroom measures 200 Lux. Generally a user can’t 
imagine how much the brightness of 200 Lux is. Therefore we need to abstract this 
value for better understanding of the context. Second, context information has to be 
represented by an interoperable method in the system because context information is 
collected from heterogeneous context sources such as sensors, databases, and ser-
vices. For example, the user’s activity context information “sleeping” can be from a 
location system such as an RFID location system, a bed pressure sensor, and a bed-
room light sensor. If sensors use a different context format, then the system will have 
overhead time to understand other context. Moreover, since machines have to auto-
matically and correctly understand the context, the system also needs semantics of 
context information. In conclusion, the system requires a semantic interoperable con-
text representation method. Third, some context information also has to be interpreted 
from other context information. “Sleeping” activity also is interpreted from the user’s 
location, using the bed, and bedroom lighting. Finally, we need to express context 
information in applications to specify their behaviors according to the context. Situ-
ational information can be simple or complex. For example, in the context-aware 
music application, a programmer has to specify situational information such that the 
user is sleeping, or the user is sleeping and his/her “GettingUpSchedule” is set at 6 
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am. Since a user wants adequate services according to his/her situation without inter-
vention, we need to structuralize the context information for specifying even the com-
plex situations. 

3   The Context Handlers 

In Section 2, we described how a context-aware system handles the context informa-
tion in order to provide context information with applications. In this section we de-
sign context handlers to address design issues presented in Section 2, and explain 
implementation of the handlers. We introduce five context handlers: Context Value 
Abstraction Handler, Context Ontology Handler, Context Ontology Reasoning Han-
dler, Context Rule Reasoning Handler, and Structural Context Handler. Fig. 1 shows 
where context information transfers to and how the context information is processed 
through context handlers.  

 

Fig. 1. The Context Handlers 

3.1   Structural Context Handler 

An application in a context-aware system includes different behaviors in different 
situations. Therefore we have to specify a certain method to be executed at certain 
context in an application. For example, in the context-aware music application, a 
programmer has to specify situational information such that the user is sleeping or the 
user is sleeping and his/her “GettingUpSchedule” is set at 6 am. Since a user wants 
adequate services for his/her situation without intervention, we need to structuralize 
the context information for specifying even the complex situations. 

Structural Context Handler structuralizes context information for application based 
on the structural context model that is shown in Fig. 2. Structural Context Handler 
receives context ontology from Context Ontology Handler; context ontology includes 
context schema and context information represented by individuals of ontology. An 
application in a ubiquitous computing environment has a context history in which  
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Fig. 2. The Structural Context Model 

context information is arranged in time. Context information is defined as the situ-
ational information of entities. We categorize this context information into simple 
context and composite context. Simple context consists of Subject, Predicate and 
Object, for example, (Kim, activity, sleeping) and (bedroom, lighting, Dark) are sim-
ple context. Composite context is constructed by logical context operators AND, OR, 
NOT to simple context information. Therefore composite context can describe com-
plex situations; structural Context Handler handles simple context or complex context 
for the application. The Context Handler mainly checks that the situation representing 
simple or complex context information is true or false. 

Using the example of simple context and composite context in a part of a context-aware music 
application introduced in Section 2.  

if(?user, activity, sleeping) 
then {playMusicToSleep() 
       until NOT(?user, activity, sleeping)} 
endIf 
if(?user, activity, sleeping) 
         AND (?user, hasSchedule, GettingUpSchedule) 
         AND (GettingUpSchedule, startTime, t6Am) 
then {playMusicToGettingUp() 
       until NOT(?user, activity, sleeping)} 
endIf 
if(?user, activity, resting) 
then {playMusicToRest() until NOT(?user, activity, resting)} 
endIf 
if(?user, activity, working) 
then {playMusicToWork() until NOT(?user, activity, working)} 
endIf 
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3.2   Context Ontology Handler 

Context information is collected from heterogeneous context sources, therefore con-
text information is described by interoperable format in the system. Context Ontology 
Handler addresses this problem. Ontology is a formal explicit specification of a 
shared conceptualization and can provide semantic interoperability between heteroge-
neous components. Therefore we applied ontology approach for providing interopera-
bility of context information between the system components including context 
sources, context handlers and applications.  

We define that context information which describes the situation of entities con-
sists of Entities, contextTypes, and Values. Entity represents an element of context, 
such as person, schedule, activity, TV, bed, and curtain. ContextType describes an 
attribute of the entity, such as location, power status, current activity, weather, and 
lighting. Value includes real data value of the contextType. Fig. 3 shows the context 
ontology that we designed in a home domain. We define the highest level class, ‘En-
tity’, and it has subclasses (child nodes): ‘Agent’, ‘PhysicalObject’, ‘InformationOb-
ject’, ‘Place’, and ‘Time’. We define ‘contextType’ as super property, and the other 
contextTypes are subproperties of this ‘contextType’. These names of properties are 
shown on the arrow. [3] describes context ontology in detail. 

 

Fig. 3. The Context Ontology 

Context Ontology Handler handles data produced by sensors or other context 
sources, and data processed by Context Value Abstraction Handler described in Sec-
tion 3.3. It produces context information ontology represented by XML. Fig 4 shows 
a part of the context information ontology produced by Context Ontology Handler. In 
Fig 4, we know that Chulsu is located in the bedroom where is very dark and neutral; 
a bed and a curtain are located in the bedroom. 
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Fig. 4. A part of context information encoding 

3.3   Context Value Abstraction Handler 

Context raw data are usually acquired from various heterogeneous sensors, but these 
data are not easily interpretable for users. That is why we need abstractive ontology 
terms for users, so these ontology terms support user-friendly and easily understand-
able user interfaces. For example, suppose that the value of ‘lighting’ of a bedroom is 
200 Lux. A user can’t imagine how much the brightness of 200 Lux is. If we use an 
abstractive set of brightness levels such as ‘very bright’, ‘bright’, or ‘dark’, then the 
user can recognize the brightness more easily. Context Value Abstraction Handler 
processes these abstractions when a sensor acquires raw data. 

Fig. 5 shows the hierarchy of ontology terms referred by Context Value Abstrac-
tion Handler. We define the highest level class ‘Value’ as an owl:class, and its sub-
classes ‘LightingValue’, ‘HumidityValue’, ‘SoundValue’, and ‘TemperatureValue’ 
show context values. For example, ‘LightingValue’ class has 7 level individuals de-
pending on the brightness level: ‘VeryBright’, ‘Bright’, ‘SomewhatBright’, ‘Mid-
dleBright’, ‘SomewhatDark’, ‘Dark’, and ‘VeryDark’.  

3.4   Context Ontology Reasoning Handler 

In this section, we describe how Context Ontology Reasoning Handler does context 
interpreting. Context Ontology Reasoning Handler processes context information 
interpreting using logical characteristics of contextTypes and logical relationship 
information between contextTypes based on context ontology. It deduces new context 
information that is not explicitly described through an ontology reasoner. For example 
we defined ‘locatedIn’ contextType as an inverse of property of ‘contains’ con-
textType.  In Fig. 4, we know that Chulsu is located in the bedroom, and a bed and a 
curtain are located in the bedroom. Using this explicit context information and ‘in-
verseOf’ characteristics of ‘locatedIn’, Context Ontology Reasoning Handler induces 
(bedroom, contains, Chulsu), (bedroom, contains, bed), and (bedroom, contains, bed-
roomCurtain). For example, context information (Kim, nearbyPerson, Lee), which 
includes symmetric property ‘nearbyPerson’, can deduce other information (Lee, 
nearbyPerson, Kim) using Context Ontology Reasoning Handler. 
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Fig. 5. The Context Value 

 

Fig. 6. A part of Context Rules 

3.5   Context Rule Reasoning Handler 

Some context information such as user’s activity has to be interpreted from other 
context information. Context Rule Reasoning Handler interprets new high-level con-
text information from other low-level context information using a rule-based infer-
ence reasoner based on context ontologies. Therefore Context Rule Reasoning Han-
dler needs context rules for interpreting. Fig. 6 shows three inference rules to derive 
high-level context from a lot of low-level context. For example, Context Rule Rea-
soning Handler decides that someone is resting if he is located in the living room, the 
power status of television is Off, and he uses a sofa. 
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3.6   Implementation  

All context handlers are implemented by using Java and Jena 2.4 ontology API which 
is developed by HP. Context Handlers are a part of a context-aware system. We im-
plemented the Context Rule Reasoning Handler using GeneralRuleReasoner which 
includes RETE engine or one tabled engine supported by Jena, and Context Ontology 
reasoning Handler using Racer which is a well-known OWL DL reasoner. We used 
SOAP for interaction protocol between Context Handlers, because SOAP can provide 
interoperable interaction between components. 

4   Performance 

The context handlers are based on the context ontology described in Section 3.2. 
However, ontology processing needs a lot of computing resources; especially, ontol-
ogy reasoning tasks show poor performance according to the weight of the ontology. 
Therefore the context handlers we suggested need to evaluate reasoning performance 
for providing them with a context-aware system. We evaluated the performance of 
Context Ontology Reasoning Handler and Context Rule Reasoning Handler by meas-
uring system performance. This experiment was done on an Intel Pentium 4 PC with 
3.0GHz of CPU, 512MB of RAM. We used four sample sets of context information; 
each set has the same size context schema, but have different size individuals. 

Fig. 7 shows the performance of Context Ontology Reasoning Handler and Context 
Rule Reasoning Handler. When the context information consists of 507 triples, the 
Context Ontology Reasoning time is 54.5ms and the Context Rule Reasoning time 
71.7ms. When the context information consists of 1095 triples, the Context Ontology 
Reasoning time is 126.6ms and the Context Rule Reasoning time 153.9ms. We de-
cided that these performances are adequate for a context-aware system because our 
domain is a home. We considered one person in the experiment of 507 triples, and 
four people in the experiment of 1095 triples in a home domain.   
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5   Related Works 

In a ubiquitous computing environment, context-awareness technologies have been 
focused since ParcTab. A middleware for context-wareness in a context-aware system 
mainly handles context information for the applications. In this section, we examined 
other context handling methods used in famous context-aware middlewares; Context 
ToolKit [4], RCSM [5], GAIA [6], and SOCAM [7].  

Context Widget [4] concentrates context handling for hiding the complexity of sen-
sors so it provides context abstraction for heterogeneity of sensors. Context Widget 
also allows interpretation for context, but it doesn’t provide any interoperability and 
structuralization of context information.  

RCSM (Reconfigurable Context-Sensitive Middleware) [5] aims at context-
sensitive ad hoc communication. To achieve the goal, it suggested CA-IDL (Context-
Aware Interface Description Language) that handles the context information as a 
context variable in a context-sensitive object. Therefore RCSM can handle context 
information formally and interoperably in the system. However it lacks semantic level 
interoperability of the context, because object-oriented paradigm has less interopera-
bility than otology approach.  

GAIA [6] suggested context handling methods on First-order-logic context model. 
It provides powerful expressiveness of context and performs abstraction of context 
value and interpretation of context. However GAIA also has a weakness for semantic 
interoperability of context, it has to translate first-order-logic-based context to ontol-
ogy such as DAML+OIL. 

Finally, SOCAM (A Service-Oriented Context-Aware middleware) [7] provides 
the building and the rapid prototyping of context-aware services. It is based on 
CONON (OWL Encoded Context Ontology), so it handles semantic-level interopera-
bility of context and interpretation of context. However, it has less abstraction of 
context values than our handlers. 

In this paper, we focus on context handling methods in a context-aware system. 
There is no paper that only deals with context handling methods, so context handlers 
we presented in this paper will help developers to solve the design issues of context 
handling. 

6   Conclusion 

In this paper, we presented context handlers in a ubiquitous computing environment. 
We analyzed all tasks to transfer context information from various context sources to 
applications, and then we categorized four issues of context handling: abstraction of 
context values, semantic interoperability of context information, logical and semantic 
interpretation of context information, and structuralization of context information for 
specifying various situations. We designed and implemented context handlers that 
addressed the above design issues. Context Value Abstraction Handler abstracts raw 
data for users to easily understand the meaning of the context values by defining use-
friendly context value ontology. Context Ontology Handler can provide semantic 
interoperability of context information by defining context schema based on ontology. 
Context Ontology Reasoning Handler and Context Rule Reasoning Handler enable 
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themselves to interpret context information logically and semantically by using ontol-
ogy reasoning and rule-based reasoning. Structural Context Handler can specify vari-
ous situations by defining a structural context model. 

We expect that these context handling methods will help context-aware system de-
velopers to design and implement context handlers. In the future, we will develop a 
context application framework using our context handlers. The goal of the context-
aware application framework is to provide intelligent and automatic service execu-
tions according to the context in a ubiquitous computing environment. 
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Abstract. The workflow model has been successively applied to tra-
ditional computing environments such as business processes and dis-
tributed computing in order to perform service composition, flow man-
agement, parallel execution, and time-driven services. Recently, there
have been many studies to adopt the workflow model into ubiquitous
computing environments for context-aware and autonomous services. A
service in ubiquitous computing environments must be executed accord-
ing to a user’s situation information, which is generated dynamically from
sensors. Such existing workflow systems as FollowMe and uFlow support
context-aware services through workflow models. However, when a user’s
situation is dynamically changed, the systems don’t have a method to
immediately adopt the change into an already on-going service workflow.
In this paper, we propose a context-aware workflow system, which can
apply changes of user’s service demand or situation information into an
on-going workflow without breaking its operation. The suggested work-
flow system can re-apply the new services into an initial workflow sce-
nario without interrupting or deleting workflow service. To do this, the
proposed system represents contexts described in a workflow as an RDF-
based DItree (Document Instance tree). The system uses the tree infor-
mation to recognize an exact position to be changed in the on-going
workflow for the user’s situation changes, and to reconstruct only the
position under the influence of the changes in the DItree. Therefore, the
suggested system can quickly and efficiently apply a change of the user’s
new situation into an on-going workflow without much loss of time and
space, and can offer a context-aware service continuously according to a
new workflow.

1 Introduction

A workflow model for business services in traditional distributed computing en-
vironments can be applied as a service model to connect services with others re-
lated in ubiquitous computing environments and express service flows [1]. Ubiq-
uitous computing environments offer a new opportunity to augment people’s
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lives with ubiquitous computing technology that provides increased communica-
tions, awareness, and functionality [2]. For example, in a smart home, all of the
services must be correctly offered according to the user’s situation information
such as his position, time, and result values from other service.

Compared with traditional distributed computing environments, workflow ser-
vices in ubiquitous computing environments must decide a service transition ac-
cording to the user’s situation information that is dynamically generated from
various sensors in ubiquitous environments [4]. For that, a workflow system in
ubiquitous environments must consider the user’s situation information in ser-
vice executions of workflows. Workflow systems such as FollowMe and uFlow can
supply context-aware services through workflows, which express user’s situation
services as service’s execution conditions. Usually in ubiquitous computing en-
vironments, the information dynamically occurs and frequently changes initial
conditions to execute a service. However, the existing workflow systems can-
not apply the dynamically occurred changes into an on-going service workflow.
Therefore, when changes of a user’s service request or his situation informa-
tion happen dynamically, we need a method that can re-apply the changes in a
scenario and supply a context-aware service correspondent with the changes.

In this paper, we propose a context-aware workflow service system that uses
contexts in a workflow service scenario as conditions of service execution, and
dynamically derives service transition according to a user’s situation information
generated from real environments. In a parsing of a workflow scenario, the sug-
gested system represents contexts described in the scenario as rule-based context
subtrees. When a change of a user’s situation information happens, the suggested
system can dynamically reconstruct a workflow by modifying only the subtrees
under the effect of the change. This means that the suggested system does not
obstruct the flow of an earlier on-going context-aware service. Therefore, the
suggested system uses the modified sub-tree’s node information in comparison
with the user’s situation information, and can support context-aware service
continuously without stopping the on-going workflow.

2 Related Work

2.1 Workflow Languages for Context-Aware Services

Context in a ubiquitous environment means any information that can be used
to characterize the situation of an entity [3]. For example, in common home
environments, a user’s position information is a context, and times when he is
anywhere in his home are other contexts. Workflows have been good models for
service automation in traditional computing environments such as business work-
flow and distributed computing workflow. These days, there are many attempts
to adopt workflow models to ubiquitous computing environments [3]. From the
studies, a workflow in a ubiquitous computing environment has necessarily to
use not only result values but also context information as transition constraint
for service execution.



A Context-Aware Workflow System for Dynamic Service Adaptation 337

Although the existing workflow languages, such as BPEL4WS [5], WSFL [6],
and XLANG [7], are suitable for business and distributed computing environ-
ments, they do not consider any element to describe context information in
ubiquitous computing environments as transition conditions of services. uWDL
[3] can describe context information as transition conditions of services through
the <context> element consisting of the knowledge-based triplet - subject, verb,
and object. uWDL reflects the advantages of current workflow languages such
as BPEL4WS, WSFL, and XLANG, and also contains rule-based expressions to
interface with the DAML+OIL [8] ontology language. uWDL expresses a context
with an RDF-based triplet. For example, let’s suppose such a situation as John
sits on a sofa in the living room. This can be expressed as (UserType, John),
(ActivityType, sit), (SofaType, livingroomSofa).

2.2 Workflow Systems for Context-Aware Services

A context-aware application or a context-aware system is an application or a
system that uses context information or performs context-appropriate opera-
tions [4]. A workflow system manages and controls flows of subtasks using state-
transition constraints specified in a workflow language. Now, researches for work-
flow systems in ubiquitous environments are in an early stage [3].

WorkSco [10] is a situation-adaptable workflow system that can support ser-
vice demands generated dynamically in a business process. It is based on a micro
workflow model, a dynamic evolution, and an open-point adaptation techniques
to dynamically handle user’s requests, which may be generated in various busi-
ness domains. However, it does not yet give an explicit method to do that. Even
though WorkSco considers dynamic handling for user’s requests in a workflow
system, because it does not consider situation information or contexts as user’s
requests, it is basically not adequate for ubiquitous computing environments.

FollowMe [11] is an OSGi framework that unifies a workflow-based application
model and a context model based on ontology. FollowMe uses a scenario-based
workflow model to handle a user’s service demands from various domains. To sup-
port context-aware workflow services, it tries to use contexts as service execution
information. However, even if FollowMe considers the user’s situation informa-
tion or contexts as the user’s service demands, it does not offer an explicit method
to handle the user’s service demands when workflow services are processing.

uFlow [3] is a ubiquitous workflow framework to support a context-aware
service based on a uWDL workflow scenario. Because uFlow is also based on a
workflow scenario like FollowMe, it does not yet consider a method to handle
the changes of a user’s demands or user’s situation information, such as user’s
position or user’s doing, which can be dynamically generated during service
processing.

Because the existing workflow systems don’t instantly include changes of con-
texts into on-going workflows, we need a new context-aware workflow system for
ubiquitous computing environments that can dynamically and efficiently adopt
changed contexts to an initial workflow scenario without disturbing the work-
flow’s execution.
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Fig. 1. The architecture of a suggested context-aware workflow system

3 A Context-Aware Workflow Service System

3.1 System Architecture

Figure 1 shows the architecture of a suggested context-aware workflow system,
which is aware of dynamic changes of user’s situation information in ubiquitous
computing environments. As shown in Figure 1, the suggested system supports
context-aware workflow services using a uWDL document.

After a service developer or an end-user writes a uWDL workflow service
scenario, the scenario is transmitted to the CWparser in Figure 1. The CWparser
(Context Workflow scenario parser) represents contexts described in a uWDL
scenario as RDF-based context subtrees through parsing. The CWparser needs
to do that. Figure 2 shows a structural context model for the RDF-based context
subtree. The CWparser constructs the RDF-based context subtree by using the
structural context model [3].

The suggested system also uses the model to objectify contexts, which are
actually sensed from environments as the entities. In Figure 1, the context com-
parison module compares contexts described as transition conditions for a service
in a context subtree with contexts objectified as entities through the structural
context model for contexts sensed from ubiquitous environments. In the compar-
ison, the suggested system drives an execution process of the service only if the
context comparison module finds objectified contexts suitable as transition con-
ditions of a service. In Figure 1, the service discovery module searches a service
appropriate to objectified contexts from available service lists, and the service
invocation module invokes the service.
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Fig. 2. An algorithm for comparing UC A with OCS B

3.2 A Context Comparison for Contex-Aware Workflow Services

The suggested system uses uWDL as a workflow language to compose a work-
flow scenario for context-aware workflow service. A uWDL workflow scenario
describes a context with the <constraint> element, which consists of triple en-
tities based in RDF. In Figure 1, the context comparison module extracts types
and values of contexts from entities which the context processor delivers. It then
compares the types and values with those of DItree’s subtree elements related to
the entities. If the context types and values in the entity coincide with the coun-
terpart in the DItree’s subtree, the context mapper drives the service workflow.
A context comparison algorithm is shown in Figure 2.

In Figure 2, we define a context embodied with a structural context model
from the sensor network as OC = (OCs type, OCs value), (OCv type, OCv
value), (OCo type, OCo value), and a context described in a uWDL scenario as
UC = (UCs type, UCs value) (UCv type, UCv value), (UCo type, UCo value).
OC means a context objectified with the structural context model, and it con-
sists of OCs, OCv, and OCo, which mean subject, verb, and object entities,
respectively. UC means a context described in a uWDL scenario. UCs, UCv,
and UCo mean subject, verb, object entities, respectively. A context consists of
a pair of type and value. Also, OCS and UCS mean that each set of OC and UC
can be defined as OCS = (OC1, OC2, OC3, ..., OCi) and UCS = (UC1, UC2,
UC3, ..., UCi).

3.3 A Dynamic Adoption for Changes of User’s Demands or
Contexts

In ubiquitous environments, a user can meet a kaleidoscope of situations, and
will want a new context-aware service for the changes. However, existing context-
aware workflow systems , which are almost based on a context-aware workflow
scenario including contexts as transition conditions of service, cannot adopt the
changes of situations into already on-going workflows. The change may be a new
service demand with new contexts as transition conditions for execution of the
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Fig. 3. Changes in a DItree when a user makes a new service

service. As well, the change may be modifying of contexts, which may be used
as transition conditions for a service by an on-going workflow.

To resolve this problem, the suggested system includes the workflow change
listener and the DItree handler in Figure 1. If a user raises a change through a
hand-held equipment such as a PDA, or a PCS, the workflow change listener in-
stantly catches the change and throws it to the DItree handler. Then, the DItree
handler finds parts of the DItree which were influenced by the change in the on-
going workflow scenario, and modifies only the subtrees around the parts. Figure
3 shows changes in a DItree for a sample uWDL workflow, after a user makes a
new service demand including contexts as execution conditions of the service.

In Figure 3(a), the suggested system will individually and automatically
processes the services A and C according to contexts described as their execution
conditions in a workflow. The dotted area in (a)’s DItree expresses RDF-based
subtrees for the services A and C. The Figure 3(b) represents the partial change
of the DItree when a user makes a new service, which must be between the service
A and C. Because the services A and C are affected by the new service includ-
ing its contexts as execution conditions, the DItree handler will re-construct the
subtrees of the dotted area. The DItree’s reconstruction happens partially and
incrementally only in the part [12] which is influenced by the workflow’s changes.
Therefore, the suggested system can quickly and efficiently make a new DItree
including new demands or changes, re-using the remaining parts of the DItree.
Figure 4 shows a demand process algorithm to adopt changed contexts to an
initial workflow dynamically and efficiently.

With the demand process algorithm in Figure 4, a user needs interfaces to
input a new service or modify an existing service through a hand-held device.

To support simple and convenient service changes, the suggested system offers
a workflow edit window for hand-held devices to users. Especially with hand-held
equipments, end-users can easily modify an existing service or newly write one
that they want anytime and anyplace. Figure 5 shows the workflow edit window
that the suggested system offers.
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Fig. 4. A demand process algorithm to adopt changes of contexts to a DItree

Fig. 5. A user’s workflow edit window for service changes

The user’s workflow edit window consists of a service select window which
includes a usable service list and a registered service window, and a pop-up
window to input RDF-based context information. For modifying contexts of an
existing service, a user selects the service from the registered service lists in
Figure 6. Then, he just modifies contexts through the RDF-based input fields in
Figure 5. Now, to make a new service, a user selects the service which he wants
from the service category window and the service list window. In the context
information window of Figure 4, ‘AND’, ‘OR’, and ‘NOT’ buttons are for a
composite context. Then, the user has to input contexts which are needed to



342 J. Choi et al.

Fig. 6. A sample workflow and DItree

execute the selected service. For example, let’s suppose such a situation as John
sits on a sofa in a living room. This can be expressed as {(UserType, John),
(ActivityType, sit), (SofaType, livingroomSofa)}, and the processing is shown
in Figure 6. After that, the changes will be transmitted to the workflow change
listener, and the DItree handler will dynamically adopt the changes onto an
on-going workflow according to the demand process algorithm in Figure 4.

4 Experiments and Results

For an experiment with the suggested system, we develop a workflow scenario for
smart home services in ubiquitous environments, and show how the suggested
system can efficiently handle service demands generated dynamically from a user.
The scenario was developed in a uWDL editor [3].

The example scenario is as follows: John has a plan to go back his home at 10:00
PM, take a warm bath, and then watch a recorded TV program which he wants
to see after a bath. When John arrives in his apartment, an RFID sensor above
the apartment door transmits John’s basic context information (such as name
and ID number) to the smart home server. Figure 6 shows a workflow scenario
and a DItree that the suggested system uses to execute context-aware services
described in the workflow according to OCs generated in John’s environments.

If the conditions, such as user location, situation, and current time, are sat-
isfied with contexts described in the workflow service scenario, then the server
will prepare warm water. When John sits on the sofa in the living room after
he finishes his bath, the service engine will turn on the power of the TV in the
living room and play the TV program that was recorded earlier.
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Fig. 7. The changes of the workflow scenario and its DItree

Now, let’s again suppose that, as John is driving to his home, he needs a new
service which is a meeting preparation service with Tom at his home. The new
service is to download files for a meeting from John’s PC in his office. This is a
kind of a migration service in job environments.

If John arrives in front of his home’s door with Tome, the sensed context OCs
are not only for John but also for Tom. For example, the OCs may be John and
Tom’s locations, IDs, and Times. If John gave a priority to the meeting service
during his return to his home, the reserved bath service will be postponed to
after the meeting service. That is, the sensed context OCs, which are suitable
for both the bath service and the meeting service, will be applicable to the new
service, not the bath service due to the priority. Figure 7 shows changes of the
workflow scenario and its DItree after the DItree handler dynamically adopted
the new service to the initial workflow.

The bath service will be re-operated after Tom finishes the meeting with
John, if John does not retract the bath service itself. In that time, the contexts as
execution conditions of the bath service will be Tom’s location and the meeting’s
situation. For example, if Tom locates out of John’s house door and a value of
the meeting’s situation is over, the bath service will re-operate. After that, the



344 J. Choi et al.

Fig. 8. The results for time efficiency of the suggested system and the uWDL system
to adopt changed OCs into an initial workflow

suggested system executes remaining services in the workflow scenario according
to contexts transmitted from the context processor.

Because OCs for changes of a user’s situation can be generated frequently from
a sensor network, a context-aware workflow system must quickly and correctly
recognize UCs which are related to changed OCs. To find how the suggested
workflow system is efficient, we generated took two experiments under specific
conditions. As conditions for the first experiment, we increased the number of
the changed OCs incrementally, and then we measured whether the suggested
system correctly reconstructed the initial DItree according to the changed OCs,
and how much our system is efficient in comparison with the uFlow framework,
which uses a former uWDL. Figure 8 shows the results. We used a Pentium 4 3.0
Ghz computer with 1GB memory based in Windows XP OS as a uWDL home
service engine, and a PDA with 512M memory based in Windows CE for the
experiment.

In Figure 8, we incrementally increased the changed OC’s amounts by 2,
5, 10, 20, and 50. Figure 8(a) shows the suggested system’s result and Figure
8(b) shows the uWDL system. As the result in Figure 8(a) shows, the times for
adoption of the changed OCs into the initial workflow scenario did not increase
greatly regardless of the OCS’s considerable increase. However, as the result of
Figure 8(b) shows, the reconstruction time did increase more and more against
the amounts of the changed OCs. The reason is that the uWDL system cannot
incrementally or partially reconstruct the initial DItree according to the changed
OCs, but it did reconstruct the entire DItree whenever the changed OCs had
occurred.

5 Conclusion

In this paper we propose a context-aware workflow system to dynamically sup-
port user’s service demands by adopting changes of services or contexts into an
initial workflow without interrupting the workflow. Through experiments, we
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showed that the suggested system represented contexts described in the work-
flow scenario as RDF-based subtrees and a process of reconstructing a DItree.
The proposed system uses a demand process algorithm to support context-aware
services without interrupting by recognizing exactly the place holder that has to
be changed in a workflow scenario and reconstructing only the part under the
influence of the changes. Through an experiment with an example workflow sce-
nario, we showed how the suggested system can reconstruct a DItree for a user’s
new service demand. With the suggested system, a user can easily and efficiently
apply his new service demands into a scenario document regardless of the time
and the space. Therefore he can be served a continuous context-aware service
according to a new workflow scenario adopted with the new service demands.
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Abstract. The UPnP technology is an important enabler to allow devices to be 
connected seamlessly in home network. ZigBee is a wireless technology 
developed as an open global standard to address the unique needs of low-cost, 
low-power. Since a digital home consists of diverse technologies, integration 
between various home networking standards is a research issue opened in the 
field of home networking. In this respect, interoperability between UPnP and 
ZigBee is no exception. To address it, this paper proposes a software bridge that 
interconnects ZigBee devices with UPnP networks. The proposed software 
bridge guarantees seamless interaction by abstracting ZigBee devices as virtual 
UPnP devices and efficiently manages service information of ZigBee networks 
by employing a device registry. From experiments on the physical environment, 
it is shown that it performs well.  

Keywords: UPnP, ZigBee, Software Bridge. 

1   Introduction 

UPnP (Universal Plug and Play) [1] developed by the UPnP Forum defines an 
architecture for pervasive peer-to-peer network connectivity of intelligent. To support 
various applications such as entertainment and switches in home networks, the UPnP 
technology has many kinds of service and device specifications. Thereby, many 
devices underlying UPnP have been already distributed since 1998. Recently, UPnP is 
being tried to interact other standard organizations such as DLNA (Digital Living 
Network Alliance) [8] or OSGi (Open Service Gateway initiative) to promote the 
cross-industry digital convergence.  

ZigBee [2] is a wireless technology developed as an open global standard to 
address the unique needs of low-cost, low-power. The deployment of ZigBee 
networks is expected to facilitate numerous applications such as home appliances, 
home healthcare, low rate monitoring and controlling systems, and wireless sensor 
networks. Recently, many ZigBee compliant product prototypes have been already 
developed by the ZigBee Alliance and continue to be extended in marketplace.  
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Since a digital home consists of diverse technologies, integration between various 
home networking standards is a research issue opened in the field of home networking 
[4-7]. Most approaches have been already achieved for supporting heterogeneous 
networking. D. Kim et al. [4] presented an IEEE 1394/UPnP software bridge for 
representing legacy IEEE 1394 devices to UPnP devices. J. Nakazawa et al. [5] and S. 
Jun et al. [6] proposed a bridging framework of universal interoperability between 
UPnP and Bluetooth in pervasive systems. Y. Gsottberger et al. [7] proposed a system 
architecture called Sindrion which allows creating a cheap, energy-efficient, wireless 
control network to integrate small embedded sensors and actuators into one of the 
most established middleware platforms for distributed semantic services, namely 
UPnP. 

As mentioned above, with the increasing popularity of UPnP, demands for 
bridging small devices such as Bluetooth or IEEE 802.15.4-based sensors have 
increased. In this respect, interoperability between UPnP and ZigBee is also needed. 
If the ZigBee devices act as UPnP devices, users can use various services from 
ZigBee networks via UPnP networks.  

In this paper, we design and implement the UPnP-ZigBee software bridge to 
interoperate ZigBee devices with UPnP networks. To represent ZigBee devices as 
UPnP devices, the proposed software bridge employs virtual UPnP devices that play a 
role of generic UPnP device and abstracts physical ZigBee devices as service 
interfaces. Then, by providing the service interfaces to the virtual UPnP device, the 
ZigBee devices work as the UPnP devices. Furthermore, since the proposed software 
bridge manages ZigBee devices according to whether or not the ZigBee devices join 
or leave in the network and then indicates the events to virtual UPnP devices, it 
provides consistency between the ZigBee network and the UPnP network.  

This paper is organized as follows: Section 2 describes overview of ZigBee and 
UPnP. Then, Section 3 explains the architecture of the UPnP-ZigBee software bridge. 
Section 4 describes sequence and methodology mapping ZigBee device descriptions 
and operations into UPnP. Section 5 benchmarks the implementation of the proposed 
UPnP-ZigBee software bridge. Finally, Section 6 concludes this paper. 

2   An Overview of ZigBee and UPnP 

2.1   Universal Plug and Play 

The main goal of the ZigBee [2] is to meet the unique needs of remote monitoring and 
control applications, including simplicity, reliability, low-cost and low-power. On the 
other hand, the goal of UPnP is to provide connectivity, simplicity, reliability in 
networking. For that reason, ZigBee is designed as low-power, low cost and low data 
rate. ZigBee consists of several layered components based on the IEEE 802.15.4 
including Medium Access Control (MAC) layer and Physical (PHY) layer [3] and the 
ZigBee Network (NWK) layer. Each layered component provides a set of services 
and capabilities for applications. Fig. 1 above shows the ZigBee stack architecture.  
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Fig. 1. Outline ZigBee Stack Architecture 

 

Fig. 2. Device descriptions and binding in ZigBee 

As shown in Fig. 1, the ZigBee application layer comprises of APS sub-layer, ZDO 
(containing the ZDO management plane), and manufacturer-defined application 
objects. The responsibilities of the APS sub-layer are to maintain tables for binding, 
which is the ability to match two devices together based on their services and their 
needs, and forwarding messages between bound devices. 

The responsibilities of ZDO include defining a role of ZigBee devices within the 
network, discovering devices on the network and determining which application 
services they provide, initiating and responding to binding requests and establishing a 
secure relationship between ZigBee devices.  

Three important concepts are introduced by application level: device description, 
device and service discovery, and binding. Device description is a logical definition 
of a device within the profile. The device description is defined with mandatory and 
optional input and output clusters. A cluster is nothing more than a direction oriented 
messaging construct within the profile. With respect to the profile, an output cluster 
from this device would be an input cluster for another device description within the 
profile and an input cluster for this device would be an output cluster for another 
device.  

Device discovery is the process whereby a ZigBee device can perceive presence of 
other ZigBee devices by issuing queries such as IEEE address request and NWK 
address request. Service discovery is a key to interfacing ZigBee nodes within the 
ZigBee network. Through specific requests of descriptors on particular nodes, 
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broadcast requests for service matching and the ability to ask a device which 
endpoints support application objects.  

The service discovery can be accomplished by issuing a query for each endpoint on 
a given ZigBee device or by using a match service feature (through either broadcast 
or unicast). Service discovery utilizes the complex, user, node or power descriptors 
plus the simple descriptor further addressed by the endpoint for the related application 
object.  

Binding is an application level concept using cluster identifiers and the attributes 
contained in them, which is associated with data flowing out of, or into, the device, on 
the individual endpoints in different nodes. The binding, namely, is the creation of 
logical links between complementary application devices and endpoints. Fig. 2 shows 
an example of device descriptions and binding.  

2.2   Universal Plug and Play 

The Universal Plug and Play (UPnP) architecture enables pervasive peer-to-peer 
network connectivity of PCs of all form factors, intelligent appliances, and wireless 
devices. It is a distributed, open networking architecture data leverages TCP/IP and 
Web technologies to enable seamless proximity networking in addition to control and 
data transfer among networked devices in the home, office, and everywhere in 
between. 

UPnP architecture supports zero-configuration networking and automatic 
discovery of devices. Network infrastructure such as DHCP and DNS servers are 
optional; they may be used available on the network but are not required. 
Furthermore, a device leaves a network smoothly and automatically without unwanted 
state information remaining behind. As shown in Fig. 3, the UPnP architecture learns 
from the Internet’s success and heavily leverages its components, including IP, TCP, 
UDP, HTTP, SOAP, and XML. 

 

Fig. 3. UPnP stack architecture 

The UPnP is composed of two kinds of components, which are UPnP Device and 
UPnP Control Point. The UPnP Device (server) offers their services to UPnP 
network, responding to requests from control point. Meanwhile, UPnP control point 
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(client) is controller component, usually which can be utilized to find and use devices. 
Communication among devices through UPnP network is divided into six phases: 
addressing, discovery and description specify automatic integration of devices and 
services: control, event and presentation specify how use them. 

Addressing, by which devices obtain IP address using DHCP or Auto IP. 
Discovery, by which control points become aware of the existence of device using 
SSDP. 
Description, by which control points learn details about devices and their services. 
Control, in which control points invoke service actions using SOAP. 
Eventing, by which devices notify control points of changes in state using GENA. 
Presentation, by which control points retrieve device’s presentation page using 
HTTP. 

3   UPnP-ZigBee Bridge Architecture 

3.1   Design Considerations for Interoperating UPnP with ZigBee 

In general, since small devices such as ZigBee devices that participate in a home 
network inherently have insufficient memory and low power, supporting the UPnP 
functionalities on such devices is not easy to be achieved. As ZigBee designed for low 
power consumption and low cost, several problems such as bandwidth limitation, 
different device descriptions, and mismatch of message format should be resolved.  

Translating data format - Data format in UPnP is based on TEXT/XML. On the 
other hand, data format in ZigBee is binary. Therefore, translation of data format 
between UPnP and ZigBee is required.  

Translating device description - As described in Section 2, application model in 
UPnP and ZigBee differs from one another. UPnP defines descriptions based on XML 
and discovers target devices using Simple Service Discovery Protocol (SSDP). On the 
other hand, ZigBee defines profiles, which includes a set of device description.  
Device discovery is performed by using in/out cluster lists and a profile ID defined in 
the profile. Hence, it is necessary to translate device descriptions of each standard. 

Translating message format - Formats of messages such as control, event, and etc are 
standardized in UPnP and ZigBee, respectively. Therefore, translation of message 
format between UPnP and ZigBee is required. 

Integrating different features of service discovery - Interoperability of both service 
discovery protocols should be provided by the software bridge. For that reason, we 
compare two standards, ZigBee and UPnP, based on major component categories 
appeared in [9]. Table 1 shows comparison of the service discovery protocols. As 
shown in Table 1, their service discovery protocols are quite different from one 
another. Therefore, the different features of service discovery should be addressed.  

Narrowing a gap between UPnP and ZigBee - UPnP aims at devices operating on 
the network such as LAN with at least 10Mbps bandwidth and having ability to 
processing XML messages. On the other hand, ZigBee is designed for low-power, 
low cost and low data rate on top of IEEE 802.15.4. Hence, in bridging ZigBee with 
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UPnP, the gap should be considered. In other words, since a bridge facing ZigBee and 
UPnP can be a bottleneck, a certain scheme to overcome it is required. 

In next Section, based on these considerations, the proposed software bridge 
architecture will be described in detail. 

Table 1. Comparison of ZigBee and UPnP features of service discovery protocols based on 
major component categories appeared in [9] 

Feature ZigBee UPnP 

Service and attribute 
naming 

Profile ID and in-out 
clusters(binary) 

Template-based naming and 
predefined 

Initial communication 
method 

Unicast and broadcast Unicast  and multicast 

Discovery and registration Query-based 
Query-and announcement-

based 
Service discovery 

infrastructure 
Nondirectory-based Nondirectory-based 

Service Information state Hard state soft state 

Discovery scope 
Network topology (single-hop 

ad-hoc network) 
Network topology (LAN) 

Service selection Manual Manual 

Service invocation Service location 

Service location, 
communication mechanism 

(XML, SOAP, and HTTP), and 
application operations 

Service usage Not available explicitly released 

Service status inquiry Not available Notification and polling 

3.2   Core Components 

The core components of the software bridge consist of Virtual UPnP Device, Virtual 
UPnP Device Manager, ZigBee Device Manager, Application Object Manager, 
Message Controller, and Packet Forwarder. Fig. 4 shows the proposed software 
bridge architecture. 

• Virtual UPnP Device 
The Virtual UPnP device (VUD) plays an important role of a UPnP device on behalf of 
a ZigBee node, advertisement, control, and eventing. It is registered by Virtual UPnP 
Device Manager to UPnP middleware with a UPnP description.  

Advertisement – The VUD periodically advertises its services to UPnP control point 
instead of the ZigBee node. And it responds to the control point requesting a UPnP 
description.  

Control - When a UPnP control point invokes an action to a VUD, it controls the 
ZigBee device through an ZigBee service interface which will be described in Section 4. 

Eventing - The VUD receives all event data generated by the ZigBee device through 
data interface and delivers event data to all control points that have subscribed. 
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Fig. 4. UPnP-ZigBee Software Bridge Architecture 

• Virtual UPnP Device Manager 
The Virtual UPnP device Manager (VUDM) manages VUDs. In accordance with 
occurrences of join and leave events indicated by management interface, respectively, 
the VUDM creates and deletes the VUD. The VUDM translates from ZigBee device 
description to UPnP description for creating VUDs. It also allows VUDs to register 
for UPnP middleware.  

• ZigBee Device Manager 
ZigBee Device Manager (ZDM) is primarily responsible to provide the means for 
registering all ZigBee devices to device registry, collecting and managing information 
(i.e. profiles containing device description, short address, long address, end point 
number, user descriptor, and etc) of all ZigBee devices, notifying AOM of join and 
leave events of devices, and monitoring power level of each ZigBee devices. To 
collect the information of new devices, ZDM performs some negotiation with the 
software bridge by querying descriptors such as simple descriptor(s) depending on the 
number of active endpoint(s), a power descriptor, a node descriptor, a complex 
descriptor, and a user descriptor.  

• Application Object Manager 
The Application Object Manager (AOM) manages lifecycle of Application Objects. 
The AO is a software driver which can process and generate messages for ZigBee 
devices. And the AOM also cooperates with the Virtual UPnP Device Manager to 
indicate the join and leave of the physical ZigBee devices through management 
interface. When the ZDM indicates the join or leave of a ZigBee device with its 
information to the AOM, the AOM activates a correlated AO and informs of the 
VUDM create the VUD. In this case, the Virtual UPnP Device uses data interface 
named ZigBee service interface to communicate with the ZigBee device, which will be 
described in following Section 4. 

• Message Controller  
The Message Controller is mainly responsible for controlling data transmission, 
delivering data received from the ZigBee nodes to the appropriate application object. 
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The responsibility of the MC also includes occurring timeout when transmitted data is 
not acknowledged before a certain time limit and retransmission of lost data. In this 
case, transaction window mechanism is used for controlling transmission. It means 
that all messages to the ZigBee network shall be transmitted after confirmation with 
success of previously sent data. 

• Packet forwarder 
The Packet Forward (PF) is in charge for forwarding all data from the ZigBee 
networks to the software bridge and vice versa. Additionally, the responsibilities of 
ZDO include forwarding events notified by ZDO and invoking ZDO services 
according to the request from ZDM. 

 

Fig. 5. Relation among ZigBee application model, ZigBee Service Interface, and, Virtual UPnP 
Devices 

4   Mapping ZigBee Device Description into UPnP Description and 
Its Interoperation 

To interoperate ZigBee with UPnP, conversion between ZigBee device description 
and UPnP description is needed. For that reason, three elements, application object, 
ZigBee device description, and ZigBee service interface are used for the conversion. 

Application Object- the Application Object (AO) in the software bridge is mainly 
responsible for communicating with the AOs in wirelessly connected ZigBee nodes 
and providing ZigBee service interface for VUDs. The AO should be implemented 
based on the corresponding profile. As described before, the profile includes domain-
specific device descriptions. For instance, in Fig 2, all of the descriptions are included 
in one profile but they are distinguished from each other by in/out clusters. Note that 
AOs can be not only a single AO but also a composite AO by providing all functions 
related to all in/out clusters defined in the profile.  

ZigBee Device Description- the ZigBee device description is string-based device 
description of ZigBee devices represented by conversing binary-based device 
description, addresses, and descriptors in ZigBee. It includes not only string-based 
information needed to represent ZigBee devices as UPnP devices but also a set of 
behavioral functions needed to operate actions and to receive events in ZigBee devices.  
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ZigBee Service Interface- the ZigBee service interface created by AO is an abstract 
service interface for the VUDs. The VUDs can control the physical ZigBee nodes by 
only using the corresponding ZigBee service interface. Conceptually, as shown in  
Fig. 5, these ZigBee service interfaces use corresponding operations provided by 
device description and, internally, each operation uses each cluster defined in the 
ZigBee application profile(utilize simple description of ZigBee nodes). That is, the 
main objective of the ZigBee service interface is to translate ZigBee binary messages 
and operations into string-based message and operations for VUDs and vice versa. In 
other words, a ZigBee service interface is a ZigBee node’s front end for providing and 
using services in the ZigBee network. Because physical AOs in ZigBee nodes and 
AOs in the software bridge form distributed systems, AOs in ZigBee node need to 
provide only the ZigBee-specific data. Additionally, the ZigBee service interface 
allows VUDs to register for event sources. When an event occurs, the VUDs that have 
registered for that event source are notified.  

4.1   Mapping ZigBee Device Description into UPnP Description 

Interoperating ZigBee with UPnP requires a device description mapping between two 
standards. In this respect, two standards are compared. Table 2 shows a device 
description mapping table for bridging UPnP and ZigBee. 

Most information related to the device in UPnP is mapped to the complex 
description of ZigBee. The friendly name in UPnP is corresponded to user descriptor 
of ZigBee. The Unique Device Name (UDN) in UPnP consists of network address (16 
bits), end point number (8 bits), and IEEE address (64 bits), where it is unique 
identifier in not only ZigBee but in UPnP. The element that is corresponded to 
services in UPnP is the ports, which is a set of operations (functions) implemented by 
AO using In/Out clusters, in ZigBee device description. And the statusVariable in 
UPnP is mapped to data type defined by user in AO. Table 2 shows the mapping 
table. 

Table 2. Device and Service Mapping of UPnP and ZigBee 

Type UPnP Field name ZigBee field name 

Device Type Profile ID 
Friendly Name User Descriptor 
Manufacture ComplexDesc.Manufacturer name 
Model Description ComplexDesc.User define 
Model Name ComplexDesc.ModelName 
Model Number - 
Serial Number ComplexDesc.Serial number 
UDN Network address + End point 

number +IEEE address  
Service List Functions defined by application 

object using in/out clusters. 
Device List End point list 

Device 

Presentation URL - 

Action List Operation List defined in ZDD 
Service 

Service State Table Attribute name defined in ZDD 
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4.2   Managing Plug and Play Functionality of ZigBee Nodes for Virtual UPnP 
Devices 

In UPnP, to support plug and play functionality, all UPnP devices shall periodically 
announce its presence while joining the network. However, applying the periodic 
announcement mechanism to ZigBee is quite cumbersome because it leads to network 
overhead and power consumption, which does not meet the design goal of ZigBee. 
For that reason, in our software bridge does not periodically query or make ZigBee 
nodes announce it presence. Rather, we employ on-demand querying for its presence 
and use the public functions of ZDO. Because ZDO provides the interfaces that 
applications can know whether or not new devices join or leave, the software bridge 
can perceive the presence of ZigBee nodes. By using the functions, the software 
bridge can support the plug and play functionality. Fig. 6 shows a sequence diagram 
from join of a ZigBee node to initialization of VUD and from leave of the ZigBee 
node to finalization of Virtual UPnP device. 

The procedure is as following; on receipt of join indication message from PF, the 
ZDM collects all information of the ZigBee node such as simple descriptors 
depending on the number of active endpoints, power descriptor, node descriptor, 
complex descriptor, and user descriptor. Then ZDM informs joining the new device 
with the simple descriptor and device address (both short and IEEE addresses) of 
AOM. Next, the AOM finds a matched application object by comparing profile id and 
in/out clusters in the simple descriptor. If a matched AO is found, the AOM delivers 
the device address and other descriptors to the matched AO. The AO then creates 
ZDD and ZigBee service interface on receiving them if it is the first time, and notify 
Virtual UPnP Manager of the join event with ZDD and ZigBee service interface. 
Subsequently, the VUDM constructs UPnP descriptions according to the ZDD. And 
then the VUDM creates a VUD using the UPnP description, registers it to UPnP 
middleware, and starts it. From this time, ZigBee node can be seen as a UPnP device 
in view of the UPnP control points. 

The leave process is similar to the join process described above except for 
removing the corresponding VUD. 

4.3   Flow of Discovery, Action, and Event 

To interoperate ZigBee with UPnP, discovery, action request/response, and eventing 
should be supported by the software bridge. 

Discovery - When a ZigBee device is added to the ZigBee network, the device should 
be allowed to be discovered by control points in the UPnP network. To support it, the 
ZDM proactively collects all information of the ZigBee device and stores it in the 
device registry. Subsequently, it leads to create a VUD which plays a role of a general 
UPnP device as well as a proxy ZigBee device. As described before, since the VUD 
has the same services as the ZigBee device, the ZigBee device can be discovered by 
the UPnP control point through VUD. Additionally, since discoveries on services or 
devices are submitted to VUD without forwarding to the ZigBee network, it results in 
reducing overhead and energy consumption to ZigBee network caused by message 
processing delay and network traffic.  
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Fig. 6. Sequence diagram for initializing and finalizing a Virtual UPnP Device depending on a 
physical ZigBee node 

 

Fig. 7. Sequence diagram for action request/response 

Action Request/Response - After discovering a VUD, the control points should be 
able to control the ZigBee node. A sequence diagram in Fig. 7 shows how an action 
request is processed and how a response is received by UPnP. In this process, it is 
important to map transmission sequence number of AO with a response callback 
function of the VUD which invokes an action request, to appropriately deliver 
response packets to the right originator VUD because VUDs share the same ZigBee 
service interface.  

Eventing - The VUD should receive all event data generated by ZigBee devices and 
deliver the event data to all control points that have subscribed. A sequence diagram 
in Fig. 8 depicts the sequence for (de)registration of an event listener and a 
notification of an event from a ZigBee device to a UPnP control point. The VUD, on 
being created, registers an event listener together with a device ID, and the interested 
events defined in ZigBee device description of an application object through the 
ZigBee service interface. Since the ZigBee service interface provides the callback 
interface to receive notification from the application object, the VUDs that have 
registered for that event source are notified when events occur.  
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Fig. 8. Sequence diagram of delivering event data 

5   Implementation 

The proposed UPnP-ZigBee software bridge has been implemented using C and C++ 
at the ZigBee devices and host PC, respectively. A ZigBee coordinator with CC2430 
Evaluation Board [10] containing the packet forwarder is connected to the software 
bridge via RS232. At the UPnP side, we have used open source UPnP stack provided 
by CyberLink [13]. To exemplify our software bridge, a composite application object 
ZigBee service interface, and ZigBee device description were implemented and 
installed in the software bridge, where the composite application object means an 
object to communicate with both switch load controller and light sensor based on 
home lightning profile provided by Chipcon [10]. 

5.1   Testbed Configuration 

In order to demonstrate that the proposed software bridge works successfully, we 
have built up a test bed. The test bed is shown in Fig. 9. As for ZigBee devices, we 
used a switch load controller (SLC) on a CC2420 demonstration board [10], and light 
sensor (LS) on a Jennic demonstration board [11]. The UPnP-ZigBee software bridge 
was hosted using a desktop with a 2.0 GHz Pentium 4, and 512Mbytes of RAM 
running the Windows XP operating system. As for the UPnP control point, we used 
Intel Device Spy [12] as a UPnP control point in order to evaluate the interoperability 
of the software bridge and it ran on the desktop, which uses windows operation 
system, with a 1.6 GHz Pentium 4, and 512 Mbytes of RAM. By using this tool, we 
could confirm the correct interoperation between UPnP and ZigBee. 

 

Fig. 9. Testbed configuration for the UPnP-ZigBee software bridge 
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Fig. 10. The results showing each pahse for description, control, and eventing of ZigBee 
devices by Intel Devices Spy 

5.2   Experimental Scenario 

In this subsection, we show how our bridge controls ZigBee devices and is notified 
from UPnP control point. Fig. 10 shows each phase for processing these requests. 
When ZigBee devices with SLC and LS were connected to the bridge through the 
ZigBee coordinator, these devices were represented as two VUDs. Then, a UPnP 
control point using Intel Device Spy requests UPnP descriptions to the VUDs in order 
to know their detailed information, which is shown in Fig. 10 (a). The UPnP control 
point then could control the ZigBee devices and got the status feedback as normal 
UPnP devices. The UPnP control point invoked "SetLight(On)" action to virtual 
UPnP SLC device. Then virtual UPnP SLC device on the bridge sent an action 
request message to the physical ZigBee SLC device and a LED on the ZigBee SLC 
device was turned on. Then the ZigBee SLC device responded to the software bridge 
through the ZigBee coordinator. Eventually, the UPnP control point received a 
response message from the VUD. Fig. 10 (b) shows the action request and response 
message during this procedure. And the UPnP control point subscribed to virtual 
UPnP LS device for receiving events on light level state changes.  When the physical 
ZigBee LS device notified the software bridge of an event on changes of light level, 
the Virtual UPnP LS device published the event, which is shown in Fig. 10 (c). 
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6   Conclusion 

The UPnP technology is an important enabler for seamless networking and data 
sharing in digital homes. And ZigBee is a wireless technology developed as an open 
global standard to address the unique needs of low-cost, low-power. With the 
increasing popularity of UPnP, demands for bridging small devices such as ZigBee 
are required.  

In this paper, the UPnP-ZigBee software bridge is proposed. To represent ZigBee 
devices as UPnP devices, the proposed software bridge employs VUDs that play a 
role of generic UPnP devices on behalf of physical ZigBee devices and abstracts the 
physical ZigBee devices as service interfaces. Then, by collaborating with the service 
interfaces and the VUD, the ZigBee devices work as the UPnP devices. Furthermore, 
since the proposed software bridge manages ZigBee devices according to whether or 
not the ZigBee devices join or leave in the network and then indicate the events to the 
VUDs, it provides consistency between the ZigBee network and the UPnP network. 
From the experiment on test bed, it is shown that the proposed software bridge work 
successfully. 
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Abstract. This paper presents the design and the automation of a
methodology (SciDC) for the creation, execution and administration of
large computational and parametric experiments in distributed systems.
This methodology is oriented to be a part of a workflow specification
framework. These computational experiments involve the execution of
a large number of tasks, the grouping of the results and their interpre-
tation. This computational problem is automatically broken down and
distributed in a transparent way between local or remote computational
resources in a distributed environment. A procedure for specifying ex-
periments is provided, which can work as a part of a general workflow
specification procedure. It takes into account the conditions for execut-
ing the model, the strategy for executing simultaneously the processes of
the computational experiment and provisions for deferred presentation
of the results.

Keywords: Computational models, parallel processing, distributed
processing, parameter sweeping, workflow specification.

1 Introduction

Computational science developed as a result of the introduction of computers
in the study of scientific problems. It is tipically based on the construction of
models and the simulation in computers. This approach is presented as a third
way of doing science to complement the areas of theory and experimentation
in traditional scientific investigation. Computer science is sometimes called e-
science, specially when the computation takes place on distributed systems or
grids. It is not a link between theory and experimentation and it can be seen as
a new tool that can propel knowledge in new directions.

Historically, investigation on computational science has been centered on the
methods and implementation of scientific simulation and the service of provid-
ing access to advanced computers to conduct experiments that represent reality.
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These objectives are a prerequisite of e-science investigation, but modern ten-
dencies of cheaper and faster machines and the more sophisticated computer
systems have introduced new rules. In this regard, this investigation is aimed at
contributing to the actual state of art of different methodologies for the admin-
istration of scientific experiments and the improvement of the productivity of
many laboratories where these experiments are realized.

This investigation is focused on the development of a methodology and a tool
for the invocation of computational models. This methodology and tool can be
used as a parameter sweeping tool integrated to a workflow specification frame-
work. In the context of Grids, there has been intense research activity oriented to
workflow specification [1,2,3,4]. Workflow methodology allows the users to apply
complex sequences of filters to the data, for instance, sequences that follow a
DAG (Direct Acyclic Graph) structure. The combined approach (workflow plus
parameter sweeping) may help the users to cope with the difficulty of handling
large numbers of input and output files associated with a study. Computational
studies generate numerous files whose exploration frequently becomes a problem.
Another problem is that scientists are forced to use many different tools in each
stage in the cycle of the experiment making the process difficult to manage. The
tool we present in this article (SciDC) handles the parameter sweeping aspect
of the combined methodology.

Some projects related to parameter sweeping are: Nimrod [5], which auto-
mates the creation and handle of large parametric experiments and allows an
application to be run by the user under a wide range of input parameters. The
runs result can then be aggregated accordingly to be interpreted.

Nimrod/G [6] is a project build on Nimrod with a modular architecture based
on components which allows extensibility, portability, easy to be developed and
the interoperability of independently developed components. This project avoids
a few inconvenients found in Nimrod and adds the automatic discovery of re-
sources available on the net. Nimrod/G is focused on the scheduling and man-
agement of computations over geographically distributed dynamic resources on
Internet with particular enphasys in the development of programming schemas
based on the computational economy concept. Nimrod/O [7] uses the same Nim-
rod declarative style to specify the parameters and commands of the models
needed to do the work. Nimrod/O allows the execution of an arbitrary compu-
tational model, the production of an optimization decision suport system with
existing optimization algorithms as for example, Simplex. Also, it allows to spec-
ify a variable to maximize or minimize and the user may ask for the value which
maximizes the output of the model.

APST (AppLeS Parameter Sweep Template) [8] is a tool that schedules and
deploys parameter sweep applications on a Grid, based on AppLeS, which is a
platform that allows the user to implement an application-level scheduler, using
information about the application and gathering dynamic information.

Ilab (”The Information Power Grid Laboratory”) [9] is a tool that allows
the generation of files and shell scripts for parametric studies that run on the
net. The Ilabs design strategy, induce the use of visual design tools to create
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parametric studies, specify complex processes, access to resources on the net
and to automatize processes without need to program.

These tools are useful for parameter sweeping experiments, but have been
developed as standalone applications. We aim at the integration of parameter
sweeping and workflow specification methods for execution of large composite
jobs in a grid.

The rest of this paper is organizaed as follows. Section 2 explains the method-
ology we propose, which consists of the method, the technique and the tool.
Section 3 summarizes the results and current state of the tool developed. Fi-
nally, section 4 presents the conclusiones and future work.

2 The Methodology

This section explains the use of SciDC as a series of steps than can be exceuted
within a workflow framework, either in the way it is described here o inserting
additional filters in the middle. The methodology is composed of three main
parts: the method, the technique and the tool. The method refers to the way
the user will handle the methodology. The technique will show how to solve the
problem for which the methodology was conceived, and the tool is the automatic
platform that can be inserted as a part of the workflow framework. Each part is
described separately taking as example the simulation model presented in [10].

2.1 The Method

When the final users makes experiments with computational models, they should
indicate a series of action through an interface in their computer. They should
also indicate an application program they wish to execute for a range of param-
eter values during various typical stages of the cycle of the experiment. From
the point of view of the software, each application requires an interface with
the module of coordination, that receives the inputs and produce the output in
standard form. The series of action of the lifecycle of an experiment typically
includes:

1. Experiment specification. This indicates the scientific program that is going
to be executed, the parameters of the model, the files where the data of the
experiment resides, and the way of presenting the results to the user. These
indicated files refer to the persistent objects that will contain the data that will
identify the experiment, the value of the parameters and the running atributes
of the model, and it can be used later for the documentation or replication of
the experiment. It is further assumed only one input file and one output file for
each application.
2. Data Entry. Data refer to the parameter values for the computational model
and the experiment. The specifications of the parameter values are realized either
with the help of an interactive data input program or directly by the user,
through a specification in a simple language we designed for this purpose. This
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language, that we call ESL (Experiment Specification Language), is user-oriented
and intends to be simpler than XML. The specifications are stored in a file for
later use in the generation of the input data related to the different executions
of the model and also for the output necessary to present the results to the user.
The following is a simple example of such a specification:

TES2DOC( input int n, int m, int nbus, int npuert,
float pe, int nciclo;
output float bw )

{
Values:
n = 2, 4, 8;
m = 2, 4, 8;
nbus = 2, 4, 8;
npuert = 1 to 4;
pe = 0.1, 0.5, 1.0;
nciclo = 5000;

}

In this example, the TES2DOC experiment uses the TES2DOC application,
which is a processor and memory architecture simulation [10,11]. This applica-
tion accepts as input the values of n processors, m memory modules each with
npuert i/o ports, connected through an interconecction network of nbus buses,
with a wokload pe and produces as output the interconecction network perfor-
mance value bw. After finishing all executions of the scientific application, the
value of bw will be output.
3. The generation of entries. The entry of data for the application is defined by
the cartesian product of all the values of the entry variables. Each combination
of the variable values is sufficient for one run of the application. In the case
of the previous example, there is a total of 243 combinations of values of the
entry parameters. The scientist may consider a few combinations of parameter
values would produce undesirable executions of the application. In the example,
the parameters that do not meet certain restrictions may be excluded from the
executions, for example n = m and nbus ≤ n for n=4,8. After these restrictions
are applied, 45 combinations of parameters will be input to the executions of
the computational application.
4. Experiments execution. This phase involves the invocations of the scientific
application for each unique combination of parameter values of the application,
for instance by sending jobs from a client machine to multiple execution nodes. In
order to invoke the application, an XML file is built which specify the scientific
program to be run and the arguments required, extracted from the matrix of
inputs and the name and location of the input and output files. This XML file
is automatically generated by SciDC during the workflow specification process
and it is kept in the .xml system file to be submited to SUMA for execution. In
the example, the standard input and output files are used. The generated XML
file is shown in figure 1.
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<?xml version="1.0"?>
<experimento prog="TES2DOC" ninput="6" noutput="1">
<input> int n int m int nbus int npuert float pe int nciclo</>
<output> float bw</output>
<job><?java TES2DOC 4 4 2 1 0.1 5000?></job>
<job><?java TES2DOC 4 4 2 1 0.5 5000?></job>
<job><?java TES2DOC 4 4 2 1 1.0 5000?></job>
<job><?java TES2DOC 4 4 2 2 0.1 5000?></job>

(...)

<job><?java TES2DOC 8 8 8 3 0.1 5000?></job>
<job><?java TES2DOC 8 8 8 3 0.5 5000?></job>
<job><?java TES2DOC 8 8 8 3 1.0 5000?></job>
</experimento>

Fig. 1. Execution specification

5. Output generation and presentation to the user. The final output is formed
by the set of results from different executions, to be interpreted by the user.
The output files are independently generated by each one of the executions of
the computational model, and are transferred to the client machine from the
execution nodes. In the root node, the output files are aggregated into a single
file. Other external systems can be useful for exploring the data, for example, for
statistical analysis and visualization of the data. In the test case, the execution
results is shown in figure 2:

<?xml version="1.0"?>
<experimento prog="TES2DOC" ninput="6" noutput="1">
<input> int n int m int nbus int npuert float pe int nciclo</>
<output> float bw</>
<job><?java TES2DOC 4 4 2 1 0.1 5000 0.3862?></>
<job><?java TES2DOC 4 4 2 1 0.5 5000 1.66?></>
<job><?java TES2DOC 4 4 2 1 1.0 5000 1.9722?></>
<job><?java TES2DOC 4 4 2 2 0.1 5000 0.3926?></>

(...)

<job><?java TES2DOC 8 8 8 3 0.1 5000 0.7997?></>
<job><?java TES2DOC 8 8 8 3 0.5 5000 4.0088?></>
<job><?java TES2DOC 8 8 8 3 1.0 5000 7.9002?></>
</>

Fig. 2. Output specification in a single file

The fact that the output is collected into a single XML file will facilitate its
inclusion in a data oriented workflow specification. This file can be passed to
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another process for further filtering with tools like MATLAB, SAS and SPSS
scripts to recover, analyze or visualize the data.

2.2 The Technique

The technique used to carry out the computational experiment defined by the
user is based on the descomposition of the experiment in a set of independent
runs, with different input parameters and their execution among different nodes
of the distributed platform. The computational problem defined by the com-
putational experiment is broken down automatically and it is distributed in a
transparent way among local or remote computing resources. This easy way to
solve the problem can be used by an important range of simulation studies to
have access to distributed resources.

The distributed environment used is SUMA which supports multiple architec-
tures, including parallel supercomputers, mechanisms for jobs starting and file
transference, and alternative mechanisms to verify the creation of jobs in different
locations. SUMA is oriented to providing uniform and ubiquituos access to a wide
range of computational resources on communication, analysis and data storage,
many of which are specialized and can not be easily replicated at the user location.
A more detailed description of the SUMA distributed platform, appears in [12,13].

SciDC is structured in three layers as shown in figure 3: a user interface,
a motor generator for the multiple executions of the model and the scientific
program or application which implements the computational model.

The user can specify the experiment, by using an interface where the name of
the computing model is indicated, and the name of the file where he or she wishes
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to save the outcome. The user has the option to apply a specific interface on
the computational model that he or she wants to execute. In this case, the user
must provide the name of the model’s interface in the user’s interface to pass
to the application interface, as well as the model’s parameters. Alternatively,
input and application parameters of the model have to be introduced in the
user’s interface and passed to model’s runs generator, where specifications of
the model’s different independent runs are produced, which are finally executed
in the distributed platform. Figure 4 shows the General Technique Solution of
SciDC:

2.3 The Tool (SciDC)

The creation of platforms for the management of parametric computational stud-
ies must take into account the management of the parameter spaces, the size
of the computing model and the need of combining several phases of parameter
specification and calculation. At the same time, distributed computing offers new
opportunities for using many resources, which not always are easy to use.

Taking these considerations into account, SciDC has been tested on SUMA,
which permits access to distributed computational resources, including parallel
and high performance platforms, for Java bytecode execution. The model can
be ported to other platforms, such as the Globus platform [14].The SciDC en-
vironment, due to its effective mechanism to provide unified access, is aimed at
helping scientists to cope with the difficulties of using distributed resources. To
use specific terminology and ideas of a particular discipline, interfaces can be
developed as graphical user interfaces. This work has tried to develop an ar-
chitecture of experiment strongly linked to the scientific community activities,
which permits to run an arbitrary computational model and offers facilities to
manage, analyze and visualize the data.
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Fig. 5. System Main Menu

The development strategy of this tool SciDC is centered in automating and
integrating the functions of the graphical user interface, in such a way that it
provides documentation of the actions it performs and with the facility to invoke
jobs in computing environments. The characteristics of the SciDC tool make it
possible to accomplish these design goals and permit parametric studies using
parametrization operations and some aspects of internal code design. Following,
the SciDC characteristics are described which make possible these parametric
studies design goals. Figure 5 shows the SciDC main menu:
1.Experiment Creation: For an experiment be created, a simple ESL (Experiment
Specification Language) language is proposed to allow users to specify the input
data to the model and the output organization. The user can introduce the
parameter specifications using a particular interface, as shown in figure 6. In
figure 7, the generated file containing the ESL specifications is shown. These
interfaces can be invoked from a workflow specification framework.

Fig. 6. Parameter specification
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Fig. 7. ESL specification

2. Experiment Execution: A few different options are available for the user to ex-
ecute the experiment on the Grid. The user may choose the one most apropriated
depending on availability, performance and cost needs. In figure 8 different alter-
natives are shown to the SciDC user. After having sselected the Grid platform,
the user submits the jobs in the .xml file contained. In a workflow specification
framework these interfaces are omitted, because the execution could be under
the control of the workflow runtime engine. Figure 9 shows the available options:
3. Methods for Result Presentation to the User: SciDC includes methods for
graphical representation of the output XML files, which can be invoked sepa-
rately. The reason these methods are separate from the basic execution engine is
that they can be incorporated into a workflow specification at users will. SciDC
has three graph mode alternatives commonly used in statistical: chart, pie and
bar graphs. Figure 10 shows the interface for selecting the chart type and fig-
ure 11 shows a chart for the test case results.

Fig. 8. Available Grid Platforms
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Fig. 9. Experiment Execution Options

Fig. 10. Experiments Result Graphication Options

Fig. 11. Experiments Result Graph
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3 Current Results and Products

This methodology has been implemented and tested with good preliminary re-
sults. The following new elements are currently available:

1. ESL Specifications Language for the set of experiments
2. XML Specification for a computational experiment
3. A general procedure to generate computational experiments (with XML spec-

ification) from an ESL specification, computational experiment executions
and output aggregation

4. An algorithm to execute the experimentation for output sinchronization,
gathering in a single file, basic managemente of fault tolerance and execution
platform independence.

We have a prototype of the integration of SciDC with a workflow specification
tool, called JobDAG [15], which is part of an ongoing project oriented to spec-
ification of large composite oil-related applications for execution on distributed
platforms such as grids.

4 Conclusions

This work is aimed at allowing researchers from science and engineering ar-
eas to make computer simulations in such a way that they can combine both
workflow and parameter sweeping job specifications. In particular, this article
presents the parameter sweeping component, designed specifically to achive the
abovementioned goal. A methodology and a tool, called SciDC, are presented,
for supporting the whole lifecycle of a typical computational model utilization
throughout all their stages. These methodology and tool can be used separately
or within a workflow specification framework. This novel approach is proposed
as a contribution to the development of the computational science as an scien-
tific area that may be used jointly with theoretical and experimental approaches
for the generation of new knowledge. We are working on testing the integrated
(workflow and parameter sweeping) methodology.
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Abstract. A new color image segmentation method is proposed in this paper. 
The proposed method is based on the human perception that in general human 
has attention on 3 or 4 major color objects in the image at first. Therefore, to 
determine the objects, three intensity distributions are constructed by sampling 
them randomly and sufficiently from three R, G, and B channel images. And 
three means are computed from three intensity distributions. Next, these steps 
are repeated many times to obtain three mean distribution sets. Each of these 
distributions comes to show normal shape based on the central limit theorem. 
To segment objects, each of the normal distribution is divided into 4 sections 
according to the standard deviation (section1 below -σ , section 2 between -σ  
and μ , section 3 between μ andσ , and section 4 overσ ). Then sections with 
similar representative values are merged based on the threshold. This threshold 
is not chosen as constant but varies based on the difference of representative 
values of each section to reflect various characteristics for various images. 
Above merging process is iterated to reduce fine textures such as speckles re-
mained even after the merging. Finally, segmented results of each channel im-
ages are combined to obtain a final segmentation result. The performance of the 
proposed method is evaluated through experiments over some images. 

Keywords: Segmentation, Normal Distribution, Central Limit Theorem, Stan-
dard Deviation, Threshold, Dividing, Merging. 

1   Introduction 

Segmentation of a color image is a basic technology in computer vision and is easily 
applied to the areas of image retrieval, character recognition, visual medical analysis 
and military equipment development. The segmentation of a color image employed in 
theses areas segments the color image on a basis of features embedded in the image 
itself. 

Features representing image contents include color, texture and shape or objects in 
the image. Among these features, color is most frequently exploited because it can 
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intuitively represent an image for the purpose of segmentation. The easiest method 
representing color information is to extract a color histogram in an entire image. 
However, this method has some drawbacks in segmentation because of information 
loss on the location of object within the image [1, 2, 3].  

To circumvent this problem, several methods have been proposed where similar 
colors in the image are gradually merged or expanded based on a particular criterion 
and then segmented into the section or object [4, 5, 6, 7]. To merge a section, mathe-
matical morphology such as dilation and erosion is frequently employed. Dilation 
expands a section while erosion contracts a section by the work of structuring element 
[8]. However, segmentation using morphology has a difficulty in the choice of struc-
turing element type to use. Also there has been another segmentation method where 
texture information is used. Texture refers to the characteristics such as smoothness, 
roughness and regularity [9]. A natural color image has characteristics of irregular 
distribution and variation of pixel. Based on these irregular and variation characteris-
tics, a study on segmenting into identical sections from the perspective of human 
recognition has been performed [10, 11, 12, 13]. 

Some existing segmentation methods have used thresholds [14, 15]. Such thresh-
olds may include subjective factors. If thresholds are set on a test mode, they can be 
successfully applied in segmenting less dynamic color images while they might cause 
erroneous segmenting in dynamic color images. For this reason, it is not desirable to 
apply an identical threshold for different color images. Therefore, to resolve this prob-
lem, it is necessary to explore a method to adequately and automatically determine a 
threshold according to the image characteristics. 

This paper suggests new segmentation algorithm for a color image on the presump-
tion that if sufficient size of sampling is taken from a population of pixels composing 
a color image and the number of sampling times are sufficient, the distribution of 
sample means should approximate a normal distribution on a basis of the central limit 
theorem. The proposed algorithm does not apply a constant threshold, but adjust 
automatically a threshold to individual characteristics of color image so that a defect 
caused by applying a constant threshold can be addressed. 

2   Segmentation of Color Image 

If pixel intensities or colors in an image approximate a normal distribution, the image 
can be roughly represented by distinct sections in the distribution. If a certain section 
differs from the other section in the image, the distributions of the both sections shall 
show some degree of differences in terms of statistical parameters. Therefore, the 
image can be approximately segmented into objects by dividing the distribution into 
sections with a certain interval based on mean and deviation of the distribution. Then, 
segmented objects can be also further refined by merging these sections if their repre-
sentative colors or intensities are similar. These characteristics of a normal distribu-
tion are very advantageous to segment easily objects in the image. In this paper, we 
obtained a normal distribution based on the central limit theorem by sampling pixels 
randomly from in the image. 
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2.1   Preparation for the Procedure  

Noises existing in a color image act as a disturbing factor due to the causing excessive 
segmentation and an increase in calculation time even though it is not a major com-
ponent in representing color image. Hence such noises were eliminated in this ex-
periment by applying a median filter of 33× size to the image.    

2.2   Normal Distribution by Sampling Pixels Randomly 

An intensity distribution in an image is so various that in general it does not show the 
shape of a normal distribution. However, it is known that if a sampling from a certain 
population is large enough and this process is iterated many times, the distribution of 
sample means approximates a normal distribution. This is what is called the central 
limit theorem [16]. In this paper, we use this theorem to obtain a normal distribution 
in the image for segmentation purposes. Here, a population corresponds to entire 
pixels in the image. 

Let’s suppose that ),( yxfC
, 1,...,1,0 −= wx , 1,...,1,0 −= hy  represents a color im-

age of RGB and BGRiyxf i

G
,,),,( =  represent three gray channel images for ),( yxfC

.  

Here w  and h  represent the width and the height of a color image, respectively. If a 
color image is given, a normal distribution is obtained by the following steps. 

 
STEP 1: Divide an original color image ),( yxfC

 into three gray channel images 

BGRiyxf i

G
,,),,( =  

STEP 2: Take randomly samples of sufficient sizes from one channel image and 
compute the mean of the samples. 
STEP 3: Do the STEP 2 for other two channel images to obtain three means. 
STEP 4: Repeat the STEP 2-3 many times and obtain three normal distribution sets 
for the sample means. 
 
In the experiments, we repeated the STEP 2-3 more than 30 times. 

2.3   Segmentation of Section by Deviation  

Generally a man cannot recognize lots of colors at a time [17], but tends to recognize 
an image by simplifying many colors of the image into 3-4 major colors [18]. To 
recognize 3-4 major colors as representing ones of an image, we have to find suffi-
cient frequency for these major colors. Once sample means extracted from an image 
are shown to be a normal distribution, the major colors or intensities will be values 
located within a certain distance from the vicinity of the center of sample means. In 
this paper, term “center” is used to denote the mean of a normal distribution. 

Therefore, in this research, a mean distribution is divided into 4 segments on a ba-
sis of deviation and each segment is marked as a section. For more details, a color 
image is segmented by the following three steps.  
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STEP 1: Divide a mean distribution into 4 sections based on the standard deviation. 
The normal distribution obtained in paragraph 2.2 for each channel of R, G, B is di-
vided into 4 sections on a basis of mean value v , center μ , and standard deviation σ  

according to the following equation (1).  
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Fig. 1 shows 4 sections on a basis of standard deviation of a normal distribution for 
one gray channel image. Representative values should be determined to mark each 
section. In this experiment, the value of the most frequent mean in each section is 
designated as the representative value of the section. 

From the normal distribution, there are lots of mean (intensities) within the sec-
tions of 68% in the original image so that fine textures can be found. However, in this 
research, these textures will come to smear into the representative values by taking 
one representative value from each section and be further refined by the next two 
steps. 

 

Fig. 1. Four sections of a normal distribution comprising sample means in one gray channel 
image (The sections are divided based on the center and standard deviation) 

STEP 2: Merge the segmented color image. 
Among the 4 sections segmented in STEP 1, sections where difference of their repre-
sentative values are less than a certain threshold are merged and the most frequent 
mean of the merged section is chosen as a new representative value for that section. In 
this paper, this is the completion of the 1st segmentation. At this point, it is not desir-
able to use a constant threshold because an image is different in characteristics from 
the other images. If a threshold is determined too low, excessive segmentations 
should result, whereas if it is determined high, most of sections shall be merged lead-
ing to the lost of outlines of the original image. 

Therefore in this paper, the threshold α  is determined variably according to the 
mean distribution of an image. The threshold α  is chosen as a maximum from four 
difference values, 4,3,2,1, =− kforvv sp

k

mp

k
. Here mp

k
v and sp

k
v denote the most fre-

quent mean value and second most frequent mean value in the kst segment, respec-
tively. Determining a threshold in this way, we can decide reliably whether sections 
should be merged or not regardless of image dynamics. Then, 4 sections are merged 
based on the following equation (2). 
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STEP 3: Iterate the segmentation procedure 
If the difference in the average and the standard deviation for entire pixels between 
the original and the segmented image is larger than a certain value, segmentation is 
iterated. For the best case, the difference will approximate “0” as segmentation was 
iterated n times. For a barn image of Fig. 2, see the difference in the red and blue 
channels in Fig. 3. However, in general, because the algorithm uses random samples 
and performs expansion and merger procedure repeatedly, thus changes estimation 
parameters each time, difference in the average and the standard deviation shows 
declining trends in a vibrating and approximating a certain value (see the difference in 
green channel of Fig. 3). Therefore iterating n times entails unnecessary costs of cal-
culation time. To prevent this, if the difference approximates a certain value, segmen-
tation is terminated in this experiment. This iteration makes it possible to further re-
fine sections in the image. 

 

Fig. 2. Image of a barn on the farm 

 

Fig. 3. Difference })()({ 11 σσ −− −−− nnnn mm  in the average and the standard devia-
tion according to the iteration for a barn image 

STEP 4: Combine three segmented channel images to obtain a final result. 
Finally the final segmented color image is obtained by combining each of the seg-
mented gray channel images. The final color image can have maximum 64 colors 
(=4×4×4) since there can be maximum 4 sections in each channel when there was no 
merging operation in all three channels.  
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Above procedures are summarized in Fig. 4. 

 

Fig. 4.  Detailed image segmentation procedure 

3   Result of the Experiment 

To evaluate the proposed algorithm, several experiments were performed in a 
Pentium PC. The computer program were implemented using the Matlab Toolbox. A 
color image used in the experiment was a barn on the farm of 192 x 128 size (Fig. 2). 

First we examined segmentation for each of R, G, and B gray channel images. Im-
ages at the top low (a, b, and c) of Fig. 5 show red, green, and blue channel images 
after application of the median filter on the barn image. Images at the middle low (d, 
e, and f) show the 1st segmentation results of the R, G and B channel images. As you 
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can see, the results of segmentation seem partially unsatisfying because of some 
speckles (fine textures). Images at the bottom low (g, h, and i) are the final result 
images after iteration of segmentation. Unsatisfactory speckles in the 1st segmentation 
were completely eliminated.  

 

Fig. 5. Segmented results for a barn image at each step: (a) red channel image (b) green channel 
image (c) blue channel image (d) 1st segmentation of the red channel (e) 1st segmentation of 
the green channel (f) 1st segmentation of the blue channel (g) final segmentation of the red 
channel (h) final segmentation of the green channel (i) final segmentation of the blue channel  

For each section, we examined color segmentation results to differentiate one sec-
tion with other sections. Fig. 6 shows the 1st segmentation result depicted in 4 prob-
ability sections obtained from the equation (1). First section (Fig. 6 (a)) is mainly 
composed of low intensity pixels 0 (black color) or pixels quite deviating from the 
center of a sample mean distribution. Second and third sections (Fig. 6 (b) and (c)) are 
composed of pixels located within the standard deviation )1( σ± from the center μ  

and, as previously mentioned, fine texture is represented by various colors including 
yellow, green, etc. Fourth section (Fig. 6 (d)) is composed of pixels with intensity 
near 255 (white) which are quite deviated from the center.  
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(a)                           (b)                          (c)                   (d) 

Fig. 6. 1st segmented images based on the pixels of individual section: (a) image constructed 
with pixels from section 1 (black) and other sections (red) (b) image constructed with pixels 
from section 2 (various colors) and other sections (black) (c) image constructed with pixels 
from section 3 (various colors) and other sections (black) (d) image constructed with pixels 
from section 4 (white) and other sections (black and various colors) 

   
(a)       (b)         (c) 

Fig. 7. Final segmented images based on the individual section pixels: (a) image constructed 
with pixels from section 1 and other sections (b) image constructed with pixels from section 2 
and other sections (c) image constructed with pixels from section 3 and other sections 

Fig. 7 shows that the 4 sections have been merged into 3 sections by iteration based 
on equation (2). The section with fine textures shown in Fig. 6 (b) and (c) was substi-
tuted by major pixels representing each section to give simple texture. 

We examined final color segmentation results by combining each channel result. 
Fig. 8(a) is the 1st segmented image. There are small speckles on the image. However, 
these speckles were merged into major sections as shown in Fig. 8(b). This was ex-
pected because the proposed method has characteristics to simplify fine textures. The 
figure shows the regions of barn, field and sky were nicely segmented. Fig. 8(c) 
shows an edge image of Fig. 8(b), and Fig. 8(d) is the result of imposing Fig. 8(c) on 
the original image.  

The segmentation method in this paper, a variable threshold α  was used to capture 
image dynamics. Here, we examined how the result could be changed if the fixed 
threshold was used. Images at the top low (a, b, and c) of Fig. 9 show the 1st segmen-
tation results with fixed thresholds 0, 3, and 100 from left to right, respectively. As 
you can see we can find some speckles. Images at the bottom low (d, e, and f) show 
the final segmentation results associated with images at the top row. Unsatisfactory 
speckles in the 1st segmentation were not completely eliminated in (d) and (e) even 
though speckles tended to smear into the neighboring pixels and have similar colors to  
them as well. In Fig. 9(f), there seems to be no speckles. However, representative 
colors were totally changed into very light green. 
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               (a)                          (b)                           (c)                    (d) 

Fig. 8. Final segmentation result of the barn image: (a) 1st segmentation result (b) final seg-
mentation result (c) edge image of the final segmentation result (d) image with segmented 
edges imposed on the original image 

   
                  (a)                                     (b)                                      (c)  

 

   
                  (d)                                     (e)                                        (f)  

Fig. 9. Segmentation results with a fixed threshold: (a) 1st segmentation result with a threshold 
0 (b) 1st segmentation result with a threshold 3 (c) 1st segmentation result with a threshold 100 
(d) final segmentation result with a threshold 0 (e) final segmentation result with a threshold 3 
(f) final segmentation result with a threshold 100 

Next, we examined how normal distributions were changed according to the itera-
tions. Fig. 10 shows differences in p.d.f. between normal distributions before and after 
the 1st segmentation of the barn image. It can be found that the p.d.f. of the normal 
distribution constituted by sampling from a population quite differs from the p.d.f. of 
the normal distribution constituted by sampling after 1st segmentation. However, this 
difference was considerably reduced after iterations of segmentation continued as 
shown in Fig. 11. This reflects the fact that many sections were merged and insignifi-
cant section pixels below the level of the threshold came to smear into the neighbor-
ing significant section pixels. 

In the experiments, the number of sample pixels was initially 2000 and the result af-
ter changing it by a certain quantity revealed an insignificant effect on the segmentation. 
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                    (a)                                       (b)                                       (c)  

Fig. 10. Normal distribution p.d.f. before(black line) and after(blue dot line) the 1st segmenta-
tion of the barn image for (a) red channel (b) green channel, and  (c) blue channel 

     
(a)                                      (b)                                       (c)  

Fig. 11. Normal distribution p.d.f. before(black line) and after(blue dot line) the final segmenta-
tion of the barn image for (a) red channel (b) green channel (c) blue channel 

We compared the proposed method with a well-known watershed segmentation al-
gorithm. We implemented the watershed algorithm using functions of Matlab Tool-
box 5.3. Fig. 12 (a), (b), and (c) show the segmentation results according to the 
change of disk size of structuring element from 4, 5, and 6. As you can see, a barn 
was not segmented adequately using this algorithm. However, a barn was completely 
segmented by the proposed algorithm as shown figure 12 (d). 

    
               (a)                          (b)                           (c)                            (d) 

Fig. 12. Segmentation result of the barn image using Maker-Controlled Watershed Segmenta-
tion algorithm with (a) disk=4 (b) disk=5, and (c) disk=6. (d) Segmentation result using the 
proposed method 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Fig. 13. Final segmentation results for other images: (a) favorable results with clear objects (b) 
results with detail level (c) poor results with ambiguous objects (d) poor results even under 
relatively clear objects 

Finally, we applied the proposed method to other images to show the credibility. 
Fig. 13 shows segmentation results for images excerpted from sites on the internet. 
Original and segmented images were placed from left to right. In general, original 
images with clear objects (a) showed favorable segmentation results. Objects with 
some detail colors were segmented into detail level (Fig. 13(b)). However, original 
images with less clear objects (c) showed relatively poor results because there were 
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no identifiable distinction objects in those images. In Fig. 13(d) the proposed method 
also shows poor results even though objects can be clearly separated by human eyes. 

4   Conclusion 

New image segmentation method was proposed in this paper. It was basically from 
the theory that a man recognizes only 3-4 major colors in the image at first glance by 
ignoring insignificant ones. This method segmented color images on a basis of normal 
distribution obtained from randomly sampled image pixels. To do this, a color image 
was divided into three R, G, and B channel images and normal distribution from each 
of them was obtained through the central limit theorem. Then, the image was seg-
mented into 4 sections on a basis of the center μ  and the standard deviation )1( σ±  

from the distribution. In the process, a threshold was applied to decide the necessity 
of merger between sections. This threshold was not chosen by an user, but assigned 
adaptively according to the image characteristics. Sections, where differences be-
tween their representative values were below the threshold, were merged. Next, to 
reduce the speckles (fine texture components), which existed even after merging, 
above steps were iterated. This iteration prevented over-segmentation by removing 
pixels of various intensity located within )1( σ± standard deviation from the center. 

The experimental results showed that the proposed method was promising.  
However, there are some aspects to consider for further improvement. The pro-

posed method can well apply to the image where pixels in the object have similar 
features. However, if the objects have features similar to neighboring objects, two 
objects can be merged. Also, even though similar sections were merged by iteration, 
results for some images showed over-segmentation. We are investigating the way of 
simplification for the features of objects for further research.  
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Abstract. Past few years, a lot of research on moment functions have
been explored in pattern recognition. Several new techniques have been
investigated to improve conventional regular moment by proposing the
scaling factor of geometrical function. In this paper, integrated scaling
formulations of Aspect Invariant Moment and Higher Order Scaling In-
variant with United Moment Invariant are presented in Writer Identifi-
cation to seek the invarianceness of authorship or individuality of hand-
writing perseverance. Mathematical proving and results of computer sim-
ulations are included to verify the validity of the proposed technique in
identifying eccentricity of the author in Writer Identification.

Keywords: Handwriting Individuality, Geometric Function, Alternative
Scale United Moment Invariant.

1 Introduction

The mathematical concept of moments has been around since 1960s. It has been
used in many diverse fields ranging from mechanics and statistics to pattern
recognition and image understanding [1]. The main advantage with geometric
moments is that image coordinate transformations can be easily expressed and
analyzed in terms of the corresponding transformations in the moment space [2].
The use of moments in image analysis and pattern recognition was inspired by
Hu [3] and Alt [4]. Hu [3] first presented a set of seven-tuplet moments that in-
variant to position, size, and orientation of the image shape. However, there are
many research works have been done to prove that there were some drawback
in the original work Hu [3] in terms of invariant such as Reiss [5], Belkasim [6],
Feng [7], Sivaramakrishna [8], Palaniappan [9] and Shamsuddin e.tal[10].

The work presented by Hu [3] has been slightly modified by Reiss [5]. Reiss
[5] revised the fundamental theorem of moment invariants and produce four ab-
solute moment invariant under general linear transformation and invariant to

O. Gervasi and M. Gavrilova (Eds.): ICCSA 2007, LNCS 4705, Part I, pp. 385–396, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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changes in illumination. Further studies in moment invariants were made in or-
der to reach higher reliability. Ding [11] has proved that Hus moments loose
scale invariance in discrete condition. Regardless of its scaling invarianceness,
Hongtao [12] proposed new moment invariants in discrete condition. Meanwhile,
Chen [13] improved moments invariants based on boundary but the derivations
are different from Hus. Sivaramakrishna [8] explored the limits applicability of
Hus characterization under quantitative skew transformation. Yinan [14] men-
tioned that all of the above mentioned features are not valuable based on both
regions and boundaries simultaneously or the equations are not coincident with
Hus moments. Therefore, he derived United Moment Invariants (UMI) based on
basic scaling transformation by Hu [3] that can be applied in all conditions with
promising and a good set of discriminate shapes features. Hus seven tuplet are
invariants under change of size, translation, and orientation for equal scale of
image. In the case of unequal scaling of image, Hus invariants would generate
different moment values for the same images of different orientations or scale
[7], [9], [10], [15]. Nevertheless, moment functions are still actively being used in
pattern recognition applications.

Writer Identification (WI) can be included as a particular kind of dynamic
biometric in pattern recognition for forensic application. The shapes and writ-
ing styles can be used as biometric features for authenticating an identity [16],
[17], [18], [19]. It ignited the researchers to explore this field in order to find the
best solution to identify the writer of handwriting. The previous work on scaling
factor by Feng [7] and Shamsuddin [10] were tested on digit character to vali-
date the invarianceness of their proposed formulation. These two scaling factor
were never been tested on word shape image and to be more precise is in Writer
Identification (WI) domain. In this paper, an integrated scaling transformation
of Aspect Invariant Moment (AMI) [7] and Higher Order Invariant (HOI) [10]
with UMI [14] are explored to search for handwriting individuality in WI.

2 Writer Identification

WI distinguishes writers based on the shape or individuality style of writing while
ignoring the meaning of the word or character written. Handwriting varied due
to the several writing styles. The shape and style of writing are different from one
person to another. Even for one person, they are different in times. Manual WI
needs an expert of handwriting analysis or graphologist to figure out the unique-
ness and individuality of handwriting called features. Identification process is
difficult due to the difficulty of handwriting features; they are different accord-
ing to the varieties of handwriting styles. Features from the question document
will be compared to features from a list of handwritten documents. Grapholo-
gist will observe and evaluate features from these two documents. When these
tasks are adapted into computerized system, it involved the pattern recognition
process such as feature extraction and classification. Many previous works on
WI problem have been experimented to be solved based on the image processing
and pattern recognition technique [20], [21], [22], [23], [24].
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2.1 Individuality of Handwriting

Handwriting is individual to personal. Handwriting has long been considered in-
dividualistic and writer individuality rests on the hypothesis that each individual
has consistent handwriting [16], [19], [23], [25], [26]. The relation of character,
shape and style of writing are different from one to another. The challenge in WI
is how to acquire the features that represent the authorship for various styles of
handwriting [18], [20], [22], [26], [27], [28]; either for one writer or many writers.
These features are required to classify in order to identify which group or classes
that they are closed to. However, everyone has their own style of writing and
it is individualistic. It must be unique feature that can be generalized as indi-
vidual features or writing styles through the handwriting shape. Furthermore,
it can be recognized as individuals features and directly identified the handwrit-
ten authorship. Figure 1 shows that each person has its individuality styles of
writing. The shape is slightly different for the same writer and quite difference
for different writers.

We refer to figure 1 below:

Fig. 1. Same word for different writer

3 United Moment Invariant

Searching for images using shape features has attracted much attention by many
researchers. Shape is an important visual feature and it is one of the basic fea-
tures used to describe image content [29]. However, to extract the features that
represent and describe the shape precisely is a difficult task. A good shape de-
scriptor should be able to find perceptually similar shape where it is usually
means rotated, translated, scaled and affined transformed shapes. Furthermore,
it can tolerate with human beings in comparing the image shapes. Yinan [14]
proposed UMI where the rotation, translation and scaling can be discretely kept
invariant to region, closed and unclosed boundary. The UMI are good set of
discriminate shape features and valid in discrete condition. UMI is related to
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geometrical representation of GMI by [3], which consider normalized central
moments as shown below:

ηpq =
μpq

μ
p+q+2

2
00

(1)

and Equation (2) as normalized central moments in discrete form :

μ
′

pq = ρp+qμpq, η
′

pq = ρp+qηpq = fracρp+qμpqμ
p+q+2

2
00 (2)

and improved moment invariant by [13] as given in Equation (3):

η
′
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μpq

μp+q+1
00

. (3)

Equation (2) can be derived from mpq =
∫∞
−∞

∫∞
−∞ xpyqf(x, y)dxdy. For unequal

scaling, every coefficient of f(x, y) will be an algebraic invariant by the definition
of invariants:

x
′
= αx, y

′
= βy

dx
′
= αdx, dy

′
= βdy.

Thus,
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′
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′
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′
= α β dx dy. (4)

The moments of the scaled image can now be expressed in terms of the moments
of the original image as:The moments of the scaled image can now be expressed
in terms of the moments of the original image as:
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Thus
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(αx)p(βy)q(αβdxdy). (5)

Simplify Equation (5) gives,

m
′

pq = αp+1βq+1
∫ ∫

xpyqdxdy,

m
′

pq = αp+1βq+1mpq. (6)

Each of Equation (1), Equation (2) and Equation (3) has the factor μpq. By
ignoring the influence of μ00 and ρ, UMI [14] is given as
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θ5 =
φ1φ6

φ2φ3
θ6 =

(φ1 +
√

φ2)φ3

φ6
θ7 =

φ1φ5

φ3φ6
θ8 =

(φ3 + φ4)√
φ5

, (7)

where φi are Hus moment invariants, and each component of φi consists of μpq .
By integrating different scaling formulations of AIM [7] and HOI [10] into Yinans
eight formulations, we get our proposed scheme as An Embedded Alternative
Scale into United Moment Invariant.

4 Geometric Scaling Invariants

Hu [3] presented moment invariants in 2-D pattern recognition from the first
three central moments, specifically tested on automatic character recognition. He
claimed that his generated moment sets are invariant to position, size, and orien-
tation of the image shape by derived a scale factor of Equation (1). However, his
approach could not cater for images of unconstrained scaling [5],[6],[7],[8],[9],[10],
[15],[30]. Feng [7] details the problem of moment invariant by Hu [3] as

⊙
The complete orientation independence property makes it difficult to distin-
guish digits such as 6 and 9.⊙
Scaling factor by Hu [3] decreases dramatically as the order increases. This
renders high order moments trivial (insignificant) when applied to an MLP
classifier. It gives smaller values as the order of p and q increases.⊙
In the case of unconstrained handwritten digits, various aspect ratios are
encountered in different scaling along x and y directions. Hus moment in-
variants would generate different moments values for the differ-ent scale of
two digit images because it meant for images of uniform scaling.

4.1 Aspect Invariant Moment (AIM) Scaling

According to Feng [7], GMI proposed by Hu [3] have several drawbacks. Direct
application of these moment invariants to the problem of Multi Layer Percep-
tron (MLP) based handwritten numeral recognition. Therefore, Feng [7] pro-
posed AIM for images of unequal scale by forming moment invariants which are
independent of the different scaling in the x and y directions as below:

ηpq =
μ00

p+q+2
2

μ
p+1
2

20 μ
q+1
2

02

μpq. (8)

The numerator and denominator of the scale factor are of the same order.
Therefore, the magnitude of the aspect invariant moments will not change dra-
matically with moment order. This allows the effective use of high order moments
to increase the discrimination ability of the system.
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4.2 Higher Order Scaling Invariant (HOSI)

Shamsuddin [10] presented an alternative formulation of invariant moments using
higher order centralized scaled-invariants for unequal scaling in x and y directions
for handwritten digits. Moment invariant for unequal scaling is given as:

m
′

pq = αp+1βq+1mpq. (9)

Using higher order centralized invariants of the scale normalization yields:

μ
′

02 = αβ3μ02; μ
′

20 = α3βμ20; μ
′

04 = αβ5μ04; μ
′

40 = α5βμ40. (10)

And the proposed improve scale-invariants is given as:

ηpq =
μ20

p+1
2 μ02

q+1
2

μ
p+1
2

40 μ
q+1
2

04

μpq. (11)

4.3 An Integrated Scaling Factor of ASI and HOSI for UMI

UMI can be related to GMI by Hu[3] which consider Equation (2) in discrete
form which is the normalized central moments and improved moment invariant
by Chen [13] in Equation (3).

We consider only θ1 =
√

φ2

φ1
. From Hu, φ2 = (η20 − η02)2 + 4η2

11, substitute

normalized central moments (Equation (2)) in φ2 = (η20 − η02)2 + 4η2
11, we get:

φ2 =
(

μ20 − μ02

μ2
00

)2

+
4μ2

11

μ4
00

. (12)

Substitute Equation (12) into Equation (2) yields,

√
φ2 =

√
(μ20 − μ02)2 + 4μ2

11

μ2
00

, (13)

and

φ1 = η20 + η02 =
μ20 + μ02

μ2
00

. (14)

Thus

√
φ2

φ1
=

√
(μ20 − μ02)2 + 4μ2

11

μ20 + μ02
= θ1. (15)

The same process is evaluated for different scaling factor, i.e., in this study
AIM and HOSI, as such the invarianceness is preserved, i.e., θ1 = θ

′

1 = θ
′′

1 .
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Table 1. United Moment Invariant for word ’the’

Table 2. MAE comparison of ’the’

5 Simulation Result

The integrated scaling factor of AIM and HOSI into UMI are tested on un-
constrained handwritten words. The invarianceness of the proposed method is
compared with the original GMI, AIM, UMI and HOSI using WI data. The
issue in WI domain is to find the individuality of handwriting for each writer
based on the nearest unknown handwriting in the database. To achieve this, we
implement intra-class testing to find the nearest words within the same class or
the same writer with the lowest Mean Absolute Error (MAE) value to obtain
authorship invarianceness. The MAE function is given by

MAE =
1
n

n∑

i=1

|(xi − ri)|. (16)

Table 1 shows the results of feature invariants for word the using UMI. The
invarianceness of each word can be interpreted from the MAE values using the
first image as reference image; small errors indicate that the image is closed to
the original image.

Table 2 shows the MAE values for each moment technique. The experiments are
further tested on different words, and the results are shown in Table 3 and Table 5.
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Table 3. MAE comparison of ’to

Table 4. MAE comparison of ’been’

Table 5. MAE comparison of ’was’

Table 6. Invarianceness of Authorship using word ’the’

The values of MAE from Table 2 to Table 5 show that UMI gives the lowest
mean value compared to other moment techniques, and this include the proposed
techniques that are incomparable with the original UMI. However the proposed
techniques are able to validate the individuality concept in WI by looking at
the stability of the invariants in terms of its intra-class and inter-class. The
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Table 7. Invarianceness of Authorship using word ’and’

Table 8. Invarianceness of Authorship using word ’to’

Table 9. Invarianceness of Authorship using word ’that’

difference of shape and style of writing of the same writer or intra-class are
smaller compared to different writer or inter-class (see Table 6 to Table 9). The
feature invarianceness of the same writer is smaller compared to different writer.
From the tables, it shows that the proposed technique is able to identify writer
authorship, thus the approach can be applied in WI domain to further validate
the individuality of handwriting concept.
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Individuality of handwriting concept has been proven in many researchers
such as Srihari [23], Bin [25], and Liu [31]. However, our objective is to make
contributions towards this scientific validation using our proposed techniques for
individuality of handwriting concept in WI. In addition, UMI technique has never
been tested in WI domain for feature extraction or authorship invarianceness.
Therefore, the proposed techniques and UMI are worth for further exploration
in WI.

6 Conclusion

This study proposed techniques of integrated scaling factor of Aspect Invariant
Moment and Higher Order Scaling Invariant into United Moment Invariant for
unconstrained word images. Computer simulations for unconstrained words have
been implemented to verify the proposed techniques in identifying writers au-
thorship. Despite of higher MAE values compared to UMI, the invarianceness of
the proposed techniques are still preserved, thus conform to theoretical concept
of moment invariants. Its authorship invarianceness are also proven, thus it is
worth for further investigations for problem solving in WI and Moment Function
domain.
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Abstract. In this paper we present a user independent real-time capable 
automatic method for recognition of facial expressions related to basic emotions 
from stereo image sequences. The method automatically detects faces in 
unconstraint pose based on depth and color information. In order to overcome 
difficulties caused by increasing change in pose, lighting transitions, or 
complicated background, we introduce a face normalization algorithm based on 
an Iterative Closest Point algorithm. In normalized face images we defined a set 
of physiologically motivated face regions related to a subset of facial muscles 
which are apt to automatically detect the six well-known basis emotions. Visual 
facial expression analysis takes place by an optical flow based feature 
extraction and a nearest neighbor classification, which uses a distance measure, 
i.e. the current flow vector pattern is matched against empirically determined 
ground truth data. 

Keywords: Facial Expression Recognition, Pattern Recognition, Application. 

1   Introduction 

In recent years there has been a growing interest in improving all aspects of human 
computer interaction (HCI). This arising field has been a research interest for 
scientists from a wide spectrum of disciplines, i.e., computer vision, engineering, 
psychology, and neuroscience. It is claimed that to truly achieve effective human 
machine interfaces, a natural way of interaction is necessary. One core task in HCI is 
the intention recognition. This requires effective visual emotion recognition firstly, 
which is addressed in this paper. Further, the possibility to automatically detect and 
classify emotional facial signals opens a field of applications from behavioral science 
and medicine to robotics, multimedia and companion systems. In these applications, 
of course the user should not be constraint by the system in order to work, for instance 
in terms of a strict body and head posture during interaction. This has resulted in a 
need for better face detection, facial feature extraction and classification of 
expressions. Even though big advantages have been made in recent years these 
requirements are still challenges to conventional methods under real world conditions 
in real-time. First an automatic detection of faces and facial features must provide 
reliability across changes in pose, illumination and expressions (PIE). Further robust 
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classification must be assured. Considering the multitude of face appearances, facial 
expression analysis that is purely based on static images usually requires some prior 
knowledge about the face observed and can be difficult even for humans. 

2   Related Work 

Study of faces has been of interest to humans ever since. We have the natural ability 
to recognize emotions, which are most expressively displayed by facial expressions. 
Since the 1970s psychologist Paul Ekman and his fellows have performed extensive 
studies of human facial expressions, where they found strong evidence of universality 
of facial expressions and introduced the Facial Expression Coding System (FACS) in 
order to describe all possible expressions in static images [10]. Inspired by the work 
of Ekman, many approaches have been developed to automatically analyze facial 
expressions based on evaluation of still images and video sequences. In depth review 
of much of the research done in automatic facial expression analysis can be found in 
recent surveys [2, 3, 16].  

Temporal information in image sequences contains much more information in 
order to classify facial expressions. This is because static images do not clearly reveal 
subtle changes in faces. Commonly, facial expressions are categorized from video by 
tracking facial features and measuring the amount of facial movement. One of the 
first works to automatically quantify facial expression from image motion has been 
presented by Black and Yacoob [7] who used parameterized models of image motion 
to recover non-rigid motion. Applying a rule-based classifier, six basic facial 
expressions were recognized from the model parameters. Essa [4] proposed the 
FACS+ system, which is used to probabilistically describe facial motion and muscle 
actuation. This method uses geometric and motion-based dynamic models that are fed 
with optical flow data. In [5] the optical flow is computed for a set of regions on the 
face, and expression classification is done with a radial basis function network. 
Analysis based on probabilistic models such as Hidden Markov Models has been 
proposed in several works [6, 8]. The concept in [14] uses Gabor-Wavelets and 
detects subtle changes in facial expression by recognizing facial muscle action units 
(AUs) and analyzes their temporal behaviour. Bartlett et al. [17] use Support vector 
Machines and AdaBoost classifiers in order to determine action units. Basically, the 
common scheme of all methods is that they first extract a number of features from the 
images and then feed these features into a classification system. The outcome is one 
of a predefined emotion category. Here, most of the methods attempt to directly map 
facial expression into one of the six basic emotion classes introduced by Ekman. The 
main difference between the facial expression analysis methods is the selection of 
features and the classifier used to distinguish between emotions. State-of-the-art 
methods work well in frontal face analysis but often have difficulties with increasing 
change in PIE, or complicated background. Challenges arise from the fact that the 
users observed should not be constrained in the interaction.  

In this paper, we present a user independent real-time capable automatic approach 
for recognition of basic emotion expressions from stereo image sequences. The 
approach automatically detects faces in unconstraint pose based on depth and color 
information. In order to overcome difficulties caused by PIE we introduce a face 
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normalization algorithm and based on that a set of physiologically motivated face 
regions related to a subset of facial muscles which are appropriate to automatically 
detect the six well-known basic emotions (happiness, sadness, anger, fear, surprise 
and disgust). The visual emotion analysis takes place by using our optical flow-based 
nearest neighbor classification, which uses a distance measure between empirically 
determined ground truth and the current measurement. In this way we fulfill the 
above-mentioned demands on HCI systems. This concept reflects the common 
scheme of facial expression analysis methods, yet, the combination of stereo and 
color information in the image sequence represents a new and powerful method. 

3   Suggested Method 

The presented method for emotion classification is based on motion analysis in 
sequences of normalized face images. This approach has several advantages. First the 
stereo vision based normalization of the face solves the pose problem, which causes a 
potential problem for many algorithms. In a normalized face neither head rotation nor 
changing size due to back and forth movement interfere with the image analysis. 
Further, the incorporation of spatio-temporal information enables a classification of 
facial expressions without prior knowledge about the face’s texture and shape. Hence, 
the facial motion analysis has the benefit of universality across different people with a 
multitude of face appearances, which usually constrain approaches that do not 
consider the temporal context. However, in order to capture subtle facial movements, 
in our approach we need to have at least 25 color images per second plus the 
additional stereo data. With the upcoming generation of affordable real time range 
sensors this challenge becomes feasible. 

In the first step of our approach we automatically create a person specific surface 
model (Fig. 1). This model is required to estimate the face pose and subsequently 
create a normalized image of the face. Feature extraction and analysis is based on 
texture analysis of the normalized face image, therefore it is not directly performed in 
the 3D domain. The normalized image presents the basis for optical flow based 
feature extraction. Here we analyze physiologically motivated regions, which are 
automatically determined from 2D and 3D information. Finally, we use a nearest 
neighbor classification, which is based on a distance measure, i.e. the current flow 
vector pattern is matched against ground truth data. 

3.1 Surface Model
Generation

3.2 Model Matching /
Face Pose Estimation

3.3 3D-Based Face
Normalization

3.4 Feature
Extraction

3.5  Facial Expression
Classification

3D Face 
Reconstruction

Flow Regions

Motion Detection

3D Face Localization

ICP Matching 

Model Rasterization

Frontal Face Synthesis

Motion Patterns

Fitness Function

 

Fig. 1. The suggested motion-based method for facial expression recognition  
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In our implementation we capture depth information of the scene as well as color 
images from a stereo camera pair. In particular we consider the set of points W as the 
3D scene representation (Eq. 1). We use standard stereo photogrammetric means in 
order to perform transformations between the image space and 3D space of the scene. 

1 nW (p ,...,p ), p 3D= ∈  . (1) 

3.1   Surface Model Generation 

In the presented concept we use a polygonal mesh surface model for determining the 
current face pose and creating the face normalization. The surface mesh is created for 
the observed person in a single initial step. There are several possibilities for creating 
a surface description, i.e. accurate striped lighting methods or morphable models for 
the synthesis of the face [1]. These approaches have the burden of disturbing light 
projection or high amount of manual interaction.  

Opposed to previous work [12] the presented concept requires a rough description of 
the face shape only and can therefore be gained from a frontal capturing with the mouth 
closed using the passive range sensor. We apply a face localization technique that uses 
color information and a 3D clustering algorithm with a subsequent mesh reconstruction 
[12]. This structure is referred to as personalized surface model M (Eq. 2).   

1 1 n n i iM (a ,b ,...,a , b ), a 3D, b V= ∈ ∈ . (2) 

The polygon mesh is defined by a set of vertices aj that are connected in a polygonal 
mesh structure. Mesh adjacency is used to determine normal vectors bj for all vertices. 
The normals are required to estimate the face pose.  
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Fig. 2. Example, a) Frontal Image, b) Skeleton detection, c) Surface Model M 

In our experiments the mesh model has an average resolution of about n=1000 
triangles. Further we assign a skeleton to the model, which is attached at four 
significant points that are well detectable in the initial frontal image, i.e. left and right 
pupil plus left and right corner of the mouth. We determine these points from color 
and belonging 3D information on the basis of so-called horizontal and vertical 
projections (HP and VP) [13]. This search starts at the nose, which is gathered from 
3D-data, the mouth and eyes are localized by performing HP and VP in feature 
optimized, synthetic color spaces as well as in the gradient image. The skeleton points 
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are assigned to the surface model M and are used as a basis to evaluate facial motion 
(Fig. 2, section 3.4). 

3.2   Model Matching and Face Pose Estimation 

The majority of work on face pose estimation is based on the determination of rigid 
body motion in six degrees of freedom. These are translation and rotation. 
Analogously, we infer face pose from geometric alignment of the person specific 
surface model M (Eq. 2) and point set W (Eq. 1) from stereo measurement. We use a 
variant of the Iterative Closest Point (ICP) algorithm including a normal constraint, 
which is described in [11, 12]. In the ICP algorithm correspondence between the 
closest points of the two sets of 3D data structures, i.e. point-cloud and geometrical 
model is established while the distance error between them is minimized. In the ICP 
procedure we determine the pose vector, which contains the optimal translation and 
rotation alignment parameters for model M. After this alignment the orientation of the 
model corresponds to the position and orientation of the real face. 

3.3   3D-Based Face Normalization 

With the position and orientation of the face known, it is possible to synthesize a 
standardized, frontal view of the individual face. This rendering is based on 
rasterization in which the surface model is converted from a mesh representation to a 
pixel representation according to an image raster. There are various techniques known 
from computer graphics in order to rasterize 3D objects, i.e. raycasting techniques. 
We use hardware based OpenGL rasterization [15], which is a quick solution that can 
be realized with off-the-shelf graphics cards. In a pre-processing step mesh model M 
is sampled in frontal viewing direction (Fig. 3). Then the color is back-projected onto 
the surface from the stereo images and used to re-render the face in a frontal pose. 
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Fig. 3. 3D to 2D Processing, a) Rasterization, b) Normalized Face, c) Skeleton 

Additionally, self occlusion of the surface model is detected in a second rasterization 
step with emulated real camera parameters. Small occlusions do not disturb the 
subsequent motion detection. However, large occlusions must be removed with data 
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from additional cameras that can be integrated in our framework. With the normalized 
image of the face, illumination correction can also quickly be applied since the face is 
already segmented. Then the only variance in the image is due to changes of facial 
expression and no longer due to changing pose or illumination. Feature localization 
and tracking are greatly simplified due to the fact that the face has a standardized size 
and orientation. In particular, we project the skeleton associated to model M to the 
normalized face, which presents the basis for motion analysis (Fig. 3c). 

3.4   Feature Extraction - Facial Motion Detection Procedure 

Facial motion is caused by muscle contractions. There are a large number of facial 
muscles, which cause facial expression. Ekman [10] proposed the facial action coding 
system, which was developed to taxonomize every conceivable human facial 
expression. It is the most popular standard currently used to systematically categorize 
the physical expression of emotions. In frontal face images we found a set of n=12 
physiologically motivated regions, so-called Flow Regions (FR), related to a subset of 
twelve facial muscles to be appropriate to classify six basic emotions from optical 
flow analysis in the normalized face (Fig. 4a). These rectangular shaped regions are 
determined with help of the skeleton that is associated to the normalized face image 
(Fig. 4b). Due to the limitation of image resolution we use this simplification of the 
underlying muscles, which supplies us adequate results for emotion recognition. 
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Fig. 4. a) Facial muscles and their projection to facial regions b) Flow regions along the 
skeleton, c) Flow grid and optical flow accumulation example 

Muscle motion is determined for each region using a version of the well-
established two-frame differential method by Lukas-Kanade [9], which is commonly 
referred to as optical flow estimation. In this method one tries to calculate the motion 
between two image frames, which are taken at times t and t+δt at every pixel position. 
The method is called differential since it is based on local Taylor series 
approximations of the image signal. In particular partial derivatives with respect to 
spatial and temporal coordinates are used. In order to reduce the amount of highly 
similar information and decrease computational costs we compute the optical flow 
always at the corners of a grid with a raster width of wG=4 pixels (Fig. 4c). This leads 
to a set S of flow vectors for each region at any frame t (Eq. 3). 
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{ }j0 nS v (t),...,v (t) , v 2D= ∈ . (3) 

To achieve better homogeneity of the flow vectors and to remove outliers due to small 
jittering that may occur in the normalized face, we accumulate each vector v∈2D at 
time t from nacc previous frames leading to vector vacc∈2D (Eq. 4). The number of 
accumulations depends on the frame rate of the capturing system (we use nacc=5). 

( ) ( )
accn

acc acc
acc i 1

1
v t v t i 1 , v 2D, t n

n =
= − + ∈ >∑ , 

nacc - number of accumulations. 

(4) 

The set of all flow accumulation vectors of each region reflects the current image 
motion induced by the underlying facial muscles. To further reduce outliers we 
discretize the amount of nj flow vectors by creating an average motion vector 
vmean∈2D (Eq. 5) for each flow region. 

( ) ( )
jn

mean acc,i acc
j i 0

1
v t v t , v 2D, t n

n =
= ∈ >∑  . (5) 

3.5   Facial Expression Classification 

Facial expressions that are associated to emotional states are similar across different 
humans and also across different cultures. In the 1970s psychologist Ekman [10] 
found evidence to support universality in facial expressions, which are those 
representing happiness, sadness, anger, fear, surprise and disgust.  

In our method we use this fact and create a physiologically motivated ground truth 
of facial motion that is related to expressions of emotion. With the presented motion 
estimation approach we found significant similarities for same expressions but clear 
variations across different expressions. Thus, the similarity of current motion and the 
ground truth is used to draw conclusions about the facial expression. In particular we 
used a database of strict frontal face videos, which contain presentations of the six 
basis emotions shown by 20 different persons. Analogously to the facial motion 
estimation procedure we determined the skeleton and the average motion vector 
u ∈2D for each region and expression across different persons (analogously Eq. 5). 
This results in a characteristic pattern of motion vectors Uk for each emotion 
expression k (Eq. 6, Fig. 5). We will further refer to this as motion pattern. 

{ }k 1,k n,k j,kU u ,...,u , u 2D= ∈  . (6) 

We consider uj,k∈2D as ground truth motion vector for flow region j and motion 
pattern k and consider vj∈2D as the average motion vector of region j during 
measurement. Each motion pattern has a characteristic distribution of vectors across 
the set of flow regions. In the sense of information maximization we introduce a table 
of weights ωj,k to all regions j and corresponding motion patterns k (Eq. 7). Thus, we 
rate those regions higher that contain a more distinct ground truth. For that purpose 
we analyze the deviation between the ground truth motion vector angles. 
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( )
m

j,k j,l
j,k

l 1,l k j,k j,l

u u1
arccos

2 m 1 u u= ≠

⎛ ⎞⋅⎜ ⎟ω =
⎜ ⎟π −
⎝ ⎠

∑ . (7)

The current measurement v needs to have a minimal motion activity M>Mmin. This is 
the activation threshold, which is the sum of vector lengths across all flow regions. If 
M is less Mmin facial motion activity was too small for classification (Eq. 8).  

n

j j
j 0

M v , v 2D
=

= ∈∑  . (8) 

yoJesirpruStsugsiDraeFssendaS Anger

Example

Ground truth
motion patterns

Emotion yoJesirpruStsugsiDraeFssendaS Anger

Example

Ground truth
motion patterns

Emotion

 

Fig. 5. Facial expressions related to the six basic emotions, optical flow field for the defined 
regions and motion patterns (ground truth) 

Here we use a nearest neighbor classification that is based on a distance measure f, 
which evaluates the match between ground truth and measurement (Eq. 10). In 
particular the match is corresponding to the motion vector direction. For this purpose 
we determine angle φ between ground truth and measurement (Eq. 9). 

( ) ( ) 1

j,k j,k j j,k jcos u v u v
−

ϕ = ⋅ . (9) 

j,k
j,k

max

f 1
ϕ

= −
ϕ

,   [ ]j,kf 0, 1∈ , 

j, k, maxϕ - region j, motion pattern k, maximum angle. 

(10) 

For each motion pattern k the distance measure f is weighted and accumulated across 
all regions and gives us a corresponding matching value E (Eq. 11). Thus, we get a 
result for the matching against all six basis emotions. 

( )
1

n n

j,k j,k j,k
j 0 j 0

E k n f

−

= =

⎛ ⎞
⎜ ⎟= ω ⋅ ω
⎜ ⎟⎝ ⎠

∑ ∑  . (11) 
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( ) ( )c cE k E j , j, j (1,...,m) j k> ∀ ∈ ∧ ≠ . (12) 

Even though different emotions can cause similar facial movements, in the overall 
combination they distinguish clearly. The motion pattern kc with the highest matching 
value E represents the classification result (Eq. 12). If the matching value is below 
threshold Emin no characteristic expression could be identified. 

4   Results 

This section discusses the results of the proposed algorithm as applied to natural faces 
(Fig. 6). The input to the algorithm is a stereo color image sequence and the output is 
the normalized face and emotion recognition from facial expression. Face detection, 
pose estimation, normalization, feature extraction and the co-action of these 
components are for the most part new, and allow performing the facial expression 
recognition step. Experimental results of image sequences are presented, which 
demonstrate this for different persons and expressions (Fig. 7).  

The expression recognition is based on optical flow information. To get more 
homogeneity of the flow vectors we accumulate each vector (Fig. 6). The resulting 
motion vector field is smooth and enables further classification, which takes place by 
a motion based classification criterion (Fig. 6a.ii). This leads in turn to a fast and 
robust recognition of facial expressions of emotion. The classification measure is  
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Fig. 6. Example sequence, motion analysis and classification, whereas a) shows the processing 
of an example sequence with expression of “surprise”, b) shows the calculated flow motion by 
using of Lucas-Kanade approach, c) shows the distribution of motion vectors, which are used 
for classification 
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calculated for the defined regions and weighted by the reliability, which leads to clear 
improvement of the matching quality. The matching takes place against all six basis 
expressions (Fig. 6a.ii). The current motion pattern with the highest matching value E 
(Fig. 6) represents the classification result according to Eq. 12. If the current 
measurement has a low motion activity like in the Stimulation Phase (Fig. 6a) no 
classification is performed. Further, if the matching value is below a minimal 
threshold no characteristic expression could be identified.  

An expression classification takes place in case that the activation threshold is 
exceeded (Application-Phase). The Relaxation-Phase is following the Activation-
Phase, in which a classification is not assured. 

kc = 2 (Disgust)
E(kc) = 0.83

kc = 1 (Anger)
E(kc) = 0.89

kc = 6 (Surprise)
E(kc) = 0.95

kc = 2 (Disgust)
E(kc) = 0.83

kc = 1 (Anger)
E(kc) = 0.89

kc = 6 (Surprise)
E(kc) = 0.95

 

Fig. 7. Examples for different persons and facial expressions, Normalization, Flow Regions and 
average motion vectors, Motion patterns and classification results with the highest and clearly 
distinct matching value 

5   Conclusion and View 

An automatic approach for recognition of facial expressions related to basic emotions 
has been presented. Incorporating stereo and color information our approach 
automatically detects the face of the user in unconstraint pose and creates a 
normalized face image on the basis of a user specific geometric model, which is 
automatically created in an initial step and an Iterative Closest Point algorithm and 
rasterization.  

In normalized face images we used a set of physiologically motivated face regions, 
so called flow regions, related to a subset of facial muscles to be suitable to 
automatically detect the six well-known basic emotions. This is derived from facial 
motion detection realized by optical flow calculation with respect to the face regions. 
Classification of facial expressions is based on a nearest neighbour criterion between 
empirically determined ground truth motion patterns and the currently detected facial  
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motion. Facial motion based expression classification has the benefit of universality 
across different people with a multitude of face appearances, which constrain static 
approaches that do not consider the temporal context.  

Opposed to other optical flow-based works our method has the benefit of face 
normalization, which accommodates for head motions and facilitates correction of 
changes in illumination that otherwise would disturb the optical flow calculation and 
therefore constrain the applicability. In future work we are going to combine this 
motion based method with static features in order to combine the benefits of both 
methods, in particular to track the expression also with still mimics. 
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Abstract. This paper is part of a larger study dedicated by the authors to the 
description of printed Romanian language as an information source. Here, the 
statistical investigation attempts to get an answer concerning the mathematical 
model of the language with orthography and punctuation marks included into 
the alphabet. To come out to an accurate result, the authors processed the 
information obtained out of multiple data sets sampled from a corpus 
linguistics, by using the following statistical inferences: probability estimation 
with multiple confidence intervals, test of the hypothesis that the probability 
belongs to an interval, and test of the equality between two probabilities. The 
second type statistical error probability involved in the tests was considered. 
The experimental results, which are new for printed Romanian, refer to the 
letter, digram and trigram statistical structure in a corpus linguistics of 93 books 
(about 50 millions characters). 

Keywords: Mathematics of natural language; natural language stationarity; 
orthography and punctuation marks; statistical error control; corpus linguistics. 

1   Introduction 

The present research study belongs to the field of natural language (NL) processing, 
focusing on the mathematical behaviour of printed Romanian when the alphabet is 
extended with orthography and punctuation marks. Note that the orthography and 
punctuation marks have not been sufficiently investigated so as to be included in the 
mathematical modelling of NL, [1]. 

By extending a statistical approach developed in some of our previous works, 
[2-11], this paper aims at establishing whether and how accurately the reality (printed 
Romanian with orthography and punctuation marks) verifies a theoretical hypothesis, 
namely the stationarity. This hypothesis is included in the general assumption 
according to which a NL is well approximated by an ergodic Markov chain of a 
multiplicity order larger than 30, [12]. The description of this Markov source can be  
obtained by successive NL approximations by means of statistical methods; here we 
considered the zero-memory information sources having as symbols: a) the letters 
(i.e. letters per se and orthography/punctuation marks), b) the digrams (two 
successive letters), c) the trigrams (three successive letters) of printed Romanian. 
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In order to apply the statistical inferences, we have to extract from the natural text 
observations which comply with the i.i.d. statistical model (that is, observations which 
come out from independently and identically distributed random variables). If the 
language features stationarity, from each natural text we can sample several i.i.d. 
experimental data sets conveying the same information on probability. As a 
consequence, for each investigated linguistic entity (letter, digram, trigram) we can 
compute several confidence intervals for the same probability. We have to decide 
which one of these confidence intervals better suits the investigated probability (i.e. to 
determine a representative confidence interval). If such an interval does exist in all 
analysed cases, the stationarity is validated and the corresponding model is obtained. 

Our approach to stationarity is presented in its general form in Section 2.1. The 
experimental study was carried out for the above-mentioned entities (letters, digrams, 
trigrams) on several corpora presented below (Table 1). As an overall result, even 
when orthography and punctuation marks were included, we could determine 
representative confidence intervals for the probability of each and every investigated 
entity in all analysed corpora, thus modelling the respective information sources. 

Our approach to stationarity, Section 2.1, was completed by a mathematical 
comparison among and between natural texts, Section 2.2. We developed a procedure 
for this comparison based on the representative confidence intervals and on their 
corresponding i.i.d. data sets. Two statistical tests were used, see Appendix: A1 - test 
of the hypothesis that probability belongs to an interval, and A2 - test of the equality 
between two probabilities. 

Our experimental work is based on the corpus linguistics organised in [4-10], here 
extended with orthography and punctuation marks. That means 93 books of printed 
Romanian, in the new orthography (after 1993) most of them published by Metropol, 
Paideia and Univers Publishing Houses (Bucharest, Romania). These books represent 
genuine Romanian literature (novels and short stories), foreign literary works 
translated into Romanian (novels and short stories) and scientific texts (law, medicine, 
forestry, history, sociology books, etc.). 

In this study, to the initial Romanian alphabet consisting of 31 letters (A Ă Â B C 
D E F G H I Î J K L M N O P Q R S Ş T Ţ U V W X Y Z without any distinction 
between upper and lower case letters) and to the blank character (denoted by _), we 
added 15 orthography and punctuation marks explained below. 

 . symbol. This symbol is used in texts in three situations, namely: 

• full stop (a point that marks the end of a sentence); it was denoted by the . sign 
• abbreviation point (a point that marks the shortened form of a word); it was 

denoted by % sign 
• ellipsis (a set of three consecutive points indicating that words are deliberately 

left out of a sentence); it was considered as a single element and was denoted 
by } sign 

 - symbol. This symbol is used in texts in three situations, namely: 

• hyphen; it was denoted by - sign 
• quotation dash; it was denoted by { sign 
• em dash (a mark introducing an additional text with explanation purposes, 

somehow replacing the parentheses); it was denoted by * sign 



 Printed Romanian Modelling: A Corpus Linguistics Based Study 411 

 , symbol (comma) 
 : symbol (colon) 
 ; symbol (semicolon) 
 ? symbol (question mark) 
 ! symbol (exclamation mark) 
 “ symbol (quotation marks); no distinction between the beginning and the closing 

quotation marks was made 
 ( and ) symbols (parentheses); that means two elements in the extended alphabet 
 ’ symbol (apostrophe) 

 Consequently, in this paper the extended alphabet consists of 47 letters: the 31 
corresponding to the basic set, the blank, and the 15 orthography/punctuation marks. 

 The natural texts (the 93 books) were concatenated on a random basis in order to 
obtain three types of corpora. The largest one is the Whole Mixt Corpus with 
Orthography and Punctuation Marks, denoted by #WMCO, which contains 93 books 
and totals 53832419=L  letters. The second corpus is the Whole Literary Corpus 

with Orthography and Punctuation Marks, denoted by #WLCO, which contains 58 
books totalling 37070049=L  letters. Finally, the scientific field was represented by 
#WSCO (Whole Scientific Corpus with Orthography and Punctuation Marks) which 
has 7199973=L  letters. We also used halves of these corpora, see Table 1. 

Note that the sizes of these corpora were designed so as to ensure a good accuracy 
of our statistical measurements (i.e. small relative errors in probability estimation and 
small sizes for the first and second type error probabilities in statistical tests). 

Table 1. Corpora used in our investigations. L and N (columns 4 and 5) are expressed in 
characters. 

Type of corpus Number  
 of books Symbol L length N size 

1 2 3 4 5 
Whole Mixed Corpus 93 #WMCO 53 832 419 269 162 
First Half of Whole Mixed Corpus - #1HWMCO 26 916 210 134 581 
Second Half of Whole Mixed Corpus - #2HWMCO 26 916 209 134 581 
Whole Literary Corpus 58 #WLCO 37 070 049 185 350 
First Half of Whole Literary Corpus - #1HLMCO 18 535 025   92 675 
Second Half of Whole Literary Corpus - #2HLMCO 18 535 024   92 675 
Whole Scientific Corpus 11 #WSCO   7 199 973   36 000 

2   Theoretical Background 

2.1   Obtaining Representative Confidence Intervals for Probability in NL 

The statistical investigation requires to extract from the natural text experimental data 
sets complying with the i.i.d. statistical model. In our study, we applied a periodical 
sampling of the natural text, with a period large enough (200 letters) to destroy the  
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dependence between successive letters. By shifting the sampling origin in the natural 
text, 200 data sets individually complying with i.i.d. statistical model are obtained, 
Fig. 1. At each sampling moment we record from the natural text the observation 
which corresponds to a certain information source, i.e. if we are concerned about 
digram structure, the observations are digrams as in Fig. 1b. Although these 200 
samples are not independent data sets, if the stationarity hypothesis is true, they would 
convey the same information about the probability of the investigated event 
(letter/digram/trigram occurrence). Consequently, we check up whether the 200 i.i.d. 
data sets confirm the same probability for the investigated event (any 
letter/digram/trigram) or not. 

 We shall further exemplify our statistical approach for the letter structure. The 
investigation begins by computing the *p  relative frequency for each letter in each 

analysed text. *p  is the ratio of the number of letter occurrences to the L length of 

the natural text (the values for L are given in Table 1). 
 Be im  the occurrence number of the searched letter in the i-th i.i.d. data set, 

2001÷=i . The N sample size is equal to the ratio of L to 200. By applying the 
estimation theory, each of the 200 i.i.d. data sets leads to an estimate Nmp ii =ˆ  for 

the letter probability and to the corresponding confidence interval, );( ,2,1 iii ppI = . 

The ip ,1  and ip ,2  confidence limits for the p true unknown searched probability are: 

Nppzpp iiii )ˆ1(ˆˆ 2,1 −−≅ α   Nppzpp iiii )ˆ1(ˆˆ 2,2 −+≅ α  (1) 

2αz  is the 2α  - point value of the Gaussian law of 0 mean and 1 variance. In the 

experiments we used a statistical confidence level of 95%, i.e. 96.12 =αz . 

CÂND_GAITTANY_..._ZÂMBIND_DE..._NU-I_PL ...
1 C       D    I 
2  Â _     _ 
...
200      N   - 

(a)

CÂND_GAITTANY_..._ZÂMBIND_DE..._NU-I_PL ...
1 CÂ       D_    I_ 
2  ÂN _D     _P
...
200      ND   -I 

(b)
CÂND_GAITTANY_..._ZÂMBIND_DE..._NU-I_PL ...

1 CÂN      D_D    I_P
2  ÂND _DE     _PL
...
200      ND_   -I_ 

(c)  

Fig. 1. 200 i.i.d. experimental data sets obtained through a periodical sampling of the natural 
text. Each observation is a letter (a), a digram (b) or a trigram (c). 

 The confidence interval in Eq. (1) depends on the experimental data; hence, it is 
random. In our study, for the same letter, 200 confidence intervals are obtained. Our 
problem is to decide which of these 200 intervals better represents the letter 
probability. The following entities and questions guided our investigation, see Fig. 2. 
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1. How large the c
MΔ , Mδ , MΔ  and mδ  values are? c

MΔ  and Mδ  are important 

when analysing the spread of the estimates around *p . MΔ  gives an idea about the 

largest interval where p (the true letter probability) could lie. mδ  leads to that ip̂  

estimate which is the closest to *p ; this estimate will be further denoted by Δp . We 

denoted by Δ the confidence interval corresponding to the Δp  estimate. 

2. How many iI  confidence intervals cover *p ? Under the stationarity assumption 

we expect that a large number of intervals overlap while including *p  ( *p  is the 
average of the 200 estimates). 

3. Can we find a confidence interval for the p  probability in agreement with 
each of the 200 experimental data sets? Are there several such intervals? If the 
language features stationarity such intervals should exist. To answer these questions, 
we successively applied a procedure where each iI , 2001÷=i , was considered to be 

a fixed interval and 199 tests of the hypothesis that p  probability belongs to this 

mentioned interval were applied, see A1 from Appendix. (We consider this procedure 
because these data sets are not independent sets and therefore we could not apply the 
more usual test, A2 from Appendix.) If, for a certain reference interval, all these 199 
tests (or, at least, almost all) are passed, we shall consider that the searched 
probability really exists. All the confidence intervals which are validated by this 
procedure are equally good in representing the letter probability. However, if Δ  
interval is one of them, it will be preferred and stated as representative because it is 
the most easily obtained and dealt with by any experimenter. 

2001÷=i  

• i
i

pp ˆminˆ min = , minimum estimated value; 

• i
i

pp ˆmaxˆmax = , maximum estimated value; 

• i
i

i
i

M pp ,1,2 minmax −=Δ , union of the 200 

confidence intervals; 

• i
i

i
i

c
M pp ˆminˆmax −=Δ , maximum  

         difference between two estimates; 
• |*ˆ|max ppi

i
M −=δ , maximum difference 

between the ip̂  estimates and *p ; 

• |*ˆ|min ppi
i

m −=δ , minimum difference  

          between the ip̂  estimates and *p ; 

Fig. 2. The 200 statistical confidence intervals for letter probability and the associated entities 
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2.2   Strengthening the Stationarity: A Mathematical Comparison Between 
Natural Texts 

The above stationarity investigation was completed by a mathematical comparison 
among and between natural texts. The final goal was to decide on the following: 

• whether a mathematical model in a language field can be obtained; 
• whether there are different models for different fields;  
• whether the differences – if any – between models disappear when the 

comparisons refer to the rank frequencies and not to the letter/digram/trigram 
frequencies per se. This problem occurs having in view the existence of some 
frequency–rank laws valuable both for many printed languages and for some 
biological sequences, as well. 

 All the comparisons are carried out by using two criteria: 

(1) letter/digram/trigram probability, that is to see whether a certain 
letter/digram/trigram has the same probability in the two compared texts; 

(2) rank probability, that is to see whether the letter/digram/trigram on the same 
frequency rank in the two texts have the same probability. For example, in the two 
halves #1HWLCO and #2HWLCO, the letters A and I correspond to the rank 3 and 
we shall check up whether they have the same probability or not. 

 The mathematical comparisons were carried out on the basis of two types of 
statistical inferences (see Appendix): the test of the hypothesis that probability belongs 
to an interval, and the test of the equality between two probabilities. We applied these 
tests considering an 05.0=α  significance level, i.e. the probability of rejecting good 

data was 0.05. We applied the tests using the following two entities: representative 
confidence interval for probability and the corresponding representative data set. 
(Note that otherwise, a comparison between two texts would suppose 200 200×  pairs 
of i.i.d. data sets, and therefore it would be difficult to draw a conclusion. In order to 
surmount this difficulty we developed our approach considering only the 
representative above-mentioned elements for each text and entity.) 

 When applying the test A1 from Appendix, the ( )a b;  interval is the representative 

95% confidence interval for the investigated event in the first text and the 

[ ]x x x N1 2, , ... ,  set is the representative i.i.d. data sample for the same investigated 

event in the second natural text. The test was applied in the two situations: corpus1 vs. 
corpus2 and corpus2 vs. corpus1. The test A2 from Appendix was applied on the two 
representative i.i.d. samples for the investigated event in the two compared texts. 

 It is possible that the mathematical comparisons of the corpora point to some 
differences concerning the event probability; however, if the rank based comparisons 
do not present any differences, we can still think of a unique model. If the rank based 
comparisons indicate important differences, then we can no longer speak about the 
same model in the compared corpora, and we should consider the possibility of 
different models (a model characterising an author, a group of authors, etc.). To 
conclude with, the rank based comparison is absolutely necessary to check up the 
existence of a model for the investigated field. 
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3   Experimental Results 

We applied our statistical approach to each linguistic corpora from Table 1. We 
computed the confidence interval for probability, Eq. (1), only for those letters, 
digrams and trigrams which fulfilled the de Moivre - Laplace condition, checked up 
under the form 20*)1(* >− ppN , where N  is the i.i.d. data size, ( 200LN = ).  

 The alphabet sorted in decreasing order of *p  values in #WMCO is: 

_(16.59); E(9.43); I(8.20); A(7.91); R(5.61); N(5.18); T(4.96); U(4.83); C(4.21); 
L(3.70); S(3.46); O(3.33); Ă(3.00); D(2.70); P(2.52); M(2.37); ,(1.35); Ş(1.14); 
Î(1.05); F(0.95); V(0.94); Ţ(0.86); .(0.81); B(0.79); G(0.76); Â(0.63); Z(0.57); -
(0.50); H(0.34); J(0.18); "(0.16); {(0.13); X(0.12); ?(0.09); :(0.08); K(0.07); !(0.07); 
*(0.07); ;(0.05); }(0.05); ((0.05); )(0.05); %(0.05); Y(0.04); W(0.02); '(0.01); Q(0.00); 

(in this hierarchy, the numerical values for *p  are multiplied by 100). 

 Table 2 gives an idea about our investigation in obtaining 95% representative 
confidence intervals for probability according to Sec. 2.1 (also Fig. 1). The two most 
frequent letters (, and .), digrams (,_ and ._) and trigrams (E,_ and I,_) containing 
orthography/punctuation marks from #WMCO were selected. Let us consider comma 
(the , letter). Its relative frequency is %35.1* =p . There are 191 iI  confidence 

intervals (out of 200) which contain *p . There is an estimate ip̂  practically equal to 

*p : the ratio mδ / *p  is about 0 (this means %35.1=Δp ). The minimum value 

among the 200 estimates is %30.1ˆ min =p  and the maximum value is 

%41.1ˆ max =p . The spread of the 200 estimates around *p  is indicated by the ratio 

%60.8*/ =Δ pc
M . The ratio MΔ / *p  is equal to %10.15 ; this gives an idea about 

the largest interval where the true searched probability could lie. The ratio Mδ / *p  is 

%39.4 . The Δ  confidence interval (the representative one) for the searched 

probability is )%40.1;%31.1( . Column 13 presents information concerning the 

relative error in determining the true probability: %50.6*/ =Δ p  (about twice the 

relative error). There were 145 iI  (out of 200 intervals) in total compatibility with 

#WMCO (i.e. each of these 145 intervals was confirmed by all the 199 tests of the 
hypothesis that the probability belongs to it), Δ  being one of them. 

 Table 3 summarises the results for letter structure in the three main corpora, 
organised according to relative frequency classes. As for example, in #WMCO there 
are 3 letters (column 3), namely E I A, which have the *p  relative frequencies in the 

second frequency class: %5.10*%5.7 <≤ p . These 3 letters cover 25.54% 

(column 4) of the total number of letters in #WMCO. The remaining columns (5–9) 
contain information referring to the entities in Fig. 2. For example, column 9 presents 
the ratio of the Δ  size to *p  which is practically twice the rε  relative error in 

computing the true probability: in the example above, 2/%3%5.1 =≤rε . 
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Table 2. Obtaining 95% representative confidence intervals for probability in #WMCO. 
1. Entity (letter, digram, trigram); 2. Entity relative frequency rank in the corpus; 3. *p  – 

entity relative frequency in the corpus; 4. The number of iI  intervals containing *p ; 5. Ratio 

of mδ  to *p ; 6. i
i

pp ˆminˆ min = ; 7. i
i

pp ˆmaxˆ max = ; 8. Ratio of c
MΔ  to *p ; 9. Ratio of MΔ  to 

*p ; 10. Ratio of Mδ  to *p ; 11.,12. Confidence limits for Δ ; 13. Ratio of Δ  size to *p ; 14. 

The number of iI  intervals in total compatibility with the corpus. All the values (except for 

columns 1, 2, 4 and 14) are multiplied by 100. 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 
, 17 1.35 191 0.00 1.30 1.41 8.60 15.10 4.39 1.31 1.40 6.50 145 

. 23 0.81 188 0.01 0.77 0.88 13.36 21.81 8.36 0.78 0.85 8.38 55 

,_ 10 1.35 191 0.02 1.30 1.41 8.57 15.07 4.38 1.31 1.40 6.50 149 

._ 24 0.80 186 0.02 0.76 0.87 13.62 22.13 8.54 0.77 0.84 8.44 42 

E,_ 28 0.28 191 0.06 0.25 0.30 20.79 35.08 11.19 0.26 0.30 14.36 95 

I,_ 37 0.25 188 0.05 0.22 0.27 20.31 35.51 10.86 0.23 0.26 15.28 130 

 
Table 3. Experimental values for letters. Values in columns 4-9 are multiplied by 100. 

Frequency class Corpus No Covers */ pMΔ */ pc
MΔ */ pMδ *pmδ  */ pΔ  

1 2 3 4 5 6 7 8 9 
#WMCO 1 16.59 2 0 1 ≅ 0.00 2 
#WLCO 1 17.14 5 3 2 ≅ 0.00 2 

*%5,14 p≤  

Blank 
#WSCO 1 14.76 13 8 4 <0.01 5 
#WMCO 3 25.54 6-7 3-4 ≅ 2 <0.00 2-3 
#WLCO 3 24.80 7-8 4-5 2-3 <0.00 ≅ 3 

%5.10*%5.7 <≤ p  

EIA 
#WSCO 3 27.46 14-17 8-10 4-6 <0.02 6-7 
#WMCO 12 45.87 8-13 4-8 2-4 <0.01 3-5 
#WLCO 12 45.47 9-15 5-9 2-5 <0.01 4-6 

%75.6*%2 <≤ p  

RNTUCLSOĂDPM 
#WSCO 12 47.18 19-34 11-20 6-11 <0.06 8-14 
#WMCO 12 10.35 15-25 9-15 4-8 <0.05 6-11 
#WLCO 12 10.90 17-27 9-16 5-9 <0.04 8-12 

%5.1*%45.0 <≤ p  

,ŞÎFVŢ.BGÂZ- 
#WSCO 10 8.25 49-64 27-36 13-20 <0.13 20-28 
#WMCO 18 1.63 31-191 18-106 10-54 <1.01 13-88 
#WLCO 18 1.71 34-257 19-157 11-98 <2.54 15-97 

%45.0*%01.0 <≤ p  

HJ”{X?:K!*;}()%YW’ 
#WSCO 12 2.29 83-206 49-122 27-61 <2.39 33-90 

 
 The most frequent orthography / punctuation marks (the three letters , . and -) are 

contained in the fourth class; the relative error in computing their corresponding true 
probabilities is 2/%11%5.5 =≤rε . These three letters cover 2.66% of the 

#WMCO length, while the entire fourth class (12 letters) covers 10.35% of the 
#WMCO length (see also Table 5). 
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Table 4. Experimental values for digrams and trigrams: columns 4-9 are multiplied by 100 
p g g p y

Frequency class Corpus No Covers */ pM
*/ pc

M
*/ pM *pm */ p

1 2 3 4 5 6 7 8 9
#WMCO 2 5.50 11-12 7 4 <0.00 4-5
#WLCO 2 5.50 12-14 7-8 4 <0.03 5-6%5*%2 p

#WSCO 1 3.41 25 13 7 0.01 11
#WMCO 14 19.81 13-19 7-12 3-7 <0.02 5-7
#WLCO 13 18.83 14-24 8-15 4-9 <0.05 6-9%2*%1 p

#WSCO 18 24.81 36-53 20-33 11-17 <0.15 15-21
#WMCO 41 27.56 19-26 10-16 5-9 <0.08 8-11
#WLCO 37 25.99 19-32 10-21 5-12 <0.06 9-13%1*%5.0 p

#WSCO 48 30.60 49-72 25-44 13-24 <0.27 21-29
#WMCO 75 24.89 23-46 12-29 6-17 <0.07 11-17
#WLCO 79 26.83 28-51 15-31 8-16 <0.21 13-21%5.0*%2.0 p

#WSCO 70 21.60 63-114 34-75 17-40 <0.59 30-47
#WMCO 78 11.09 37-63 19-39 10-22 <0.21 17-24
#WLCO 81 11.50 46-81 24-54 12-30 <0.36 21-29

D
ig

ra
m

s

%2.0*%1.0 p

#WSCO 75 10.30 106-181 56-118 29-67 <1.25 48-68
#WMCO 5 3.69 19-26 11-16 6-9 <0.02 8-11
#WLCO 5 3.74 23-29 13-17 7-9 <0.03 9-12%1*%5.0 p

#WSCO 10 6.37 45-74 24-45 12-24 <0.20 21-29
#WMCO 62 17.49 25-44 14-26 7-16 <0.14 11-17
#WLCO 60 17.04 31-50 17-30 8- 6 <0.16 14-21%5.0*%2.0 p

#WSCO 58 16.30 68-118 37-74 19-42 <0.68 29-47
#WMCO 133 17.92 39-63 20-39 11-24 <0.24 17-24
#WLCO 135 18.18 46-80 25-52 13-30 <0.26 21-30

Tr
ig

ra
m

s

%2.0*%1.0 p

#WSCO 149 19.77 105-182 57-119 29-72 <1.40 47-68  

 The only letters for which we could not obtain results were: letter Q in all three 
corpora and letters K W Y } ? ! ‘ { in #WSCO (the de Moivre - Laplace condition 
was not fulfilled). 

 Table 4 presents the same type of results as Table 3, this time for digrams and 
trigrams. Only the frequency classes with %1.0*≥p  are presented. This means an 

rε  relative error lower than 2/%24%12 =  both for digrams and trigrams in 

#WMCO. Our study reveals the existence of Δ  representative confidence intervals 
for all these investigated entities. There are 787541142210 ++++=  such digrams, 

covering %09.11%89.24%56.27%81.19%50.5%85.88 ++++=  of the total 
digram occurrences in #WMCO. Concerning trigrams, there are 133625200 ++=  

such trigrams, covering %92.17%49.17%69.3%10.39 ++=  of the total trigram 
occurrences in #WMCO. (Theoretically, the printed Romanian alphabet allows 

22094747 =×  digrams and 823103474747 =××  trigrams.) 

 As the final decision in granting the representative qualifier to the Δ  confidence 
interval is based on the test of the hypothesis that probability belongs to an interval 
(test A1 – Appendix applied for an %5=α  significance level), we are also interested  
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Table 5. Type II error probability in the statistical investigation of #WMCO: relative frequency 
class (column 1), maximum relative error in probability estimation (column 2), total number of 
entities and their coverage (columns 3 and 4), number of entities containing 
orthography/punctuation marks and their coverage (columns 5 and 6), and upper limits for the 
type II error probability (columns 7,8 and 9). All the values are multiplied by 100. 

Total Orthography β   
*p  rε  

No. Covers No. Covers 15=δ 20=δ  25=δ  

 1 2 3 4 5 6 7 8 9 

*%5.14 p≤ 1 1 16.59 0  0 0 0 

)5.10;5.7(  <1.5 3 25.54 0  0 0 0 

)75.6;2(  <2.5 12 45.87 0  0 0 0 

)5.1;45.0(  <5.5 12 10.35 3 2.66 0 0 0 

L
et

te
rs

 

)45.0;01.0(  <44 18 1.63 12 0.86 86.8 82.2 76.3 

)5;2(  <2.5 2 5.50 0  0 0 0 

)2;1(  <3.5 14 19.81 1 1.35 0 0 0 

)1;5.0(  <5.5 41 27.56 1 0.80 0 0 0 

)5.0;2.0(  <8.5 75 24.89 3 0.73 3.3 0 0 

)2.0;1.0(  <12 78 11.09 7 1.00 23.5 5.4 0.5 

)1.0;05.0(  <18 95 6.39 22 1.44 52.5 29.9 12.4 

)05.0;02.0(  <30.5 101 2.77 28 0.75 77.7 66.8 53.4 

D
ig

ra
m

s 

02.0* <p  <45 75 0.75 28 0.28 86.8 82.2 76.3 

)1;5.0(  <5.5 5 3.69 0  0 0 0 

)5.0;2.0(  <8.5 62 17.49 3 0.74 3.3 0 0 

)2.0;1.0(  <12 133 17.92 11 1.48 23.5 5.4 0.5 

)1.0;05.0(  <18 297 19.26 24 1.53 52.5 29.9 12.4 

)05.0;02.0(  <30.5 887 23.82 100 2.61 77.7 66.8 53.4 

T
ri

gr
am

s 

02.0* <p  <45 766 7.66 93 0.93 86.8 82.2 76.3 

 
to control the type II statistical error. That is, to evaluate how much we could enjoy 
for nothing when Δ  was considered representative, see Table 5. The β  size of the 

type II probability error was computed for each entity (letter/digram/trigram) in 
#WMCO and for each frequency class. The referred );( ba  interval of the test is 

obtained as confidence limits corresponding to a *p  estimate and we considered 

three values for the δ  expressing the experiment accuracy, namely 15.0=δ , 
20.0=δ , and 25.0=δ . The results in Table 5 allow us to state that a quite good 

accuracy (probability estimation with 95% confidence level and %20<rε ; type I 

probability error of %5=α  and %15)25.0( <=δβ ) can be obtained for all the 

letters from the first 4 frequency classes (these letters cover more than 98% of 
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#WMCO), for the digrams in the first 6 frequency classes (these digrams cover more 
than 95% of #WMCO) and for trigrams in the first 4 frequency classes (which cover 
about 60% of #WMCO). A very good accuracy (probability estimation with 95% 
confidence level and %10≅rε ; type I probability error of %5=α , and 

%5)20.0( ≅=δβ ) can be obtained for letters which cover more than 98% of 

#WMCO and for those digrams and trigrams of #WMCO included in Table 4. 
 As a first conclusion, when applying the statistical procedure from Section 2.1 for 

the extended alphabet we could determine a representative confidence interval of Δ 
type and a representative i.i.d. data set for each investigated letter/digram/trigram and 
each analysed corpus. Each time, the *p  relative frequency was practically the centre 

of the representative confidence interval. That is, each time, one of the 200 ip̂  

estimated values, denoted by Δp , was practically equal to *p ; Δp  led to mδ  entity 

in Fig. 2 (see the very low values for the ratio mδ / *p  in Tables 2-4). These 

representative elements (a representative confidence interval of Δ type and a 
representative i.i.d. data set) were next valued to carry up the mathematical 
comparisons among and between natural texts on the basis of letter, digram and 
trigram structures according to Sec 2.2.  

 
Table 6. Natural text comparison: the number of entities rejected by the tests (columns 4-9) 

Compared texts Comparison by entity per se Comparison by rank 

 Corpus Corpus Test A1 Test A1 
 1 2 

No 
1 vs. 2 2 vs. 1 

Test A2
1 vs. 2 2 vs. 1 

Test A2 

 1 2 3 4 5 6 7 8 9 

#1HWMCO #2HWMCO 45 1 1 3 0 0 0 

#1HWLCO #2HWLCO 44 1 1 2 0 0 2 

L
et

te
rs

 

#WLCO #WSCO 38 17 28 23 7 29 19 

#1HWMCO #2HWMCO 401 2 2 9 0 0 0 

#1HWLCO #2HWLCO 371 1 1 1 0 0 0 

D
ig

ra
m

s 

#WLCO #WSCO 263 177 92 147 30 2 12 

#1HWMCO #2HWMCO 1345 4 4 10 0 0 0 

#1HWLCO #2HWLCO 1024 0 0 0 0 0 0 

T
ri

gr
am

s 

#WLCO #WSCO 444 127 293 240 17 128 110 

 
 The overall results of the comparisons are presented in Table 6. The first two 

columns contain the two corpora which are to be compared. Column 3 gives the 
number of investigated letter/digram/trigram (which fulfilled de Moivre – Laplace 
condition in the two involved texts). Columns 4 and 5 show how many 
letter/digram/trigram did not pass the test on the hypothesis that the probability 
belongs to an interval. Column 4 refers to the situation when the ( )ba;  interval is the 
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representative confidence interval for corpus 1 and the [ ]Nxxx ,...,, 21  sample is the 

i.i.d. representative data set for corpus 2. Similarly, column 5 checks up whether the 
probability from corpus 1 belongs to the representative confidence interval from 
corpus 2. Column 6 gives the number of letters/digrams/trigrams which are rejected 
by the test on equality between two probabilities. Columns 7-9 contain the same type 
of information as columns 4-6 with the only difference that this time the comparisons 
considers the ranks instead of letters/digrams/trigrams per se. 

 When comparing the two halves from the mixed corpus there were practically no 
differences found, either for letters, digrams or trigrams. There were few exceptions, 
which disappeared when the comparison was made according to the rank criterion 
instead of considering letters/digrams/trigrams per se. Similar results are obtained 
when comparing the two halves of the literary corpus. The comparison between fields 
– literature and science – pointed to differences concerning the mathematical model. 

To conclude with, the overall results concerning letter, digram and trigram 
structure bring evidence in the favour of the stationarity hypothesis concerning 
printed Romanian; we may say that the reality (even with orthography and 
punctuation marks included) quite accurately complies with the theory. 

4   Final Remarks 

Successive approximations to NL is compulsory in order to obtain a mathematical 
model for a printed natural language (i.e. in order to verify whether and how the 
printed language can be approximated by an ergodic multiple Markov chain). Note 
that taking into account orthography and punctuation marks raises additional 
suspicions concerning the validity of this model. 

 Obtaining representative intervals in all the analysed cases (i.e. for each 
letter/digram/trigram in each corpus) is the first important result bringing evidence in 
favour of a mathematical model for the language or, at least, for a field of the 
language. It would not have been possible to speak about a model in a NL field if 
various i.i.d. data sets had not been in agreement among themselves. This result also 
encourages us to continue this type of investigation for higher order structures. 

 The study is further completed by mathematical comparisons between natural 
texts in order to strengthen the stationarity hypothesis and point to mathematical 
models for the NL fields and/or for the NL as a whole. Note that even if the 
comparisons had indicated differences between the probabilities of the two compared 
corpora, the representative intervals are still important: in case such differences 
existed, we could think about different models (by authors, group of authors, fields of 
NL, etc.).  

 It should be emphasised that our study provides additional relevance to the usual 
*p  relative frequency: it becomes the centre of the representative confidence interval 

for probability. This makes it possible for any NL experimenter to investigate and 
take advantage of the connection between the meaning conveyed by the natural text 
and its mathematical description. A new experimenter can find in this paper a guide to 
his experiments (Section 2 and 3); he may also design, resuming our statistical 
procedure, the length of his linguistics corpus in order to obtain a good accuracy in 
the NL modelling (Section 3). 
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 Note that the overall statistical procedure here proposed is general, the Romanian 
language peculiarities appearing only in the quantitative results.  

 The fact that the punctuation and orthography marks are subject to the same 
mathematical regularities as the basic sets of letters from the alphabet (as it results 
from our study) would support the idea that these marks are related to the meaning 
conveyed by the natural text. 
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A   Appendix 

A1.   Test of the Hypothesis That the Probability Belongs to an Interval 

This testing procedure is our extension of a similar test applied to the mean in [13]. 
The present test is to decide whether the probability of a certain event 
(letter/digram/trigram occurrence) belongs to a fixed );( ba  interval, based on a 

single [ ]Nxxx ,...,, 21  data sample which complies with the i.i.d. statistical model. In 

this paper, [ ]Nxxx ,...,, 21  can be any of the 200 experimental data sets, sampled from 

NL according to Fig. 1. Be m  the number of occurences of the searched event in the 
N  observations and Nmp =ˆ  the estimate for the p  unknown probability of the 

event.  
 The two statistical hypotheses are:  bpaH <<:0 , );(:1 bapH ∉ . 

 We have to verify, with a chosen α  significance level, whether the experimental 
data are in agreement with 0H  or not. The null hypothesis 0H  will be accepted if and 

only if the p̂  estimate falls within the ( )21;cc  interval: 
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 Two types of errors might be encountered: 

 Type I error consists in rejecting the null hypothesis 0H  when it is true. This 

happens when ( )21;ˆ ccp ∉ , though the true p  probability satisfies bpa << . The 

probability of this situation is lower then α. 
 Type II error means to accept 0H  although it is false. This happens when 

21 ˆ cpc << , although the p true probability does not belong to the interval ( )ba; . The 

probability of this situation depends on the p value (for fixed α and N). It is denoted 
by ( )pβ : 
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 ( )pβ  takes high values when p is very close to ( )ba;  interval, i.e. when 
( ) ap ⋅−= δ1  or ( ) bp ⋅+= δ1 , where the δ  is a small quantity. When ap )1( 1δ−=  and 

ap )1( 2δ−= , if 21 δδ > , then ( ) ( )aa )1()1( 21 δβδβ −<− . The experimenter is to decide 

upon the δ  value, depending on the particular constraints of the targeted application. 

A2.   Test of the Equality Between Two Probabilities 

Be there two samples each complying with the i.i.d. statistical model, with the sample 
size 1N  and 2N , respectively. Denoting by 1m  the number of occurences of the event 

in the first data sample, the probability estimate is )/(ˆ 111 Nmp = . Similarly, in the 

second data sample, the probability estimate is )/(ˆ 222 Nmp = . We want to establish 

whether the two estimates 1p̂  and 2p̂  derive from the same theoretical probability or 

not. That is, whether ppp == 21  or not. We apply the test based on the z test value, 

[14]: 

22211121 /)1(/)1(/)ˆˆ( NppNppppz −+−−= , )/()( 212121 NNmmpp ++≅= .  

 If 2αzz ≤ , we shall consider that the two probabilities are equal. Otherwise, we 

reject the equality hypothesis at an α significance level.  
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Abstract. Natural language interfaces to databases are considered one of the 
best alternatives for final users who wish to make complex, uncommon and 
frequent queries, which is a very common need in organizations. The use of this 
type of interfaces has been very limited, due to their limited publicizing and the 
complexity to adapt them to users' needs, and because their precision varies 
widely. We propose as a solution to the problem of customizing this type of 
interfaces, the use of an ontology as a knowledge base whose design is simple 
and flexible enough to make the use and acceptance of these interfaces more 
accessible. This paper describes the design of the ontology, as well as a series 
of comparative evaluations of this approach versus the customization process of 
a commercial interface. This evaluation aims at assessing the acceptance of this 
approach by of those that will potentially customize the interface to a database, 
in contrast to the precision tests that are commonly applied to this type of 
interfaces. In spite of the difficulties found to carry out the evaluations, the 
results show that the use of our approach is preferred as a natural language 
interface customization means to the process of the most popular commercial 
interface. The estimations indicate that the potential people on charge of the 
process of customization of this type of interfaces considers that using the 
ontology as interface knowledge base would allow to answer a wider diversity 
of types of queries than those that would allow to answer a commercial 
interface. 

1   Introduction 

In a study carried out at Pittsburg University [11], it was found out that Natural 
Language Interfaces to Databases (NLIDBs) are one of the best options for users who 
look for information located in more than one table and formulate nontrivial and 
infrequent queries. The assumption that this type of queries is more common is based 
on the emphasis toward a larger flexibility of database reporting tools. 

A poll of MS students of a private university and a research center showed that just 
5% knows NLIDBs or any other natural language interface. This poll is an example of 
the insufficient diffusion of the existence of this type of interfaces and it shows the 
difficulty for assessing the use of natural language interfaces. Another factor that 
contributes to its limited use is the complexity to customize the interface to the final 
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user needs. We propose as an improvement for the NLIDB customization process the 
use of an ontology as knowledge base, designed for achieving simplicity and 
flexibility, which will render a more accessible interface in its use and acceptance.  

NLIDBs evaluations [3], [4], [10] refer to interface precision to answer a query 
corpus using an automatically generated configuration. This default configuration 
process uses information from the database metadata and linguistic knowledge 
embedded in the interface. Although the results on precision from those evaluations 
are very high (over 90%) assuming that the corpus used is representative; in practice, 
the interfaces provide several tools (dictionary editor, wizards, etc.) that allow making 
adjustments for situations not considered by the automatic customization process.  

We propose using an ontology as knowledge base, in addition to the default 
customization process and tools, which offers as novelties the incorporation of 
principles of reuse, explicit knowledge base structure, classification of queries, 
generality and simplicity. Comparative empirical evaluations were carried out on the 
customization of the most available commercial NLIDB (English Query, a component 
of SQL server) versus an ontology-based customization, using MS students. 

This paper is organized as follows: Section 2 describes the customization process 
of some NLIDBs; Section 3 describes the ontology proposed as knowledge base and 
the customization methodology; Section 4 presents the empirical evaluation process; 
Section 5 shows evaluations results; Section 6 discusses obtained results and Section 
7 presents the conclusions obtained. 

2   Related Work 

English Language Front-end (ELF) [2] carries out an automatic analysis of data and 
database metadata, to setup ELF for a specific database. This analysis uses a lexicon 
and a dictionary (Moby dictionary). Besides this information, ELF allows to define 
relations among database entities using verbs and nouns. Due to limitations of the 
customization process, ELF allows modifying the lexicon, which contains information 
gathered during the analysis. ELF permits to revise the Moby dictionary, an 
embedded dictionary of 17,000 entries which includes synonyms. 

Although ELF is considered one of the best available NLIDBs [3], and according 
to its documentation, it needs a minimum extra effort to tune its default-configuration, 
some problems were found with its configuring process: the categories of its 
knowledge base are not organized, the categories attributes mix elements related to 
syntactic parsing with semantic parsing, and ELF does not allow to add new 
attributes. The ELF documentation mentions that the automatic analysis detects 
synonymy relations, but it does not clarify if the interface can deal with another type 
of relations (antonymy, meronymy, etc.) or it provides a mechanism to define new 
relations. 

English Query (EQ) [6] carries out an analysis very similar to that of ELF, but in 
this case the dictionary is not accessible, neither are the categories used to classify the 
database tables and table columns. Its analysis is restricted to linking database 
columns with words and defining relations such as "has" (very generic, because it just 
establishes "an entity has columns") and “unique" (column identifiying a table or 
entity). Additionally, it has a modifiable dictionary of synonyms and it allows to 
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define temporal relations among concepts of the database, heteronymy-hyponymy 
relations among tables, and to add functionality to the interface by links between 
sentences and external function calls (feature similar to ELF's). 

The last version of English Query is integrated with Visual Studio 6.0, which 
allows defining relations among concepts that represent entities using a graphic 
editor, similar to entity relationship diagrams. It provides the information EQ uses to 
answer a query (useful when EQ fails answer the query appropriately) and it has a 
wizard that guides the user to feedback the interface with the information required to 
generate the correct answer. This feedback consists of some forms that have to be 
filled with additional information not set up in the dictionary, user-defined relations 
and metadata.  

Some of the problems found for English Query are the following: the process for 
adding new words to the dictionary is confusing as well as the use of the new words 
by EQ; the mechanism to define new relations is inflexible, because it is restricted to 
a few sentence patterns (trait, verb, adjective, adverb, command and preposition 
phrasing); the difference when defining a relation using one or another pattern is not 
clear; the default relations defined by English Query are very generic and not very 
useful; and the feedback wizard is not very intuitive, because similar queries that are 
not correctly answered by the interface may need different information so they can be 
answered correctly. 

Inbase [5], an NLIDB developed at the Russian Research Institute of Artificial 
Intelligence, bases its operation on the separation of knowledge about semantic 
patterns which are used in querying the database and knowledge of the problem 
domain of a particular database. Inbase allows to quickly adjust the capacities of the 
component of the natural language analysis to the database to be queried. To answer 
the queries, a model of the domain is needed (DM), which is obtained partly by an 
analysis of the database, and partly from information that a customizer provides. The 
database domain is formalized in System with Networks and Objects-Oriented 
Productions (SNOOP) [12]. 

Unfortunately, an English on-line demo cannot be configured and is not very 
reliable, because Inbase does not distinguish between variants of the same query, (for 
example "which is the employee with highest salary" and "which is the employee’s 
age with highest salary"). A description of customization process could not be found; 
however, a project reference [5] mentions that Inbase uses KL-ONE [14], one of the 
most stable languages for knowledge representation. Unfortunately, it was not 
possible to evaluate the process of customization of this NLIDB (and other ones, such 
as PRECISE [8], for the same reasons). 

3   Customization Methodology 

The customization methodology proposed for an NLIDB [16] is composed of the 
following stages: analysis of the database semantic; obtaining a query corpus from 
potential users; classification of this corpus in categories (similar to the ones defined 
in [4]) whose definition is linked with a relationship; definition of useful concepts to 
answer queries; identification of relations and concepts in the knowledge base; and 
connecting query elements with concepts and relations that explain the database 
semantics. 
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Concepts and relations have to be organized, because the lack of order complicates 
their use. In order solve this problem we propose the use ontologies as organization 
model. Important principles of ontologies are reuse and resource sharing. For this 
reason it is necessary that the organization of concepts be the most generic possible, 
so that several tools can share it, and besides, that the relation should be based on 
generally accepted principles such that it can be understood and reused. This is very 
useful, because knowledge contained in an ontology can be used by some 
applications, which in turn can increase the number of users to justify the ontology 
costs incurred by its creation, customization, operation and maintenance. 

To achieve the most generic ontology possible, linguistics [7] and grammar were 
used as design guides to define categories for organizing concepts and relations 
among them. Additionally, the relational database theory was employed to categorize 
database elements. The translation of a database query expressed in natural language 
involves the search of relations that link words of the query (nouns, adjectives, etc.) 
with elements of the database (tables, columns, etc.), which allow to formalize the 
query in Structured Query Language (SQL). Additional elements were added to the 
ontology, such as classes and relations that allow relating concepts of the database, 
Parts of Speech (POS) and new properties with external function calls, an extension 
mechanism for the NLIDB, similar to those in ELF and English Query. 

To make sure that the ontology was more reusable, it was formalized in Web 
Ontology Language (OWL) [12], which allows compatibility with other ontologies 
formalized in OWL for reuse and sharing the ontology developed with other users and 
applications through the Web. 

3.1   Classes (Categories), Concepts (Synsets) and Words 

The ontology defines categories or classes for organizing concepts that define the 
database context. The definition of top-level classes is explained hereupon: 

ElementosBD (ElementsDB). - They define categories where main relational database 
elements are classified [1]; for example: primary key, foreign key, etc. Some 
subcategories were omitted such as indexes or triggers, because they are not part of 
one query. 

Palabra (Word). - Subcategories are POSs (noun, adjective, verb, adverb and other). 
We borrowed concepts from WordNet [15], such as word form for referring to 
physical pronunciation or writing of a word and word meaning for referring to the 
lexical concept that a word form can use to express something. 

Synset. - It is a representation of a word meaning that "contains" synonyms. Synset 
subcategories are based on POSs, excepting category other since this POS almost has 
not synonyms. 

Funciones (Functions). - They are classified in three subcategories: aggregation 
functions (part of SQL), user-defined functions and link-call functions. The first one 
allows defining groups of words or synsets equivalent semantically to SQL functions 
such as AVG, MAX, etc. The second one allows to associate words or sentences with 
user-defined programs through synsets. The last one permits to define a label used as 
a bridge between a user-defined relation and an external program that implements a 
new semantic relation. 
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3.2   Relations (Properties) 

Relations or properties link classes (categories), concepts (synsets) and words, so that 
they define all together the database context for an NLIDB. The top-level relations 
defined in the ontology are the following: 

Lexical relation. - It is a culturally recognized pattern of association that exists 
between lexical units in a language. Its subcategories are syntagmatic and 
paradigmatic. The lexical-syntagmatic relations defined are: perception, sound, 
instrument, degradation and benefactor. The lexical-paradigmatic relations defined 
are: synonymy, hiponymy-hiperonymy (sub-relations: class inclusion, scalar, lineal 
and troponymy), opposition (sub-relations: antonymy, relational and directional 
converses and complement), and meronymy (sub-relations: substance, place, 
component, action, portion and member). 

Relaciones_elementosBD (Relations_elementsDB). - Represents relations between 
elements of the relational database model and synsets, and through transitivity 
establish a connection of database elements with words. 

Relaciones_funciones (Relations_functions). - Connects instances of the user-defined 
functions class to synsets and to program names (including their absolute path). 
Through transitivity, synsets allow to connect these functions with database elements. 
Its sub relations are: 

Relación programa (Relation_program).- Links an instance of the user-defined 
relations class with an external program name. 

Palabra_función (Word_function). - Links an instance of the user-defined functions 
class with an instance of noun class, subclass of palabra (word). 

Función_synset (Synset_function). - Links an instance of the user-defined functions 
class with a synset. 

3.3   Instances 

The instances of the pre-filled ontology are words (word forms), synsets (which are 
identified with the most representative word form with a serial number, similar to 
WordNet [15]), terms identifying databases, tables and columns, and names of the 
functions used to increase the interface capacity. The population of the ontology was 
carried out in a previous work [17]. The last stage of the proposed methodology, i.e., 
the description of concepts and connections defining relations among words, consists 
just of the definition of instances and their relations. 

4   Description of the Experiment 

Empirical evaluations have not tried to validate all the components of an NLIDB, 
neither to validate the answers that it provides, since there exist many involved 
factors: completeness of the knowledge base, syntactic and semantic parsing, and the 
type of queries of the test corpus (defined in [4]). 
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The experimental plan consists of three empirical evaluations for comparing the 
English Query’s customization process, and the use of an ontology to customize an 
NLIDB using Protégé [9], one of the most popular ontology editors. In each of three 
evaluation experiments, crossed evaluations were carried out: first a team evaluated 
the proposed approach using Protégé and the other team evaluated English Query, and 
afterwards, the roles of the teams were inverted. Since the evaluation teams were 
small, we had to resort to this trick in order to cancel out the biasing resulting from 
the learning process; i.e., the customization using the second approach will become 
easier after the customization using the first one.  Between the first one and the 
second evaluation, a small tuning experiment of ontology design was performed using 
five students, to improve the ontology design and the evaluation process.  

4.1   Description of the Evaluation Teams 

The participants of the evaluations were MS students, which did not received formal 
training, just an informal briefing to explain them the experiment (they did not receive 
training proper in order to avoid the instructor's possible biases). The participants 
received the English Query documentation provided by Microsoft and a document that 
explains the proposed ontology approach. For evaluation No. 3 a document with 
customization examples was added for both approaches (EQ and the ontology approach). 
None of the participants had previous experience in English Query neither they had heard 
about ontology concepts. The participants for evaluation No. 3 were recruited from a 
university without a rigorous admission process; while those for evaluation No. 2 were 
recruited from Cenidet, a research institute with a rigorous admission process. Additional 
information of each evaluation team is showed in Table 1. 

Table 1. Information of the evaluation teams 

 Evaluation No. 2 Evaluation No.  3 
Source Research center Private university 
Query corpus  (difficulty 
level low/medium/high) 

7 (2/3/2) 8 (3/3/2) 

Available documentation  English Query documentation 
and documentation of the 
ontology approach 

Same 
documentation + 
examples. 

Number of questions of 
the evaluation form 

14 14 

Participants' number 18 10 

4.2   Description of the Evaluation Task 

The participants were asked to carry out the customization using Protégé for the 
ontology approach and the English Query’s customization process, for eight queries 
from a corpus for evaluations No. 2 and No. 3. 
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Several NLIDBs define their own evaluation corpus [4], [6], [8]. We decided to use 
queries from the ELF corpus [3] because it is the most used, and selected a set of 
queries such that four queries were answered with the English Query default 
configuration and the other four were not. An interesting detail was found when 
comparing the ELF corpus with one created by ourselves, and another used in some 
other experiment [4]: although the three referred to the same database (NorthWind), 
the types of queries found in each corpus were very different. The first one has a 
majority of complex queries, the second one contains queries of little difficulty, and 
the third one consists of queries of different difficulty. Afterwards, we gathered a 
fourth corpus with queries from real database users that formulate queries to their 
operation databases; in this case again, the query types found were different from 
those of the previous three corpuses. 

4.3   Description of the Evaluation 

Questions of an evaluation form were grouped according to the main factors affecting 
the customization process of an NLIDB: configuration interface, customization 
methodology and other features, such as motivation and analysis skills of the 
evaluation participants. 

The metric used was the Likert scale (one to seven). The values presented in the 
section "Summary of Results" are average values and they are normalized in a 0-100 
scale. Two metrics used in other experiments (but not used here), were time spent on 
customization and quality of the resulting configuration. The time metric was 
excluded because the time invested in the customization was not possible to measure, 
since it was not possible to gather participants at the same time. The quality metric 
was excluded because we did not have a group of experts in ontology design to asses 
the quality of the ontology resulting from the customization. 

5   Summary of Results 

Evaluations No. 2 and No. 3 have the same evaluation procedure, the only difference 
consists of the evaluation teams’ characteristics and the documentation handed out. 
The results for Evaluations No. 2 and No. 3 are shown, together with their standard 
deviations (within parenthesis), in Tables 2, 3 and 4 according to the three types of 
factors affecting the customization of an NLIDB, mentioned the previous section. 

Figure 1 shows the differences between the averages of the evaluations of 
questions related to the customization interface of English Query and Protégé. In this 
figure a positive difference indicates that the ontology approach was better and a 
negative difference indicates the opposite. 

Figure 2 shows the differences between the average evaluations of questions 
related to the customization methodology of English Query and the ontology 
approach. 

Figure 3 shows the differences between average evaluations of questions related 
with diverse features of English Query and the ontology approach. 
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Table 2. Evaluation for questions related to the customization interface of English Query and 
the ontology approach  

Question English 
Query 2 

Ont. 
App. 

2 

English 
Query 3 

Ont. 
App. 

3 
1. I was comfortable with 

the configuration 
process tool after the 
training session. 

51.04 
(19.07) 

72.92 
(9.99) 

62.50 
(18.16) 

70.83 
(11.02) 

2. The configuration 
process tool was easy to 
learn 

47.92 
(23.00) 

71.88 
(21.91)

60.42 
(16.54) 

58.33 
(16.67) 

3. The interface 
configuration process is 
manageable 

56.25 
(19.43) 

76.04 
(14.40)

62.50 
(19.98) 

70.83 
(24.65) 

4. The interface elements 
that are not in your 
native language affect 
the configuration 
process 

44.79 
(24.80) 

68.75 
(21.95)

50.00 
(16.67) 

75.00 
(22.05) 

Table 3. Evaluation for questions related to the customization methodology of English Query 
and the ontology approach 

Question English 
Query 

2 

Ont. 
App. 

2 

English 
Query 

3 

Ont. 
App. 

3 
1. The training process 

allowed me to 
understand the 
configuration 
methodology built into 
the tool 

52.08 
(20.31) 

70.83 
(13.82)

64.58 
(21.14) 

68.75 
(15.45) 

2. The documentation of 
configuration process is 
easy to understand 

50.00 
(22.05) 

71.88 
(12.80)

64.58 
(17.55) 

72.92 
(11.60) 

3. The terminology used in 
configuration process is 
strange or confusing 

47.92 
(24.91) 

66.67 
(14.43)

54.17 
(19.98) 

60.42 
(8.07) 

4. The necessary steps to 
carry out the 
configuration process 
were clear 

40.63 
(16.63) 

69.79 
(14.69)

72.92 
(18.52) 

68.75 
(19.43) 
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Fig. 1. Evolution of the differences between average evaluations of questions related to the 
interface of English Query and Protégé for evaluations No. 2 and No. 3 

Table 4. Evaluation for questions related to diverse features of English Query and the ontology 
approach 

Question English 
Query 

2 

Ont. 
App. 

2 

English 
Query 

3 

Ont. 
App. 

3 
1. The training was 

adequate to make the 
configuration task 

51.04 
(19.96) 

65.63 
(14.99) 

66.67 
(18.63) 

66.67 
(16.67) 

2. The configuration 
process is flexible 

60.42 
(15.45) 

77.08 
(11.60) 

60.42 
(16.54) 

75.00 
(18.63) 

3. The configuration 
process is intelligible 

55.21 
(22.61) 

76.04 
(10.15) 

62.50 
(19.98) 

72.92 
(14.28) 

4. Do you consider that 
the configuration hints 
at how the NLDIB 
works 

53.13 
(20.60) 

79.17 
(13.82) 

60.42 
(16.54) 

72.92 
(20.31) 

5. I felt comfortable 
analyzing and filling 
concepts for the 
configuration process 

57.29 
(22.80) 

76.04 
(11.74) 

62.50 
(16.14) 

68.75 
(15.45) 

6. I felt comfortable 
analyzing and filling 
relations for the 
configuration process 

51.04 
(19.07) 

72.92 
(16.54) 

64.58 
(17.55) 

72.92 
(8.07) 
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Fig. 2. Evolution of the differences between average evaluations related to the customization 
methodology of English Query and the ontology approach for evaluations No. 2 and No. 3 
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Fig. 3. Evolution of the differences between average evaluations related with diverse features 
of English Query and the ontology approach for evaluations No. 2 and No. 3 

6   Discussion 

The differences found between average evaluations from evaluations No. 2 and No. 3 
favor our proposal in most of the aspects, since out of twenty-eight differences 
(fourteen for each evaluation), twenty-five are positive, two are negative and one is a 
tie (figures 1, 2 and 3). 

An interesting detail is that the values from evaluation No. 2 are superior to those 
of evaluation No. 3, although this one had a more polished and complete 
documentation, and its participants had more time to learn the user-interfaces. A 
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possible explanation is the difference between the selection processes of the students' 
institutions for each evaluation, since the students for evaluation No. 2 have to go 
through a rigorous selection process and as opposed to students for evaluation No. 3; 
consequently, the first ones must have a larger analysis capacity than the second ones.  

The results for evaluations No. 2 and No. 3 favor our proposal, except in “The 
configuration process tool was easy to learn” (evaluation No. 3) and in “The 
necessary steps to carry out the configuration process were clear” (evaluation No. 3). 
The first exception can be explained because the participants of evaluation No. 3 have 
less experience using non commercial software, and the second exception can be 
accounted for by the a difference in autodidactic capacity, a skill more developed in 
the participants of evaluation No. 2.  

7   Conclusions 

Evaluations of the customization process of NLIDBs have not been found in the 
specialized literature; therefore, this work is pioneer in its field. Although there exists 
a great deal of work and interest in usability aspects for the design of user's interfaces, 
the customization process of knowledge bases is different, since it implies, besides 
certain repetitive tasks, activities that involve certain knowledge of the internal 
operation of the application and, for NLIDBs, linguistics knowledge. 

Although English Query is a complete NLIDB and our proposed approach not, it 
was more desirable for the evaluation participants to know all the terms and its 
relationships, i.e., an explicit knowledge base (ontology), instead of the support 
elements (wizard, graphic editor of relations, transparency in the translation process, 
etc.).  

The most important contributions of the ontology approach are: a general-purpose 
ontology that incorporates elements from a relational database, and a methodology 
that allows connecting, through the ontology, query elements with the database 
elements, that will be useful to the a semantic analyzer to understand the query and 
translate it correctly to SQL. The methodology incorporates the idea of establishing 
patterns to classify the queries issued to the NLIDB and, in this way, to simplify the 
customization work, since it would essentially be the same customization task for 
each pattern or category of queries. 
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Abstract. During the last years, they have been published many studies 
carrying out the improving and optimization of the coherent optical systems by 
"computer experiments". Based on some computational models known in the 
literature, this paper proposes to present the main author's results obtained by 
numerical simulation using a Runge - Kutta type method. The used 
computational method refers to the nonlinear transport coupled equations in the 
case of the fiber amplifier and to the rate equations for the laser systems. Some 
new feature of the computer modeled systems have been put into evidence, for 
designers utility in different applications. 

Keywords: optical amplifier, coherence, rate equations, Runge - Kutta method, 
host material, photon pumping, crystal laser, fiber laser, erbium doped medium, 
pump wavelength, numerical simulation.  

1   Introduction 

The optical fiber's technology development having high performances and low costs, 
determined the use of the rare earth doped optical fiber itself as an amplifier, 
functioning in a laser regime. 

The use of the erbium doped fiber amplifier (EDFA) technology results into 
important advantages like: possibility of easy integration, highly efficiency and gain, 
immunity to crosstalk and low noise and high saturation output power [1, 2]. 

In the paper will be presented firstly the computational model which govern the 
amplification regime of an uniform doped optical fiber under the form of a system of 
the nonlinear transport coupled equations, respectively for the signal and for the 
pumping. This system was used for numerical simulation of the amplification 
phenomena by a Runge - Kutta type method [3, 4, 17]. 

The study continues with the computational model presentation used for numerical 
analyses of the laser system doped with Er3+ ions, both on the crystal type and on the 
optical fiber laser" type [5, 6]. 

The main problems studied by numerical simulation, using these models known in 
literature are: the amplification and the laser efficiency and threshold for different 
optical pumping wavelengths, the dependence of the output optical power on the 
levels life time, the influence of the host materials on the output power and the time 
dependent phenomena, stability and nonchaotic regime of operation [7, 8]. 
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The used fourth order Runge - Kutta method for the numerical simulation, 
demonstrate the importance of the "computer experiments" in the designing, 
improving and optimization of these coherent optical systems for information 
processing and transmission [9, 10, 11, 12]. 

Another author's numerical simulations refers to nonlinear effects in optical fibers 
systems [13, 14]. Self - pulsing and chaotic dynamics are studies numerically in the 
rate equations approximation, based on the ion - pair formation phenomena [15], but 
these results are not presented in this paper. 

2   Fiber Amplifier 

2.1   Transport Equations for Signal and Pumping 

Let us consider an optical fiber uniformly doped, the concentration of the erbium ions 
being 0N . The pumping is done with a laser radiation having pλ  wavelength and the 

pumping power pP , the absorption cross - section being a
pσ . The population 

densities of the atoms on each of the three levels involved in laser process are: 
( ) ( )ztNztN ,,, 21  respectively ( )ztN ,3  which verify the equations: 

( ) 0z,tN3 ≅  (1) 

( )z,tN1 + ( ) 02 Nz,tN =  . (2) 

The necessary condition for radiation amplification in this kind of system is as in 
the laser case the population inversion. 

In the next presentation we refer to the energy levels diagram presented in figure 1 

where: a
sσ  is the absorption cross-section for the signal; e

sσ  is the stimulated 

emission cross-section corresponding to the signal; a
pσ  is the absorption cross-section 

for the pumping radiation and τ  is the relaxotime by spontaneous emission. 

 

Fig. 1. The diagram of the energy levels involved in radiation amplification 
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For this systems of energy levels on can write three rate equations: one for the 
population of the 2E  level and two transport equations for the fluxes of the signal and 

pumping. These rate equations are respectively [1]: 

( ) ( ) ( ) ( ) ( ) ( ) ( )
;
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a
ss2
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where: 

( )
p

p
a
p

p hv

z,tI
W

⋅σ
=  is the absorption rate for the pumping; 

( )
s

s
a
sa

s hv

z,tI
W

⋅σ
=  - is 

the absorption rate for the signal; 
( )
s

s
e
se

s hv

z,tI
W

⋅σ
=  - is the stimulated emission rate; 

τ
1

 - is the spontaneous emission rate; a
pσ ( )z,tN1⋅  - is the rate of pumping 

diminishing by absorption; ( )z,tN 2
e
s ⋅σ  - rising rate of the signal by stimulated 

emission and ( )z,tN1
a
s ⋅σ  - is the rate of signal diminishing by absorption. (It admit 

that p
e
s

a
s WWW == ). 

In the same time the initial condition are: 

( ) ( )tI0,tI pp =  (6) 

( ) ( )tI0,tI ss =  . (7) 

If the next conditions are fulfilled: 

( ) 0z,tN
t 2 =

∂
∂

, (8) 

( ) ( ) 0z,tI
t

0,tI
t pp =

∂
∂=

∂
∂

, (9) 

( ) ( ) ,0z,tI
t

0,tI
t ss =

∂
∂=

∂
∂

 (10) 
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one obtain the steady state equations: 
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z s1
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By eliminating of the populations ( )z,tN1  and ( )z,tN 2 , it results the equivalent 

system of nonlinear coupled equations: 
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In the upper equations, there are involved the parameters: Js10626,6h 34−⋅=  - the 

Planck constant; m/s1099,2c 8⋅=  - the light velocity in vacuum; s10 2−=τ  - the 

relaxation time for spontaneous emission; 216a
p m102 −⋅=σ  -the absorption cross-

section for pumping; 216a
s m105 −⋅=σ  -the absorption cross-section for signal; 

215 m107 −⋅=σe
s  -the stimulated emission cross-section for signal; 

m10980 9
p

−⋅=λ  - the pumping radiation wavelength; m101550 9−⋅=λ s  - the 

signal radiation wavelength; L  - the amplifier length; m10z 3−=Δ  - the quantization 
step in the long of the amplifier. We consider parameters: 

( )1818
11

10824,7;10947,4;; ⋅=β⋅=α⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
λ

=β⎟
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⎞
⎜
⎜
⎝

⎛

λ
=α

−−

sp

hchc
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2.2   Numerical Simulation 

Numerical modeling of the upper rate equations was realized using the MATHLAB 
programming medium. 
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The base element of the program was the function ode 45, which realize the 
integration of the right side expressions of the nonlinear coupled equation using 
Runge - Kutta type methods, for calculation time reducing. 

The program was applied for many values of the amplifier length for each of them 
resulting different sets of results, for the photon fluxes, both for the signal and 
pumping as well as for the gain coefficients and signal to noise ratio. 

From the obtained results by numerical integration of the transport equations, it 
results that the intensity of the output signal rise with the amplifier length but the 
pumping diminish in the some time. The calculated gain coefficients of the amplifier 
have a similar variation as was expected. We observe also the rising of the signal to 
noise ratio, resulting an improving of the amplifier performances [4]. 

The obtained value of the gain coefficient for the signal, of the 40 dB is similar to 
published values [3]. 

So that, the results can be very useful for designers, for example, to calculate the 
optimum length of the amplifier for maximum efficiency. 

3   Laser System in Erbium Doped Active Media 

3.1   The Interaction Phenomena and Parameters 

We analyze the laser systems with Er3+ doped active media by particularizing the 
models and the method of computer simulation for the case of the Er3+ continuous 
wave laser which operate on the μm3  wavelength. This laser system is interesting 

both from theoretical and practical point of view because the radiation with μm3  
wavelength is well absorbed in water. 

For this type of laser system don't yet completely are known the interaction 
mechanisms, in spite of many published works. 

Quantitative evaluations by numerical simulations are performed, refering to the 
representative experimental laser with Er3+:LiYF4, but we analyse also the codoping 
possibilities of the another host materials: Y3Al5O12 (YAG), YAIO3, Y3Sc2Al2O12 
(YSGG) and BaY2F8. 

The energy level diagram for the Er3+:LiYF4 system and the characteristics 
processes which interest us in that medium are presented in figure 2. 

The energy levels of the Er3+ ion include: the ground state in a spectroscopic 

notation 2/15
4 I , the first six excited levels 2/9

4
2/9

4
2/11

4
2/13

4 F,I,I,I , the 

thermally coupled levels 2/11
2

2/9
4 HS +  and the level 2/7

4 F . 

The possible mechanisms for operation in continuous wave on μm3  of this type of 

amplifying media are [5]: 

a) the depletion of the lower laser level by absorption in excited state (ESA) 

2/11
2

2/13
4 HI →  for pumping wavelength of 795 nm; 

 b) the distribution of levels excitation 2/3
4 S  and 2/11

2 H  between laser levels 

due to cross relaxation processes ( ) ( )2/19
4

2/9
4

2/15
4

2/11
2

2/9
4 I,II,HS →+  and 

multiphoton relaxation 2/11
4

2/9
4 II → ; 
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Fig. 2. The energy diagram of the Er3+ ion and the characteristic transitions 

 c) the depletion of the lower laser level and enrichement of the upper laser level 

due to up-conversion processes ( ) ( )2/9
4

2/15
4

2/13
4

2/13
4 I,II,H →  and multiphoton 

relaxation 2/11
4

2/9
4 II → ; 

 d) the relatively high lifetime for the upper laser level in combination with low 
branching ratio of the upper laser level to lower laser level. 

 These mechanisms, separately considered can't explain satisfactory the complex 
behavior of the erbium doped system, as has been shown [5, 7]. 

That is way it is necessary to put into evidence the most important parameters of 
the system and to clarify the influence of these no independent parameters on the 
amplification conditions as well as the determining the optional conditions of 
operation. 

The levels 2/11
4H  and 2/3

4S  being thermally coupled, will be treated as 

combined a level, having a Boltzmann type distribution of the populations. 
For numerical simulation the parameters of the Er3+:LiYF4 were considered 

because that medium presents a high efficiency for μm3  continuous wave operation, 

if the pumping wavelength is nm970=λ  on the upper laser level 2/9
4I , or on the 

level 2/11
4I  in the case of the pumping wavelength nm970=λ . 

The Active Medium Parameters. Corresponding to the energy levels diagram 
presented in figure 2, the lifetimes of the implied levels, for low excitations and 
dopant concentrations have the values: ms101 =τ ; ms8,42 =τ ; s6,63 μ=τ ; 

s1004 μ=τ ; s4005 μ=τ  and s206 μ=τ . 
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Just the variations of these intrinsic lifetimes due to ion-ion interactions or ESA 
will be considered in the rate equations. 

The radiative transitions on the levels 2/3
4 S  and 2/11

2 H  are calculated taking 

into account the Boltzmann contributions of these levels for 300K: 0,935 respectively 
0,065 for each transition. 

The nonradiative transitions are described through the transition rates NR,iA  of the 

level i, calculated with formula: 

         ∑
−=

=

− −τ=
1i

0j
ij

1
iNR,i AA ,                                                (16) 

where ijA  are the radiative transition rates from level i to level j. In the same time, 

the branching rations ijβ  of the level i through the another lower levels are given by: 

ijβ  = ( ) 1
iNR,iij AA −τ+ , for 1ji =−                                     (17) 

respectively: 

          ijβ  = 
1

i

ijA
−τ

,  for 1ji >− .                                            (18) 

The values of the branching ratios have been calculated [1, 5]. 
The considered ion-ion interaction processes are: 
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                              (19) 

being characterized by the next values of the transition rates: 

;sm 108,1WW;sm 103WW 13231
2222

13231
1111

−−−−−− ⋅==⋅==  

,sm 102WW 13231
5050

−−− ⋅==  

where the 50W  parameter take into account the indiscernible character of the 

corresponding relaxation processes. 

The Resonator Parameters. The resonator parameters used in the realized computer 
experiments are consistent with operational laser systems, as:  the crystal length:         

l = 2 mm; the dopant concentration: 321
0 cm102N −⋅= ; the pumping wavelength: 

nm795p =λ ; an consider for ground state absorption (GSA) 2/9
4

2/15
4 II →  the 

cross section 221
03 cm105 −⋅=σ  and for excited state absorption (ESA), 

2/11
2

2/3
4

2/13
4 HSI +→ , the cross section 220

15 cm101 −⋅=σ .  

 (The ESA contribution of the level 2/11
4I  was neglected for that wavelength. 
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Another considered parameter values are presented in literature, being currently 
used by researchers. 

In literature [5, 7] we found also the values of the energy levels populations 
reported to the dopant concentration and the relative transition rates, for different 
wavelength used for pumping: nm795=λ  and nm970=λ . 

3.2   Computational Model 

The presented model, include eight differential equations which describes the 
population densities of each Er3+ ion energy levels presented in figure 2 and the 
photon laser densities inside the laser cavity. 

We take iN  for 6,...,2,1i =  to be the population density of the i level and 0N  the 

population density of the ground state, the photonic density being φ . 
That model consisting of eight equation system is suitable for crystal laser 

description [16]. For the fiber laser, the model must be completed with a new field 
equation to describe the laser emission on μm7,1=λ  between the fifth and the third 

excited levels. 
The rate equations corresponding to energy diagram with seventh levels, for Er3+ 

systems are presented below: 
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A similar models are given in the references [5, 7, 8]. 
In the field equations (27) and (28), the parameters P/P.l,,L,T,L loptr κ  are 

considered the same for the two type of laser studied. In the equations system (20) ÷ 
(28) the parameters are: R is the pumping rate from lower levels to the higher ones; τ  
is the life-times for each corresponding level; W  is associated with the transition 
rates of the ion-ion up-conversion and the corresponding inverse processes; - ijβ  are 

the branching ratios of the levels i through the other possible levels j; SER  is the 

stimulated emission rate; l and optl  are the crystal length and the resonator length; 

21γ  is an additional factor for the spontaneous radiative transition fraction between 

the levels: 2/11
4I  and 2/13

4I ; P/Pl  is the of spontaneous emission power emitted in 

laser mode; c,,L,T r κ  are the transmission of the output coupling mirror, the 

scattering losses and the diffraction - reabsorption losses respectively, c being the 
light speed in vacuum. 

The pumping rates depend on the corresponding cross-section and of the other 
parameters [7]. 

The parameters for the lasing in an Er:LiYF4 crystal system are considered the 
same and for the fiber laser. 

3.3   Crystal Laser Simulation 

Laser Efficiency for Different Pumping Wavelength. In the simulation were used 
for pumping the radiations having =λ 795, 970 and 1570 nm, which are in resonance 
with the energy levels in diagram of Er3+ ion presented in figure 2. 
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The pumping radiation for nm795=λ  connect the ground state level 15
4 I  with 

the third excited level 2/9
4I  and also the second level with the fifth one 

( )2/11
2

2/3
4

2/13
4 IS,I + , processes. 

In the case of pumping radiation having nm970=λ  the ground state absorption 

(GSA) corresponds to transition 2/11
4

15
4 II →  and excited state absorption (ESA) to 

transition 2/7
4

2/11
4 FI → . Similarly the pumping for nm1530=λ  determine a single 

transition GSA that is 2/13
4

2/15
4 II → . 

The dependence of the output power versus input power for different pumping 
wavelength (795 nm, 970 nm and 1530 nm) were plotted resulting the functioning 
thresholds and the slope efficiencies for each situation. 

For the crystal laser Er3+ doped, the optimum efficiency results for the direct 
pumping on the upper laser level. 
 
The output power variation with the level lifetimes. The output power variation on 
the lifetimes for the upper levels having 654 ,, τττ  was studied for an input pump 

power W5Pp =  and nm795p =λ . 

We found that radiative and nonradiative transitions from the fifth and the sixth 
levels, improve the population difference for the laser line and determine the raising 
of the output power of them, the variation of the fourth level lifetime, being without 
influence for the output power. 

 
The influence of the Er3+ ion doped host material on the output power. A three 
dimensional study was done to investigate the influence in the laser output power due 
to parameters variations for the ??? material, using nm795p =λ . 

The relative spontaneus trasition rates were considered the same for all 
simulations.  

To determine the host material change influence on the laser output power the next 
variation scale of the lifetimes have been considered: 

 

( ) ( )ms,6,94,0ms,151 21 ÷=τ÷=τ  ( ) s,2222,03 μ÷=τ  ( ) s30034 μ÷=τ , 

( ) s1200125 μ÷=τ  and ( ) s606,06 μ÷=τ . 
 

Similarly, the variations of the transition rates corresponding to up-conversion 
processes for different host materials are considered to spam the intervals given 
bellow:  

 

( ) 1321
11 mscm103001,0W −−⋅÷= , ( ) 1321

22 mscm101808,1W −−⋅÷= , 

( ) 1321
50 mscm1020002,0W −−⋅÷= . 

 
For the other parameters used in the numerical simulation the published data was 

the main source of reference. 
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Stable, non-chaotic behavior of the laser systems. A time dependence of the photon 
density in the cavity of the output power and of the implied level populations in the 
laser process was analyzed by the input parameters variations that is pumping power 
and the interaction cross-sections. For the pumping power differently step functions 
was considered. The analysis represents a satisfactory temporally description of the 
crystal laser to verify the used computational model. 

Our simulation for the time dependence confirm the stability of the continuous 
wave regime of operation of the crystal laser, after an initial transitory regime of the 
milliseconds order, which is gradually doped, from the moment we switch on the 
pump. 

This stable non-chaotic behavior is similar different host materials, the used 
method not being time prohibitive for such studies. 

To understand better the obtained results, we indicate below some of the graphs 
plotted in that simulation: 3d analysis ( )2111 ,, ττWP  with ms101 =τ ; 3d analysis 

( )11215 ,, WP τσ  with 219
15 cm10−=σ ; 3d analysis ( )22250 ,, WWP τ  with 

1324
22 sm108,1 −−⋅=W ; 3d analysis ( )3150 ,, ττWP  with ms101 =τ , etc. 

The 3D study of the parameters variations to rise the output laser power put intro 
evidence the important role of the host materials, the decisively parameter being the 
lifetime associated with the upper laser level. 

By selection, other the parameters variations limits, the most efficiently media are 
the fluorides: LiYF4 and LiY2F8. 

In spite of the fact we have analyzed the problems by an original method, the 
results are consistent with the published data. 

A special mention must be mode concerning the used "step-size" Runge - Kutta 
method which is are rapidly and don't alternate the results obtained by classical Runge 
- Kutta method. 

In case of 3d analysis we used a 7 order precision and a 6 order stopping criteria. 

3.4   Fiber Laser Simulation 

In the fiber laser functioning, were studied almost the same problems as in the crystal 
laser case, that are: 

 a) The output power thresholds and efficiencies for different values of the "closer 
process" and in the absence of this effect. 

 b) The relevance and the implications of the "closer process", which is specific to 
fiber laser 

 c) The dependence of the output power on host material Er3+ doped, by variation 
of the characteristic parameters. 

 d) The description of the time depended phenomena for the Er3+ doped fiber laser, 
inclusively the population dynamics. 

 The principal differences between the crystal laser and fiber laser were taken into 
consideration, the most important being: 

 - the existence of an extra field equation [7], which describes the closing process 
in the fiber laser; 
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 - the absence of the up-conversion" processes due to the low concentration of the 
Er3+ dopant. 

 The role played by the up-conversion in crystal is taken in fiber laser by pumping 
from the first and second excited level. 

 The analyzed physical system was the optical fiber with ZBLAN composition, 
having the next characteristic parameters: 

- the dopant concentration: 319
d cm108,1:N −⋅ ; the amplifier length, cm480:l ; 

the laser mod radians, μm25,3:rmode ; the pumping wavelength, nm791:pλ ; the 

ground state absorption cross-section, 222
03 cm107,4: −⋅σ ; the excited state 

absorption cross-section from the level ,I 2/13
4  221

15 cm10: −σ ; the excited state 

absorption cross-section from the level ,I 2/11
4  222

27 cm102: −⋅σ ; the laser 

wavelength, μm71,2:Lλ ; the "closer" wavelength, μm7,1:clλ ; the emission cross-

section, 221
21 cm107,5: −⋅σ ; the "closer" cross section, 220

53 cm100,1or   5,0: −⋅σ ; 

the Boltzmann, 14b  and 113,0:b22  respectively 0,2; the mirror transmission T: 68%; 

the optical resonator length, cm720:lopt . 

The "closer" process was studied for three different values of the "color" cross - 

section: 220
53

2
53 cm105,0;cm0 −⋅=σ=σ  and 220

53 cm101,0 −⋅=σ . 

The most important conclusions resulting from the fiber laser analysis are: 

 - The optimum operating conditions are obtained for nm791p =λ , so that the 

pumping is realized directly on the upper laser level with the cross - section 03σ . 

 - The presence of the "closer" process, improcess the laser efficiency on μm3 , by 

a 2 factor in that cascade laser situation. The three - dimensional (3D) analysis shows 
the determinant role of the 2τ  for laser power similarly to the crystal laser, the 

parameters 15σ  and 27σ  being strong correlated with the laser process, for the high 

values of the 11τ . 

 Another important result is represented by the time dependent analysis of the 
output power and of the level populations, which shows a stable non - chaotic 
behavior as in the crystal laser case. 

 In the temporary simulation using adoptive Runge - Kutta method, the precision 
used was of gorger and the stopping criteria was a 7 order precision for the change in 
population density. 

 All obtained results by numerical analysis are consistent with the date form the 
literature. 

4   Conclusions 

The developed numerical models concerning the characterisation and operation of the 
EDFA systems and also of the laser systems, both of the "crystal type" or "fiber type" 
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realized in Er3+ doped media and the obtained results are consistent with the existing 
data in the literature. 

Our results put into evidence the existence of the new situations which are 
important for the optimization of the functioning conditions for this kind of devices. 

That was possible due to the valences of the computer experiment method which 
make possible a complex study taking into account parameters intercorrelations by 
simulating experimental conditions, as have been shown. 
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Abstract. This paper aims to present a numerical simulation of soliton 
propagation, based on Korteweg-de Vries equation, using a powerful PC 
program (Maple10) who permits to perform numerical calculations, plot or 
animate functions and manage analytical expressions. We discuss a model 
of one soliton propagation in a nonlinear medium and the interaction 
between two solitons, taking account both of fiber dispersion and 
nonlinearity. Numerical simulations show how soliton propagate in optical 
fibers and how two solitons interact, passing one through another, with only 
a phase change. These simulations are thought to be useful for both the 
designers working in digital data transmission and students performing 
numerical simulation on soliton propagation as computer experiments in 
Optoelectronics laboratory. 

Keywords: soliton, Korteweg-de Vries equation, optical fibers, computer 
simulation. 

1   Introduction 

We will introduce a model for solving Optoelectronic problems by means of a 
computer environment which allows both numerical and symbolic solving of a wide 
range of applications. The selected problems are original contribution to a unitary 
Optoelectronic course for students and designers. The problem we present refers to 
the solitonic solutions of the Korteweg-de Vries equation (KdV); our paper shows 
how it is possible to perform algebraic, numerical and graphical analysis of the 
solutions of the KdV equation. The data we used in our course were found in Journal 
of Lightware Technology, Electronics Letters, Journal of Quantum Electronics, 
Journal of Applied Physics, Applied Physics Letters. 
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2   Solitons in Optical Fibers 

A solution of the nonlinear evolution equation is the localized nonlinear wave called 
soliton ([11], [12]). The existence of such a solution is due to the balance between 
fiber dispersion and nonlinearity ([15], [16], [17]). 

This phenomenon occurs in ordinary glass optical fibers, for λ > 1.30μm, when the 
intramodal dispersion is positive ([12]). 

In these fibers, the characteristic distance of soliton propagation is ([1], [12], [14], 
[19], [20], [21]): 

500 W m⋅ 
L =

P
 (1) 

where P is the peak power of the soliton. 
So, for P = 50 mW, L = 10 km; obviously, we may increase L if we use smaller peak 
power, as seen in fig. 1. 

 

Fig. 1. The characteristic distance of soliton propagation versus the soliton’s power 

If EDFAs with dispersion-shifted fibers are used, the transmission distance may be 
3,000 km at a 40 Gb/s bit rate ([22]). 

3   The Fundamental Soliton, as a Solution of the NLS Equation 

Wave propagation in an optical fiber with nonlinearity can be described by means of 
the nonlinear Schrödinger equation ([6], [12], [15], [16]): 

                                           
( )22

2
02 2 2

1 ∂ +∂∇ − = μ
∂ ∂

lin nonlinP PE
E

c t t
,                                (2) 

where Pnonlin is the polarization due to the nonlinear Kerr effect ([7], [9], [10]). We 
suppose E is a wave packet, described by the expression 

                                       0 0( , ) ( , ) exp[ ( )]= × ω − βE z t A z t j t z .                                 (3) 
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After some calculations, we will get the following expression: 

                                        
2

2

2

1

2

∂ ∂ β ∂+ − = − γ
∂ ∂ ∂g

A A A
j j A A

z t tv
.                                    (4) 

Normalizing this expression, we get the canonical form of the NLS equation: 

                                            
2

21
2 2

⎛ ⎞∂ ∂= +⎜ ⎟∂ ∂⎝ ⎠

U U
j U U

Z T
.                                               (5) 

The fundamental soliton, described by the equation: 

2exp
2

,
1 1

exp exp

⎛ ⎞⎛ ⎞− ⎜ ⎟⎜ ⎟
⎝ ⎠⎜ ⎟ =

⎜ ⎟ ⎛ ⎞ ⎛ ⎞⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟ ⎜ ⎟− + − −⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠⎝ ⎠ ⎝ ⎠

D

D

z z
t j

Lz
U

L z z
t t

g

0

0 g 0 g

v

T

T v T v

 

or ( ) ( ) ( )

2exp
2

,
exp exp

⎛ ⎞
⎜ ⎟
⎝ ⎠=

+ −

Z
j

U Z T
T T

 

verifies the nonlinear Schrödinger equation, as we can see by direct calculations: 
because 

exp
2

( , )
tanh( )

⎛ ⎞
⎜ ⎟
⎝ ⎠=

Z
j

U T Z
T

 

tanh( )
∂ = −
∂
U

U T
T

,
2

2

2
2

∂ = − +
∂

U
U U U

T
 and 

2

∂ =
∂
U U

j
Z

; 

then 

2
2

2

1

2

U U
j U U

Z T

⎛ ⎞∂ ∂= +⎜ ⎟∂ ∂⎝ ⎠ . 

Using Maple10, we can visualize the 3D envelope of this solution (Fig. 2). 

4   Korteweg−de Vries Equation Model 

Let us consider the Korteweg-de Vries equation (KdV): 

3

3

u( , ) u( , ) u( , )
6u( , ) 0

x t x t x t
x t

t x x

∂ ∂ ∂+ + =
∂ ∂ ∂

 

(6) 

(7) 

(7) 

(8) 

(9) 

(10) 
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and his one dimensional solitonic solution ([4], [5], [15], [16]), obtained by using 
Maple10 program: 

2

1 2 2

2
u ( , )

cosh[ ( 4 )]
=

−
k

x t
k x k t

. 

For quickly visualize the k dependence of this solution one can use Maple10. 

b)a) 

 

c) d) 

 

Fig. 3. The 3D visualization of k dependence of the equation (11) 

Fig. 2. The 3D plotting of the envelope (7) 

(11) 
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Let’s verify the solution, by means of Maple10: 

>KdV:=diff(u(x,t),t)+6*u(x,t)*diff(u(x,t),x)+diff(u(x,t),x$3); 

 := KdV  +  + ⎛
⎝
⎜⎜

⎞
⎠
⎟⎟∂

∂
t

( )u ,x t 6 ( )u ,x t ⎛
⎝
⎜⎜

⎞
⎠
⎟⎟∂

∂
x

( )u ,x t
⎛

⎝
⎜⎜⎜

⎞

⎠
⎟⎟⎟∂

∂3

x3 ( )u ,x t  

> simplify(subs(u(x,t)=u1,KdV) ); 

⎛

⎝
⎜⎜⎜

⎞

⎠
⎟⎟⎟∂

∂
t
⎛

⎝
⎜⎜⎜

⎞

⎠
⎟⎟⎟

2 k2

( )cosh k ( )−  + x 4 k2 t
2 ( )cosh k ( )−  + x 4 k2 t

2⎛

⎝
⎜⎜⎜

12 k2 ⎛

⎝
⎜⎜⎜

⎞

⎠
⎟⎟⎟∂

∂
x
⎛

⎝
⎜⎜⎜

⎞

⎠
⎟⎟⎟

2 k2

( )cosh k ( )−  + x 4 k2 t
2 + 

 

 

so, the solution u1(x, t) is: 

> u1; 
2 k2

( )cosh k ( )−  + x 4 k2 t
2

 

We must observe that, from the solutions of the free particle Schrödinger 
equation and using Maple10 we can easily obtain the solutions of KdV equation as 
follows: 

> diff(psi[i],`$`(x,2)) = H[i]*psi[i]; 

= 0 Hi ψi  

by means of the Wronskian formula 
> u(x,t) = 2*diff(ln(W),`$`(x,2)); 

                                                             = ( )u ,x t 0                                                     (16) 

where 
> W = W(psi[1],psi[2] .. psi[n]); 

                       
 = W ( )W ,( )cosh k

1
( ) − x 4 k

1

2
t  .. ( )sinh k

2
( ) − x 4 k

2

2
t ψ

n                   (17)
 

is the Wronskian determinant composed of  

> psi[i](xi[i]); 

( )ψ
i

ξ
i  

and 
 

(12) 

(13) 

(14) 

⎛

⎝
⎜⎜⎜

⎞

⎠
⎟⎟⎟∂

∂3

x3
⎛

⎝
⎜⎜⎜

⎞

⎠
⎟⎟⎟

2 k2

( )cosh k ( )−  + x 4 k2 t
2 ( )cosh k ( )−  + x 4 k2 t

2
+ ( )cosh k ( )−  + x 4 k2 t

2⎞

⎠
⎟⎟⎟

(15) 

(18) 
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> psi[i](xi[i]); 

( )ψ
i

ξ
i  (19) 

> xi[i]; 

ξ
i  (20) 

so 
> xi[i] = k[i]*(x-4*k[i]^2*t); 

 = ξ
i

k
i
( ) − x 4 k

i

2
t

 
(21) 

for 
> E[i] < 0; 

< E
i

0
 (22) 

and 
> xi[i] = k[i]*(x+4*k[i]^2*t); 

 = ξ
i

k
i
( ) + x 4 k

i

2
t

 
(23) 

> 0 < E[i]; 

< 0 E
i  (24) 

Maple10 gives us: 
> Soliton:=proc(w) 

> local L; 

> L := ln(w); 

> RETURN( simplify(2*diff(L,x$2)) ) 

> end; 

 := Soliton proc ( ) end procw local ;L ; := L ( )ln w ( )RETURN ( )simplify ×2 ( )diff ,L $x 2  
> W = psi(xi); 

= W ( )ψ ξ  (25) 

where 
> psi(xi) = cosh(xi); 

= ( )ψ ξ ( )cosh ξ  

corresponds to a negative energy E of associated Schrodinger equation. 

> xi:= k*(x-4*k^2*t); 

 := ξ k ( )− x 4 k2 t  (26) 
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> psi:= cosh(xi); 

 := ψ ( )cosh k ( )− x 4 k2 t  (27) 

The Wronksi matrix is 

> MW1:=Wronskian([psi],x); 

 := MW1 [ ]( )cosh k ( )− x 4 k2 t  (28) 

and its determinant reads: 
> W1:=det(MW1); 

 := W1 ( )cosh k ( )− x 4 k2 t  (29) 

5   One Soliton Propagation: Numerical Results 

Maple10 helps us visualize via 3D plotting the k dependence of the equation (11). 

For k = 1, the corresponding graphs are shown in figure 4 (a−f). 

p g g p g ( )

b e

a d 

 

Fig. 4. Soliton propagation for k =1 and { }10 6, 2, 2, 6, 10t ∈ − − − : a, b, c, d, e, f, respectively 
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fc

 

Fig. 4. (continued) 

> plot(subs({k=1,t=-10},u1), x=-45..5, thickness=3); (a) 
> plot(subs({k=1,t=-6},u1), x=-45..5, thickness=3); (b) 
> plot(subs({k=1,t=-2},u1), x=-45..5,thickness=3); (c) 
> plot(subs({k=1,t=2},u1), x=-5..45,thickness=3); (d) 
> plot(subs({k=1,t=6},u1), x=-5..45,thickness=3); (e) 
> plot(subs({k=1,t=10},u1), x=-5..45,thickness=3);(f) 

The program Maple10 helps us plotting solutions (we can use animation or individual 
frames), for different values of the wave number k, for different moments t and for an 
arbitrary interval for x, so we can study the dependence of speed and amplitude onto 
k. Maple10 gives (see fig. 5): 

Now, for k = 0.25 or k = 0.1, t = 10 and [ 25, 25]x ∈ − , Maple10 gives (see fig. 5): 

> plot(subs({k=.25,t=10},u1), x=-25..25, thickness=3); 
> plot(subs({k=.1,t=10},u1), x=-25..25, thickness=3); 

Fig. 5. Soliton propagation for k = 0.25 and 0.1, t = 10, [ 25, 25]x ∈ − : a, b, respectively 

a b 
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As we can see, amplitude is k dependent ([9], [10]). Also, the soliton’s speed is k 
dependent ([9], [10]) 

6   Two Soliton Propagation: Numerical Results 

For study the interaction between two solitons we need another solution of KdV 
equation ([8]). 

We can obtain and verify this solution of the KdV equation also by means of 
Maple10:  

 = W ( )W ,( )ψ
1

ξ
1

( )ψ
2

ξ
2  

We consider in this case where: 

 = ( )ψ
1

ξ
1

( )cosh ξ
1

, = ( )ψ
2

ξ
2

( )sinh ξ
2

 

> xi[1]:= k[1]*(x-4*k[1]^2*t);xi[2]:= k[2]*(x-
4*k[2]^2*t); 

 := ξ
1

k
1

( ) − x 4 k
1

2
t  

 := ξ
2

k
2

( ) − x 4 k
2

2
t  

> psi[1]:=cosh(xi[1]); psi[2]:= sinh(xi[2]); 

 := ψ
1

( )cosh k
1

( ) − x 4 k
1

2
t  

 := ψ
2

( )sinh k
2

( ) − x 4 k
2

2
t  

The Wronski matrix: 

> MW2:=Wronskian([psi[1],psi[2]],x); 

 := MW2
⎡

⎣

⎢⎢⎢⎢⎢

⎤

⎦

⎥⎥⎥⎥⎥

( )cosh k
1

( ) − x 4 k
1

2
t ( )sinh k

2
( ) − x 4 k

2

2
t

( )sinh k
1

( ) − x 4 k
1

2
t k

1
( )cosh k

2
( ) − x 4 k

2

2
t k

2

 

has the determinant: 

> W2:=det(MW2); 

W2 ( )cosh k
1

( )−  + x 4 k
1

2
t ( )cosh k

2
( )−  + x 4 k

2

2
t k

2
 := 

( )sinh k
2

( )−  + x 4 k
2

2
t ( )sinh k

1
( )−  + x 4 k

1

2
t k

1
 − 

 

and the corresponding two-soliton solution: 

> u2:=Soliton(W2); 
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u2 2 k
2

2
( )cosh k

1
( )−  + x 4 k

1

2
t

2

k
1

2
k

2

2
k

1

2
( )cosh k

2
( )−  + x 4 k

2

2
t

2

k
2

2
k

1

2
 −  + (− := 

k
1

4
( )cosh k

2
( )−  + x 4 k

2

2
t

2

k
1

4
( )cosh k

1
( )−  + x 4 k

1

2
t

2

k
2

4
 +  −  − ()

( )cosh k
1

( )−  + x 4 k
1

2
t ( )cosh k

2
( )−  + x 4 k

2

2
t k

2
−

( )sinh k
2

( )−  + x 4 k
2

2
t ( )sinh k

1
( )−  + x 4 k

1

2
t k

1
 + )

2
 

Check that it is a solution of KdV equation: 

> KdV; 

 +  + ⎛
⎝
⎜⎜

⎞
⎠
⎟⎟∂

∂
t

( )u ,x t 6 ( )u ,x t ⎛
⎝
⎜⎜

⎞
⎠
⎟⎟∂

∂
x

( )u ,x t
⎛

⎝
⎜⎜⎜

⎞

⎠
⎟⎟⎟∂

∂3

x3 ( )u ,x t  

> simplify(subs(u(x,t)=u2,KdV) ); 

0  

so this first solution is verified. 

The second solution is: 

> u2:=Soliton(W2); 

u2 2 k
2

2
k

1

2
( )cosh k

1
( ) − x 4 k

1

2
t

2

k
2

2
k

1

2
( )cosh k

2
( ) − x 4 k

2

2
t

2

k
2

2
k

1

2
−  +  − ( := 

k1

4
( )cosh k2 ( ) − x 4 k2

2
t

2

k1

4
( )cosh k1 ( ) − x 4 k1

2
t

2

k2

4
 −  +  + ) (

( )cosh k
1

( ) − x 4 k
1

2
t ( )cosh k

2
( ) − x 4 k

2

2
t k

2

( )sinh k
2

( ) − x 4 k
2

2
t ( )sinh k

1
( ) − x 4 k

1

2
t k

1
 − )

2

 

With these solutions, Maple10 helps us visualize the interaction between the two 
solitons (Fig. 6): 

We can see both solitons regaining their shape after collision (i.e. after they pass 
one through another). 

Obviously, is better to use the animation feature of the Maple10 program, modify 
the parameters and observe the changes. 

7   Conclusions 

Those computer experiments are very suitable for proofing to students in optical 
engineering and designers of optical circuits the main features of soliton propagation 
in optical fibers, as follows. 

The fundamental soliton appears as solutions of NLS equation. 
 

(30) 
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ba

c d

 

Fig. 6. The interaction of two solitons, for: k1 = 0.5, k2 = 1, t ∈{− 6, 2, 6, 10} 

Solitonic solutions may be obtained solving KdV equation. solving equation by 
means of Maple10 program is useful because is quick, but the solution must be 
verified by hand. 

The existence of solitons is due to the balance between the dispersion and the 
nonlinearity of the medium. 

Both soliton’s speed and amplitude are k dependent; this dependence may be easily 
observed by modifying k in equation (14) and (15). 

For designers working in digital data transmission, the simulation of the solitons 
propagation along optical fibers is useful and may be performed successfully with 
Maple10. 

The animated plots and the 3D plots also are some useful features of this computer 
program; especially: the collision of two solitons and the k dependence of a soliton 
propagation can be studied by this means respectively. 

Solitons scatter elastically; after the collision, solitons regain their original shape 
and velocity ([2], [3], [5], [6], [7], [18]). 

The only remaining effect of the scattering is a phase shift (i.e. a change in the 
position they would have reached without interaction). 

For solitons keep invariant shape and size is in accord with the conservation laws, 
one can infer that a profound link exists between integrable models and the theory of 
solitons. 



 Solitons Propagation in Optical Fibers Computer Experiments 461 

References 

1. Agrawal, G.P.: Fiber-optic communication systems. John Wiley and sons, Chichester 
(1992) 

2. Bowers, J.E.: Optical transmission using phase shift keying modulated subcarriers at 
frequencies to 16 GHz. Electronics Letters 22, 1119–1121 (1986) 

3. Glance, B.: Frequency stabilization of frequency division multiplexing optical signals 
originating from different locations. Electronics letters 23, 1243–1245 (1987) 

4. Green Jr., P.: Fiber optic networks. Prentice Hall, Englewood Cliffs (1993) 
5. Iordache, D.A., Puşcă, Ş., Toma, C., Păun, V., Sterian, A., Morărescu, C.: Analysis of the 

compatibility with the experimental data of fractal descriptions of fracture parameters. In: 
Gavrilova, M., Gervasi, O., Kumar, V., Tan, C.J.K., Taniar, D., Laganà, A., Mun, Y., 
Choo, H. (eds.) ICCSA 2006. LNCS, vol. 3980, pp. 804–813. Springer, Heidelberg (2006) 

6. Iordache, D., Delsanto, P.P., Iordache, C., Giordano, M.: Study of some features of the FD 
methods used to describe the waves propagation in nonlinear media (in Romanian). In: 
Proc. Symposium of the Romanian Association of Non-destructive Examinations, 
Călimăneşti, May 10-12, 1995, pp. 139–146 (1995) 

7. Iordache, D., Scalerandi, M., Iordache, V., Iancu, V., Daniello, L.: Some aspects 
concerning the FD Simulations of the pulses propagation through non-homogeneous 
Korteweg-de Vries media. In: Proceedings of the scientific session of the Acoustics 
commission of the Romanian Academy, October 1998, pp. 121–126 (1998) 

8. Kalashnikov, V.L.: Mathematical ultra short-pulse laser physics (on the www: Maple 
Application Center - Maplesoft) 

9. Kazovsky, I.G.: Multichannel coherent optical communication systems. Journal of 
Lightwave Technology 5, 1002–1095 (1987) 

10. Kogelnik, H., Shank, C.V.: Coupled wave theory of distributed feedback LASERs. Journal 
of applied Physics 43(5), 2327–2335 (1972) 

11. Lathi, B.P.: Modern digital and analog communication systems, Rienhart&Winston (1989) 
12. Liu, M.M.-K.: Principles and applications of optical communications. McGraw Hill, New 

York (1996) 
13. Murata, S., Mito, I., Kobayashi, K.: Spectral characteristics for a 1,5 mm distributed Bragg 

reflector LASER with frequency tuning region. IEEE Journal of Quantum Electronics 23, 
835–838 (1987) 

14. Sterian, A., Toma, G.: Possibilities for obtaining the derivative of a received signal using 
computer driven second order oscillator. In: Gervasi, O., Gavrilova, M., Kumar, V., 
Laganà, A., Lee, H.P., Mun, Y., Taniar, D., Tan, C.J.K. (eds.) ICCSA 2005. LNCS, 
vol. 3482, pp. 585–591. Springer, Heidelberg (2005) 

15. Sterian, P.E., Puşcaş, N.N.: Laseri şi procese multifotonice, Editura Tehnică, Bucureşti 
(1988) 

16. Sterian, P.E.: Fotonica, Editura Printech, Bucureşti (2000) 
17. Sterian, P.E.: Bazele optoelectronicii, Editura Printech, Bucureşti (2002) 
18. Taga, H.: 5 Gb/s Optical soliton transmission Experiment over 3,000 km Employing 91 

Cascaded Er-Doped Fiber Amplifier Repeaters. Electronic Letters 28(24), 2247–2248 
(1992) 

19. Temkin, H.: Temperature dependence of photoluminescence of n-InGaAsP. Journal of 
applied Physics 52(3), 1574–1578 (1981) 

20. Toma, C., Sterian, A.: Statistical aspects of acausal pulses in physics and wavelets 
applications. In: Gervasi, O., Gavrilova, M., Kumar, V., Laganà, A., Lee, H.P., Mun, Y., 
Taniar, D., Tan, C.J.K. (eds.) ICCSA 2005. LNCS, vol. 3482, pp. 598–604. Springer, 
Heidelberg (2005) 

21. Toma, G.: Practical test functions generated by computer algorithms. In: Gervasi, O., 
Gavrilova, M., Kumar, V., Laganà, A., Lee, H.P., Mun, Y., Taniar, D., Tan, C.J.K. (eds.) 
ICCSA 2005. LNCS, vol. 3482, pp. 576–584. Springer, Heidelberg (2005) 

22. Tsang, W.T.: High speed direct single frequency modulation with large tuning rate in 
cleaved coupled cavity LASER. Applied Physics Letters 42, 650–652 (1983) 



O. Gervasi and M. Gavrilova (Eds.): ICCSA 2007, LNCS 4705, Part I, pp. 462–468, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

A Measure for the Finite Decentralized Assignability of 
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Abstract. This article give the definition of assignability measue of generalized 
decentralized control system and the related theorem and the proof as well, 
which is a natural generalization of conclusion. This measure quantifies how 
close a mode is to being a finite decentralized fixed mode.If a mode is close to 
being a FDFM, large controller gains are required to shift it .This result is 
useful for the analysis of systems with small modeling errors and regularly 
perturbed systems 

Keywords: generalized decentralized control system, finite decentralized fixed. 

1   Introduction 

Consider a generalized decentralized system. 

                E =x� A +x ,j
1

u∑
=

N

j
jB                                  (1) 

,,,2,1,j NjC j "== xy                                    (2) 

Where nR∈x is the state vector, jr
R∈ju and jm

R∈jy are the input and the 

output respectively of the j-th control agent, both E and A are  nn ×  real constant 

matrices, jB  and jC are jn r× and jm n× real constant matrix respectively. Denote 

the generalized eigenvalues of system(1.1) by sp(E,A) （ solution set of 

0E Aλ − = ）， N  is the set { }1,2, , N… . 

For convenience, the following shorthand notation is used throughout the text[1] 
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for a given generalized decentralized system (1),let 

         ( ) )det(gcd,,,, BKCAEKBAC
KK

−−=
∈

λλϕ                      (3) 

where gcd is the greatest common factor, we define λto be a Finite Decentralized 
Fixed Mode (FDFM) if ),( AEsp∈λ  and ( , )sp E A BKCλ ∈ +  

( ){ }( , ) , , , , 0sp E A BKC C A B Kλ ϕ λ+ = =                    (4) 

In this case, the generalized Eigen values of system(1.1) are classified into two 
classes; that is ),( AEsp∈λ is either a FDFM or is not a FDFM. This binary test 

of the decentralized assign ability of a system’s modes is not completely The 
problem arises from both the finite accuracy of our calculations and the 
imprecision of the actual system parameters. In fact there exist arbitrarily 
perturbations of system parameters, which can make a FDFM into an assignable 
mode[2]. 

 Due to the finite accuracy, one actually computes 

{ } )
~

,(
~

,,
~

1 AAEspn Δ+=λλ …  and { } )ˆ,(ˆ,ˆ1 ABKCAEspn Δ++=μμ …，  

where AA ˆ,
~ ΔΔ  are perturbation matrices. Hence we cannot answer the following. 

For a given δ，is iλ~  a FDFM if ∈<− jiji ,(ˆ
~ δμλ n ). The above problems arise 

shows that to provide a ‘yes/no’ answer as to the decentralized assignability of a 
system’s modes is imperfect. For this reason a decedtralized assignability measure, 
based on a continuous rather than a discrete metric, seems to be useful. Such a 
measure can be constructed by using the distance between a system and a set of 
systems which have a FDFM at C∈λ [3].  

2   Metric Space of Systems 

Let the set of systems be represented by 

( )
⎭⎬
⎫
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⎧ ∈∈∈∈= ×××

NjRBRARCNBACE jj rn
j
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jjj ;,,,,,,:SYS  

where ( )NBACE jj ,,,,  is a succinct expression for ( )1 1, , , , , , ,N NE C C A B B… …  

,which represents systems described by formula（1.1），N  is the set { }N,,2,1 … .  

The distance between two systems ( )NBACE jj ,,,,  and ),
~

,
~

,
~

,( NBACE jj  

in SYS is measured by a metric d,defined by 
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where •  is the spectral norm. 

Theorem [1]. The mode ),( AEsp∈λ  is a FDFM of formula（1.1）if and only  

if there exists a partition { }kiiiP ,,, 21 …= and { }Nkk iiiP ,,, 21 …++=  of 

N ={ }N，，，…21  so that  

n
C

BEA
rank

P

P <⎥
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⎤
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⎡ −
0

λ
 

3   A Decentralized Assignability Measure 

If the numerical calculations could be performed with exacting accuracy, the methods 

of [ ]1  would give correct determinations as to the assignability of each mode in the 

system. however, what ever a computations was perfect, it could still lead to 
problems. In practice, system parameters are known only to a limited precision and 
are subject to variation. Thus the result obtained could be misleading since an 
arbitrarily small perturbation in system parameters can make a FDFM into an 
assignable mode. One is thus naturally lead to seek some measure of how far a given 
system is from a system that contains a FDFM[4,5]. 

A system is said to be unassignable if it contains a FDFM.Let the set of 
unassignable systems in SYS  that have C∈λ  as a FDFM be denoted by 

( )λUNA  and defined by  
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The set of all unassignable systems in SYS is denoted by UNA  and defined by       

( )∪
C∈

=
λ

λUNAUNA :  

The decentralized assignablity measure is defined as the distance between a system 

( )NBACE jj ,,,,  and UNA .We now have the following result. 
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Theorem. （ Decentralized assignability measure ） The distance between 

( ) SYS∈NBACE jj ,,,,  and the set of unassignable systems is  

⎥
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⎣

⎡ −
=〉〈

∈∈ 0
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P
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λ
σ

λ C
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Proof. See appendix. 

4   Example 

The following example gives an illustration of the above results.Consider the system 
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Clearly the system has a FDFM at 1λ = , ( ), , , , 2j jE A B C ∈ ( )λUNA ， the 

assignability measure of system is zero. 
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If there exist small perturbations of system parameters,for example  
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the system has no FDFM now. How far the given system is from  UNA ?Let’s 
calculate the assignability measure of system according our theorem now. 

（1） Seek the generalized eigenvalues 

From  ( ) ( ) ( ) ( )12 12det 1 1 10 1 10E Aλ λ λ λ λ− −⎡ ⎤ ⎡ ⎤− = − − + − − +⎣ ⎦ ⎣ ⎦  

we get the generalized eigenvalues : 12
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（2） Seek the assignability measure 
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When 3 1.618λ =  
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Thus the decentralized assignability measure of system is given by 

12( , , , , 2), min min 10
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That is ,the system is ‘very close’ to having a FDFM. 

5   Conclusions 

We give the definition of assignability measure of generalized decentralized control 
system and the related theorem and the proof as well, which is a natural generalization 
of conclusion of [3].This measure quantifies how close a mode is to being a finite 
decentralized fixed mode. If a mode is close to being a FDFM,large controller gains 
are required to shift it .This result is useful for the analysis of systems with small 
modeling errors and regularly perturbed systems. 
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Appendix 

Let the I-th singular value of a matrix be denoted by iσ  where …≥≥ 21 σσ   
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Abstract. In this article, a technique based on the acoustic emission (AE) signal 
fractal and wavelet analysis are proposed for tool condition monitoring. it is 
difficult to obtain an effective result by these raw acoustic emission data. The 
local characterize of frequency band, which contains the main energy of AE 
signals, is depicted by the wavelet multi-resolution analysis, fractal dimension 
can describe the complexity of time series. It is found that the fault signal can 
effectively be extracted by wavelet transform and fractal dimension. 
Experimental results prove that this method is effectively. 

Keywords: Fractal dimension, Wavelets, Correlation dimension, Acoustic 
emission, Tool condition monitoring. 

1   Introduction 

We will describe the concept of fractal dimension and wavelet analysis as it pertains 
to our applications. Fractal has been discovered that other geometric objects in the 
study of chaos[1]. In nonlinear time series, there are many kinds of fractal dimension 
are applied, one of them is that correlation dimension is widely for analysis nonlinear 
time series [2,3,4,5,6,7,8,9].correlation dimension analysis complexity of nonlinear 
time series is proposed by Grassberger and Procaccia[10]. 

Wavelets can decompose signal into different frequency components, and then 
study each component with a resolution matched to its scale [21]. The most 
interesting dissimilarity between Fourier transform and Wavelet transform is that 
individual wavelet functions are localized in space, whereas Fourier sine and cosine 
function are not. One way to see the time-frequency resolution differences between 
the two kinds of transform is to look at the basis function coverage of the time-
frequency plane [22]. Fig.1 shows the basis functions time windows, and coverage of 
the time-frequency plane. 

Wavelet algorithms process data at different scales or resolutions. If we look at a 
signal with a large window, we would notice gross features. Similarly, if we look at a 
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signal with a small window, we would notice small features. The result in wavelet 
analysis is to see both the features (Fig.1, lower right). 

In this paper, in order to be able to extract more precise characteristics of non-
stationary signals, we will combined fractal and wavelet decomposition, to achieve 
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Fig. 1. Basic function time windows and coverage of the time-frequency plane[23] 

better results. Sampling signal is decomposed by wavelet algorithms, then each layer 
of wavelet decomposition as the time series, the correlation dimension of the time 
series is computed. Correlation dimensions of each layer of wavelet decomposition 
with fault information compares with correlation dimensions of each layer of wavelet 
decomposition without fault signal, the weak fault information can be extracted.  

2   Definitions of Fractal Dimension  

A completely rigorous definition of dimension was given in 1919 by Hausdorff[11]. 
But it has been discovered that other geometric objects in the study of chaos[1], such 
as the boundary between chaotic and periodic motions in initial condition or 
parameter space, may also have fractal properties. To characterize such Poincare 
patterns, the term fractal have been used. We also introduce a quantitative measure of 
fractal qualities: the fractal dimension. This is numerical estimates of dimension and 
its dimension is non-integer on contrast with Hausdorff. 

We give the example with a line segment of length 1 which is subdivided into three 
sections as Figure 2. Let k=1, dividing the line into three segments, one replaces the 
middle segment by two lines of length. Thus, we are left with four sides, each of length 
1/3. so that the total length of the new boundary is 4/3. Let k=2,3,…,we repeat this process 
for each of the new four segments and so on. At each step, the length is increased by 4/3, 
the new curve is similitude with step k-1, the curve changing process is called fractal 

curve. When k → ∞ , the total length approaches infinity and is trying to cover an 
constant area as Figure 3. Obviously, a dimension of this fractal curve results in value 
between 1 and 2. It is more important that the value is increasing with k increasing and the 
fractal curve becomes complexity with the k value increasing. In other words, the fractal 
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curve becomes complexity with the dimension increasing. It means that signal time series 
have serious irregular and sharp fluctuating with time pass. 

  

Fig. 2. partial construction of a fractal Kock 
curve 

Fig. 3. length and cover area of a fractal Kock 
curve 

This is intuitive notion that fractal dimension can describe a signal complexity. 
In order to solution fractal dimension, various methods is published[1,4]. processing 
time series in nonlinear dynamics system, correlation dimension is used widely.  

3   Algorithms of Correlation Dimension  

The correlation dimension can be calculated from a single time series of a system by 
reconstructing the system’s trajectory in an “embedding space”[10]. To construct the 
embedding space, a time lag is introduced by which the time series is successively 
shifted. while procedure is called the GP-method. It is out lined briefly below. 
Given an equidistant time series: 

(1), (2), , ( ) NX X X N R⋅ ⋅ ⋅ ∈  

The embedding space is constructed by means of Y vectors: 

(1) [ (1), (1 ), (1 2 ), , (1 ( 1) )],

(2) [ (2), (2 ), (2 2 ), , (2 ( 1) )],

( ) [ ( ), ( ), ( 2 ), , ( ( 1) )],

Y X X X X M

Y X X X X M

Y p X p X p X p X p M

τ τ τ
τ τ τ

τ τ τ

= + + ⋅⋅⋅ + −
= + + ⋅⋅⋅ + −

⋅⋅⋅
= + + ⋅⋅⋅ + −

 

Where τ is a time delay or lag, M is the embedding dimension, p is given by 

( 1)N M τ− − . Each vector Y corresponds to a point in the embedding space and defines 

a certain state of the system which is described by the time series. 
Correlation dimension D is: 

0

ln ( )

lnlim
r

C r
D

r→
=  

Where C(r) is the correlation integral which measures the number of point. ( )X i  

that are correlated with each other in a sphere of radius r around the point. In the 
phase space, C(r) is called correlation integral and defined as: 
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1 1

1 1

1
( ) ( ( ) ( ) )

( 1)lim
N M N M

N i j
j i

C r H r Y i Y j
N N

− + − +

→ ∞ = =
≠

= − −
− ∑ ∑

 

Where H is the Heaviside step function, i  is the maximum norm: 

1, ( ( ) ( ) 0
( ( ) ( ) )

0, ( ( ) ( ) 0

r Y i Y j
H r X i X j

r Y i Y j

⎧ − − ≥⎪− − = ⎨
− − ≤⎪⎩

 

ln ( )C r  is plotted versus ln r by M=1,2,3, ⋅ ⋅ ⋅ ,the slope of the resulting  one family 

straight line. As M is increased, the slope tends to a constant value or not increasing, 
this slope rate, corresponding to M Value, is correlation dimension D. In practice, N 

is a finite data set. C(r) is effected by N、τ  and r. thus, we get a formula of 
estimation of dimension D, that is, correlation integral is:  

1 1

1 1

1
( , ) ( ( ) ( ) )

( 1)

N M N M

i j
j i

C N r H r Y i Y j
N N

− + − +

= =
≠

= − −
− ∑ ∑

 

Step1. Select τ as the first relative minimum of the auto-correlation function of time 
series[12]: 

1

2

1

( ( ) )( ( ) )
auto-correlation function

( ( ) )

N

i
N

i

X i X X i X

X i X

τ

τ

τ
−

=
−

=

− + −
=

−

∑

∑

 

Where X is a means of times series ( )X i , i=1,2,3…,N. 

Step2. r is a very important parameter. Through many times simulations, we select 
r as time series normalization, then let r change from exp( )a  to exp( )b . ln r  range 

is [a, b]. Thus, we can make ln r axis be linearization. ln ( )C r  almost horizontal line 

corresponding start point a, and ln ( )C r almost saturation horizontal line 

corresponding end point b, see Fig 4. 

 

Fig. 4.  ln r ~ln C(N,r) curve 

Step3. Reference [2] have discussed that a finite time series can obtain estimate 
dimension of correlation dimension.  
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Step4. ln ( , ) ~ lnC N r r curve is plotted in [a, b] range, extract relative straighter 

segment line in terms of least squares, the slop of the straight segment line is estimate 
value of Correlation dimension D.  

Embedding dimension M selection has a bit special, it is not elected, in 
determining a value of M, calculated the correlation dimension to the decision. 
when the correlation dimension is not as increases with M increase, or tend to a 
stable value, corresponding to the M, that is we want to calculated embedded 
dimension. In terms of the calculation of the least squares method, we take a 
relative straight line from ln ( , ) ~ lnC N r r ’s curve, the line has been the slope. 

Thus the value of the correlation dimension is calculated. Least squares method 
can be used to address a group of figures can be determined from the data for a 
dependent relationship between the variables. This function called the empirical 
formula  

4   Experiment Preparation 

It is believed that signals contain potentially valuable information for tool wear and 
breakage monitoring and detection. However, AE stress waves produced in the 
cutting zone are distorted by the transmission path and the measurement systems. 

Machining tests were carried out on HL-32 NC turning center. This lathe does not 
have a tailstock. Tungsten carbide finishing tool was used to turn free machining mild 
steel. The work material was chosen for ease of machining, allowing for generation of 
surfaces of varying quality without the use of cutting fluids.  

The experiment equipments are shown in Fig. 5. The piezoelectric AE sensor 
(CAE-150) was mounted on the tool holder. A light coating of petroleum jelly was 
applied under the sensor to ensure good acoustic emission coupling. Because of high 
impedance of the sensor, it must be directly connected to a buffer amplifier. Low 
frequency noise components, which are inevitably present in AE signal, can’t 
represent the tool’s condition and hence useless. Therefore, those components should 
be eliminated (high-pass filtered) at the earliest possible stage of signal processing to 
enable usage of full amplitude range of the equipment. The filtered signals were 
sampled at 4MHz using a digital storageoscillo graph to a PC. All test data were 
processed and analyzed by using the MATLAB software. 

The schemes of experimental cutting conditions: speed is 800r/min, depth of cut is 
0.5mm/min, feed is 0.1mm/r. 

 

Fig. 5.  AE measurement in metal cutting 



474 W. Song, J. yang, and C. qiang 

5   Results and Discussion 

As shown in Fig. 5, the acoustic emission signal contains components of continuous 
and burst nature. The peak value of AE signals from the sharp tool is about 0.1~0.2V, 
the one from the worn tool is no less than 0.5V yet. 

From the Fourier transform of Fig.6, it can be seen that the main energy of the AE 
signals is in the frequency range from 120 KHz to 150 KHz. To depict this frequency 
range in detail, it is reasonable to have six-scale resolution by wavelet function. By 
the departed empirical experiences, Daubechies 12 wavelet was selected as a filter. As 
an example, sampled from the sharp tool and the worn tool respectively, were 
analyzed by wavelet six-scale resolution (see Fig. 7).  

 

The local character of the AE signals from the sharp tool and worn tool were 
shown in Fig.7. The coefficients a6 in Fig.7(a), came from the sharp tool cutting 
signals, are no larger than zero. The ones shown in Fig.7(b) are larger than zero. The 
great difference, shown by the coefficients a6 in Fig.7(a) and (b), can’t be 
distinguished from the Fourier transform(see Fig.6). Therefore, tool condition 
monitoring can’t depend on Fourier transform solely because of its limitation. 

For sharp tool, the coefficients a6 as time series calculate it auto-correlation 
function, the first relative minimum of the auto-correlation function is a time 
delay τ. In Fig.8, τ is taken 17. When M change from 2 to 8, one family 
ln ( , ) ~ lnC N r r curve are  plotted (see Fig. 9). To extract relative straighter 
segment line in terms of least squares, the slop of the straight segment line is 
estimate value of correlation dimension D(see table 1). In table 1, first relative 
maximum on correlation dimension D is 2.081, that is the fractal dimension of the 
coefficients a6. 

   

(a) Signals from sharp tool                   (b) Signals from worn tool 

Fig. 6. Time/Frequency domain  
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（a）Signals from sharp tool 

  

(b) Signals from worn tool 

Fig. 7. Wavelet multi-resolution analysis of signals 

For worn tool, the coefficients a6 as time series calculate it auto-correlation 
function, the first relative minimum of the auto-correlation function is a time delay τ. 
In see Fig. 10, τ is taken 8. when M change from 2 to 17, one family  
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Fig. 8. Auto-correlation function in coefficient 
a6 

Fig. 9. ln ( , ) ~ lnC N r r curve in coefficient 
a6 

Table 1. Correlation dimension from sharp tool in coefficient a6 

Embedding 
dimension M 

Deference 
Norm r 

Linear range 
(point:point) 

Correlation 
Dimension D 

2 exp(-2.5:0.25:1) 5:10 0.4248 
3 exp(-2.5:0.25:1) 6:10 0.6800 
4 exp(-2.5:0.25:1) 6:11 0.9943 
5 exp(-2.5:0.25:1) 5:10 1.6604 
6 exp(-2.5:0.25:1) 5:11 1.8953 
7 exp(-2.5:0.25:1) 8:11 2.0810 
8 exp(-2.5:0.25:1) 6:10 0.7961 

 

Fig. 10. Auto-correlation function from worn tool in coefficient a6 

ln ( , ) ~ lnC N r r curve are plotted(see Fig. 11,12). To extract relative straighter 

segment line in terms of least squares, the slop of the straight segment line is 
estimate value of correlation dimension D(see table 2). In table 2, first relative 
maximum on correlation dimension D is 3.9721, that is the fractal dimension of 
the coefficients a6. 

Signals from the sharp tool and the worn tool are calculated separately，their 
dimension see table 2 and table 3. The correlation dimension of the signals from the 
sharp tool is much less than that from the worn tool.  
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Fig. 11. ln ( , ) ~ lnC N r r curve in coefficient 
a6 

Fig. 12. ln ( , ) ~ lnC N r r curve in coefficient 
a6 

Table 2. Correlation dimension from worn tool in coefficient a6 

Embedding 
Dimension  M 

Deference 
Norm r 

Linear range 
(point:point) 

Correlation 
Dimension  D 

2 exp(-2.5:0.25:1) 1:8 1.5381 

3 exp(-2.5:0.25:1) 5:9 2.1082 

4 exp(-2.5:0.25:1) 5:10 2.5530 

5 exp(-2.5:0.25:1) 6:11 2.7968 

6 exp(-2.5:0.25:1) 8:12 3.0482 

7 exp(-2.5:0.25:1) 9:12 3.4387 

8 exp(-2.5:0.25:1) 10:13 3.5683 

9 exp(-2.5:0.25:1) 11:13 3.9721 

10 exp(-1:0.25:2) 5:8 3.8434 

11 exp(-1:0.25:2) 6:9 3.8679 

12 exp(-1:0.25:2) 6:9 3.9088 

13 exp(-1:0.25:2) 7:9 4.3090 

14 exp(-1:0.25:2) 8:10 4.0264 

15 exp(-1:0.25:2) 8:10 4.2101 

16 exp(-1:0.25:2) 8:10 4.1084 

17 exp(-1:0.25:2) 9:11 3.6551 

So, it can be deduced that the AE signals from the worn tool contain lots of 
discrete “burst” components. To get more detail for analyzing, the 6th scale resolution 
coefficient character parameters obtained from the sharp tool and worn tool for each 
of the a variety of scheme of machining conditions are given a mathematic operation 
that the coefficients of the sharp tool will be dividend and the worn ones will be 
divisor. 

Therefore, compared to the correlation dimension of wavelet resolution coefficient 
norm can represent the tool condition better attribution to the fact that it is less 
influenced by the variance of cutting conditions.  
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In a conclusion, the correlation dimension can be a criterion as the cutting tool 
condition monitoring. In practical application, a threshold value can be set up by 
correlating the work piece surface quality and the wavelet resolution coefficient norm. 
When the standard deviation of the correlation dimension exceeds the threshold, it can 
regard that the cutting tool is be in the worn period. 

6   Summary and Outlook 

Currently, AE-based sensing technology is the area of most intense research activity 
for developing intelligent tool condition systems. The reason is that the sensitivity of  
AE to tool wear and fracture is coupled with a high response rate of the signal. 

The method which was described in this paper can be used as a valuable tool for 
the tool condition monitoring. In comparison to conventional data process, the 
advantages of wavelet multi-scale resolution method and fractal dimension were 
shown. Compared to the correlation dimension of wavelet resolution coefficient norm 
is a more stable and useful AE character parameter for providing information on 
cutting tool condition monitoring. 

For the future development of the presented techniques in laboratory, several 
approaches are to be tested, including the threshold value selection function and new 
broadband sensors application[25].  
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Abstract. This paper presents uniformly ultimate boundedness (UUB)
control design for switched linear systems with parametric uncertainties.
Only the possible bound of the uncertainty is needed. Under arbitrary
switching laws, a continuous state feedback control scheme is proposed
in order to guarantee uniformly ultimate boundedness of every system
response within an arbitrary small neighborhood of the zero state. The
design techniques are based on common Lyapunov functions and Lya-
punov minimax approach.

1 Introduction

A switched system is a particular kind of hybrid system that consists of several
subsystems and a switching law determining at any time instant which subsys-
tem is active. There are indeed many switched systems that occur naturally
or by design, in the fields of control, communication, computer and signal pro-
cesses. System analysis of switching dynamics, such as stability, reachability, and
controllability has been studied extensively in the recent years. The reader is re-
ferred to [1], [2], [3], [4], and [5] for more information. Most of the existing work
on control design for switched linear systems is developed without uncertainty.
In this paper, we shall extend the scope to address the parametric uncertainty
issue.

Consider a switched linear systems represented by the differential equations
of the form

ẋ(t) = Aσ(t)(ω)x(t) + Bσ(t)(ω)u(t),
σ(t) : R+ → S = {1, · · · , N},

(1)

where state x(t) ∈ Rn, input u(t) ∈ Rm and R+ denotes non-negative real
numbers. Piecewise constant function σ(t) is the switching law indicating the
active subsystem at each instant.

Assume Ai(ω), Bi(ω), i = 1, · · · , N , are continuous functions of ω ∈ Ω, where
ω is an unknown and possibly fast time-varying vector, and Ω ⊂ Rq is a pre-
scribed compact set. The uncertainty is nonlinear and time-varying, and only
the possible bound of the set of uncertainty is known.
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For this uncertain switched linear system (1), we are interested in seeking
a continuous state feedback control such that the closed-loop switched system
response x(t) under arbitrary switching laws, enters a neighborhood of the equi-
librium xe = 0 in finite time and remains within it thereafter; that is, we desire
system performance uniformly ultimate boundedness (UUB) or practical stabil-
ity.

Definition 1. The uncertain switched system (1) under arbitrary switching law
σ(t) is Uniform Ultimate Bounded (UUB) with ultimate bound b if there exist
positive constants b and c, for every a ∈ (0, c), there is T = T (a, b), such that

‖x(0)‖ ≤ a ⇒ ‖x(t)‖ ≤ b, ∀t ≥ T.

Uniform stability properties of the switched systems are intimately related to the
existence a common Lyapunov function for all individual subsystems. Various
constructing approaches have been presented [4], [5], [6], [12] to find a common
quadratic Lyapunov function ensuring the asymptotic stability of switched sys-
tems for any switching law. In [4] and [7], Lie algebra conditions are given, which
imply the existence of a common quadratic Lyapunov function. In [12], by means
of an elegant iterative procedure, a common quadratic Lyapunov function is con-
structed for switched linear systems with commuting Hurwitz system matrices.

In this paper, we propose to relax the conclusion [12] by utilizing the tech-
nique developed in [13]. In [13], necessary and sufficient conditions of quadratic
stability of uncertain linear systems are proposed. For the uncertain switched lin-
ear systems, if the uncertainty is matched, a robust control scheme is proposed,
which renders the switched system UUB, and if the uncertainty is mismatched,
we show that a mismatched threshold is needed to ensure stability.

2 Stability Analysis of Switched Systems

Consider the nominal switched linear systems with u(t) = 0,

ẋ(t) = Aσ(t)x(t),
σ(t) : R+ → S = {1, · · · , N}.

(2)

For all i ∈ S, if Ai is Hurwitz, and

AiAj = AjAi, j ∈ S,

then a stability condition for (2) is given below [12].

Theorem 1. If {Ai : i ∈ S} is a finite set of commuting Hurwitz matrices,
then the corresponding switched linear systems (2) is global uniform asymptotic
stability.

An elegant iterative procedure also given to construct a common quadratic Lya-
punov function.
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Theorem 2. For a given positive definite matrix Q, let P1, P2, · · · , PN > 0 be
the unique solutions of the following Lyapunov equations:

AT
1 P1 + P1A1 = −Q,

AT
i Pi + PiAi = −Pi−1, i = 2, · · · , N,

(3)

with the condition of Theorem 1, the function V (x) = xT PNx is a common
Lyapunov function for the switched linear system (2).

Theorem 2 shows a systematic way to find a common positive definite matrix
PN in (3). Next, we propose to relax the condition by utilizing the technique
developed in [13]. In [13], necessary and sufficient conditions of quadratic stability
of uncertain linear systems are proposed.

First, we decompose Ai of (2) as follows:

Ai = Āi + ΔAi, i = 1, · · · , N, (4)

where Āi satisfies commuting Hurwitz and ΔAi is the extra portion.
Substituting (4) into (2), we obtain

ẋ(t) = (Āi + ΔAi)σ(t)x(t),
σ(t) : R+ → S = {1, · · · , N}.

(5)

From the definition of quadratic stability given in [13], we conclude that sys-
tem (5) is quadratically stable if there exists a scalar αi such that

xT [(Āi + ΔAi)T PN + PN (Āi + ΔAi)] ≤ −αi‖x‖2 (6)

for all x ∈ Rn.
Above conclusions indicate that stability can also be determined even if un-

certainties exist in the switched linear systems (1).

3 UUB Control Design for Switched Systems

Based on Theorem 2, we propose a robust control, which renders the uncer-
tain switched linear systems globally UUB by utilizing the Lyapunov minimax
approach [11].

Decompose Ai(ω) and Bi(ω) into

Ai(ω) = Āi + ΔAi(ω), (7)

Bi(ω) = B̄i + ΔBi(ω), (8)

i = 1, · · · , N , where Āi satisfies commuting Hurwitz. Therefore, there exists a
common positive definite matrix PN satisfying (3). For the uncertainties term
ΔAi(ω) and ΔBi(ω), we discuss the matched and mismatched cases respectively.
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3.1 Robust Control Design for Matched Case

Parametric uncertainty of matched case means there exist continuous function
Di : Ω → Rm×n and Ei : Ω → Rm×m and a scalar δ > 0 such that for all ω ∈ Ω,
i = 1, · · · , N ,

ΔAi(ω) = B̄Di(ω), (9)

ΔBi(ω) = B̄Ei(ω), (10)

I +
1
2
(Ei(ω) + ET

i (ω)) ≥ δI. (11)

For any ε > 0, let the control scheme be

u(t) =

{
− μ(x,t)
‖μ(x,t)‖ρ(x, t) if ‖μ(x, t)‖ > ε

−μ(x,t)
ε ρ(x, t) if ‖μ(x, t)‖ ≤ ε

, (12)

where
μ(x, t) = B̄T PNρ(x, t), (13)

ρ(x, t) =
1
δ

max
i

max
ω∈Ω

‖Di(ω)‖|x‖. (14)

Theorem 3. Uncertain switched linear system (1) satisfying the matched con-
ditions (9,10) is UUB with the state feedback control (12), and the sizes of the
uniform ultimate bounded region and the uniform stability region can be made
arbitrarily small by a suitable choice of ε.

Proof. Choose the Lyapunov function candidate to be

V (x) = xT PNx. (15)

The derivative of V (x) along the trajectory of system (1) is given by

V̇ (x) = ẋT PNx + xT PN ẋ

= [xT (Āi
T + ΔAT

i ) + uT (B̄i
T + ΔBT

i )]PNx

+ xT PN [(Āi + ΔAi)x + (B̄i + ΔBi)u. (16)

Substituting (9) and (10) into (16) yields

V̇ (x) = xT [Āi
T
PN + PN Āi + (B̄Di)T PN + PN (B̄Di)]x

+ uT (I + ET
i )B̄T PNx + xT PN B̄(I + Ei)u. (17)

Applying the control scheme given by (12), we consider two cases.
(1) if ‖μ(x, t)‖ > ε :

V̇ (x) = xT [Āi
T
PN + PN Āi + (B̄Di)T PN + PN (B̄Di)]x

− ρ

‖μ‖μT (I + ET
i )B̄T PNx − ρ

‖μ‖xT PN B̄(I + Ei)μ
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= xT [Āi
T
PN + PN Āi + (B̄Di)T PN + PN (B̄Di)]x

− ρ2

‖μ‖xT PN B̄(2I + ET
i + Ei)B̄T PNx

≤ xT (Āi
T
PN + PN Āi)x + 2δ‖xT PN B̄‖ρ − 2δ‖μ‖

= xT (Āi
T
PN + PN Āi)x. (18)

For the sake of brevity, let

Āi
T
PN + PN Āi = −Ri, (19)

where, Ri > 0, i ∈ 1, · · · , N .
Substitute (19) into (18),

V̇ (x) ≤ −xT Rix ≤ −λmin(Ri)‖x‖2. (20)

Let
λ = min

i
λmin(Ri),

we obtain
V̇ (x) ≤ −λ‖x‖2. (21)

(2) if ‖μ(x, t)‖ ≤ ε :

V̇ (x) = xT [Āi
T
PN + PN Āi + (B̄Di)T PN + PN (B̄Di)]x

−ρ

ε
μT (I + ET

i )B̄T PNx − ρ

ε
xT PN B̄(I + Ei)μ

= xT [Āi
T
PN + PN Āi + (B̄Di)T PN + PN (B̄Di)]x

−ρ2

ε
xT PN B̄(2I + ET

i + Ei)B̄T PNx

≤ xT (Āi
T
PN + PN Āi)x + 2δ‖μ‖ − 2δ

‖μ‖2

ε

≤ xT (Āi
T
PN + PN Āi)x − 2

δ

ε
(‖μ‖2 − ε‖μ‖)

≤ xT (Āi
T
PN + PN Āi)x − 2

δ

ε
(‖μ‖ − ε

2
)2 +

δε

2

≤ −λ‖x‖2 +
δε

2
. (22)

Following the standard argument in [11], the controlled system is globally prac-
tically stable. The uniform bounded region is with radius

d(r) =
{

kR2 if r ≤ R,
kr2 if r > R,

(23)
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where

k =
λmax(PN )
λmin(PN )

,

R =
δε

2λ
.

The uniform ultimate bounded ball is with radius d̄ > kR2 and the maximum
amount of time it takes to enter this ball (and remains there thereafter) is

T (d̄, r) =

{
0 if r ≤ R̄,

λmax(PN )r2−λmin(PN )R̄2

λR̄2− 1
2 δε

if r > R̄,
, (24)

where
R̄ = kd̄2.

The uniform stability ball is with radius R. Both d̄ and R can be made arbitrarily
small by an appropriate choice of ε.

The proof is thus completed.

3.2 Robust Control Design for Mismatched Case

In case the matching conditions (9) and (10) are not met, we need to investigate
the mismatched case. Let us decompose the uncertainty in the following way:

ΔAi(ω) = B̄Di(ω) + ΔÃi(ω), (25)

ΔBi(ω) = B̄Ei(ω) + ΔB̃i(ω). (26)

Let
ρA = max

i
max
ω∈Ω

‖ΔÃi(ω)‖, (27)

ρB = max
i

max
ω∈Ω

‖ΔB̃i(ω)‖, (28)

ρ̄ = max
i

max
ω∈Ω

‖Di(ω‖. (29)

Theorem 4. Uncertain switched linear system (1) under the mismatched con-
ditions (27,28) is UUB with the state feedback control (12), if γ < λ, where

γ = 2λmax(PN )(ρA +
1
δ
ρB ρ̄),

and the sizes of the uniform ultimate bounded region can be made arbitrarily
small by a suitable choice of ε.
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Proof. Let the Lyapunov function candidate V (x) be the same as (15). The
derivative of V (x) along the trajectory of the controlled system of (1) is

V̇ (x) = ẋT PNx + xT PN ẋ

= [xT (Āi
T + ΔAT

i ) + uT (B̄i
T + ΔBT

i )]PNx + xT PN [(Āi

+ ΔAi)x + (B̄i + ΔBi)u] + ẽT
i PNx + xT PN ẽi (30)

where
ẽi(x, ω) = ΔÃi(ω)x + ΔB̃i(ω)u(x). (31)

By the proof of Theorem 3, we have

V̇ (x) ≤ −λ‖x‖2 +
δε

2
+ ẽT

i PNx + xT PN ẽi

= −λ‖x‖2 +
δε

2
+ [ΔÃi(ω)x + ΔB̃i(ω)u(x)]T PNx

+xT PN [ΔÃi(ω)x + ΔB̃i(ω)u(x)]

≤ −λ‖x‖2 +
δε

2
+ 2λmax(PN )(ρA +

1
δ
ρB ρ̄)‖x‖2

= −λ‖x‖2 +
δε

2
+ γ‖x‖2

= −(λ − γ)‖x‖2 +
δε

2
. (32)

Therefore, if γ < λ holds, the controlled system of (1) is UUB by following the
similar argument as in the proof of Theorem 3. The size of the ultimate bounded
region can be determined subsequently.

The proof is thus completed.

4 A Numerical Example

Consider a uncertain switched linear system (1) with two subsystems,

ẋ(t) = Aσ(t)(ω)x(t) + Bσ(t)(ω)u(t)
σ(t) : R+ → S = {1, 2} (33)

where

A1(ω) =
(

0 1
−0.01 + ω2(t) −1 + ω1(t)

)

B1(ω) =
(

0
1.4387 + ω3(t)

)

A2(ω) =
(

0 1
−0.235 + ω2(t) −1 + ω1(t)

)
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B2(ω) =
(

0
0.5613 + ω3(t)

)
,

with time-varying uncertainties ω1(t), ω2(t), ω3(t) satisfying ‖ω1(t)‖ ≤ 0.5,
‖ω2(t)‖ ≤ 1.0, ‖ω1(t)‖ ≤ 0.25, for all t ≥ 0.

Decompose Ai(ω),Bi(ω), i = 1, 2 as in form (7),(8),we get

Āi =
(

0 1
−0.01 −1

)
, B̄ =

(
0
1

)

where Āi satisfies commuting Hurwitz, and

ΔA1(ω) =
(

0 0
ω2(t) ω1(t)

)

ΔB1(ω) =
(

0
0.4387 + ω3(t)

)

ΔA2(ω) =
(

0 0
−0.225 + ω2(t) ω1(t)

)

ΔB2(ω) =
(

0
−0.4387 + ω3(t)

)

which satisfies the matched condition (9),(10).
We can choose δ = 0.4, then get

ρ = 3.375‖x‖.

By the common quadratic lyapunov function construct method (3), for the reg-
ular system matrices Āi, i = 1, 2, we have

P2 =
(

5050.5 −50.2
−50.2 0.8

)
> 0,

Therefore,
μ = B̄T P2ρ

=
(
0 1

) (
5050.5 −50.2
−50.2 0.8

)
ρ

=
(
−169.4 2.7

)
‖x‖.

5 Conclusion

A system way to design a robust control for uncertain switched systems is sug-
gested. The uncertainty may or may not meet the matched condition. The re-
sulting controlled system performance, under the matching condition, is (global)
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uniformly ultimate bounded. In the mismatched case, if the mismatched portion
of the uncertainty is within a threshold, which is designated by λ, as shown in
Theorem 4, the same performance is guaranteed.
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Wavelet Solution for the Momentless State Equations of 
an Hyperboloid Shell with Localized Stress∗ 

Carlo Cattani 

diFarma, University of Salerno, Via Ponte Don Melillo, 84084 Fisciano (SA) Italy  
ccattani@unisa.it 

Abstract. The momentless state equations of an hyperboloid  shell which is 
obtained as  a surface of revolution are considered under a localized transversal 
load and localized initial values of stresses. An approximate analytical solution 
is proposed by using a family of wavelets.  

1   Introduction  

The theory of shells has been deeply investigated  in many different fields from 
theoretical to applicative ones: Engineering applications, radio towers, biological, bio-
mechanics,..etc. The main  directions refer  to the geometrical structure of the shell: of 
revolution (cylinder, ellipse, spherical, hyperboloid), axisymmetric, with small 
defects,..etc (see e.g. [1,2,3,4]). Hyperboloid shells have some different behaviour 
respect to other revolution surface shells, in fact it is proven  that they are more stable 
under infinitesimal variation of the metrics like e.g. light wind load. Hyperboloid 
shells are interesting for their negative Gaussian curvatures but the corresponding 
momentless equations [2,3,4] were usually considered (for an infinite hyperboloid) 
only with periodic load on the surface and/or periodic initial values. The resulting 
equations were studied by using Fourier series and the Galerkin-Petrov method. For 
localized functions the  approximate analytical solution, corresponding to a pulse on 
the surface, has not yet been considered because of the many difficulties in 
representing  a single pulse by the Fourier series. This lack  in the theory can be avoid 
by representing the solution through  a wavelet series. 

Wavelets are bases for suitable functional spaces, practically they can be used like 
the harmonic functions of the Fourier series to represent as wavelet series any 
function belonging to the functional space. Without restriction we can limit ourselves 
to these functions which are square-integrable, so that they have a finite energy (as 
usually happens in dealing with physical problems).  

In particular we will focus on the so-called Shannon wavelets [6]. They are 
orthogonal functions, band-limited in the Fourier domain, with a slow decay in 
the variable space. Each function,of the wavelet family, depends on two 
                                                           
∗ Work partially supported by Regione Campania under contract: “Modelli nonlineari di 

materiali compositi per applicazioni di nanotecnologia chimica-biomedica”, LR 28/5/02 n. 5, 
Finanziamenti 2003. 
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parameters which represent the dilation and translation of the  basic function, so 
that they are the most suitable tool for  representing localized phenomena as 
single pulse. Moreover, wavelets  fulfils the axioms of the so-called 
multiresolution analysis,  according to which it is possible to decompose the 
phenomena as a linear combination of functions each one representing some finer 
details of the whole behaviour of the function. From physical point of view this is 
the main advantage of the wavelet approach: the phenomenon is decomposed into  
some elementary parts each one representing the evolution at a given scale. 

With this method the initial value problem of the momentless state equations of 
the hyperboloid under the action of a localized load on the surface and localized 
initial stresses will be solved. From mathematical point of view the initial profile is 
taken in the form of  a sinc-function and its evolution is computed analytically with a 
little  approximation. It is shown that as nonlinear effects 1)  the peaks of the initial 
profiles increase in amplitude with a small distortion 2) The nodes on the 
intersection will keep unchanged.  

2   Momentless State Equations of an Hyperboloid Shell 

In the following the fundamental equations of an elastic shell having the form of an 
hyperboloid  revolution surface are considered. The shell is assumed to be unbounded 
(with respect to the symmetry axis) and the equations are referred to a local frame 
made by the normal (to surface) vector n and two tangent vectors t1 , t2  and a local 
system of coordinates (Fig. 1) 

0 2 ,τ π π θ π≤ < − ≤ ≤  
 

z

x

y

t1

t2

n

 

Fig. 1. Hyperboloid (left) with the local frame and coordinates on its surface 
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The equations of equilibrium of the hyperboloid shell in the  momentless theory of 
shells,  are (see e.g. [3,4]) 

1
1 2 1

1 2 2

2
2

1 2 2

1 2

1 2

ctg1 1( ) 0
sin

ctg1 12 0
sin

n

T ST T q
R R R

S TS q
R R R

T T q
R R

θ
θ τθ

θ
θ τθ

⎧
⎪
⎪
⎪
⎪⎪
⎨
⎪
⎪
⎪
⎪
⎪⎩

∂ ∂+ − + + =∂ ∂

∂ ∂+ + + =∂ ∂

+ =

, (2.1) 

where 1 2,R R  (both negative) are the main Gaussian curvatures, 1 2, ,T T S  are the 

tangent and normal components of stress, 1 2, , nq q q are superficial loadings on the 

tangent and normal directions respectively.  
By neglecting  2T  and defining  

2 2 2
1 2 2sin , sinU T R V S Rθ θ= =  (2.2) 

we obtain the equivalent system  

2
3 22

1 1 2
1

22
2 1 2

sin
( cos sin ) sin

( sin ) sin
sin

n

n

R U V
q q q R

R

qRV U
q R R

θ θ θ θ
θ τ

θ θ
θ θ τ τ

⎧ ∂ ∂+ + = −⎪ ∂ ∂⎪
⎨

∂∂ ∂⎪ + = − +⎪ ∂ ∂ ∂⎩

. (2.3) 

The solution of this system in the special case that the unknown functions are 
assumed to be periodic could be found by using the Galerkin method and Fourier 
expansions. In the  more general case when the initial conditions are localized or not 
periodic the solution could be easily obtain by the Galerkin method and the wavelet 
series expansions.  

3   Localized Functions: Shannon Wavelets  

We consider in this section a family of function, based on the sinc function,  

def sin
( )

2

ix ixx e e
x

x ix

π ππϕ
π π

−−= =  (3.1) 

which have the following characteristics: a) localization in frequency domain, b) slow 
decay in space, c) are a complete basis, d) are orthonormal functions. The Fourier 
basis fulfills conditions a)-c)-d) but not the condition b).  Harmonic  functions are 
good for the analysis of periodic functions but show some problems in dealing with 
localized functions. Therefore the sinc function seems to be a suitable tool for the 
analysis of localized (pulse) signals [5,6,7].  
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The dilated and translated instances [6] 

( )
( )

( ) ( )

( )

def
2 2

2 2
2

sin 2
( ) 2 (2 ) 2

2

2
2 2

n n

n

n n n n
k n

i x k i x k

n

n

x k
x x k

x k

e e

i x k

π π

π
ϕ ϕ

π

π

/ /

− − −
/

−
= − =

−
,

−=
−

 (3.2) 

depend on two parameters ,n k  respectively  the compression (dilation) of the 

basic function (3.1)  and the translation along the x-axis.  The scaling functions do 
not represent a basis, in a functional space, (at least for 0n ≠ ) for this reason we 

need to define a family of functions (based on scaling) which are a basis; they are 
called the wavelet functions (and the corresponding analysis a multiresolution 
analysis).  

If we compute the Fourier transform of (3.2) we have  

2
( 1) 22ˆ ( ) ( 2 3 )

2

n
n

n i k n
k e ωϕ ω χ ω π

π

− /
− + /= / + , (3.3) 

with  

def 1 2 4
( )

0 elsewhere

π ω π
χ ω

, ≤ <⎧
⎨= ,⎩

. 

It can be easily shown that the scaling function ( ) ( )
def

0
0ˆ ˆϕ ω ϕ ω=   fulfils the 

condition,  

( )ˆ ˆ
2 2

H
ω ωϕ ω ϕ⎛ ⎞ ⎛ ⎞ = ⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

, (3.4) 

which characterize the multiresolution analysis,  with   ( )3
2

H
ω χ ω π⎛ ⎞ = +⎜ ⎟
⎝ ⎠

 (see e.g. 

[6,8]). So that it can be defined the corresponding  wavelet function   

( )ˆ ˆ2
2 2

ie Hω ω ωψ ω π ϕ− ⎛ ⎞ ⎛ ⎞ = ±⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

, or              

[ ]1
ˆ ( ) (2 ) ( 2 )

2
ie ωψ ω χ ω χ ω

π
−= + − , (3.5) 

which gives for the whole family of dilated-translated instances,  

2
( 1) 2 1 12

ˆ ( ) ( 2 ) ( 2 )
2

n
n

n i k n n
k e ωψ ω χ ω χ ω

π

− /
− + / − −⎡ ⎤= / + − /⎣ ⎦ . (3.6) 
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By the inverse Fourier transform we get  

1 1def
2 2 2

1
2

sin (2 ) sin 2 (2 )
( ) 2

(2 )

n n
n n
k n

x k x k
x

x k

π πψ
π

/ − − − − −
− −= . (3.7) 

The inner  product, of  functions ( ) ( )f x g x, , is defined as  

( ) ( )
def

df g f x g x x
∞

−∞

,    = ∫  (3.8) 

and, by  taking into account the Parseval equality,  

( ) ( )
def

ˆ ˆˆ ˆ2 d 2f g f g f gπ ω ω ω π
∞

−∞

, = ,    = ∫ . (3.9) 

With the above expression (3.6)-(3.7),  and the Parseval identity (3.9), it can be 
easily shown that (for the proofs see e.g. [6]): 

1. Shannon wavelets are orthonormal functions, 

( ) ( )n m nm
k h hkx xψ ψ δ δ, =  

       nmδ  being the Kroenecker symbol.  

2. The translated instances of the Shannon scaling functions ( )n
k xϕ , at the   

level 0n = , are orthogonal,   

( ) ( )0 0
k h khx xϕ ϕ δ, =  

       where 
def

0 ( ) ( )k x x kϕ ϕ −= .  

3. The translated instances ( )0
k xϕ , are orthogonal to the Shannon wavelets,  

( ) ( )0 0 0m
k hx x mϕ ψ, = , ≥    . 

Thus the Shannon wavelets form a basis so that it is possible to represent a function 

( )f x  , with finite wavelet coefficients ( ) ( ) ( ) ( )
def def

, , ,n n
k kf x x f x xα ϕ β ψ= = ,  

in terms of wavelet basis (e.g. as wavelet series) according to  

( ) ( ) ( )n n
k k

n k

f x x xαϕ β ψ
∞ ∞

=−∞ =−∞

= +∑ ∑  (3.10) 

4   Connection Coefficients 

The first derivatives of the Shannon wavelets are (see [6]) 

( ) ( )n nn n
k kh h

h

d
x x

dx
ψ γ ψ

∞

=−∞

= ∑  (4.1) 

with   
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( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( ) ( ){ }

1 12
1 sign 2 1 / 2 2 1

1

4 4 1 3 1 3

sign 1 1 2
2 !| |

4 1 1 2 1 1 .

s s
h k s s h knn n s

kh s
s

h s k k h h k ss

i
h k

s h k

πγ
− −

+ − − + − − +⎡ ⎤ − −⎣ ⎦

=

+ + + + + +

= − − − ×
− −

⎡ ⎤ ⎡ ⎤× − + − − − + −⎣ ⎦ ⎣ ⎦

∑
 (4.2)

Thus the  derivatives (4.1)  can be expressed as a wavelet series too. However, since 
the wavelets are mainly localized in a short range interval a good approximation of 
derivatives  can be obtained with a very few terms of the series.  

Analogously we obtain for the first derivative of the scaling function [6]:  

( ) ( )0 0
k kh h

h

d
x x

dx
ϕ λ ϕ

∞

=−∞

= ∑  (4.3) 

with   

( )
0 ,

1
,

k h
kh

k h

k h
k h

λ −

=⎧
⎪= ⎨ −

≠⎪
−⎩

. (4.4) 

In particular a good approximation of (4.3) can be obtained by   

( ) ( )
3

0 0

3
k kh h

h

d
x x

dx
ϕ λ ϕ

=−

≅ ∑ . (4.3’) 

Though the presence of the imaginary units, all the connection coefficients are real 
values as can be shown from (4.2)-(4.4) by a direct computation, e.g.  

3 2 1 0 1 2 3
1 1 1 1 13 0 1
2 3 4 5 6

1 1 1 12 1 0 1
2 3 4 5

1 1 1 11 1 0 1
2 2 3 4
1 1 1 10 1 0 1
3 2 2 3
1 1 1 11 1 0 1
4 3 2 2
1 1 1 12 1 0 1
5 4 3 2
1 1 1 1 13 1 0
6 5 4 3 2

kh k k k k k k k

h

h

h

h

h

h

k

     ,     

00 3 2 1 0 1 2 3
1 1 1 1 1 13 0
4 8 12 16 20 24

1 1 1 1 1 12 0
4 4 8 12 16 20
1 1 1 1 1 11 0
8 4 4 8 12 16
1 1 1 1 1 10 0
12 8 4 4 8 12
1 1 1 1 1 11 0
16 12 8 4 4 8
1 1 1 1 1 12 0
20 16 12 8 4 4
1 1 1 1 1 13 0
24 20 16 12 8 4

kh k k k k k k k

h

h

h

h

h

h

k

(4.5) 

 

and analogously  for the other scale coefficients. In particular, also for nn
khγ  there is a 

recursive formula for the computations of higher scale coefficients:   
11 00 22 11 2 002 , 2 2 ,....kh kh kh kh khγ γ γ γ γ= = =   , so that  

002nn n
kh khγ γ= . 
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5   Wavelet Solution of the Momentless Equations of Elastic Shells 

Let us consider equations (2.3) under the  axisymmetric tangent loading  

1 1,0 2 1

sin
( ) , 0 , tannq q q q q q

πθθ θ
πθ

= = = = . 

This loading is localized in frequency (with slow decay with respect to θ ), as it usually 
happens when on  the surface there is a localized pressure in correspondence to a given 
value of  θ .  Together with this localized loading we assume also that the initial values of 
the tangent and normal components of stress are such that the tangent and normal effective 
components are localized too. Thus we have the following initial value problem 
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with the initial state taken as   
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According to (3.10) a good wavelet approximation  of these initial functions  is (for 

( ),0U θ see Fig. 2) 

−0.2 0.2−1 1
x

1

0.5

 

Fig. 2. The function ( ) ( )1
0,0U θ ϕ θ= (plain) and its wavelet approximation 

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
0 3

0 3

,0 0 0 , ,0 0n n
k k

n k

U Vθ α ϕ θ β ψ θ θ μ ϕ θ
= =−

≅ + =∑∑ . 

with  



 Wavelet Solution for the Momentless State Equations of an Hyperboloid Shell 497 

( ) ( ) ( ) ( )
( ) ( ) ( ) ( )

( )

0 0 0
3 2 1

0 0 0 0
0 1 2 3

0 0.706802 , 0 0.0899414 , 0 0.150186, 0 0.449971 ,

0 0.449971, 0 0.150186, 0 0.0899414, 0 0.0650079 ,

0 1 .

α β β β

β β β β
μ

− − −⎧ = = = − =
⎪⎪ = = − = = −⎨
⎪ =⎪⎩

  
(5.2)

 

We assume that the evolution of this profiles will be kept unchanged so to have  
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If we write these expression in equations (5.1) we get  
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or, according to (4.2)-(4.3)-(4.4) 
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By a scalar product with the basis functions 
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to be solved together with the initial conditions (5.2).  
The equation (5.4)2,3 represent some constraint  which, according to (4.5)-(5.2) are 

automatically fulfilled, in particular it is ( )
3
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=∑  therefore the  problem is 

well-posed  and the solution is  
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With these functions and using the equations (5.3) we obtain the approximate 
wavelet solution of the equations (5.1)-(5.1’): 
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In particular , we can simulate the solution (5.5)  by assuming 2q =  (see Figs. 3-4). 
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As expected, the tangent  component of the stress remain unchanged (Fig. 4) while 
the normal component changes and shows an increasing value of the peaks amplitude. 
The localized (with respect to θ ) stresses remain localized with some steady nodes on 
the surface.  
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École Polytechnique de Montréal
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Abstract. Security policies form a collection of access restrictions on
objects and resources. In this paper, we introduce an access control model
with constraints that are common in typical information systems. This
access control model is based on the role-based access control policy. It is
modified to represent object classes and their hierarchies. The formaliza-
tion of the proposed policy and constraints is performed using a logical
approach based on description logics. Several access control constraints
are discussed. The capability of the proposed model to formalize object-
based constraints is demonstrated.

Keywords: Role-based access control, constraints, object class hierar-
chy, description logic.

1 Introduction

Security policies form a collection of access restrictions on objects and resources.
The access control policy can be quite complex and may consist of a large col-
lection of requirement specifications, which are associated with and checked at
different execution points.

Typical information systems such as commercial business systems and eCom-
merce applications require support for application-specific policies that address
needs other than traditional access control policies [7,14]. These constrains can
directly target the objects in the domain. For instance, we may want to limit
the number of customers to access a certain resource. Also, eCommerce domains
may want to restrict access to sensitive data for people who logged in from spe-
cific locations or terminals. Since some eCommerce sites allow anybody to access
their resources, the number of potential clients is unknown. It is still required, in
such cases, that users be uniquely identified, even if they are logged in as guests.

In this paper, we define an access control model with constraints, and propose
a way to specify them using the logical framework of description logics (DL).
We modify the original role-based access control (RBAC) model to be able to
directly include object classes in the access control model. This modified version
is shown to be capable of appropriately formalizing constraints that directly
target objects or object classes. This work can be considered as an extension
of [6] to deal with different constraints. The required DL roles for constraint
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formalization are presented in this paper. We use several examples during these
discussions to show the relevance of our approach.

There are several advantages of using DL [3] as the formalism. Expressive
DLs are well suited to represent and reason about access control policy. This
provides easy comprehension of the deduction procedures. In addition, DL is
useful to validate correctness and consistency of a Knowledge Base (KB) to avoid
redundant and conflicting policies. The access control decisions are made by
taking advantage of the fact that DL can be used to verify consistency of the KB.

There has been research investigating a logic-based approach for modeling ac-
cess control. In [22], specification of authorizations is proposed based on the use
of default logic to model authorization and control rules. A major issue in their
approach was the tradeoff between expressiveness and efficiency. Jajodia et al.
[15] proposed a logic-based language that attempted to balance flexibility and
expressiveness. Massacci [20] introduced logic for reasoning about RBAC, which
extends the access control calculus in [1] to express role hierarchies. In [2], an
authentication framework based on higher-order logic was introduced. Crescini
and Zhang [8] proposed a logic-based authorization system using first-order logic
to represent access control policies, constraints, and update propositions. Also,
there has been an effort to formalize the RBAC model based on set theory [21].
In [17,18], a formalization of RBAC using graph transformations was introduced.
Zhao et al. [23] proposed to represent a RBAC model using DL, and to perform
reasoning with it. However, their access control policy does not include the no-
tions of classification of objects and class hierarchy.

The rest of paper is organized as follows: Section 2 gives an overview of the
basic concepts and definitions for access control policy and introduces the syntax
and semantics of DL language ALCQI. In Section 3, we describe how to build
a DL knowledge base for the presented model in ALCQI. In Section 4, we
present access control constraints. We conclude the paper with a summary of
the contributions and some suggestions for future research.

2 Background

In this section, we study the basic elements and definitions in access control poli-
cies [16,10,9,4]. that will be used in the rest of this paper. We also introduce the
description logic language ALCQI [3] that will be used to represent our model.

2.1 Basic Components for Access Control

The access control model supports the representation of four basic components:
subject, object, permission, and session. It also represents arbitrary authoriza-
tion rules. Additionally, the model supports the specification of constraints on
basic components of the model.

– Subject: A subject is an entity which must be authenticated and authorized
by the access control policies to perform specific actions on specific objects
in the domain. Subjects can be defined as regular users or any entity that
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requires access to objects. A subject is characterized by a set of properties,
which are used to distinguish one subject from another (such as name, id,
etc). The authorization process requires these specific attributes to grant or
deny access for a specific subject on a specified object.

– Object: An object is the entity that a subject can perform actions on. It
can be a database record or table, a procedure, an application, or any entity
which has limited access. Common eCommerce examples are documents,
audio, video, and executable files. Other types of objects are those used for
the interaction between the user and the website (i.e. HTML forms).

– Permission: Permission represents the access modes subjects can exercise
on the objects in the system. A positive privilege means an authorization
(i.e., permission) to execute some action, while a negative privilege refers to
a prohibition to execute some action. The choice of privileges depends on
the system that the model is applied to. For instance, in a file system, the
possible privileges will be read, write, and execute. In a relational database
system, privileges are select, insert, update, and run to represent the objects
that can be accessed. The authorizations of privileges require associations
with subjects, objects, and constraints.

– Session: A session is a particular instance of a connection of a user to the
system.

– Constraint: Constraints are the set of conditions under which the policy
is valid. A policy can restrict access to objects or resources based on several
factors, including attributes about the subjects, the resource or the environ-
ment. We have to be able to constrain the execution of actions by checking
in the conditions on actions in order to express the policies. This allows us
to express which actions are valid within the agreement in a certain state.
Policy constraints can be execution time, process status, or subjects loca-
tion, and so on. Constraint decisions can be based on a number of factors,
such as which roles are already authorized or active for the user or session,
or how many users are already authorized or active in that role.

2.2 Description Logics

RBAC replaces direct user-permission associations in traditional access control
policies with a combination of user-role and role-permission associations [11,12].
It defines a set of user assignments (UA) that relates each user to a set of roles
and a set of permission assignments (PA), which connects each role to a set of
privileges (see Figure 1).

Role-based policies provide a classification of users according to the activities
they may execute. This approach simplifies security management by breaking
user authorizations into two parts: one which assigns users to roles and one which
associates access rights to objects for those roles. Analogously, one might expect
to achieve further simplification in the security management if some classification
is provided for objects. Objects could be classified according to their type or
to their application area. Grouping objects into classes closely resembles the
role concept. Figure 2 shows the proposed model, which consists of five entities
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Fig. 1. RBAC model

Fig. 2. Proposed modified RBAC model

including a set of objects and a set of classes. We also added a set of object
assignments (OA) that relates each object to a set of classes.

2.3 Role Inheritance

Access authorizations of roles should then be defined based on the object classes.
A role can be given the authorization to access all objects in a class, instead of
giving explicit authorization for each individual object. Objects that are in the
same class can be accessible for users with roles that have access right to that
class. Ultimately, users exercise permissions on objects via roles to which they
are assigned and classes to which the roles have access. We consider roles and
object classes as mediators that let users exercise permission.

2.4 Description Logics

DLs are the family of logics that are well-suited to represent and provide reason-
ing about the knowledge of an application domain. The most expressive DL that
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Table 1. Syntax and semantics of concept-forming constructors

Constructor Name Syntax Semantics

atomic concept A AI ⊆ ΔI

top � ΔI

bottom ⊥ ∅
conjuction C � D CI ∩ DI

disjunction C � D CI ∪ DI

negation ¬C ΔI\CI

universal quantification ∀R.C {x|∀y.〈x, y〉 ∈ RI ⇒ y ∈ CI}
existential quantification ∃R.C {x|∃y.〈x, y〉 ∈ RI ∧ y ∈ CI}
number restriction (≥ R.C) {x|

∣∣{y.〈x, y〉 ∈ RI}
∣∣ ≥ n}

(≤ R.C) {x|
∣∣{y.〈x, y〉 ∈ RI}

∣∣ ≤ n}
collection of individuals {a1, . . . , an} {aI

1 , . . . , aI
n}

Table 2. Syntax and semantics of role-forming constructors

Constructor Name Syntax Semantics

atomic role P P I ⊆ ΔI × ΔI

role conjuction Q � R QI ∩ RI

inverse role R−1 {〈x, y〉|〈y, x〉 ∈ RI}

we refer to in this paper is called ALCQI. The basic elements of DLs are individ-
uals, concepts, and roles, which respectively denote objects in the domain, sets of
objects and binary relations. The set of constructors for concept expressions and
role expressions considered in this work are listed in Table 1 and Table 2, respec-
tively. Atomic concept names are denoted with the letter A, atomic role names
with P, and individuals with a, possibly with subscripts. Concept expressions
are denoted by the letters C, D and role expressions by Q, R.

The construct required to make the inverse of a role is specifically provided in
ALCQI together with other constructs to make expressions. The interpretation
function .I gives the semantics for individuals, concepts and roles in the appli-
cation domain. The application domain is interpreted as ΔI . The interpretation
I = (ΔI , .I) consists of the nonempty set of the interpreted application domain
ΔI , and the interpretation function .I. Using this function, concepts are con-
sidered as subsets of ΔI , roles as binary relations over ΔI and individuals as
elements of ΔI .

A knowledge base built using DLs is formed by two components: A TBox,
which expresses intentional knowledge about classes and relations, and an ABox,
which expresses extensional knowledge about individual objects. Formally, an
ALCQI knowledge base contains a finite set of inclusion assertions that are
of the form C1 � C2, where C1 and C2 are arbitrary concept expressions. The
notion of satisfaction of assertions determines the semantics of a knowledge base.
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The assertion C1 � C2 is satisfied if CI1 ⊆ CI2 . An interpretation is said to be
a model of a knowledge base if all of its assertions are satisfied. A knowledge
base that admits a model is satisfiable. The following basic reasoning tasks are
performed with respect to a given knowledge base:

– Knowledge base satisfiability; where we decide whether a knowledge base K
admits at least one model (whether it is satisfiable);

– Concept consistency denoted by K �|= C ≡ ⊥; where we decide whether a
concept C is satisfiable in a given knowledge base K, i.e., if K and C admit
a common model;

– Concept subsumption or logical implication denoted by K |= C1 � C2; where
we decide whether CI1 ⊆ CI2 holds for all models M of knowledge base K.

All basic reasoning tasks are mutually reducible to each other [3,5]. For example,
in order to prove the concept subsumption K|= C1 � C2, we can show that its
negation C1�¬C2 is not satisfiable in any model M of knowledge base K. Having
a DL language as representation formalism, we can use the reasoning services
provided in DL to verify the consistency of the ABox created [13,19]. When
there is an inconsistency, the reasoner will indicate this to the user, who is then
responsible to modify the KB and fix the error. When the KB is very large,
the advantage of using DL will become more clear and vital. After updating
the ABox, queries can be formulated by the users. The reasoner processes the
queries against the KB consistency of ABox assertations and TBox formulas.

3 Modeling of Access Control Policy

We adapted the constructs introduced in [23] to formalize the RBAC policy with
constraints. For the treatment of object classes and their hierarchy, we modified
these constructs with those given in [6]. Some DL roles are introduced herein
to formalize the access control constraints that will be described in the next
section.

We introduced a collection of atomic concepts and atomic roles capturing
the characters of RBAC. Let User, Role, Class, Object, and Session be atomic
concepts that represent the users, roles, object classes, objects, and sessions,
respectively. Let R be an atomic concept for each role r, where r ∈ Roles, and
let C be an atomic concept for each class c, where c ∈ Classes. Here, the concept
R is a subconcept of Role. Similarly, the concept C is a subconcept of Class.
The concept expression ∃assign.R is adopted to represent the concept of “users
that are assigned to the role R”. Similarly, the concept expression classify.C
represents the concept of “objects that are classified to the class C”.

We introduce the inverse relation classify−1. The expression ∃classify−1.O is
interpreted as the set of classes, where object O is categorized into that set
of classes. The concept expression ∃activate.R denotes the concept of a set of
sessions in which the role R is activated. Other concept expressions will be
explained in subsequent sections. The atomic concepts and atomic roles that are
considered in this paper are listed in Table 3.
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Table 3. Atomic concepts and atomic roles

Atomic concepts and roles Meaning

User, Role, Class,
Object, and Session

atomic concept of users, roles, classes, objects, and
sessions, respectively

R and C atomic concept for each role r, where r ∈ Roles
atomic concept for each class c, where c ∈ Classes

assign atomic role to connect users to roles

classify the inverse relation of classify classify−1

classified atomic role to connect objects to classes

activate atomic role to connect the session to the roles ac-
tivated in it

canRead, canWrite,
canExecute

atomic roles to associate roles to object classes
in terms of read, write, and execute operations,
respectively

authorizeRead,
authorizeWrite,
authorizeExecute

atomic roles to connect users to the authorized
objects for read, write, and execute operations,
respectively, based on the user’s assigned roles

The concept expression ∃canRead.C represents roles that have the privilege
of reading object class C. The concept ∃assign.R is adopted to represent users
that are assigned to the role R. Assertion U∃ � assign.R indicates that user U is
assigned to role R. Role R is given the read permission on class C via assertion
R∃ � canRead.C. The formula ∃assign.(∃canRead.C) is defined to represent the
set of users assigned to at least one of the roles holding the read permission on
class C.

Authorization axioms are defined according to the following relation:

∃assign.(∃canRead.(∃classified.O)) � ∃authorizeRead.O.

This axiom indicates that all the users assigned to at least one of the roles holding
the read permission on at least one of the object classes that includes object O,
are the users who are authorized to read object O. Similarly, role activation
assertions are defined as follows:

∃activate.(∃canRead.(∃classified.O)) � grantRead.O.

Role hierarchies are represented by using inclusion axioms. These axioms are
of the form C � D, where C and D are atomic concepts for each role. Role C
is interpreted as the set of users that are assigned to this role. The relationship
R1 ≥ R2 is translated in DL to the role inclusion relation R1 � R2. It indicates
that R1 subsumes the authorization for R2.

The class hierarchy could also be represented by inclusion axioms. A class C
is interpreted as a set of roles that have access to this class. This interpretation
is consistent with the definition of subsumption or logical implication in DL,
where C1 � C2 has the same meaning as CI1 ⊆ CI2 . Similarly, the relationship
C1 ≥ C2 is translated in DL to class inclusion relation C1 � C2.
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The TBox of K includes role inclusion axioms, permission assignment axioms,
and authorization axioms. The ABox of K includes the following assertions:
role concept assertions, user concept assertions, session concept assertions, role
activation assertions, and user role assignment assertions. Note that the term
role has different meanings in RBAC and in DL. In RBAC, a role denotes the
authority and responsibility conferred on a member of the role. In DL, a role
denotes a binary relationship between individuals.

4 Policy Constraints

Components in the role based access control can be users, roles, objects, and
permissions. This section discusses different types of conflicts that can arise in
a security policy and provides the constructs for their formalization. Conflicts
arise in one of two general situations. One is based on exclusion and the other on
cardinality. Exclusion rules result from a conflict of complementary components.
This indicates a situation that should not occur, such as a user being assigned to
two complementary roles. The second type of user conflict concerns cardinality
of access. Cardinality conflicts can be discussed with regards to each of the main
components of RBAC model: objects, roles, users, and permissions. We describe
these concepts with details in the following sections.

4.1 Conflicts of Exclusion

We define herein exclusion conflicts of roles and privileges. These conflicts happen
when a user is associated with complementary entities. The conflict of roles can
occur when a user is assigned to two exclusive roles or when two exclusive roles
are activated at the same time (within the same session). It is described as
follows:

s � ∃activate.R1 � ∃activate.R2 � ⊥, ∀s ∈ Session

This can be explained by the statement that the user playing roles R1 and R2
simultaneously subsumes the bottom concept, which is a situation that can never
occur. This is an example of a dynamic role conflict when two complementary
roles are granted in the same session; even though a user can be authorized to
play both roles, but they should not be activated simultaneously.

Static role conflicts deal with the situations when a user is assigned to two
exclusive roles. It is formally described as:

U � ∃assign.R1 � ∃assign.R2 � ⊥, R1 � R2 � ⊥, ∀U ∈ User

The conflict of privilege happens when a user is granted incompatible accesses
on the same object that should not occur simultaneously. This can happen when
a user is playing two roles, each of which grants one of these opposing accesses
(privileges). As with the role conflict, privilege conflicts can be dynamic or static.
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Dynamic conflicts occur, as previously described, when two exclusive (but au-
thorized) accesses on the same object are allowed in a session. In DL, we formally
describe the case where two different accesses such as read and write on object
O1 are not simultaneously allowed in a single session as:

s � ∃grantRead.R1 � ∃grantWrite.R1 � ⊥, ∀s ∈ Session

Static conflicts occur when the user is authorized to conflicting accesses on an
object. The following formalization is to avoid the static read and write conflict
on object O1,

U � ∃authorizeRead.O1 � ∃authorizeWrite.O1 � ⊥, ∀U ∈ User

Common complementary privileges are positive and negative. Positive privi-
leges allow access to an object and negative privileges deny access. The conflict
can also occur when a user is both allowed and denied the same action. Autho-
rization of permissions is defined by the administrator and exists even when the
user is not actively utilizing the system. Permissions are allowed when the user
is interactively employing the system.

4.2 Conflicts of Cardinality

Cardinality conflicts are the result of situations where multiple components are
trying to do the same thing. In these cases, the constraints are not concerned with
the exclusive nature among components, but rather the number of components
that are involved. We define cardinality conflicts of roles, users, and objects.

We can impose a limit on the number of users that are assigned a specific
role. It occurs when several users, that should never be given the same role at
the same time, have all been assigned that Role. For example, if the maximum
number of users that can be assigned to the role is k, then we can formally
represent this constraint in DL as:

≥ (k + 1)assign.R � ⊥, k ≥ 0

If (k+1) or more users are assigned to the role R, then it would be a sub con-
cept of the bottom concept, indicating a situation that can never occur. As soon
as the (k+1)th user is assigned to this role, the above constraint will be violated.

Static role cardinality constrains the number of users that can be assigned
to a role. Dynamic role cardinality limits the number of users that can actively
practice that role at the same time. So, for example, we can have 100 users
authorized to play the role R, but only 10 can simultaneously practice it. Using
the DL constructs, this constraint is written as follows:

≥ (k + 1)activate.R � ⊥, k ≥ 0
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Privilege cardinality restricts the number of a particular access granted at the
same time. For example, users may be able to remotely control the hardware.
We can envision a situation where a doctor remotely controls several medical
devices. Therefore, we can assign only one operate privilege to one user in the
domain. While many users can see the devices, only one user can manipulate it
at a time. Using the roles described in Table 3, privilege cardinality constraint
for the read access is given by:

≥ (k + 1)grantRead.O � ⊥, ∀O ∈ Object

The final type of conflicts concerns cardinality of objects, where we restrict
the number of different kinds of accesses on a particular object; e.g., we have an
object O with a maximum number of concurrent accesses of k, we can represent
this constraint in DL as:

≥ (k + 1)grantRead.O � grantWrite.O � ⊥

The above rule indicates that the state in which the total number of read
and write accesses exceeds k is a sub concept of the bottom concept. This is the
same as declaring that this state cannot exist. Therefore, before granting any
read and write access, this rule is checked to ensure that a conflict will not occur
if it is granted.

5 Conclusion and Future Work

In this paper, we have provided a formalism of access control policy and con-
straints in the DL language ALCQI. Our main contributions have been the
introduction of the concept of object classes in RBAC and using this concept to
formalize the implementation of different constraints. We showed that how this
modification in the RBAC model can provide mechanisms to formalize the im-
plementation of exclusion and cardinality constraints on the objects. This paper
demonstrated that the expressive logics are well suited to represent and reason
about access control in typical information systems. Future work is required in
order to incorporate role delegation, conflict resolution, and considering negative
authorization policy.

Acknowledgments. This research was supported by Institute for Information
Technology Advancement (IITA) & Ministry of Information and Communication
(MIC), Republic of Korea.

References

1. Abadi, M., Burrows, M., Lampson, B., Plotkin, G.: A calculus for access control
in distributed systems. ACM Trans. Program. Lang. Syst (USA) 15(4), 706–734
(1993)



510 J. Chae

2. Appel, A.W., Felten, E.W.: Proof-carrying authentication. In: Proc. of the 6th
ACM Conference on Computer and Communications Security, Singapore, ACM
Press, New York (1999)

3. Baader, F., McGuinness, D.L., Nardi, D., Patel-Schneider, P.: The Description
Logic Handbook: Theory, Implementation and Applications. Cambridge university
Press, Cambridge, United Kingdom (2003)

4. Bertino, E., Bettini, C., Ferrari, E., Samarati, P.: A temporal access control mecha-
nism for database systems. IEEE Trans. On Knowledge and Data Engineering 8(1),
67–80 (1996)

5. Calvanese, D., De Giacomo, G., Lenzerini, M.: Description logics: foundations for
class-based knowledge representation. In: Proceedings 17th Annual IEEE Sympo-
sium on Logic in Computer Science, pp. 359–370. IEEE Computer Society Press,
Los Alamitos (2002)

6. Chae, J.H., Shiri, N.: Formalization of RBAC policy with object class hierarchy. In:
Proc. of the 3rd Information Security Practice and Experience Conference (ISPEC)
(2007)

7. Chapin, S., Jajodia, S., Faatz, D.: Distributed policies for data management mak-
ing policies mobile. In: Proc. of 14th IFIP 11.3 Working Conference on Database
Security, Schoorl, Netherlands (2000)

8. Crescini, V.F., Zhang, Y.: A logic based approach for dynamic access control.
In: Proc. of 17th Australian Joint Conference on Artificial Intelligence, Cairns,
Australia (2004)

9. Damianou, N., Dulay, N., Lupu, E., Sloman, M.: The ponder policy specifica-
tion language. In: Sloman, M., Lobo, J., Lupu, E.C. (eds.) POLICY 2001. LNCS,
vol. 1995, pp. 18–39. Springer, Heidelberg (2001)

10. Detreville, J.: Binder, a logic-based security language. In: Proc. of the IEEE Sympo-
sium in Security and Privacy, IEEE Computer Society Press, Los Alamitos (2002)

11. Ferraiolo, D.E., Cugini, J.A., Kuhn, D.R.: Role-based access control (RBAC): fea-
tures and motivations. In: Proceedings. 11th Annual Computer Security Applica-
tions Conference, pp. 241–248 (1995)

12. Ferraiolo, D.F., Sandhu, R., Gavrila, S., Kuhn, R., Chandramouli, R.: Pro-
posed NIST standard for role-based access control. ACM Trans. Inf. Syst. Secur
(USA) 4(3), 224–274 (2001)

13. Haarslev, V., Moller, R.: Racer system description. In: Goré, R.P., Leitsch, A.,
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Abstract. Most of the existing IDS use all the features in network packet to 
evaluate and look for known intrusive patterns. Some of these features are 
irrelevant and redundant. The drawback to this approach is a lengthy detection 
process. In real-time environment this may degrade the performance of an IDS. 
Thus, feature selection is required to address this issue. In this paper, we use 
wrapper approach where we integrate Rough Set and Particle Swarm to form a 
2-tier structure of feature selection process. Experimental results show that 
feature subset proposed by Rough-DPSO gives better representation of data and 
they are robust.  

Keywords: intrusion detection, feature selection, rough set, particle swarm 
optimization. 

1   Introduction 

Research in IDS is focusing on getting high classification rate. In pursuing high 
accuracy, most of the reported works fail to address the urgency of such detection.  
They use all the existing features in network traffic data to match against the known 
intrusive patterns. This has caused a lengthy detection process.  Various techniques 
including machine learning and statistical approaches have been implemented and 
their detection accuracy is satisfactory. Among them are Artificial Neural Network [1-
3], Support Vector Machine (SVM)[1][4-5], Bayesian Network and few others. 
Realizing the needs to uncover only the meaningful features from the abundant data, 
research in finding best feature subset has been intensified since early 2000.  Both 
statistical and machine learning approaches were popularly used. [6] used Bayesian 
Network and Classification and Regression Tree, [7-8] used Flexible Neural Tree and 
few others have used other types of machine learning techniques. 

Particle Swarm Optimization (PSO) is a population- based search algorithm and 
initialized with a population of particles having a random solution. Each particle in 
PSO is associated with a velocity [9]. Particles’ velocities are adjusted according to 
historical behavior of each particle and its neighbors while they fly through the search 
space. The particle swarms find an optimal region of complex search spaces through 
the interaction of individual in a population of particles. PSO has been successfully 
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applied to a large number of optimization problems such as [10] traveling salesman 
problem (NP-hard). Literature also pointed out that the binary version of PSO is often 
outperformed Genetic Algorithm [11]. With proper adaptation and data 
representation, PSO can be used to find an optimal feature subset. 

Rough Set Theory (RST) has been successfully used as a selection tool to discover 
data dependencies and reduced the number of attributes contained in a dataset by 
purely structural method [12].  According to Pawlak [13], it can be used to find all 
possible feature subsets. 

The objective of this paper is to propose a minimal set of generic features for IDS 
using 2-tier feature selection process; Rough Set and Particle Swarm Optimization. 
The rest of this paper is organized as follows: Section 2 discusses feature selection 
and some of the existing feature selection works in IDS, Section 3 describes the 
techniques adopted in this study. It introduces Rough Set Theory followed by 
description of PSO and its implementation in feature selection problem. SVM was 
used as classifier and lightly touched at the end of Section 3. Section 4 presents 
experiments and results. It also offers some discussions on the results obtained. 
Finally Section 5 concludes the paper and gives the direction of future work. 

2   Feature Selection 

Feature selection is where a feature subset is selected to represent the data. The 
significance of feature selection can be viewed in two aspects. First is to filter out 
noise and remove redundant and irrelevant features. According to Jensen and Shen 
[14], feature selection is compulsory due to the abundance of noisy, irrelevant or 
misleading features in a dataset. Second, feature selection can be implemented as an 
optimization procedure of search for an optimal subset of features that better satisfy a 
desired measure [15]. Generally, the capability of an anomaly intrusion detection is 
often hinders by inability to accurately classify variation of normal behavior as an 
intrusion. Additionally, network traffic data is huge and it causes a prohibitively high 
overhead and often becomes a major problem in IDS [16]. Usually, an intrusive 
behavior has some patterns or structures or relationship properties that are unique and 
recognizable. These common properties are often hidden within the irrelevant features 
and some features contain false correlation [6]. Some of these features may be 
redundant [17] and may have different discriminative power.  The aim is to disclose 
these hidden significant features from the irrelevant features. Thus, an accurate and 
fast classification can be achieved. According to [18], the existence of these irrelevant 
and redundant features generally affect the performance of machine learning or 
pattern classification algorithms. [19] proved that proper selection of feature set has 
resulted in better classification performance. 

A conceptual diagram for feature selection that is often used in pattern recognition 
is shown in Fig. 1. It begins with transformation of n-dimensional observation space  
represented by P, into a q-dimensional vector represented by f. This transformation 
has reduced the amount of features need to be analyzed for recognition and 
classification purposes (P>q). f is then mapped into m possible distinguishable classes 
in the decision space for classification purpose. 
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n-dimensional   q-dimensional    m-dimensional 
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Feature 
Selection Classification/

Recognition 

f

 

Fig. 1. Conceptual diagram for pattern classification 

2.1   Feature Selection in Intrusion Detection 

The work of [20], exploited the capability of Rough Set Theory in coming up with 
classification rules to determine category of attacks in IDS. Their findings showed 
that rough set classification attained high detection accuracy (using GA) and the 
feature ranking was fast. Unfortunately they did not mention the features obtained and 
used for classification. Similarly, [6] tackled the issue of effectiveness of an IDS in 
terms of real-time and detection accuracy from the feature reduction perspective. In 
their work, features were reduced using two techniques, Bayesian Network (BN) and 
Classification and Regression Trees (CART). They have experimented using four sets 
of feature subset which are 12, 17, 19 and all the variables (41) from one network 
connection. Data used was KDD cup 99. The work suggested no generic feature 
subset instead different features with different length were proven to be good for 
different type of attack. Details of their findings can be found in [6].  

Using the same dataset, Sung and Mukkamala [16] ranked six significant features. 
They used three techniques and compared the performance of these techniques in 
terms of classification accuracy on the test data. Those techniques were Support 
Vector Decision Function Ranking (SVDF), Linear Genetic Programming (LGP) and 
Multivariate Regression Splines (MARS). For detail results, please refer to [16]. 
Similar to [6], [21] proposed different feature subset to best represent different type of 
attacks. The trust of their work was on maximizing the inter-classes seperability using 
genetic algorithm. 

From these reported works, we can conclude that there are features that really 
significant in classifying the data. Also, it has been proven that there was no single 
generic classifier that can best classify all the attack types. Instead, in some cases, 
specific classifier performs better than others. Thus, most of these works lead to an 
ensemble or fusion of multiple classifier IDS. 

Fig. 2 shows the feature selection procedure adopted in this study. This 2-tier 
feature selection structure involves two important phases; coarse and granular feature 
selection phases. Coarse feature selection tier deploys Rough Set (RST) as a  
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mechanism to eliminate redundant and irrelevant features. Meanwhile, the granular 
feature selection tier deploys Discrete Particle Swarm Optimization (DPSO) to further 
refine and recommend only the significant features. The fitness of the proposed 
feature subset is evaluated by a fitness function. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 2. Rough-DPSO feature selection process 

3   Techniques Used in the Study 

2-tier structure as shown in Fig. 2, involves two techniques Rough Set and DPSO. We 
used SVM as a classifier. The fitness of the proposed feature subset was evaluated 
using a fitness function described in Section 3.3. 

3.1   Rough Set 

Rough set theory (RST) has been successfully used as a selection tool to discover data 
dependencies and reduce the number of attributes contained in a dataset by purely 
structural method [12].  According to [13], it can be used to find out all possible 
feature subsets. 

The main contribution of Rough Set Theory is the concept or reducts. A reduct is a 
minimal subset of attributes with the same capability of objects classification as the 
whole set of attributes. Reducts computation of rough set corresponds to feature 
ranking for IDS. Below is the derivation of how reducts are obtained. 
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Definition 1. An information system is defined as a four-tuple as follows, S=<U, Q, 
V, f>, where U={x1, x2, …, xn} is a finite set of objects (n is the number of objects); Q 
is a finite set of attributes, Q={q1, q2, …, qn}; V= Uq∈QVq and Vq is a domain of 
attribute q; f:U×Q → V is a total function such that f(x, q) ∈Vq for each q ∈Q, x ∈U. 
If the attributes in S can be divided into condition attribute set C and decision attribute 
set D, i.e. Q=C ∪ D and C ∩ D= Φ , the information system S is called a decision 
system or decision table. 

Definition 2. Let IND(P), IND(Q) be indiscernible relations determined by attribute 
sets P, Q, the P positive region of Q, denoted POS IND(P) (IND(Q)) is defined as 
follows:  

POS IND(P) (IND (Q)) =  U X∈U/ IND(Q) / IND (P)- (X). 

Definition 3. Let P, Q, R be an attribute set, we say R is a reduct of P relative to Q if 
and only if the following conditions are satisfied:  

(1) POS IND(R) (IND (Q)) = POS IND(P) (IND (Q));  
(2) For every r ∈  R follows that 
POS IND(R-{r}) (IND (Q))≠ POS IND(R) (IND (Q)) 

Further details can be found in Pawlak [13]. According to Zhang et al. [20], Rough 
Set method produces explainable detection rules and it also has high detection rate for 
some attacks. 

3.2   Particle Swarm Optimization 

Particle Swarm Optimization (PSO) is a population-based search algorithm and 
initialized with a population of particles having a random position (solution). Each 
particle is associated with velocity. Particles’ velocities are adjusted according to 
historical behavior of each particle and its neighbours while they fly through search 
space [15]. Thus, particles have a tendency to fly towards the better and better search 
area over the course of search process [9].  The calculation of velocity is described as 
below: 

Vid = wVid + C1rand( )(Pid-Xid) + C2Rand( )(Pgd-Xid) .  

Xid = Xid + Vid  .  

(1) 

(2) 

C1 and C2 are positive constants called learning rates. These represent the weighting of 
the stochastic acceleration terms that pull each particle towards its’ pbest and gbest 
positions. Low values allow particles to fly far from target regions before being 
tugged back, while high values result in abrupt movement toward, or past target 
regions.  

rand ( ) and Rand ( ) are two random functions in the range  [0,1] and w is the 
inertia weight. Suitable selection of the inertia weight provides a balance between 
global and local exploration, and results in less iteration on average to find a 
sufficiently optimal solution.  

Xi = (xi1, xi2, … , xiD) represents the ith particle and Pi = (pi1, pi2, … , piD) represents 
the best previous position of the ith particle.  
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Vi = (vi1, vi2, … , viD) represents the rate of the position change (velocity) for 
particle i.  

Formula (1) and (2) gives PSO the following capabilities: 
 

1. Memory of the particles is given in the first part of the formula. 
2. Cognition, which represents the private thinking of the particle, is given in 

the second part of the formula. 
3. Social, represents the collaboration an interaction among the particles. 

 

1, 2 and 3 are used to calculate the particle’s new velocity according to its previous 
velocity and the distances of its current position from its own best experience 
(position) and the group’s best experience [22]. Then the particle flies toward a new 
position according to equation (2).  

3.3   PSO Implementation in Feature Selection 

The original PSO is designed for real value problems. Now, the algorithms have been 
extended to tackle discrete problems. A term ‘binary PSO’ or ‘discrete PSO’  
appeared when PSO is used to solve discrete problem. Various researchers have 
implemented PSO in feature selection and their applications are diverse. For example, 
[23] used PSO to select feature subset for classification task and to train RBF neural 
network simultaneously, [24] used it to diagnose fault in chemical process and [15] 
implemented PSO to extract features of hyperspectral data for under spilled blood 
visualization.  

Discrete PSO (DPSO) also utilizes the formula given in (1) and (2). Generally for 
feature representation, 1 bit of a particle represents 1 feature. If the feature is selected, 
the bit is set to 1 and 0 otherwise. Few approaches were used to select features for a 
particle. Some researches use roulette wheel selection to select features [15] and some 
randomly select these features [22]. Some reported works implemented selection 
pressure to control the probability of selecting highly fit features [15]. [25] used 
velocity as a probability to determine whether Xid  (a bit) will be in 1 state or 0 state 
and they used sigmoid function s(v)=1/(1+exp(-v)) to squashed  Vid.  A suitable 
fitness function will be deployed to evaluate the feature subset proposed. 

Apart from feature representation, [22] has proposed the following mechanism for 
the velocity representation. When particle P is compared to its lbest and the gbest, 
sum of -1 and +1 is added. -1 penalty is given when the ith feature in P is chosen but 
not in lbest, and penalty -1 also been given when gbest does not contain the feature. 
+1 is given when lbest does have the feature and P does not. Similar procedure goes 
when comparing between gbest and P.  Detail procedure of location updating strategy 
can be found in [22]. 

Below is the DPSO pseudo-code used in this study: 

1. Initialize all the possible positions (represent all possible feature subset 
bands). If the feature is N, thus, there are 2N possible feature subsets. 

2. Introduce m particles, where each will randomly take one position in the 
feature subset space. 

3. Initialize their Plbest for all particles. 1st round, their Plbest = current position. 
4. Find their Gbest 
5. Loop (exit when fitness >  max_fitness) 
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a. Evaluate fitness of each particle’s position. Choose the Pgbest . 
b. For each particle, check the following : 

i. If  Pcurr > Plbest then Plbest = Pcurr  
c. For each Plbest check the following ; 

i. If  Plbest > Pgbest then Pgbest = Plbest  
d. Update velocity for each particle with respect according to formula 

in (1). 
e. Update the position for each particle according to formula in (2). 

6. End. 

Here, our N is 15 and the value of m is 5. The iteration of the above pseudo code 
will continue and stop when either one of the stopping criteria is met; (i) maximum 
number of iterations or  (ii) the fitness of the proposed feature subset has exceeded the 
fitness value being set. In most of the feature selection works, a fitness function is 
normally defined as the correct classification rate using the features picked by each 
particle. We have adopted the following fitness function in our experiment. The same 
fitness function was used in [22]. 

 α * γ R (D) + β * 
||

||||

C

RC −
.  (3) 

Where γ R (D) is the classification rate for attribute set R relative to decision D. 

|R| is the ‘1’ number of position or the length of selected feature subset. |C| is the total 
number of features. α  and β are two parameters corresponding to the importance of 

classification quality and subset length. α ∈  [0,1] and β  = (1-α ). The classification 

quality is more important than subset length. The goodness of each position of a 
particle is measured by this fitness function.  

3.4   Support Vector Machine 

Support Vector Machine (SVM) is a learning method based on the Structural Risk 
Minimization principle from statistical learning theory.  The principle idea of an SVM 
is to separate classes with a surface that maximizes the margins between them. It is a 
powerful classification learning approach which applies the following concept: non-
linear input vectors are mapped through a very high dimension feature space where 
the linear decision of the input vectors is computed in this feature space. By dividing 
the high-dimensional space into different boundaries or subspaces, SVM maximizes 
the classification according to the generalized boundary.  

[26] performed testing for intrusion detection accuracy on several techniques and 
claimed that SVM outperformed MARS and ANN, with respect to scalability (SVM 
can train larger number of patterns while ANN failed to converge) and prediction 
accuracy. In fact, SVM performed well among the classical intrusion detection 
algorithms [27]. A few researches used multiclass SVMs [28-29]. SVM is claimed to 
outperform most of other algorithms [30]. One remarkable property of SVM is its 
ability to learn can be independent of the feature space dimensionality which means 
SVM can generalize well in the presence of many features [31]. Here, we used libsvm 
[32] as a classifier. 
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4   Experiment and Results 

Here we used the KDDCup 1999 data subset that was pre-processed by the Columbia 
University and distributed as part of the UCI KDD Archive 
(http://kdd.ics.uci.edu/databases/kddcup1999/kddcup1999.html). Attacks fall into 
four main categories: 

i) Dos: Denial of Service. This kind of attack consumes a lot of computing and 
memory resources and denying the legitimate requests. The means of 
achieving this are varied from buffer overflows to flooding the systems 
resources.  

ii) U2R: User to Root. (unauthorized access to super user privilege). This kind 
of attack starts out with normal user accessing the system and gradually 
exploiting system vulnerabilities to gain super user access.  Examples are 
various ``buffer overflow'' attacks.  

iii) Probe. (surveillance). Attacker scans the network to gather information 
about the network and find the system’s known vulnerabilities.  These 
vulnerabilities will be exploited to attack the system. Example is port 
scanning. 

iv) R2L: Remote to Local. (unauthorized access from a remote to local 
machine). An attacker who does not have an account exploits some systems’ 
vulnerabilities to gain local access. Example is guessing password. 

For each TCP/IP connection, 41 various quantitative and qualitative features were 
extracted plus 1 class label. Table 1 shows all the features found in a connection. For 
easier referencing, each feature is assigned a label (A to AO). This referencing is 
adopted from [6]. Some of these features are derived features. These features are 
either nominal or numeric. 

Table 1. Network data feature label 

Label   Network Data Features Label   Network Data Features Label   Network Data Features 
A       duration 
B       protocol_type 
C       service 
D       flag 
E       src_byte 
F       dst_byte 
G       land 
H       wrong_fragment 
I        urgent 
J        hot 
K      num_failed_login 
L       logged_in 
M      num_compromised 
N      root_shell 

O      su_attempted 
P      num_root 
Q      num_file_creations 
R      num_shells 
S       num_access_files 
T       num_outbound_cmds 
U      is_host_login 
V      is_guest_login 
W     count 
X      srv_count 
Y      serror_rate 
Z       srv_serror_rate 
AA   rerror_rate 
AB   srv_rerror_rate 

AC     same_srv_rate 
AD    diff_srv_rate 
AE     srv_diff_host_rate 
AF     dst_host_count 
AG    dst_host_srv_count 
AH    dst_host_same_srv_rate 
AI      dst_host_diff_srv_rate 
AJ    dst_host_same_src_port_rate 
AK    dst_host_srv_diff_host_rate 
AL     dst_host_serror_rate 
AM    dst_host_srv_serror_rate 
AN    dst_host_rerror_rate 
AO    dst_host_srv_rerror_rate 
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[16] have used three different techniques in ranking the top 6 features in intrusion 
detection. The techniques used were Support Vector Machine (SVM), Linear Genetic 
Programming (LGP) and Multivariate Adaptive Regression Splines (MARS). Each of 
the techniques used yielded six significant features with few of them overlapped.  

1. SVDF proposes features  B, D, E, W, X, AG  
2. MARS proposes features E, X, AA, AG, AH, AI 
3. LGP proposes features C, E, L, AA, AE, AI 

4.1   Experimental Setup 

We used 4 sets of data, one for training and another three for testing. Each set had 
4000 randomly chosen records. In all the datasets, 50% to 55% records contained 
normal data and the remaining were attacks. The attack types and their categories are 
listed in Table 2 below.  

Table 2. Attacks and their categories 

Category of attacks Types of attacks 
Probe ipsweep, nmap, portsweep and satan 
Denial of Service (DoS) back, land, neptune, pod, smurf and teardrop 
User to Root (U2R) buffer_overflow, loadmodule, perl and rootkit 
Remote to Local (R2L) ftp_write, guess_passwd, imap, multihop, phf, 

spy, warezclient and warezmaster 

Training dataset was discretized before it was fed to Rough Set tool called Rosetta. 
Details on Rosetta can be found in [33]. We used Genetic Algorithm to find the 
reducts. Based on the reducts generated, we picked 15 features that appeared the 
most. These features were B, C, D, E, F, L, W, X, AA, AE, AF, AG, AH, AI, and AJ. 
This feature subset was referred as initial feature subset. This step is important 
because the reduction at this stage will eliminate the unimportant and redundant 
features (please refer to Figure 1). This initial feature subset would later become an 
input to the next stage (granular feature selection using DPSO). 

Here, particle swarm needs to find an optimal region for complex search spaces. 
Instead of having all the 41 available features which would have produced 241 possible 
feature subsets in the search spaces, DPSO would now only need to examine 15 
features consisting of 215 solution candidates. As described earlier, these 15 features 
were previously suggested by Rough Set. Another reason for having Rough Set to 
filter at the first stage is to reduce the number of iterations that DPSO has to perform 
in finding an optimum feature subset. We used SVM classifier (libsvm) to classify the 
data and the fitness function as described in Section 3.1 to evaluate the feature subset 
proposed by Rough-DPSO. Based on the pseudo-code given in Section 3.3, Rough-
DPSO found an optimum solution at the 9th iteration. And the features are: B, D, X, 
AA, AH, and AI.   

Besides, we have also determined the six most significant features proposed by 
Rough Set. The selection was done based on their ranking. The six features that 
appeared most in the reducts were selected and they were D, E, W, X, AI and AJ. 
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As mentioned earlier, [16] had suggested 3 feature subsets produced by three 
techniques. We have used the features proposed by them and trained each of them 
using our training dataset. Our SVM classifier was trained based on each feature 
subsets. Then, we tested using our testing datasets and their results were compared. 
Here, the detection could either be attack or normal. 

4.2   Results and Discussion 

Our approach using Rough-DPSO resulted in six features namely B, D, X, AA, AH, 
and AI.  The table below gives the description of the six selected features. 

Table 3.  Description of features 

Technique Label Corresponding Feature Description of Feature 
B protocol type protocol type used for a given connection 
D flag normal or error status of the connection 
X srv_count number of connections to the same service as the 

current connection during a specified time window 
AA rerror_rate % of connections that have REJ errors 
AH dst_host_same_srv_rate % of connections from the same host with same 

service to the destination host during a specified 
time window 

Rough-
DPSO 

AI dst_host_diff_srv_rate % of connections from the same host with 
different service to the destination host during a 
specified time window  

Meanwhile, Table-4 compares the classification performance for all the five feature 
subsets produced by different techniques. The first three rows are the feature subsets 
proposed by [16]. The fourth row are the six significant features or reducts proposed 
by Rough Set and the last row  is the approach where we have synergized both Rough 
Set and DPSO. 

Table 4.  Comparison of classification rate 

Technique Data1 Data2 Data3 Mean Std Dev 
 

SVDF 
(B,D,E,W,X  & AG) 

 

 
89.000 

 
91.275 

 
85.875 

 
88.717 

 
2.214 

 

LGP 
(C,E,L,AA,AE & AI) 

 

 
87.775 

 
94.050 

 
96.575 

 
92.800 

 
3.700 

 

MARS 
 (E,X,AA,AG, AH & AI) 

 

 
79.600 

 
93.300 

 
90.225 

 
87.708 

 
5.869 

 

Rough Set 
(D, E, W, X, AI & AJ) 

 
87.475 

 
91.925 

 
88.350 

 
89.250 

 
2.358 

 

Rough-DPSO 
(B,D,X,AA, AH & AI) 

 

 
90.675 

 
95.350 

 
94.200 
 

 
93.408 

 
1.989 

 
The last two columns show the value of mean and standard deviation for each of 

the techniques.  Mean gives the average performance of the feature subset proposed 
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by the respective technique on three different test sets. Meanwhile standard deviation 
is a statistical measure of variance from the mean, representing the dispersion of data 
(distance) from the mean. Standard deviation is a way of expressing how different the 
value is from the mean or average. Smaller value for standard deviation implies that 
the feature subset is robust. Which means, despite which dataset is used for testing, 
the classification rate does not vary much from its’ average performance.   

For dataset_1 and dataset_2, Rough-DPSO outperforms the other four techniques. 
In dataset_3, LGP performs the best compared to the other four techniques, and 
Rough-DPSO is second in the ranking. But their difference is quite small (2.375%). 
Looking at mean values for each of the techniques, Rough-DPSO has the highest 
average classification rate. It also has the smallest standard deviation. Rough-DPSO 
has displayed a consistent performance even when different datasets are used. Our 
finding also conforms to the argument made by [16] that six features are sufficient 
enough to classify the data. 

5   Conclusion and Future Work 

Based on the datasets used for the experiment, the results indicate that the feature 
subset proposed by Rough-DPSO is superior in terms of accuracy and robustness. 
DPSO has displayed a good performance and in general it takes shorter time (less 
iteration) to find an optimum feature subset when used with Rough Set. This may be 
due to the nature of PSO that exploits social behavior which contribute to faster 
convergence towards optimum solution.  

The finding of this optimum feature subset will lead to the second phase of our 
work which is to incorporate our IDS with the ability to learn and adapt. Based on 
these six significant features, the system should be able to monitor the changes in 
normal traffic pattern and reckon retraining for the classifiers. It is hoped that this 
adaptive feature will significantly reduce the false positive rate. 

Acknowledgments. The authors would like to thank The Ministry of Higher 
Educational Malaysia and Universiti Teknologi Malaysia for sponsoring this study. 
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Abstract. Simulating fluid flow in geological formations requires mesh
generation, lithology mapping to the cells, and computing geometric
properties such as normal vectors and volume of cells. The purpose of this
research work is to compute and process the geometrical information re-
quired for performing numerical simulations in geological formations. We
present algebraic techniques, named Transfinite Interpolation, for mesh
generation. Various transfinite interpolation techniques are derived from
1D projection operators. Many geological formations such as the Ut-
sira formation and the Snøhvit gas field can be divided into layers or
blocks based on the geometrical or lithological properties of the layers.
We present the concept of block structured mesh generation for handling
such formations.

1 Introduction

Simulation of fluid flow in geological formations, by numerical methods such as
Finite Elements, Finite Volumes and Finite Differences, requires meshing of the
geological formation into smaller elements called finite volumes or finite elements
or cells depending on the numerical method [2; 4; 5; 8; 9]. These elements in three
dimensions can be hexahedra, tetrahedra, prism and pyramid. In this paper, we
focus only on hexahedral mesh generation. It is desirable that the part of the
geological formation where solution shows nonlinear changes should be refined
[4; 5]. Such a solution behaviour can occur due to lithological or geometrical
properties of the formations [4; 5].

Many geological formations and reservoirs of interest can be divided into lay-
ers based on the geological characteristics such as faults and pinchouts or the
lithological properties such as shale and sandstone. For example, the Utsira for-
mation [9; 13] and the Snøhvit gas field [12]. Each of these layers can be meshed
into hexahedrals by the algebraic techniques independent of the other layers. In
this way grid distribution and quality of mesh can be improved and controlled
in each of the layers separately. This technique is called the multilayer or the
multiblock approach. The concept of multiblock mesh generation is very use-
ful for handling layered formations. Some of the advantages of this approach
are
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Fig. 1. Mapping a unit cube onto a physical domain

1. Many geological formations can be realized by this concept.
2. It makes parallelization of a single phase problem straight forward. The

multiblock/multilayer approach used as a domain decomposition concept
allows the direct parallelization of both grid generation and flow codes on
massively parallel systems.

3. Grid density, distribution and quality can be controlled easily. It is desirable
that in the areas of expected great nonlinear changes of solutions (around
wells and material discontinuity) mesh should be refined.

4. Controllability over the simulation. For example, the implementation of
lithology and local optimization of mesh quality.

5. Though at the global level multilayer grids are unstructured in nature. Still
at local level mesh can be expressed by logical numbering. Optimization of
the quality of structured grids is easier. Instead of performing global mesh
optimization, mesh can be optimized around critical locations such as wells.
Structured grids can easily be made orthogonal at the boundaries and also al-
most orthogonal within the solution domain thus facilitating implementation
of boundary conditions and also increase numerical accuracy. Discretization
of partial differential equations on structured meshes is easier than on un-
structured meshes.

6. A structured grid produces a structured matrix and thus makes it easier to
use sophisticated linear solvers.

Now let us discuss about algebraic method of grid generation.

2 Algebraic Method of Mesh Generation

In the algebraic method of grid generation, we seek an algebraic mapping from
a cube in computational or reference space to a physical space with the corre-
sponding boundary surfaces [10; 11]. Transfinite interpolation (TFI) is such an
algebraic mapping. TFI is also referred to as multivariate interpolation or Coons
Patch. Figure 1 shows a mapping from a unit cube in the reference space onto
a physical domain. Let the reference or computational space be defined by ξ, η
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and κ coordinates, and the physical space be defined by x, y and z coordinates.
Suppose there exists a transformation or mapping, r = r(ξ, η, κ), which maps
the unit cube onto the interior of the physical domain, and this mapping maps
the boundary surfaces of the cube to the corresponding boundary surfaces of
the physical domain. Thus, η = 1 surface of the cube is mapped to the r(1, η, κ)
boundary surface of the physical domain.

Transfinite interpolation is the boolean sum of univariate interpolations in
each of the computational coordinates. Univariate interpolations are also referred
to as one dimensional projection operators or projectors. Boolean sum of the
projection operators are defined below. A univariate interpolation is an operator
that vary only in one dimension or roughly speaking it is a function of only one
reference coordinate. A univariate interpolation can be linear, quadratic and
cubic. Any univariate interpolation can be applied in a coordinate direction.
Generally a higher order interpolation operator is desired in flow direction. TFI
is composed of 1D projection operators, let us first define some one dimensional
projection operators.

3 One Dimensional Projection Operators

A 1D projection operator or projector can be defined in many ways depending
upon the available information. For example, a linear projector can be formed
from two surfaces; a Hermite projector can be formed from two surfaces and
directional derivatives at these surfaces; a Lagrangian projector can be defined
from two boundary surfaces and internal surfaces.

Let the reference space be defined by ξ, η and κ coordinates (ξ ∈ [0, 1],
η ∈ [0, 1] and κ ∈ [0, 1]). Suppose there exists a transformation r(ξ, η, κ) from
a unit cube in the reference space onto a physical domain. That is r : k̂ �−→ k.
Let the physical space be defined by six boundary surfaces. A ξ surface in the
physical space is a surface on which value of ξ is constant. Thus, two ξ boundary
surfaces are r(0, η, κ) and r(1, η, κ). Similarly, two η and κ boundary surfaces
are given as r(ξ, 0, κ), r(ξ, 1, κ) and r(ξ, η, 0), r(ξ, η, 1), respectively. From these
six boundary surfaces, the following 1D projection operators are defined

Pξ
def= (1 − ξ) r(0, η, κ) + ξ r(1, η, κ) , (1)

Pη
def= (1 − η) r(ξ, 0, κ) + η r(ξ, 1, κ) , (2)

Pκ
def= (1 − κ) r(ξ, η, 0) + κ r(ξ, η, 1) . (3)

The projectors Pξ, Pη and Pκ are 1D projection operators and they are functions
of the coordinates (ξ, η, κ). The projection operators defined by equations (1), (2)
and (3) are linear in ξ, η and κ coordinates. It can be notice that the operators
are defined from two surfaces of a particular kind. For example, Pξ is defined
from two ξ boundary surfaces in the physical space r(0, η, κ) and r(1, η, κ).

If in addition to the boundary surfaces we also know the internal surfaces of
a domain then a projection operator can also be defined from more than two
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surfaces of a kind. For example, if there are n+1 surfaces of ξ type (n−1 internal
curves and 2 boundary surfaces) then Pξ projection operator can be defined as

Pξ
def=

n∑

j=0

βj(ξ) r(ξj , η, κ) , (4)

[1; 3]. Here, j = 0 and j = n are the boundary surfaces while j = 1, . . . , n−1 are
the internal surfaces, and βj is the Lagrangian weighting factor. The Lagrangian
weighting factor is given as follows

βj(ξ) =
n∏

i=0, i�=j

ξ − ξi

ξj − ξi
. (5)

It can be notice that the weighting factor βj(ξ) is an order n polynomial having
zeros at all of the surfaces except the jth surface. The Lagrangian weighting
factor satisfies the following

βj(ξi) =

{
1 if i = j ,

0 if i �= j ,
and

n∑

j=0

βj = 1.0 . (6)

Now let us express the Lagrangian projection operator in another form. The
numerator in the Lagrange weighting factor (5) can be written as

[(ξ − ξ0) (ξ − ξ1) · · · (ξ − ξn)]
(ξ − ξj)

=
Ω

(ξ − ξj)
, (7)

[see 1]. Let us define the barycentric weights as [1]

ωj =
1∏n

i=0, i�=j(ξj − ξi)
. (8)

Using equations (7) and (8), the Lagrangian projection operator (4) can also be
written as [1]

Pξ
def= Ω

n∑

j=0

ωj

ξ − ξj
r(ξj , η) . (9)

In the grid generation literature, the equation (4) is used but the new form (9)
is computationally more efficient [cf. 1].

Similarly, if in addition to the boundary surfaces we are also given the deriva-
tives (direction vectors) on these boundary surfaces then we can define the Her-
mite interpolation operators. For example, if we are given two ξ surfaces : r(0, η, κ)
and r(1, η, κ), and let the direction vectors on these surfaces be r′(0, η, κ) and
r′(0, η, κ), respectively. Then, the 1D Hermite projection operator can be defined
as

Pξ
def= (2 ξ3 − 3 ξ2 + 1) r(0, η, κ) + (−2 ξ3 + 3 ξ2) r(1, η, κ)

+ (ξ3 − 2 ξ2 + ξ) r′(0, η, κ)+(ξ3 − ξ2) r′(1, η, κ).
(10)
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η
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κ

Fig. 2. A 3D physical domain contain-
ing 3 ξ, 3 η and 2 κ surfaces

η = 0

η = η1η = 1

η

ξ

κ

Fig. 3. A 3D physical domain contain-
ing 2 ξ, 3 η and 2 κ surfaces

Hermite projectors are easy to implement and are powerful tools for grid gen-
eration. Grid lines can be made orthogonal by the proper choice of direction
vectors. This may help in accurate modelling of boundary conditions. Figure 2
shows a physical domain containing three ξ, three η and two κ surfaces. Since
the domain contains three ξ surfaces, three η surfaces and two κ surfaces thus
we can define a Lagrangian Pξ operator, a Lagrangian Pη operator and a lin-
ear Pκ operator. Figure 3 shows another physical domain with two ξ, three η
(r(ξ, 0, κ), r(ξ, η1, κ) and r(ξ, 1, κ)) and two κ surfaces. For this domain, a linear
Pξ, a Lagrangian Pη and a linear Pκ operators can be defined. For this domain,
the Lagrangian Pη operator is given as

Pη = Ω

[(
ω0

η − 0

)
r(ξ, 0, κ) +

(
ω1

η − η1

)
r(ξ, η1, κ) +

(
ω2

η − 1

)
r(ξ, 1, κ)

]
,

(11)
where Ω is given as,

Ω = η (η − η1) (ξ − ξ3) ,

and ω0, ω1, ω2 and ω3 are given as,

ω0 =
1
η1

, ω1 =
1

(−η1) (1 − η1)
, ω2=

1
(−1) (η1 − 1)

. (12)

Now let us study two important and useful properties of projection opera-
tors. These properties are called tensor product and boolean sum of projection
operators.

4 Properties of Projection Operators

This section presents two important properties of projection operators.
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4.1 Tensor Product

Tensor product Pξ◦η of the projection operators Pξ and Pη is defined as follows

Pξ◦η
def= Pξ ◦ Pη = (1 − ξ) [Pη]ξ=0 + ξ [Pη]ξ=1 . (13)

Here, Pξ is assumed to be linear projection operator as defined by the equation
(1). It is clear from equation (13) that Pξ is a projection operator. That is Pξ◦ξ
= Pξ. If Pξ is Lagrangian projection operator then the tensor product is defined
as

Pξ◦η
def= Pξ ◦ Pη =

n∑

j=0

βj(ξ) [Pη]ξ=ξj
. (14)

Tensor product of two projection operators is also a projection operator (Pξ◦η
is a projection operator). Since tensor product is also a projection operator, it is
commutative in nature. That is Pξ◦η = Pη◦ξ. Similarly tensor products can be
defined for an arbitrary number of projection operators. For example, the tensor
product of three projection operators is defined as follows

Pξ◦η◦κ
def= Pξ ◦ (Pη ◦ Pκ) = (1 − ξ) [Pη◦κ]ξ=0 + ξ [Pη◦κ]ξ=1 . (15)

In the above equation, the projection operator Pξ is linear.

4.2 Boolean Sum

Boolean sum of two projection operators is a also a projection operator and it
is defined as follows

Pξ⊕η
def= Pξ ⊕ Pη = Pξ + Pη − Pξ◦η . (16)

Here, Pξ◦η is the tensor product of the Pξ and Pη projection operators. Boolean
sum is commutative in nature. That is Pξ ⊕ Pη = Pη ⊕ Pξ. Since boolean sum
is also a projection operator thus it follows the projection property. That is Pξ⊕ξ

= Pξ. Similarly, the boolean sum can also be defined for an arbitrary number
of projection operators. The boolean sum of three projectors is defined by using
the fact that boolean sum and tensor product of two projection operators are
also projection operators. Thus, the boolean sum of Pξ, Pη and Pκ operators is
given as

Pξ⊕η⊕κ = Pξ ⊕ Pη ⊕ Pκ ,

= Pξ ⊕ (Pη ⊕ Pκ) ,

= Pξ ⊕ (Pη + Pκ − Pη◦κ) ,

= Pξ ⊕ Pη + Pξ ⊕ Pκ − Pξ ⊕ Pη◦κ ,

= Pξ + Pη − Pξ◦η + Pξ + Pκ − Pξ◦κ − Pξ − Pη◦κ + Pξ◦η◦κ .
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Thus,

Pξ⊕η⊕κ = Pξ + Pη + Pκ − Pξ◦η − Pξ◦κ − Pη◦κ + Pξ◦η◦κ . (17)

Here, Pξ◦η denotes the tensor product of Pξ and Pη projection operators and
Pξ◦η◦κ denotes the tensor product of Pξ, Pη and Pκ projection operators.

5 Transfinite Interpolation

Boolean sum of projection operators is the basis for Transfinite Interpolation.
TFI are extensible used for algebraic grid generation. Since, 1D projection oper-
ators comes in many flavours such as the Lagrangian and the Hermite thus TFI
can be defined by many different expressions depending upon which 1D projec-
tion operators are used. Linear Transfinite Interpolation creates a grid in 3D
using surfaces that define the boundaries. Quality of the generated grid strongly
depends on the parametrizations of the boundary curves. In its simplest form
this mapping blends two given surfaces to create a grid in the region bounded by
the surfaces or curves. Linear Transfinite Interpolation mapping is defined from
six surfaces. Transfinite Interpolation mapping will only give a reasonable grid
if the surfaces that define the boundary match at the edges, and the surfaces are
parametrized in the same direction otherwise grid lines could cross each other.
We are using the equation (17) for mesh generation. Thus, the position vector
in the physical space is given as

r(ξ, η, κ) = Pξ⊕η⊕κ = Pξ ⊕ Pη ⊕ Pκ . (18)

Let the geological formation be defined by the six boundary surfaces r(0, η, κ),
r(1, η, κ), r(ξ, 0, κ), r(ξ, 1, κ), r(ξ, η, 0) and r(ξ, η, 1). Thus, from these six bound-
ary surfaces the linear projection operators can be defined. Let us divide the
reference unit cube into nx subdivisions in the ξ coordinate direction, ny sub-
divisions in the η coordinate directions, and nz subdivisions in the κ coordinate
direction. Thus for this mesh

Number of nodes =nx × ny × nz ,

Number of cells =(nx + 1) × (ny + 1) × (nz + 1) ,

Number of surfaces =nx× ny× (nz +1)+nx×nz×(ny +1)+ny×nz× (nx +1).

A simple routine for generating mesh in the geological formation is given as

6 Computing Geometric Properties

Let us consider the steady state pressure equation of a single phase flowing in a
porous medium

− div (K gradp) = f . (19)

In porous media flow, the unknown function p = p(x, y) represents the pres-
sure of a single phase, K is the permeability or hydraulic conductivity of the
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Algorithm 1. Grid generation in a block or layer.
1: for (ix = 0; ix < nx + 1; ix++){ // Moving in the ξ direction
2: for (iy = 0; iy < ny + 1; iy++){ // Moving in the η direction
3: for (iz = 0; iz < nz + 1; iz++){ // Moving in the κ direction
4: i := ix + (nx + 1) × iy + (ny + 1) × iz; // Node number
5: ξ1 := ix/nx; η1 := iy/nx; κ1 := iz/nx; // Gridding of Unit

Cube
6: r(ix, iy, iz) := [Pξ⊕η⊕κ]ξ=ξ1,η=η1,κ=κ1

// Position in the
Physical Space

7: }
8: }
9: }

porous medium, and the velocity u of the phase is given by the Darcy law as:
u = −K grad p. For solving partial differential equations (PDEs) in geological
formations by numerical methods such as Finite Volumes, the domain is divided
into smaller elements. The process of dividing geological formations into smaller
elements is referred to as meshing of the domains or geological formations, and
the elements are called finite volumes or cells. Integrating equation (19) over one
of the finite volumes with volume Vol and boundary ∂Vol, and using the Gauss
divergence theorem leads to

−
∫

∂Vol
K ∇p · n̂ =

∫

Vol
f , (20)

where n̂ is the outward unit normal on the boundary ∂Vol of the finite volume
Vol. Let us assume that finite volumes are hexahedras. Boundary of these finite
volumes consists of six surfaces ∂Voli. The above equation can be written as

−
6∑

i=1

∫

∂Voli
K ∇p · n̂ =

∫

Vol
f , (21)

the term −
∫

∂Voli
K ∇p · n̂ is referred to as the flux or the Darcy flux through

the surface ∂Voli. The term
∫
Vol f can be approximated as value of the function

f at the center of the hexahedra times the volume of the hexahedra. Thus, con-
verting a partial differential equation into an algebraic equation requires volume
of hexahedra and normal vectors on the surfaces of the hexahedra. Now, let us
present a method for computing volume of the hexahedra.

Figure 4 shows a hexahedra 12345678. Let the position vector of the vertix i
be ri with i=1, . . . ,8. This hexahedra can be divided into two prisms 124568 and
134578. Each of these prisms can divided into three tetrahedras. The Figure 4
shows the division of the prisms 124568 into three tetrahedras 1245, 2456 and
4568. Thus, a hexahedra can divided into six tetrahedras, and the volume of
the hexahedra can be computed by summing the volume of the six tetrahedras.
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Figure 5 presents the tetrahedra 1245. The vectors
−→
V1,

−→
V2 and

−→
V3 are meeting

at the vertix 1 of the tetrahedra. The vectors
−→
V1,

−→
V2 and

−→
V3 are given as

−→
V1

= r2 − r1,
−→
V2 = r4 − r1 and

−→
V3 = r5 − r1, respectively. The volume of the

tetrahedra 1245 is given as

Vol1245 =
1
6
|−→V1 · (

−→
V2 ×

−→
V3)| . (22)

Now, we are going to see two techniques for computing normal vectors on the
surface of hexahedra.

For the surface 2468, see Figure 6. The diagonal vectors V28 and V46 of
the quadrilateral surface 2486 of the hexahedra are given as V28 = r8 − r2 and
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Fig. 7. A multiblock grid in a geological formation

V46 = r6 − r4. The normal vector on the quadrilateral surface is given as the
cross product of these two diagonal vectors. That is n = V28 × V46.

The position vector of a point in the physical space (geological formation) is
given by the expression (18), and this expression is a function of the coordinates
ξ, η and κ. Differentiating this expression with respect to a particular coordi-
nate will give us a vector pointing in that coordinate direction. This vector is
called the covariant vector. Figure 6 presents two covariant vectors rη and rκ.
Differentiating the expression (18) with respect to η results

rη =
∂Pη

∂η
− ∂Pξ◦η

∂η
− ∂Pη◦κ

∂η
+

∂Pξ◦η◦κ
∂η

. (23)

Since, Pξ and Pκ are not functions of η so their differentiation with respect to η
will vanish. Similarly, the covariant vector rκ can be determined. Cross product
of these two covariant vectors will provide the normal vector on the surface.

7 Example

The geological formation is shown in figure (7) is divided into nine layers based
on the medium property. Four of these nine layers are highly permeable thus
these layers are densly meshed, as shown in the figure 7.
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Abstract. In any parallel programming language; collective communication 
operations involve more than one thread/process and act on multiple streams of 
data. The language’s API provides both algorithmic and run-time system 
support to optimize the performance of these operations. Some developers, 
however, choose to play clever and start from the language’s primitive 
operations and write their own versions of the collective operations. The 
question that always pops up: Are these developers wise? In this paper, we 
check the case of UPC (Universal Parallel C) and prove that in some 
circumstances, it is wiser for developers to optimize starting from UPC’s 
primitive operations. In our testing we found out that optimization using 
primitive UPC operations by the developers can have better performance than 
readily available UPC’s collective operations. In this paper, we pin point 
specific optimizations at both the algorithmic and the runtime support levels 
that developers could use to uncover missed optimization opportunities. We 
also propose a novel approach to implementing UPC collective operations 
across clusters. Under this methodology, performance-critical components are 
moved close to the network. We argue that this provide unique advantages for 
performance improvement. 

Keywords: UPC Compiler, Collective Operations, Parallel Programming, 
Optimization. 

1   Introduction 

Parallel programming languages provide collective communication operations that are 
executed by more than one thread/process in the same sequence taking the same input 
stream(s) to achieve common collective work [1]. The collective operations can either 
be composed by developers using the primitive operation’s API that the language 
provides, or by parallel programming language writers who provide API for effective 
implementations of these collective operations. The extra effort of the language 
writers is meant to provide ease of use for developer to just call the collective 
operation rather than rewriting them using several primitive operations, and to supply 
highly optimized collective operations at two separate levels of optimization: 

-System runtime optimization: The runtime library provides optimization 
opportunities at both hardware and system software levels. These optimizations may 
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result in, for example, native use of the underlying network hardware and effective 
calls to Operating systems’ services. 

-Algorithmic Optimization: The algorithm is the core for optimizing collective 
operations. The collective operations can be highly optimized with the best proven 
algorithms. 

UPC, or Unified Parallel C, is a parallel extension of ANSI C which follows the 
Partitioned Global Address Space (PGAS) distributed shared memory programming 
model that aims at leveraging the ease of programming of the shared memory 
paradigm, while enabling the exploitation of data locality. UPC is implemented by 
many universities (Berkley, Michigan, George Washington, Florida), companies (HP, 
IBM, Cray) and open source community (GNU GCC Compiler, ANL) [2][3]. 
According to a latest research comparing the performance of various UPC 
implementations, it has been established that the Berkley implementation is currently 
the best implementation of UPC. Assuming that the Berkley UPC collective 
operations are highly optimized (at both runtime support and algorithmic levels), we 
use them as a reference for comparison with the less optimized collective operations 
provided by Michigan University [3]. Then starting from Michigan implementation of 
UPC primitive operations that provides as options two techniques to handle input 
streams, Push (Slave Threads pushing data to the master thread or the master thread 
pushes data to the slave threads) and the Pull (Master thread pulling data from the 
slave threads, or slave threads pulls data from the master thread), we build collective 
UPC operations by applying both algorithmic and runtime support. Most of these 
optimizations are borrowed from similar MPI collective operations. We have 
investigated in depth specifically the LAM implementation of MPI [5]. We have 
implemented two versions of each Michigan UPC collection operation, one based on 
Michigan Push technique and another based on Michigan Pull technique. 

Several new non-LAM algorithmic optimizations were tried for the intensive 
collective operation AllReduce. We have also identified some bit falls in the UPC 
runtime support that couldn’t implement specific performance optimization 
techniques for AllExchange. The rest of the paper is organized as follows; the next 
section explains UPC collective operations, the third section describes the test bed of 
the performance comparison benchmarks, the fourth section presents the experimental 
results of the benchmarks showing the potential performance enhancement over 
Berkeley UPC collectives, the fifth section describes algorithmic non-LAM 
optimization of the UPC collectives, the final section is a conclusion. 

2   UPC Collectives 

The collective operations in UPC used in this 
comparison are explained below [4], there are still 
two other operations that are not used in this paper 
which are, upc_all_gather_all, upc_all_permute:- 

upc_all_broadcast: “Copies a block of memory 
with affinity to a single thread to a block of shared 
memory on each thread.” 
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upc_all_scatter: “Copies the ith 
block of an area of shared memory 
with affinity to a single thread to a 
block of shared memory with affinity 
to the ith thread.” 

 
 
 
 
 

upc_all_gather: “Copies a block of 
shared memory that has affinity to the 
ith thread to the ith block of a shared 
memory area that has affinity to a 
single thread.” 

 
 
 

 
upc _all_exchange: “Copies 
the ith block of memory from a 
shared memory area that has 
affinity to thread j to the jth 
block of a shared memory area 
that has affinity to thread i.” 

 
 
 

upc_all_reduce: Gather all the elements 
of the array from all the threads calculate 
the result of all of them according to an 
operation that is specified while calling 
the function as summation for example.   

 
 

3   Comparison Test Bed 

3.1   Cluster Configuration 

Performance comparison of benchmarks was done on a cluster developed by Quant-X 
which is a 63 GFLOPs (TPP: Theoretical Peak Performance) supercomputing facility 
with 14 nodes dual Intel Pentium IV Xeon 2.2 GHz, with 512MB memory, Intel 860 
chipset, 36GB SCA hard disk (for a total of 15*36GB), CD-ROM, Floppy, Ikle 
graphics cards, and M3F Myrinet 2000 Fiber/PCI 200 MHz interface cards [6]. 
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3.2   Software Configuration 

The Berkley UPC with the GASNET is installed over the 14 nodes of the cluster 
described above and the LAM MPI is also installed over the 14 nodes. The Berkley 
UPC GASNET is configured to use both the SMP (2 processors in each node) and 
LAM MPI for communication between the nodes. Also the Michigan UPC that 
confirms to UPC V1.1 is installed on the cluster [7]. 

3.3   Benchmarks 

NAS Benchmark 
The NAS parallel benchmarks (NPB) are developed by the Numerical Aerodynamic 
simulation (NAS) program at NASA Ames Research Center for the performance 
evaluation of parallel supercomputers [8]. They aim to mimic the computation and 
data movement characteristics of large-scale computation fluid dynamics applications. 

The NAS comes in two implementations NPB1, NPB2. The NPB1 are the original 
“pencil and paper” benchmarks. The NPB2 is the MPI implementation version that is 
being distributed by NAS.  The NPB Suite consists of five kernels (IS, EP, GC, FT, 
MG), each suite focuses on either a floating point computation as GC or intensive 
integer computation as IS. The NPB has different class loads starting from the small 
workload data S to the larger workloads A, B, C, D. The same NPB2 distributed by 
NAS was developed again by the UPC group at George Washington University [3] to 
measure the UPC Performance benchmarks. 

NPB Tailored for Collective Focus 
We have tailored NPB Benchmark especially the “NPB IS” benchmark (since it 
involves integer operations) to focus only on the collective operation and measure 
their timing. This collective focus implementation simply took the major workload 
classes, the general function of data preparations, the data validation functions and the 
time measurement methods then started putting instead of the normal IS computation 
another function that only executes a collective operation with the various workloads 
and processor numbers given. For example, to measure the UPC AllReduce; the 
function simply works on the array already prepared by the NPB2.4 framework with a 
simple collective reduction operation.  

The collective optimization measurement is a comparison between the execution 
time taken by the native Berkeley UPC collective operation provided by the language 
that contains the runtime performance optimization and the primitive reference 
implementation of the Michigan UPC provided in both the Push and the Pull versions 
with added LAM-MPI optimizations. 

4   Experimental Results 

Several experimental results have shown surprises for both the Push and Pull 
techniques. Although we will be exploring all results, but as a general notable 
performance potential is in the choice of the PUSH or PULL according to the 
collective operation. This is the case since UPC has the ability to recognize local-
shared memory accesses, and perform them with the same low overhead associated 
with private accesses. The local-shared memory accesses can be divided into two 
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categories: thread local-shared accesses, and SMP local-shared accesses, when a 
thread accesses data that is not local to the thread, but local to the SMP. The latter 
requires that implementation details are exploited using run-time systems, while the 
former can be exploited by compilers. Another PUSH/PULL optimization is the 
aggregation of remote accesses to amortize the overhead and associated latencies. 
This is done using UPC block transfer functions. Due to UPC thread-memory affinity 
characteristic, UPC compilers can recognize the need for remote data access at 
compile time, thus provide a good opportunity for pre-fetching. 

In all results below, the y-axis of the graphs is (the native Berkeley collective 
optimization / the primitive Michigan collective optimization – 1) %. Here is the 
assumption that collective operation should perform better than primitive operations 
which means higher than 1, so:  

-The higher the value of the percentage above shows that the native Berkeley 
collective is higher than the Michigan primitive 

-Zero means that native Berkeley collective is performing equal to the Michigan 
primitive operations 

-Negative values indicate that the native Berkeley collective operations are 
performing less than the Michigan primitive operations 

 
Each point in the graphs below is an average of 600 actual result points for both the 

Michigan primitive collective as 300 point and the native Berkeley collective 
operations as 300 point. 
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Fig. 1. AllGather Collective Optimization Comparison (Push &. Pull vs. Native) for NAS S 
Size 
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4.1   All Gather 

ALL Gather was tested using the test bed described above showing as a general 
trend that the native Berkeley collective operations is better than the Michigan 
primitive collective operations with smaller data (S) as in figure 1, but the 
performance kept getting worth with larger data sizes (A,B) as in figure 2,3. Also the 
comparison of the Push and Pull technique favored the Push technique as expected, 
since the effort of sending the data to the parent process is distributed among all the 
slaves, rather than the Pull where the parent thread gets to do everything.  
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Fig. 2. AllGather Collective Optimization Comparison (Push &. Pull vs. Native) for NAS A 
Size 

4.2   All Scatter 

AllScatter testing results have shown an improvement by an average of 16% for the 
pull technique in the small sizes S as shown in figure 4. Over and above, the 
improvement has even become better with the larger sizes using the Pull technique as 
shown in figure 5 & 6. This concludes that the Michigan primitive implementation 
using the Pull technique is better than the current Berkeley collective implementation. 
The Push technique on the other hand didn’t show any enhancement over the current 
collective implementation and over the Pull technique which is more logical. A 
simple explanation is that the Pull technique divides the effort needed for data 
distribution among all the threads rather the Push technique which would have 
mandated for the parent thread to copy the data for the slave threads, rendering the 
parent thread a bottle neck in the collective operation. 
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B Series Comparison
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Fig. 3. AllGather Collective Optimization Comparison (Push &. Pull vs. Native) for NAS B 
Size 
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Fig. 4. AllScatter Collective Optimization Comparison (Push &. Pull vs. Native) for NAS S 
Size 

4.3   All Broadcast 

Allbroadcast. Michigan primitive native have generally shown better performance 
than the native Berkeley collective. The Push and Pull technique have shown that the 
Pull technique is much better than the Push technique in smaller sizes as in Figure 7, 
while the Push technique is almost the same as the Pull technique at higher sizes as in 
Figure 8, 9.  
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Fig. 5. AllScatter Collective Optimization Comparison (Push &. Pull vs. Native) for NAS A 
Size 
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Fig. 6. AllScatter Collective Optimization Comparison (Push &. Pull vs. Native) for NAS B 
Size 
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S Series Comparison
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Fig. 7. AllBroadCast Collective Optimization Comparison (Push &. Pull vs. Native) for NAS S 
Size 

A Series Comparison

-80.00%

-60.00%

-40.00%

-20.00%

0.00%

Number of Processors

N
at

iv
e 

C
ol

le
ct

iv
e 

O
pt

im
iz

at
io

n

UPC Pull UPC Push

UPC Pull -59.32% -62.19% -64.94% -66.71% -67.75%

UPC Push -46.72% -47.38% -51.90% -53.52% -55.03%

8 10 12 14 16

 

Fig. 8. AllBroadCast Collective Optimization Comparison (Push &. Pull vs. Native) for NAS A 
Size 

4.4   All Exchange 

AllExchange have shown different behavior at different sizes and different 
processors numbers. Initially the Push technique have shown better performance than 
the Pull technique at smaller data sizes (S) (see Figure 10) and larger processor  
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B Series Comparison

-80.00%

-60.00%

-40.00%

-20.00%

0.00%

Number of Processors

N
at

iv
e 

C
ol

le
ct

iv
e 

O
pt

im
iz

at
io

n

UPC Pull UPC Push

UPC Pull -61.50% -64.44% -65.82% -69.11% -70.16%

UPC Push -49.59% -51.87% -54.04% -58.26% -59.82%

8 10 12 14 16

 

Fig. 9. AllBroadCast Collective Optimization Comparison (Push &. Pull vs. Native) for NAS B 
Size 
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Fig. 10. AllExchange Collective Optimization Comparison (Push &. Pull vs. Native) for NAS S 
Size 

numbers (12 – 16). The Push technique on the other hand has shown better 
performance at larger data sizes (A, B) and larger processor numbers (12 – 16) as 
shown in figure (11&12). This would conclude that generally the native Berkeley 
collective is performing better at small processor numbers, and there is a notable 
enhancement performance for the larger processors in the alternative use of the Push – 
Pull techniques according to data size. 
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A Series Comparison
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Fig. 11. AllExchange Collective Optimization Comparison (Push &. Pull vs. Native) for NAS 
A Size 
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Fig. 12. AllExchange Collective Optimization Comparison (Push &. Pull vs. Native) for NAS 
B Size 
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4.5   All Reduce 

ALLReduce. Berkeley native collective operations have generally shown better 
performance than the Michigan primitive collective operations. The primitive 
collective operations have the worst performance in the small sizes (S), see figure 13, 
while it gets better in the larger sizes (A, B) as in figure 14,15. The Push technique is 
better than the Pull technique as expected since the allreduce operation is similar to 
allgather operation 
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Fig. 13. AllReduce Collective Optimization Comparison (Push &. Pull vs. Native) for NAS S Size 
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Fig. 14. AllReduce Collective Optimization Comparison (Push &. Pull vs. Native) for NAS A 
Size 
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B Series Comparison
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Fig. 15. AllReduce Collective Optimization Comparison (Push &. Pull vs. Native) for NAS B 
Size 

5   UPC Collective Operations Further Optimization 

Native Berkeley UPC collective operations testing against the reference Michigan 
implementation have shown low performance in some operations while it has shown 
better performance in others. The framework used is to borrow optimizations done in  
LAM-MPI reference implementation since the MPI have shown better performance 
than the UPC in the collective operations [1].  

 
 

While (Zero thread is not the last thread) 
  Compute current rank of the threads according to the step of the algorithm, if step zero, then 

nothing to be done.  
   Odd threads send their array to even threads. 
Even threads receive odd array and compute the reduction with their own arrays. 
Increment step by one 
Continue 

Fig. 16. AllReduce Binary Tree Algorithm 
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ALLReduce on the other hand was highly optimized using a binary tree 
algorithm resulting in enhanced performance than the current collective operations. 

-Algorithm: the binary tree algorithm used is almost similar to the parallel binary 
tree algorithm[3], except for one fact, that the tree ranks is reconstructed again from 
the available nodes as shown in Figure 16. 

6   Conclusion 

We have proposed low-level methods of supporting collective communication 
algorithms in UPC. The current native collective implementation of the Berkley UPC 
when compared with the optimized Michigan primitive implementation have shown 
worse performance in allexchange, allscatter, allbroadcast and better performance in 
allgather and allreduce. The allreduce primitive collective was further optimized using 
a binary tree algorithm which showed better performance, the allgather and 
allexchange was approached for enhancement using a borrowed MPI algorithm but it 
was not implemented since it required asynchronous communication to provide better 
algorithm that provided no wait. So generally, there is a potential performance 
improvement and the current UPC Michigan implementation have shown an 
important need for the asynchronous memory communication where major MPI 
algorithms could be efficiently borrowed. We believe that this approach is not 
restricted to collective operations. Out future investigation include support for 
multipoint communications. 
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Abstract. Support vector machines (SVM) and rough sets theory (RST) are two 
emerging techniques in data analysis. The RST can deal with vague data and 
remove redundant attributes without losing any information of the data; and 
SVM has powerful classification ability. In this study, the RST is employed to 
reduce data attributes. Then, the reduced attributes are used by the SVM model 
for classification. An example of diesel engine diagnosis in the literature is used 
to demonstrate the diagnosis ability of the proposed RSSVM (rough set theory 
with support vector machines) model. In terms of classification accuracy and 
efficiency, experimental outcomes show that the RSSVM model can provide 
better diagnosis results than those obtained by the directed acyclic graph support 
vector machine (DAGSVM) model.  

1   Introduction 

To increase the production rate and system flexibility, monitoring and diagnosis of 
faults in a manufacturing system has become an important issue of manufacturing 
technology. Hu et al. [1] proposed a fault tree analysis model combined with logic and 
sequential control systems in monitoring the operational faults of a flexible 
manufacturing system. Simulation results indicate that the developed model can 
decrease downtime and maintain an efficient output of a flexible manufacturing 
system. Hou et al. [2] developed an intelligent integrated fault-diagnosis system to 
monitor the process of a belt manufacturing system. The proposed model was 
implemented to an existing textile machinery plant and provided good results. Tay and 
Shen [3] and Shen et al. [4] used rough set concept to recognize the fault values of a 
multi-cylinder diesel engine. The empirical results show that the proposed approach 
can diagnose multiple fault categories. Khoo et al. [5] developed a hybrid model which 
incorporates graph theory, fuzzy sets, and genetic algorithms to the diagnosis of 
manufacturing systems. They reported that the hybrid diagnosis model can provide 
                                                           
∗ Corresponding author. 
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comparable results. Son et al. [6] used probabilistic reasoning mechanism to diagnose 
faults for a variety of production processes. The authors claimed that the presented 
diagnostic model is suitable for entire manufacturing systems instead of only individual 
machine. Qu and Shen [7] diagnosed large-scale centrifugal compressor by 
holospectrum technique. However, the presented approach only can identify a certain 
type of fault. 

Introduced by Pawlak [8], RST has been successfully applied to problems with 
vagueness and uncertainty of information [9-12]. RST assumes that every objective of 
the universe of discourse is associated with some information. This indiscernibility 
relation produced in this way formed the mathematical foundation of RST. SVM [13] is 
one of the most powerful techniques in dealing with classification problems. By 
determining the separate boundary with maximum distance to the closest points of the 
training data set, SVM obtains a category decision. SVM is able to prevent a possible 
misclassification efficiently by minimizing structural risk. Consequently, SVM 
classifier owns better generalization ability than that of traditional classifying 
approaches. SVM was originally designed for two-class classification. However, in 
many fault diagnosis problems, the ability to identify multi-class is not enough for the 
binary SVM model. Therefore, some multi-class classification approaches such as the 
one-versus–one (i-v-1) model [14], [15], the one-versus-rest (1-v-r) [16], [17], [18] 
model, and the DAGSVM [19] model were developed. The 1-v-r method identifying 
one class from the other class is the most traditional approach for multi-class problems. 
The learning time of 1-v-r technique increases linearly with the number of categories 
which are classified. One-versus–one method performs classification task by 
combining all possible two-class classifier. The main shortcoming of the 1-v-1 
approach is the size of classifier grows super-linearly with the number of classes. The 
DAGSVM is one of the most popular approaches for multi-class classification 
methods. The training stage of the DAGSVM is the same as 1-v-1 model. However, the 
DAGSVM method uses a rooted binary directed acyclic graph to test the model. 
Therefore, the testing time of using DAGSVM model is less than that of the 1-v-1 
approach. Hsu and Lin [20] reported that DAGSVM has better performance than 1-v-1 
and 1-v-r approaches in many cases. Thus, DAGSVM is adopted in this study.  

The aim of this study is to investigate the feasibility of the proposed RSSVM model 
in identifying multiple faults of diesel engines. The rest of this article is organized as 
follows. The proposed RSSVM model is introduced in Section 2. In Section 3, a 
numerical example taken from the literature is used to verify the feasibility of the 
developed model in classifying faulty types of diesel engines. Finally, conclusions are 
presented in Section 4. 

2   RSSVM Model 

2.1   Rough Sets Theory 

The RST contains four essential concepts. The first concept is the indiscernibility of 
objects and the decision table. RST uses information systems to represent knowledge 
and deal with vague data. An information system is expressed as follows: 

S=<U, Ω, V, f> (1) 
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where U is a nonempty finite set (namely the universe) with n objectives {
1p , 

2p …
np }, Ω is a nonempty finite set with m attributes {

1q , 
2q …

mq }, V is called the 

domain of Ω, and f : U V× Ω → is an information function such that 
( , )f p q V∈ for every p U∈ , q ∈ Ω . Furthermore, let Q ⊆ Ω  and ( , )x y U∈ . 

The indiscernibility relation of x and y in terms of Q is defined as follows: 

{ }( ) ( , ) : ( , ) ( , ) IND Q x y U U f x q f y q q Q= ∈ × = ∀ ∈ . (2) 

This indiscernibility relation partition the universe U into a family of equivalence 
classes. The equivalence classes of the relation IND(Q) is called Q- elementary sets in S 
and [ ] ( )IN D P

x denotes the Q-elementary set containing the objective x U∈ . In the 

rough sets theory, knowledge about objectives is presented in a decision table. Rows 
and columns of the decision table are labeled by objectives and attributes 
correspondingly. Two types of attributes, namely condition attributes and decision 
attributes, are contained in the decision table. Lower and upper approximation is the 
second basic concept of RST. Lower and upper approximation plays a crucial role in 
RST. Let Q ⊆Ω and X ⊆ U. Then the Q-lower approximation of X (QL) and the 
Q-upper approximation of X (QU) are defined respectively as follows: 

[ ]{ }( )
( ) :

IND P
X QL x U x X= ∈ ⊆ . (3) 

[ ]{ }( )
( ) :

IND P
X QU x U x X φ= ∈ ≠∩ . (4) 

The third concept of RST is the attribute reduction. The reduct, denoted by RED(Q), 
and core, expressed by CORE(Q), are two basic RST concepts employed for 
knowledge reduction. The reduction of attributes is to eliminate some irrelevant or 
redundant attributes without decreasing the quality of approximation of an information 
system as the original set of attributes. The indiscernibility relation of a set of attributes 
Q keeps unchanged when redundant attributes are removed. A reduct is basic part of an 
information table and the core is the intersection of all reducts. The relation between 
reducts and the core can be represented as follows: 

( ) ( )C O RE Q RED Q= ∩ . (5) 

The fourth concept of RST is the induction of decision rules. The rule generation 
from decision table to classify new objectives is one of the most important functions of 
RST. Based on the reduced decision table, rules are produced by the condition 
attributes. Thus, a decision rule can be expressed as “IF condition(s) THEN 
decision(s)”. The prediction of a new objective is performed by matching its 
description to one of the rules.  

2.2   RSSVM Model 

By minimizing structural risk, SVM was originally developed for two-class 
classification and can prevent a possible misclassification efficiently. Thus, SVM  
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.  

Fig. 1. The decision DAG for finding the best class out of four classes [19] 

classifier owns better generalization ability than that of traditional classifying 

approaches.  Let { }
1

,
n

i i i
Tr X Y

=
=  be a training data set. Each sample n

iX ∈ ℜ  

belongs to a binary output { }1, 1iY ∈ − + . The classification function is defined by the 

following equation: 

( )T
i iY W X b= Γ + . (6)

where : n mΓ ℜ → ℜ  is the feature mapping the input space to a high dimensional 
feature space nonlinearly. The data points are linearly partitioned by a hyperplane 
defined by the pair ( mW ∈ ℜ , ℜ∈b ). The optimal hyperplane that separates the data is 
represented by the following equation. 

2
M i n i m i z e      ( ) 2

S u b j e c t  t o ( ) 1   , 1 , . . . ,

                    

T
i i

w W

Y W X b i n

ϑ =

⎡ ⎤Γ + ≥ =⎣ ⎦

 
(7)

where W  is the norm of a normal weights vector of the hyperplane. This constrained 
optimization problem is obtained by a primal Lagrangian form formulated as Eq. (8):  

2

1

1
( , , ) ( ( ) ) 1

2

n
T

i i i
i

L W b W Y W X bα α
=

⎡ ⎤= − Γ + −⎣ ⎦∑  (8) 

where iα  represent Lagrange multipliers. Using Karush-Kuhn-Tucker conditions, the 

solutions of the dual Lagrangian problem , *
iα , determine the parameters *w and *b of 

the optimal hyperplane. Finally, the decision function is depicted by Eq. (9): 

* *

1

( ) s i g n ( , ) , 1 , . . . ,
n

i i i i
i

D X Y K X X b i Nα
=

⎛ ⎞= + =⎜ ⎟
⎝ ⎠
∑  (9) 
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The value of kernel function , K(X,Xi), is expressed as the inner product of two 
vectors X and Xi in the feature space. Different kernel functions like polynomial, 
sigmoid, and Gaussian radical basis function are used in the SVM. In the present work, 
the radical basis function given by Eq. (10) is used. 

2

2
( , ) e x p

2
i j

i j

X X
K X X

σ

⎛ ⎞−⎜ ⎟= −
⎜ ⎟
⎝ ⎠

 
(10) 

where σ is the kernel width parameter.  

 

Fig. 2. The RSSVM framework 
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With a single node without arcs pointing into it, a DAG is a graph whose edges have 
an orientation and no cycles. To conduct a function of classification, nodes of a DAG 
have either zero or two arcs leaving them [19]. Furthermore, for a problem of C classes, 
a DAG has C leaves labeled by classes and has C(C-1)/2 internal nodes organized in a 
triangular shape. The classification operation is performed by starting at the root node 
in a DAG. Then, the classification information goes through the whole DAG diagram 
by evaluating binary SVM at each node. Depending on the results obtained by the 
binary SVM, the classification information moves to the left edge or the right edge. 
Therefore, the final predicted class is provided when a leaf is reached. Fig. 1. shows the 
DAG algorithms for a four classifications case. Additionally, the cross-validation [21] 
technique is used in each binary SVM to prevent the overfitting of classification. In this 
study, Totally K C(C-1)/2 SVMs are performed when a problem with C classes and K 
cross-validation is conducted. Therefore, the computation time is an essential issue for 
a multi-class DAGSVM with cross-validation model. The aim of this study is to use 
RST to reduce data attributes and improve the accuracy as well as efficiency of 
classification. 

The proposed RSSVM model is illustrated as Fig.2. For the rough set stage, the RST 
is used to reduce the information attributes and generate diagnostic rules. For the 
support vector machines stage, the DAGSVM approach is employed to diagnose faulty 
types. The original data are divided into two sets, namely training data set and testing 
data set, for modeling DAGSVM and obtaining classification errors respectively. 

3   Application of RSSVM Model in Diagnosing Diesel Engine 

In this study, numerical data of a diesel engine diagnosis problem [4], shown as  
Table 1, is used to depict the classification accuracy and efficiency of the proposed 
RSSVM model. The information table includes eighteen condition attributes and four 
decision attributes denoted by “D”. The sign “#” represents the data number. Eighteen 
condition attributes are sampled from three sampling points. Four decision attributes 
(engine statuses) are (1) normal, (2) intake valve clearance is too small, (3) intake valve 
clearance is too large, and (4) exhaust valve clearance is too large. The data in Table 1 
are processed by RST to reduce attributes. After the RST procedure, only the second 
condition attribute (“IT” of the first sampling point) and the seventeenth condition 
attribute (“Dx” of the third sampling point) are kept. The reduced data are inputted into 
a DAGSVM model including six SVMs. For this example, 9-fold cross validation is 
used in each SVM model. To demonstrate the advantage of the developed RSSVM 
model, the original data are categorized by only using DAGSVM approach. The 
diagnosis accuracy of the DAGSVM model and the RSSVM model for each cross 
validation is illustrated in Table 2. The arithmetic average of nine testing rates of 
accuracy is used as the accuracy of the problem. Table 3 and Table 4 illustrate the 
finalized six sets of SVM parameters in the DAGSVM model and the RSSVM model 
respectively. The arithmetic average of nine testing rates of accuracy is used as the 
accuracy of the problem. After finishing DAGSVM procedure, thirteen rules (Table 5) 
for the diesel engine diagnosis problem are obtained. For example, the second rule is:” 
IF IT of the first sampling point is smaller than 9.4638 and larger range 9.1086, and Dx 
of the third sampling point is smaller than 3363.8 and larger than 3184.9; THEN the  
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Table 1. Diesel engine data [4] 

The first sampling point  The second sampling point 
# IF IT CG Dx 4 IF IT CG Dx 4
1 968.63 9.4638 0.000236 0.40331 2330.8 4.3926 920.87 6.5273 0.0000952 0.40796 1253.3 6.0145
2 966.08 9.1203 0.000216 0.40548 2292.8 4.3677 854.11 6.5642 0.0000976 0.39906 1269.9 6.1444
3 928.18 9.2129 0.000203 0.4081 2275.4 3.8573 750.02 7.272 0.000129 0.38606 1747.1 4.2203
4 934.32 9.6529 0.000266 0.40229 2273.3 3.832 815.84 8.0499 0.000175 0.3794 1698.6 4.2947
5 906.82 8.1897 0.000163 0.40342 2393.7 3.9698 929.21 6.0785 0.0000879 0.36498 992 3.886
6 913.22 8.2702 0.000168 0.40688 2417.2 3.9777 911.79 5.7509 0.0000711 0.3675 998.84 3.9355
7 860.41 10.256 0.000291 0.40268 2364.6 3.935 1206.3 15.428 0.000812 0.49901 6187.4 6.2068
8 854.14 10.198 0.000289 0.40028 2298.6 3.9667 1179.1 16.369 0.000956 0.48497 6201.1 6.2208
9 938.17 10.29 0.0003 0.41028 2404.3 4.77 1003.7 5.8627 0.000078 0.42041 740.68 4.5341
10933.45 10.924 0.000347 0.4064 2462.1 4.7077 965.61 5.5713 0.0000709 0.42192 704.05 4.5145
11 748.97 11.539 0.00042 0.40151 4115.3 7.4063 1083.2 7.38 0.00013 0.45618 1332.9 4.5901
12759.46 11.802 0.000409 0.39772 3878.8 6.7213 1063.7 8.4108 0.000194 0.43592 1386.4 5.7773
13828.26 10.444 0.000276 0.39677 2994.6 6.2828 1028.1 8.9157 0.000189 0.45733 1918.9 4.3911 
14834.65 10.054 0.000272 0.39798 2905.8 5.9312 1036 8.3722 0.000176 0.46142 1897.6 4.367
15841.66 11.492 0.000393 0.40704 3763.6 7.153 978.53 9.3292 0.000239 0.45239 2186.4 9.244
16 856.2 10.902 0.000335 0.41358 3721.7 7.2458 980.6 8.6917 0.000196 0.45148 2234.8 10.666
17 837.6 12.099 0.00037 0.38792 2842.6 4.4661 1053 16.13 0.000835 0.46507 6109.7 7.0494
18860.21 11.443 0.00039 0.39672 2843.2 4.2331 1095.1 14.702 0.000702 0.48299 5923.5 6.7471
19960.87 10.308 0.000296 0.42571 2322.5 5.6883 986.17 12.456 0.000469 0.45618 3991.4 5.1551
201006.7 10.07 0.000272 0.43812 2399.9 5.6554 982.4 11.671 0.000395 0.43592 3784.8 5.058
21929.96 10.609 0.000322 0.41652 2511.9 6.2638 1010.4 17.347 0.001111 0.45733 6879.4 4.826
22950.16 9.8671 0.000258 0.42326 2532.2 6.0002 1020.1 17.958 0.001219 0.46142 6777.8 4.747
23981.59 10.454 0.00027 0.40479 2435 6.4523 1038.9 16.071 0.000908 0.45239 6593.2 5.4387
24 952.3 11.443 0.000411 0.42598 2411.4 6.4797 1027.3 16.847 0.001031 0.45148 6621.7 5.1408
251042.2 9.2648 0.00022 0.42183 2213.7 6.6057 994.9 15.012 0.000744 0.48299 5712.1 5.172
26978.35 9.3506 0.000227 0.4186 2090.4 6.9831 1057.2 15.516 0.000818 0.47184 6341.8 4.1446
27976.98 9.7428 0.000251 0.40764 2101.6 6.9545 1063.9 15.703 0.000841 0.45761 6216.2 4.117 
281070.3 8.0904 0.000163 0.4097 1461.1 5.0249 1010.5 11.911 0.000424 0.43795 3998.7 3.9813
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Table 1. (continued) 

The first sampling point The second sampling point 
# IF IT CG Dx 4 IF IT CG Dx 4
291073.9 8.028 0.000156 0.40994 1444.4 5.5313 1016.6 11.615 0.000388 0.44654 4078.7 4.0549
30 978.8 9.1086 0.000197 0.41858 1744.5 4.5776 998.8 16.986 0.000967 0.43141 7240.8 4.7709
31905.98 7.857 0.000151 0.42249 1794.1 4.7297 1015.8 16.929 0.001014 0.43299 7213.9 5.0117 
321030.8 9.2557 0.000225 0.41927 1846.9 5.0518 1082.5 16.12 0.00084 0.4183 6545.5 5.0993
331039.9 10.429 0.000309 0.40965 1798.8 5.1155 1094.8 15.059 0.000763 0.42434 6527.4 5.1367
34969.48 7.6671 0.000139 0.38096 1485.4 5.2467 1024 18.288 0.001295 0.42453 8084.5 4.8264
35969.25 7.6584 0.00014 0.38187 1444.4 5.5243 1051.2 16.567 0.001003 0.42847 7641.5 5.047
36862.26 7.2945 0.001235 0.35708 1812.6 4.6678 972.43 15.912 0.000802 0.40641 7220 5.3563
37867.51 8.2242 0.000173 0.35331 1826.9 4.6858 1028.2 15.239 0.000806 0.41279 6332.3 5.7798

 

Table 1. (continued) 

The third sampling point The third sampling point 

# IF IT CG Dx 4 D # IF IT CG Dx 4 D
1 1779.6 12.398 0.000424 0.47158 2829.1 6.281 1 151943.513.8060.0006040.505643363.88.87092
2 1757.7 12.481 0.00047 0.46405 2782.2 5.9828 1 161989.413.8790.0006490.498123307.29.01752
3 1631.9 11.939 0.000417 0.48109 3184.9 5.8419 1 171924.614.9570.0006890.519344255.613.0092
4 1689.4 12.268 0.000451 0.47291 3098.8 5.5098 1 181972.914.4820.0007010.523224326.612.6152
5 1657 11.526 0.000387 0.4799 2819.8 6.3871 1 192052.711.1540.0003520.507852259.85.36563
6 1632.8 12.222 0.000442 0.46839 2811 6.3534 1 202097.911.9250.0004140.51159 2361.15.99373
7 1842 12.032 0.000434 0.48155 2962.7 6.9388 1 211983.911.4780.0003790.509142521.85.81463
8 1907.6 11.126 0.000346 0.49469 2997.3 7.1804 1 22 2014 11.7270.0003980.507462546.6 6.291 3
9 1718.9 11.463 0.000372 0.49739 2788.2 4.8244 1 232129.211.7210.0004080.505642541.85.93033
10 1700 12.202 0.000442 0.49348 2827.7 5.0276 1 242016.211.488 0.00039 0.498122486.55.90373
11 1856.1 13.308 0.000564 0.50785 3771.9 9.3484 2 251951.211.6340.0003960.523222565.66.24613
121840.7 13.142 0.00054 0.51159 3821.9 11.407 2 262145.8 12.04 0.0004390.529552382.25.82783
132097.5 13.391 0.000507 0.50914 3497 7.6696 2 272141.312.8680.0005050.534042452.96.12583
14 2073 13.492 0.000573 0.50746 3508.4 7.6335 2 281891.1 12.35 0.0004540.50091 3539 8.21534
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Table 1. (continued) 

The third sampling point 

# IF IT CG Dx 4 D
29 1876.8 13.037 0.000539 0.48965 3529 8.0942 4
30 2002.5 13.543 0.000534 0.48613 3531.3 7.8814 4
31 1999.3 13.122 0.000533 0.49541 3591.1 7.4074 4
32 2043.3 14.484 0.000687 0.48442 3774.4 7.737 4
33 1958.1 11.916 0.000421 0.5006 3758 7.6284 4
34 1997.8 12.845 0.000499 0.50098 3557.6 7.4174 4
35 2030.7 12.809 0.000514 0.49877 3634.4 7.9012 4
36 2025.7 13.371 0.00052 0.49894 3330.9 6.1976 4
37 1869.5 13.095 0.000525 0.49861 3215.5 7.4854 4

 

faulty type is 1”. Table 6 compares the diagnosis accuracy and efficiency of DAGSVM 
model and the proposed RSSVM model. For both cases, programs are conducted on a 
Penttium IV 1.5GHz personal computer. It is indicated that the RSSVM model is 
superior to DAGSVM approach in terms of classification accuracy and efficiency. 

Table 2. The diagnosis accuracy of the DAGSVM model and the RSSVM model for 9 cross 
validations  

 The i-th corss validation 
i 1 2 3 4 5 6 7 8 9 

Accuracy of 
DAGSVM 

75% 75% 50% 25% 75% 75% 75% 75% 40% 

Accuracy of  
RSSVM 

100% 100% 50% 100% 75% 50% 100% 75% 60% 

Table 3. SVM parameters of the DAGSVM model 

i-th SVM Parameters 
i σ C 
1 0.625 2.46094 
2 0.109375 2.59766 
3 0.523438 3.14453 
4 0.101563 4.92188 
5 0.339844 4.35547 
6 0.652344 0.3125 
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Table 4. SVM parameters of the RSSVM model 

i-th SVM Parameters 
i σ C 

1 0.859375 0.371094 
2 0.617188 3.51563 
3 0.117188 4.31641 
4 0.472656 4.6875 
5 0.070313 1.25 
6 0.832031 0.625 

Table 5. Decision rules for diagnosing diesel engines 

Rule 
Number 

IT of the first sampling 
point 

Dx of the third sampling point D 

1 --- [2782.2,2829.1] 1 
2 [9.1086,9.4638] [3184.9,3363.8] 1 
3 --- [2962.7,3098.8] 1 
4 [10.054,10.454] [3497,3591.1] 2 
5 [11.443,12.099] [3634.4,3821.9] 2 
6 [11.443,12.099] [3184.9,3363.8] 2 
7 [10.609,10.924] [3184.9,3363.8] 2 
8 --- [4255.6,4326.6] 2 
9 --- [2259.8,2565.6] 3 

10 [7.2945,8.0904] --- 4 
11 [9.1086,9.4638] [3497,3591.1] 4 
12 [9.1086,9.4638] [3634.4,3821.9] 4 
13 [10.054,10.454] [3634.4,3821.9] 4 

Table 6. Comparison of diagnosing performance 

Model Number of 
condition attributes 

Classification 
accuracy 

Computation time 

DAGSVM 18 62.78% 1670 seconds 
RSSVM 2 78.89% 570 seconds 

4   Conclusions 

For the management of a manufacturing system, accurate and efficient diagnosis of 
faults can increase the production rate and system flexibility. This study proposes a 
RSSVM model exploiting the unique strength of RST and SVM techniques to identify 
valve faults of a diesel engine. Because the computation time of the multi-class SVM 
increases rapidly when the number of attributes identified grows, RST is used to reduce 
attributes of knowledge and provides refined information for the multi-class SVM 
stage. Experimental results reveal that the developed RSSVM approach is useful for 
industry practitioners in many ways. For the future research, the RSSVM model can be 
applied in other fields such as the financial system and the medical domain. Another 
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possible research direction is to integrate the RST with some other clustering 
techniques to increase the accuracy and efficiency of classification.  
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Abstract. A style dress outlet usually purchases products from multiple suppliers 
with different cost, quality and selling price. It is assumed that some suppliers 
will sell their goods to the buyer outright, while some other suppliers will offer 
return policy for items unsold. In the latter case, the supplier buys back from the 
buyer the unsold items at the end of the selling season. The purpose of this study 
is to enable the buyer to develop a supplier selection and replenishment policy 
subject to limited budget. A minimal service level and uncertain market are 
assumed as well. Genetic algorithm (GA) is used to solve the problem.  

1   Introduction 

This study investigates a single order problem where a buyer has the option of 
purchasing goods outright from the suppliers and/or obtaining the items with a 
return-policy agreement from some other suppliers. A return policy allows a buyer to 
return the unsold items for a partial refund. This will entice the buyer to order a larger 
quantity, resulting in an increase in the joint profit. Commodities such as the style or 
catalogue goods are examples where return policies are used (Emmons and Gilbert [1]; 
Mantrala and Raman [2]). The fixed priced “catalogue goods” are sold to the customers 
through catalogue advertisement during a particular selling season. 

Pasternack [3] modeled a return policy and derived a global optimization in a single 
period with uncertain demand. He demonstrated that a return policy where a vendor 
offers the buyers partial credits for all unsold items could achieve channel coordination. 
Padmanabhan and Png [4] illustrated that the implementation of return policy can 
increase a vendor’s profit and increase the buyer competition. Emmons and Gilbert [1] 
studied the effect of return policy on both the manufacturer and the buyer. Such policy 
is to maximize the vendor’s profit by inducing the buyer to place larger order when 
demand is uncertain.  

The importance of the single period problem increases due to the shortening 
products life cycle in recent years. Many extensions of the single period problem have 
been studied by Khouja [5]. Two major extensions are the unconstrained, single-item 
single-period problem, and the constrained, multi-item single-period problem. Hadley 
and Whitin [6] derived a constrained multi-item problem in a single period. Jucker and 
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Rosenblatt [7] considered an unconstrained model with three types of quantity 
discounts: all-units quantity discount, incremental quantity discounts and Carload-lot 
discounts. Gerchak and Parlar [8] developed an unconstrained model in which the 
buyer decides on the price and the order policy. Lau and Lau [9] modeled a newsboy 
problem with price-dependent distribution demand. Khouja [10] developed a newsboy 
model in which multiple discounts are used to sell excess inventory. Khouja and 
Mehrez [11] extended Khouja’s model [10] to consider multi-items. Lau and Lau [12] 
derived a capacitated multiple-product single period inventory model. Pasternack [13] 
developed a capacitated single-item newsboy model with revenue sharing.  

GA (genetic algorithms) is a powerful tool to solve complex-structure problems with 
many variables. John Holland and his team applied their understanding of the adaptive 
processes of natural systems to design software for creating artificial systems that 
retained the robustness of natural systems (Holland [14]). During the last decade, GA, 
which is a search technique based on the mechanics of natural selection and natural 
genetics, has been commonly used to solve global optimization problems. Khouja, 
Michalewicz, and Wilmot [15], and Jinxing and Jiefang [16] studied the application of 
GA for solving lot-sizing problems. Mori and Tsen [17], and Li et al. [18] demonstrated 
that GA is effective for dealing with production planning and scheduling problems. 
Poulos et al. [19] derived a Pareto-optimal genetic algorithm for warehouse 
optimization. Zhou et al. [20] used GA to develop a warehouses and retailers network 
design. Aytug et al. [21] made a review of how genetic algorithms were used to solve 
production and operations management problems. Altiparmak et al. [22] designed a 
supply chain network to optimize joint total cost and service level by using GA.  

In this study, a single product replenished by multiple suppliers with different cost, 
quality and selling price is considered in a single order period with return policy. GA is 
used to derive a supplier selection and replenishment policy under limited budget and 
minimum service level. A mathematical modeling of a newsboy problem with various 
constraints is derived in section 2. After illustration of GA solution procedure (section 
3), a numerical example and sensitivity analysis with various budgets, service level and 
number of trials are carried out in section 4. Section 5 addresses the Pareto optimal 
solutions.  Two experiments to search the proper population size, mutation and 
crossover rates are conducted in section 6. The concluding remark is given in the last 
section. 

2   Mathematical Modeling and Analysis 

The model in this paper is developed on the basis of the following assumptions: 

(a) Single buyer and multiple suppliers are considered. Some suppliers offer outright 
price and some suppliers offer price with return policy.  

(b) A single item supplied by multiple suppliers has different levels of cost, quality 
and selling price.  

(c) The demand is uncertain with known probability density function. 
(d) An item with single order period, short selling season and long production 

lead-time is considered (an example of this type of product is the catalogue or style 
product). 
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(e) A buyer has the option of purchasing the item outright from some suppliers and/or 
obtaining the item through a return-policy agreement with some suppliers. 

(f) Two sales priority rules: Rule 1: The items purchased with return policy begin 
selling only after the outright purchase items are sold. Rule 2: The items with 
higher defective rate begin selling only after lower defective rate. 

(g) All defective items will be found and penalized only after the items are sold to the 
end consumer. 

(h) The buyer is subject to limited budget and minimal service level constraints. 

The following notation is used: 

    Qi    Purchase order quantity from supplier i, i= 1, 2, 3, 4 
    f (x)  Probability density function with demand x  
    T    Buyer’s limited budget 
    S.L.  Service level required 
    Ci   Buyer’s purchase cost from supplier i   
    di    Product defective rate from supplier i   
    Ri    Return price offered by supplier i for each unsold unit 
    Pi    Selling price to the end consumer for the product from supplier i   
    g    Buyer’s unit punishment cost incurred from each defective product sold    
    S    Buyer’s unit shortage cost incurred from shortage   
    EP   Buyer’s expected profit     

Four suppliers (two suppliers with outright purchase and two suppliers with return 
policy) and single buyer are considered. These conditions can be changed in further 
research. A constrained newsboy model with four suppliers and single buyer is 
depicted in Figure 1. 

Supplier 1 Supplier 2 Supplier 3   Supplier 4 

Outright purchase    Return-policy purchase 

2C2R 2Q1R 1C  1Q  3R 3C 3Q
4R 4C 4Q

Buyer (limited budget and minimal service level) g S 

End consumer (uncertain demand) 

1P  2P 3P 4P

 

Fig. 1. A constrained newsboy model with four suppliers 
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Two sales priority rules are assumed. Rule 1: The items purchased with return policy 
begin selling only after the outright purchase items are sold. Rule 2: The items with 
higher defective rate begin selling only after lower defective rate. The expected sales 
revenue, SR can be expressed as 
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where a and b are the lower and the upper bounds of f(x). 
If all the defective items are found and penalized after it is sold to the end consumer, 

the expected penalty cost, PC is 
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The expected salvage value incurred from return units for unsold items at the end of 
selling season, SV is 
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Shortage occurs when demand is larger than summation of Qi. The expected 
shortage cost, SC is 
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From (1) through (4), the expected profit, EP, is the sales revenue minus penalty 
cost, plus salvage value, minus shortage cost and purchase cost as follows: 

∑ =
−−+−= 4

1i iiQCSCSVPCSREP  (5) 

The last term in (5) is the purchase cost. The problem is a constrained nonlinear 
programming subject to limited budget and minimum service level, that is 

Maximum )( iQEPEP =  (6) 

Subject to 
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and 

0≥iQ , i= 1, 2, 3, 4. (9) 

The left side of (7) is the actual service level, which must be greater than the required 
minimum service level. There are four decision variables subject to six constraints in 
(7) through (9). 

3   GA Solution Procedure  

Using a direct analogy to this natural evolution, GA presumes a potential solution in the 
form of an individual that can be represented by strings of genes. Throughout the 
genetic evolution, some fitter chromosomes tend to yield good quality offspring inherit 
from their parents via reproduction. 

This study derives the number of deliveries per period to minimize the total cost. The 
objective function is )( iQEP  with decision variables Qi. GA deals with a chromosome 

of the problem instead of decision variables. The values of Qi can be determined by the 
following GA procedure: 

(a) Representation: Chromosome encoding is the first problem that must be 
considered in applying GA to solve an optimization problem. Phenotype 
chromosome could represent a real numbers and an integer numbers here. For each 
chromosome, real numbers or integer numbers representation are used as follows: 

4,3,2,1, == iQx i ; 10000 ≤≤ iQ  (10) 

(b) Initialization: Generate a random population of n chromosomes (which are suitable 
solutions for the problem), where n=80. 

(c)  Evaluation: Assess the fitness f(x) of each chromosome x in the population. The 
fitness value fk = f(xk) = EP( xk) where k= 1, 2…n 
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(d)  Selection schemes: Select two parent chromosomes from a population based on 
their fitness using a roulette wheel selection technique, thus ensuring high quality 
have a higher chance of becoming parents than low quality individuals. 

(e)  Crossover: Approximately 70% crossover probability exists, indicating the 
probability that the parents will cross over to form new offspring. If no crossover 
occurs, the offspring are an exact copy of the parents. 

(f)  Mutation: About 30% of population mutation rate mutate new offspring at each 
locus (position in the chromosome). Accordingly, the offspring might have 
genetic material information not inherited from either parent, thus avoiding falling 
into the local optimum. 

(g)  Replacement: An elitist strategy and a steady-state evolution are used to generate a 
new population, which can be used for an additional algorithm run. 

(h)  Termination: If the number of trials exceeds 1,000,000 (or 5,000,000), then stop; 
otherwise go to (b). 

4   Numerical Example 

The newsboy model for a buyer with uncertain demand and multiple suppliers is 
depicted in Figure 1. The related data are assumed as follows: limited budget T≤$2,000, 
minimal service level S.L.≥0.9, demand with uniform probability density 
function )250,100()( Uxf = , shortage cost for each shortage unit 20$=S , penalty cost 

for each defective unit 20$=g and the other known parameters, Pi, Ci, Ri and di, are 

listed in Table 1. Four cases are designed for various combinations of Qi.  
Using genetic algorithm, the evolutionary results of decision variables Qi for Case 

1-4 are also shown in Table 1. In Case 1, the solution is {Q1=118 units, Q2=0 unit, Q3=0 
unit and Q4=117 units} because price P1 is much greater than price P2, cost C4 is less 
than C3, return price R4 is greater than R3, and the minimal service level must be met. 
Both the budget and service level constraints are active. In Case 2, the solution is {Q1=0 
unit, Q2=150 units, Q3=50 units and Q4=35 units} because price P2 is much greater than 
P1, price P3 greater than P4. Both the budget and service-level constraints are active. In 
this case, there is budget leftover of ($2,000-$1,995=$5) because the budget left is 
smaller than the integral unit of Qi. In Case 3, the solution is {Q1=1 unit, Q2=86 units, 
Q3=49 units and Q4=100 units}. All Q1 through Q4 are ordered since the price 
difference between the suppliers is not obvious. Both the budget and service level 
constraints are non-active. In Case 4, the solution is {Q1=0 unit, Q2=0 unit, Q3=0 unit 
and Q4=239 units}. Only Q4 is ordered mainly because 1234 PPPP <<< . Both the 
budget and service-level constraints are non-active.  

Let the evolutionary number of trials be set at 10,000, 100,000, 500,000, 1,000,000 
and 5,000,000. Run five times for each trial number, one can derive the best expected 
profit and the standard deviation of expected profit. The relationship between the best 
expected profit and the trial numbers is depicted in Figure 2 for the four cases. The 
relationship between the standard deviation of expected profit and the trial numbers is  
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Fig. 2. Relationship between the expected profit and trials 
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Fig. 3. Relationship between EP’s standard deviation and trials 
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Table 1. The evolutionary results when T≤$2,000 and S.L.≥0.9 

Various purchases Outright purchase Return-policy purchase

i i=1 i=2 i=3 i=4 

Supplier i Supplier 1 Supplier 2 Supplier 3 Supplier 4 

Budget T needed  
Service Level 

Expected profit 

Known Pi ($) 20 12 9 7 

Known Ci ($) 10 9 8 7 

Known Ri ($) 0 0 3 4 

Known di 0.02 0.05 0.1 0.2 

Case 1 

Variable Qi  118 0 0 117 

T=$1,999 
S.L.=0.900 
EP=$688.3 

Known Pi ($) 20 28 26 24 

Known Ci ($) 10 9 8 7 

Known Ri ($) 0 0 3 4 

Known di 0.02 0.05 0.1 0.2 

Case 2 

Variable Qi  0 150 50 35 

T=$1,995 
S.L.=0.900 

EP=$2,998.0 

Known Pi ($) 20 20.1 20.4 20.8 

Known Ci ($) 10 9 8 7 

Known Ri ($) 0 0 3 4 

Known di 0.02 0.05 0.1 0.2 

Case 3 

Variable Qi 1 86 49 100 

T=$1,876 
S.L.=0.907 

EP=$1,535.9 

Known Pi ($) 20 26 28 30 

Known Ci ($) 10 9 8 7 

Known Ri ($) 0 0 3 4 

Known di 0.02 0.05 0.1 0.2 

Case 4 

Variable Qi 0 0 0 239 

T=$1,673 
S.L.=0.927 

EP=$3,196.1 

Note:  
Qi is a nonnegative integer 

 
shown in Figure 3 for the four cases. It shows that the expected profit increases with the 
number of trials, and the standard deviation of expected profit decreases with the 
number of trials. 

The sensitivity analysis is carried out when the available budget or the required 
minimum service level is changed in the following scenarios: {T≤$2,200 and 
S.L.≥0.9}, {T≤$1,800 and S.L.≥0.9}, {T≤$2,000 and S.L.≥0.92} and {T≤$2,000 and 
S.L.≥0.88}. The evolutionary results are shown in Table 2-3. 
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Table 2. The evolutionary results when available budget is changed 

Various purchases Outright Return-policy

Qi Q1 Q2 Q3 Q4 
T S.L. EP 

Case1 178 0 12 45 $2,191 0.900 $1,111.2 

Case2 0 150 37 51 $2,003 0.920 $3,000.2 

Case3 4 80 53 99 $1,877 0.907 $1,535.2 

T≤$2,200 
and 

S.L.≥0.9 

Case4 0 0 0 239 $1,673 0.927 $3,196.1 

Case1 118 0 0 117 $1,999 0.900 $688.3 

Case2 0 150 50 35 $1,995 0.900 $2,998.0 

Case3 1 86 49 100 $1,876 0.907 $1,535.0 

T≤$2,000 
and 

S.L.≥0.9 

Case4 0 0 0 239 $1,673 0.927 $3,196.1 

Case1 52 0 0 183 $1,800 0.900 $-352.0 

Case2 0 45 49 143 $1,798 0.913 $2,626.3 

Case3 4 66 4 162 $1,800 0.907 $1,499.7 

T≤$1,800 
and 

S.L.≥0.9 

Case4 0 0 0 239 $1,673 0.927 $3,196.1 

Table 3. The evolutionary results when the minimum service level is changed  

Various purchases Outright  Return-policy 

Qi Q1 Q2 Q3 Q4 
T S.L. EP 

Case1 111 0 0 127 $1,999 0.920 $607.2 

Case2 0 147 40 51 $2,000 0.920 $3,000.1 

Case3 5 83 48 102 $1,895 0.920 $1,534.9 

S.L.≥0.92 
and 

T≤2000  

Case4 0 0 0 239 $1,673 0.927 $3,196.1 

Case1 118 0 0 117 $1,999 0.900 $688.3 

Case2 0 150 50 35 $1,995 0.900 $2,998.0 

Case3 1 86 49 100 $1,876 0.907 $1,535.9 

S.L.≥0.90 
and 

T≤$2,000  

Case4 0 0 0 239 $1,673 0.927 $3,196.1 

Case1 125 0 0 106 $1,999 0.880 $768.1 

Case2 0 149 39 49 $1,996 0.913 $3,000.3 

Case3 0 87 46 103 $1,872 0.907 $1,536.1 

S.L.≥0.88 
and 

T≤$2,000  

Case4 0 0 0 239 $1,673 0.927 $3,196.1 
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5   Pareto Optimal Solutions  

For each service level, an optimal expected profit can be derived. The relationship 
between the expected profit and service level is given in Table 4 and Figure 4. When 
the service level increases, the expected profit increases initially due to smaller 
shortage cost. However, the expected profit decreases with increasing service level 
after the peak of the expected profit curve. This is due to more unsold stocks. Prior to 
the peak of the expected profit, the expected profit curve is called “dominated optimal 
solutions”. In this range, both service level and expected profit increase 
simultaneously. In the right side of the peak of the expected profit, the expected profit 
curve is called “Pareto optimal solutions [23]” because there are compromises (or 
trade-offs) between the expected profit and service level.  

 
Table 4. EP versus S.L. for case 1 

S.L. EP Q1 Q2 Q3 Q4 

0.1 -125.7 115 0 0 0 

0.2 229.2 130 0 0 0 

0.3 524.7 145 0 0 0 

0.4 760.8 160 0 0 0 

0.5 937.5 175 0 0 0 

0.6 1054.8 190 0 0 0 

0.7 1107.3 188.3 0 0 16.7 

0.8 998.0 153.3 0 0 66.7 

0.9 692.0 118.3 0 0 116.7 

1 189.3 83.3 0 0 166.7  
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  Fig. 4. EP versus S.L. for case 1 (S=20, R3=3, R4=4) 

 
  Table 5. EP versus S.L. for case 1
  with varying S 

S.L. EP(S=0) EP(S=10) EP(S=20) 

0.1 1089.3 481.8 -125.7 

0.2 1189.2 709.2 229.2 

0.3 1259.7 892.2 524.7 

0.4 1300.8 1030.8 760.8 

0.5 1312.5 1125 937.5 

0.6 1294.8 1174.8 1054.8 

0.7 1242.3 1174.8 1107.3 

0.8 1058.0 1028.0 998.0 

0.9 707.0 699.5 692.0 

1 189.3 189.3 189.3  
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572 P.C. Yang et al. 

When the unit shortage cost is changed to $20, the service level related to the 
maximum expected profit increases to counteract the effect of shortage cost (Table 5 
and Figure 5). When the return value increases, the service level related to the 
maximum expected profit increases as well for more return (Table 6 and Figure 6). 

Table 6. EP versus S.L. for case 1 with 
varying R 

S.L. EP(R=L) EP(R=M) EP(R=H) 

0.1 -125.7 -125.7 -125.7 

0.2 229.2 229.2 229.2 

0.3 524.7 524.7 524.7 

0.4 760.8 760.8 760.8 

0.5 937.5 937.5 937.5 

0.6 1054.8 1054.8 1054.8 

0.7 1064.3 1085.8 1107.3 

0.8 843.9 921.0 998.0 

0.9 453.5 572.7 692.0 

1 -107.0 41.1 189.3 
R=L: low level of return, R3=R4=0.  
R=M: middle level of return, R3=1.5, R4=2.  
R=H: high level of return, R3=3, R4=4. 
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Fig. 6. EP versus S.L. for case 1 with varying 
R (S=20) 

 

6   Population Size, and Crossover and Mutation Rates 

An experiment design is conducted from the data of case 3 with the following scenario: 
24 population groups, population size from 4 to 800, run 10 times for each population 
size. The mutation and crossover rates, termination and range of Qi are set at 0.3 and 
0.7, 3 minutes and 3000 ≤≤ iQ  respectively. The average expected profit and the  
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Table 7. EP  vs. population size  

Population group Population size EP  EPσ  CV  

1 4 1535.4100 0.8893 0.00057922 
2 8 1535.2092 1.4606 0.00095143 
3 12 1535.6731 0.5977 0.00038922 
4 16 1535.3343 0.7889 0.00051380 
5 20 1535.5151 0.6342 0.00041302 
6 24 1535.7026 0.3503 0.00022810 
7 28 1535.0973 1.0279 0.00066963 
8 30 1535.2860 0.6407 0.00041731 
9 32 1535.1224 0.7964 0.00051876 

10 36 1535.1707 1.0874 0.00070832 
11 40 1535.5342 0.2201 0.00014334 
12 44 1535.5393 0.4960 0.00032300 
13 48 1534.7195 1.3195 0.00085974 
14 50 1535.1500 1.0852 0.00070692 
15 60 1535.8080 0.2601 0.00016936 
16 70 1535.5537 0.7326 0.00047708 
17 80 1535.8360 0.1828 0.00011905 
18 90 1535.3515 1.0843 0.00070622 
19 100 1535.0887 1.0961 0.00071400 
20 120 1535.5832 0.5474 0.00035645 
21 200 1535.6806 0.4805 0.00031286 
22 400 1535.4111 0.7671 0.00049960 
23 600 1535.8390 0.2692 0.00017526 
24 800 1535.2713 0.8773 0.00057141  
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coefficient of variation with respect to each population size are given in Table 7 and 
Figure 7-8. We can see that the value of EP  is the highest for population size 80, and its 
coefficient of variation is the least.  

Another experiment design is conducted from the data of case 3 with the following 
scenario: 9 groups for three mutation rates (0.20, 0.25 and 0.30) and three crossover 
rates (0.50, 0.70 and 0.90). Run 10 times for each group. The population size, termination 
and range of Qi are set at 80, 3 minutes and 3000 ≤≤ iQ  respectively. The results are 

given in Table 8 and Figure 9-10. In group 8 (mutation rate: 0.3, crossover rate: 0.7), 
the value of EP  is the highest and the coefficient of variation is less. 

Table 8. EP  vs. mutation and crossover rates  

Group Mutation Crossover EP  EPσ  CV  

1 0.5 1535.8426 0.3348 0.000218 

2 0.7 1535.8210 0.3729 0.000243 
3 

0.20 

0.9 1535.7739 0.4232 0.000276 
4 0.5 1535.9359 0.2072 0.000135 

5 0.7 1535.8937 0.3001 0.000195 
6 

0.25 

0.9 1535.8055 0.3683 0.000240 
7 0.5 1535.9563 0.1770 0.000115 

8 0.7 1535.9860 0.1159 0.000008 
9 

0.30 

0.9 1535.9490 0.1877 0.000122 

7   Concluding Remarks  

This study develops a supplier selection and replenishment strategy for a newsboy 
model with limited budget and minimal service level. The buyer’s optimal strategy will 
change based on various parameter values, the available budget and the minimum 
service level requirement. Sometimes mixed strategies where items are obtained by 
outright purchase and with return policy are used. In other times, only a purchase with 
outright or return-policy is considered. The outright purchase tends to increase when 
the available budget increases or the required service level decreases. The return-policy 
purchase quantity tends to increase when the available budget decreases or the required 
service level increases. The numerical analysis is carried out using genetic algorithms. 
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Abstract. Controlling the amount of water in maintaining lawn health and 
beauty is a main topic in horticulture. A reliable controller is needed to control 
the amount of water to disperse as to ensure the soil has enough moisture 
adequacy level. This research explores the use of fuzzy logic for the controlling 
of water dispersal. The performances of fuzzy water dispersal controller 
(FuziWDC) was measured based on a significant set of common Bermuda 
turfgrass. An improved Sugeno inferencing for the task of water dispersal 
controller is presented that considered both evapotranspiration (ET), 
tensiometer variable as opposed to the earlier work. A comparison of the output 
is being performed to evaluate Sugeno with conventional system. The result 
shows FuziWDC has performed better than the conventional technique based 
on the lower annual average water usage for the whole year recorded.  

Keywords: Fuzzy Logic, Sugeno Inference, Water Dispersal Controller. 

1   Introduction 

Nowadays, by observation, from the largest garden for big houses to the mini or small 
garden for small houses, turf or grasses are still being used widely to cover almost the 
majority of the garden area. Maintaining lawn health and beauty is one of the top 
considerations for every lawn owner. One of the important elements for lawn health 
and beauty is the adequacy of water supply but water supply is increasingly scarce 
[1]. Therefore, it is important to use the resources intelligently. In lawn management, 
intelligent used of water can be done by irrigating based on several factors including 
grass species and cultivar, soil type, weather condition and moisture content in the 
soil [2]. The sprinkler system should also be considered because it determines the way 
the water being distributed to the lawn. Thus, there is a need to build a system that can 
control the lawn water distribution based on these factors.  

From prior study, Fuzzy Expert System (FES) has been successfully used in many 
type of controller. The implementation of FES can also be found in golf cart 
navigation controller, where the golf cart is navigated automatically avoiding 
obstacles towards a selected destination in a golf course [3].  Another attempt by [4] 
using FES is for melon cultivation in greenhouse. In this attempt, the fuzzy control 
system was developed for the on-off control irrigation system. The fuzzy control 
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system was programmed to take the soil moisture content from various climate 
sensors. The aims were to save water resources and preserve the melon quality. 

Given the work of [4], this paper would explore the use of FES for water dispersal 
controller. The aim is to improve the simulation controller that can demonstrate the 
moisture level of the garden soil, the amount of water dispersed and watering day by 
simulating the environment parameter for moisture, climatology and the plant water 
scarce resistance. The simulation would produce the amount of water needed to 
optimize moisture of soil for any particular grass to fulfill the grass’s needs. 

Section 2 would discuss the FES method used that is Sugeno-normal. Section 3 
involved factors in irrigation. Subsequently, section 4 would explain the approach and 
method that were employed in this research. Section 5 would discuss about the 
findings and results of the research and the presentation of an improved method of 
Sugeno’s inferencing for the water dispersed control.  Finally in Section 6, some 
conclusions about the results presented in this research would be discussed besides 
future directions of research inspired by these results. 

2   Sugeno-Style Fuzzy Inference 

This method was first introduced by Michio Sugeno, the ‘Zadeh of Japan’ in 1985 [5]. 
The Sugeno-style represents its consequence in singleton, a single spike, or it can be 
called as fuzzy singleton. The advantages of Sugeno inference are a) its 
computationally effective; b) it works well with optimization and adaptive technique, 
which make it very attractive in control problem and c) its suitable for dynamic 
nonlinear system.  

3   Irrigation 

The secret to a beautiful garden is to ensure the adequacy of the moisture in the 
garden soil. This can be done by irrigation. According to [6], irrigation is simply the 
act of watering your lawn, plants, flower or garden. There are two categories of 
irrigation; the manual irrigation and the automated irrigation system. The automated 
irrigation systems are convenient and cost-effective solution compares to the manual 
irrigation in reducing the waste of water. To water the grass, first of all it is important 
to know the grass characteristic and the soil characteristic that been used to plant the 
grass. In FuziWDC, the factors considered are a) bermuda grass characteristic, b) soil 
characteristic c) water lost factor and advisable time of the day for irrigation, d) the 
moisture level in the soil and e) the amount of water. 

3.1   Bermuda Turfgrass Characteristics 

Common bermuda turfgrass is a warm season turfgrass with an optimum of 800F 
(26.670C) to 950F (350C). It is also excellent in heat adaptation but poor adaptation in 
cold weather [7]. Usually the maximum root depth of a turfgrass is 2 feet under 
(60.96cm). The effective root depth (ft) for Water Management in Deep, Well-
Drained Soil is between 1.5 to 2 feet (45.72cm to 60.96cm) and the turf grass allows 
50% of water to deplete from its soil, where it is called Management Allowable Soil 
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Water Depletion (MAD) [8]. Watering the turfgrass should be just before wilting, wet 
the top 6 to 8 inches (15 to 20 cm or 0.5 to 0.6 feet) of soil where the root grow, and 
wait until wilting approaches before watering again [1]. According to [2], sufficient 
water is applied when the soil is wet to a depth just below the majority of the root 
system, which is usually 4 to 6 inches (10.2 to 15.2 centimeters). Since the maximum 
root growth is almost 2 ft (24 inches), we can assume that the water that needs to be 
applied in order to wet the majority of the root system is between 1.5 inches up till 3 
inches of water.  

3.2   The Soil Characteristics 

There are 4 levels of soil profile typically found under a lawn. First horizon is the root 
growth zone and it is rarely more than one to two feet deep, often much less and is 
most condusive to plant growth because it is high in nutrient from decomposing 
organic matter. The second horizon is often where clay, organic matter, iron and 
aluminium accumulate. Parent material or unweathered material composes the third 
horizon and the last horizon is bedrock. 

3.3   Water Lost Factor and Advisable Time of the Day for Irrigation 

Water is lost through the process of transpiration, evaporation, runoff and percolation. 
Transpiration is a process of water loss through the leaves although some may occur 
through any part exposed to the atmosphere [9].  Evaporation is the process by which 
water vaporizes and escapes from the surface, rising into the atmosphere [10]. The 
combination of transpiration and evaporation process has created a new term called 
evapotranspiration (ET).  It is a process that takes the loss of water from the soil by 
evaporation and by transpiration from the plant into consideration [9].  The ET is 
influenced by a) humidity, b) solar radiation, c) wind and d) temperature [11]. It 
usually occurs from 10 am to 6 pm [10]. Thus, it is best to irrigate between 5 am to 10 
am where the sun is low, winds are calm and temperature are cool [6]. 

3.4    Determining the Soil Moisture Level 

According to [9], irrigation must be applied prior to permanent wilting in order to 
avoid serious injuries or permanent damage to the turf. Evidence of foot printing 
technique involves walking across the turfgrass area and observe the rate at which the 
turfgrass leaves return to the original upright position. Turgid leaves with positive 
water balance return quickly, whereas leaves with negative water balance are slow to 
recover, leaving a distinct impression in the turf from the pressure of footprint. A 
method to determine when the grass needs water is by using soil moisture sensor 
called tensiometer. Tensiometer has been used for many years to measure water 
tension in the field. Its reading may be used as indicators of soil water and the need 
for irrigation [8]. As the soil dries out, water is pulled through the porous tip, causing 
the gauge to indicate higher soil moisture tension [2]. When the instrument installed 
at shallower depths of the root zone reaches a certain readings, they can be used to 
determine when to irrigate, based on soil texture and plant type [8]. Tensiometer 
should be placed within the plant canopy in positions where they will receive typical 
amounts of rainfall and irrigation and should be centered in the crop root zone, but at 
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least 4-6 inches below the surface [12]. The idea is to irrigate after the plant or turf 
grass has reach its Management Allowable Depletion (MAD) point. That is when the 
tensiometer reading fell in the area of available water with stress.  

3.5   The Amount of Water to be Applied for Irrigation 

According to [2], the most common method of determining when and how much to 
irrigate is by using ET data. The amount of water that is applied to replace ET losses 
also depends on which grass species is being grown because different species have 
different needs, and these needs can vary throughout the year, depending on growth 
rate. The ET value shows the maximum amount of soil water loss, but most landscape 
can maintain a healthy condition with much less water. Hence, a multiplying factor 
called “crop coefficient” is used [13]. Crop coefficient does not only vary by species 
but also within a species over the growing seasons, with warm grass ranging from 
0.63 to 0.78 and cool seasons grass ranging from 0.79 to 0.82 [14]. Therefore, it can 
be concluded that the crop coefficient is the ability of the crop or plan to stay healthy 
with less amount of water. To determine the amount of water needed for irrigation in 
a certain period, the ET value and the crop coefficient is multiplied. 

4   Approach and Method 

There are four major phases involved in this section. The discussion of each phase 
would be described in the next sections. 

4.1   Variable Description 

Considering all the opinion and present research, the parameter that should be 
considered in the domain problem are the tensiometer reading, the ET rate and the turf 
grass coefficient. The grass should be irrigated based on the moisture content in the 
soil because the soil moisture content shows the grass need. The ET rate shows the 
amount of water loss from the soil by the process of evaporation and transpiration. 
The turf grass coefficient shows the grass ability of water resistance. The external 
moisture received by the soil should also be considered because it gives the added 
moisture content to the soil. Meanwhile, the depth of grass root would also be 
considered because it shows the ability of the grass to extract water from certain depth 
of the soil. 

4.2   Data Acquisition 

In the data acquisition phase, the aim is to get dummy data to be processed. The used 
of dummy data in this research is due to the difficulties of obtaining the actual data 
from the experts in Malaysia. Therefore, the data were extracted from the overseas 
resources. There are two methods in acquiring the dummy data. The first one is the 
extracted data for ET [15] and the Bermuda turfgrass Kc [2]. The second one is the 
creation of the dummy data for tensiometer reading in centibars [16] and the water  
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usage for conventional irrigation system [2][12]. The creation of tensiometer dummy 
data was based on the total amount of soil moisture loss from the saturated level until 
the wilting point in the soil. The total amount of water in 1 ft depth of soil for loam 
soil is 5.8 in/ft [17]. 

For this research, we assume the root of the turf grass reaches the maximum 
growth, 2 ft deep. Thus, we can assume that the amount of water in the soil is 
11.6in/ft (5.8in/ft X 2). From the initial amount of water, we deduct the ET rate. Then, 
the deducted amount will be deducted again by the ET rate on the next day. The 
process will be repeated until the end of the year 2004 data. The amount of external 
moisture that is considered was provided by snow and rainfall. It is generated at 
random from March until Jun. Then, it will stop from July until August, and it will be 
generated again from September till December. The fix amount of 0.57 is the dummy 
amount of external soil received by the soil on that day. If the system decided to 
irrigate on any particular day, the amount of water that been used in inches is also 
added in the dummy moisture for that particular day.  The creation of the dummy data 
was aided by the expert from Rubber Research Institute and the tutorial for managing 
the home garden from [2]. 

Next, the tensiometer dummy data were created from the moisture dummy data by 
calculating the percentage of water loss. The dummy moisture was taken from the 
generated dummy moisture. The initial dummy moisture is equivalent to 11.6 in/ft. 
The tensiometer dummy data formula used is: 

100 – ((dummy moisture/initial dummy moisture)*100) . (1) 

4.3   Rules Development  

In this phase the rules were developed in Sugeno-style with normal fuzzy subsets. The 
set of range for the tensiometer reading and the water usage were developed based on 
the earlier research. As for ET range and the Bermuda turfgrass coefficient (Kc) 
range, they were built based on the maximum and the minimum value of the data 
series (daily data for one year). It is decided that if the amount of water from the 
system shows below 0.5 inches or 0.6 inches, the system will not start to irrigate the 
lawn. This is because if the amount of water is too low, the water might not be able to 
penetrate the soil area of the majority of the turf root. The most maximum amount of 
water can be disperse is considered as 1.5 inches. This amount of water would be able 
to penetrate the soil up to 11.6 inches/feet [2].  

The rule of thumb is the irrigation activity should not start if the moisture is at 
saturated or field capacity level. Thus, the lawn should be irrigated only when the 
tensiometer shows that the water level in the lawn has reached the field capacity area 
that overlap the advisable irrigation area or advisable irrigation area with stress or 
without stress, which lies in the high subset of the tensiometer. The first reading is the 
30 – 80 centibars where is suitable for the irrigation activity called the advisable 
irrigation area and the second one is 70 – 100 centibars where it is still suitable for 
irrigation but the plant is approaching its wilting point. The number of rules for 
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Sugeno-style with normal subsets are 45 rules. If the tensiometer shows the reading in 
low or medium subset then the lawn should not be watered. 

Massaging Data. For standardization, the representation of the value for each data in 
the subsets for all fuzzy inferences methods has been modified. Since all the data 
were in the continuous data, the range for all inference methods has been massaged 
using minimum and maximum value of each data set consists of tensiometer reading, 
ET rate, the turf Kc and the amount of water. The formula used to massaged the data 
is shown below; 

Massaged value = (actual value – minimum value)/(maximum value - 
minimum value) . 

(2) 

Then, the massaged subsets for all the inputs and the output were entered in the 
MatLab software for the preparation of the systems comparison. Figure 1 shows the 
representation of input subset for tensionmeter reading that has been massaged. The 
fuzzy sets for tensionmeter reading are low, medium and high. 

 

 

Fig. 1. Tensiometer Reading Fuzzy Set 

Figure 2 shows the representation of input subset for ET that has been massaged 
and the fuzzy sets are low, medium and high. 

Figure 3 shows the representation of input subset for Kc that has been massaged 
and the fuzzy sets are low, medium and high. 

Figure 4 shows the representation of the output function for water that has been 
massaged and the functions are high, medium, small and no water. 
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Fig. 2. Evapotranspiration Fuzzy Sets 

 

Fig. 3. Turf Grass Coefficient Fuzzy Sets 
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Fig. 4. Water Functions 

4.4   Evaluation Sugeno and Conventional Method  

To validate the amount of water by Sugeno inference of the simulation system, the 
MatLab software was used. Both results from the simulation system and MatLab were 
recorded and the annual average water usage was calculated. Then, the percentages of 
moisture level were visualized in the Microsoft Excel to produce the soil moisture 
percentage line graph for the whole year. The simulation system was expected to 
produce the same or similar result to the analysis that has been done in the MatLab 
Fuzzy Logic Toolbox.  

Meanwhile the comparison for the conventional irrigation system and Sugeno 
inference method were conducted with one another, after the subsets have been 
massaged. Then the comparison made was based on the annual average amount of 
water used for each system that was recorded for the whole year. The percentage of 
moisture in the soil based on the dummy moisture percentage has also been 
considered for each system. The intention is to see the soil moisture percentage 
pattern for the whole year for each system tested.   

5   Result and Finding 

Several experiments have been conducted in order to achieve the desired and targeted 
results. 
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5.1   Simulation Irrigation System 

FuziWDC prototype is built using JAVA programming language. The inputs are ET 
rate, Kc and tensiometer dummy data. The FuziWDC will then simulate the result in a 
graphical form either it is time to water or not, the amount of water used, duration of 
dispersal and the day of dispersal. For this purpose, data set from year 2005 was used. 
A Lawn Cross Section was built to demonstrate the simulation processes. Figure 5 
shows a graphical interface of Lawn Cross Section. When the system decides it is 
time to irrigate, it will notify the user the day it irrigate, the amount of water used and 
the duration of the water dispersed. The next day, the user will see that the line 
increased. 

 

Fig. 5. A Graphical Outcome of Lawn Cross Section 

5.2   The Comparison of the Conventional Irrigation System and the Fuzzy 
Expert Irrigation System 

Results from the simulation system and MatLab showed almost similar output in 
terms of water amount used. This validated that the simulation system result is 
reliable. So that, we move on to evaluate Sugeno and conventional method. The 
conventional irrigation system was set by the owner according to the owner institution 
and some irrigation experience. FuziWDC is set once a year and it is set to work 
automatically. Below are the findings of the analysis between the conventional and 
the FuziWDC. 

Table 1. The Mean Value for Each Irrigation Method in Liter 

Conventional Sugeno 
299.59 265.34 
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Based on Table 1, it shows that by average, the conventional system used 299.59 
liter of water a year while FuziWDC that adopts Sugeno inferencing only used 265.34 
liter of water per year. This shows that the conventional irrigation system used higher 
amount of water compared to FuziWDC. This proved that the conventional irrigation 
system is less effective in saving water resources. Thus, the FuziWDC is much more 
effective in saving water resource.  

The Percentage of Soil Moisture Using Conventional Irrigation System
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Fig. 6. The Percentage of Soil Moisture Using the Unadjusted Conventional Irrigation System 

Figure 6 shows the percentage of soil moisture when using the unadjusted 
conventional irrigation system. This system was set to start the irrigation activity on 
the second month of spring and stop at the end of autumn. From January until the 
middle of April, the system showed favorable result. However, approaching the end 
of April, the system showed that the lawn was irrigated when the water level is in the 
saturated area. This means that the water supplied to the soil was excessive. In the 
middle of Jun until in the middle of September, the water level in the soil dropped 
slowly below the Management Allowable Depletion level, which is 50% of the soil 
content. This shows that the amount of water supplied to the soil was not enough to 
meet the plant requirement and not efficient in coping with the water loss for that 
period. When the year is approaching to the end of September, the water level 
increases slowly. However, it kept on increased until at the end of the year. This time 
the amount of water received by the soil was more excessive compare to the amount 
of water received in the second quarter of the year. Therefore, we can conclude that, 
the unadjusted conventional irrigation system is ineffective in meeting the plant water 
requirement. That is why in the real world, the system needs to be adjusted several 
times according to the season of the year.    

However, when implementing the fuzzy logic in the irrigation activity, the system 
doesn’t have to be adjusted several times in one year. The system just needed to be 



586 S. Mutalib et al. 

installed once and it can work on its own. Figure 7 shows the percentage of moisture 
in the soil when the fuzzy expert system is implemented in the irrigation activity. The 
pattern shows that the moisture level never go below 50% of the soil moisture content 
and never exceed 100% of the moisture content. The most maximum water that is 
allowed to be lost is 50% of the soil moisture content. However, allowing 50% of 
water content made the water level in the area of the advisable irrigation area with 
stress. If the irrigation starts at this level, and attempted to fill up the soil moisture 
until the field capacity, the system might end up using more water. That is why to be 
on the safe side, the system will only allow 40% of water loss in the soil. This 
condition is an advantage to the lawn owner and the plant. When irrigation at 40% of 
water loss, less water needed to be applied for irrigation and less electricity needed to 
be used for the system to irrigate. Since the water level is maintained at the advisable 
irrigation area without stress, it is easier for the plant to absorb the water. Therefore, it 
can stay healthy no matter what the season is. Thus, it can be concluded that fuzzy 
expert irrigation system performed better than the conventional irrigation system in 
water saving and meeting the plant needs.  

Moisture Level in Soil when using Sugeno-Normal
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Fig. 7. The Percentage of Soil Moisture Using Sugeno Inference 

6   Conclusion and Future Works 

It can be concluded that it is important to irrigate based on the plant’s need. The best 
way to determine when the plant needs to be watered is based on the moisture level of 
the soil. The moisture level can be monitored through tensiometer reading recorded 
from the actual environment of the soil. It is also important to know how much water 
has lost due to the transpiration and evaporation process. This will allow the plant 
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owner to know how much water to be used in order to replace the water loss. The 
water loss can be monitor from the ET rate. Thus, it is important to know the plant 
resistance that is the ability of the plant to survive with less amount of water. This 
knowledge will allow the plant owner to save his or her water resource and electricity 
resource. The plant resistance can be viewed from the plant coefficient. 

Fuzzy expert irrigation system using Sugeno performed better than the 
conventional irrigation system. This is due to the less amount of water used in average 
liter. It is also showed that even though the conventional irrigation system used 
greater amount of water than the fuzzy expert system as it is failed to consider soil 
moisture based on weather condition. That is why in the real world, the conventional 
irrigation system is been adjusted several times per year to meet the soil moisture 
condition. However, frequent adjustment of the system will be troublesome for the 
lawn owner.  

The graphical representation illustrates irrigation processes better since the water 
level and the area of the water level position can be understood clearly. In addition, 
the pattern of moisture in the soil can also be understood clearly and the data that 
involved in the system that made the irrigation possible can also be monitored easily. 
The simulation system also proved that the fuzzy expert irrigation system works 
better than the conventional irrigation system.  

In addition, there is no extensive research on irrigation systems that applied fuzzy 
expert system. Therefore, there are a lot of areas that can be explored to improve the 
irrigation that we had today. The intelligent irrigation system can be developed using 
many soft computing method such as the hybrid of fuzzy expert and neural network to 
determine when to water the lawn based on the condition of the grass. Perhaps, when 
irrigation area is matured enough, more irrigation product will be built and applied the 
intelligent method. Some constraints include difficulties in getting the data, time 
limitation and to capture the knowledge of the experts. It is recommended that more 
intelligent methods should be applied to the irrigation field in order to save water 
resources and other resources to ensure the healthy and beauty of the plant.    
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Abstract. Unforgeabilty is a primitive property of a secure digital sig-
nature. As two extensions of digital signature, signcryption and certifi-
cateles signature play an important role in the sensitive transmission. In
this work, we analyze the security of two signature schemes, one is the
certificateless signature scheme[17] which was proposed by Gorantla et al
in CIS 2005, the other is an efficient short signcryption scheme[8] which
was proposed by Ma et al in Inscrypto 2006. Then, we show that the two
schemes were insecure. In Ma et al ’s scheme, if the recipient is dishonest,
then he can produce any forgery on an arbitrary message and convince
the trusted third party that the forgeable signcrytion comes from the
signer. While, in Gorantla et al ’s scheme, any one can forge a signature
on an arbitrary message in the name of the others. Finally, we give the
corresponding improved scheme, respectively.

1 Introduction

Unforgeability is an important property of cryptographical protocol. The un-
forgeability of digital signature denotes that a signature scheme must be able to
be against adaptive chosen message attack. As two extensions of digital signa-
ture, signcryption and certificateless signature should satisfy the unforgeability
property of digital signature. In this work, we analyze the security of two ex-
tended signature schemes, one is the certificateless signature scheme[17] which
was proposed by Gorantla et al in CIS 2005, the other is an efficient short sign-
cryption scheme[8] which was proposed by Ma et al in Inscrypto 2006. And we
show that the two schemes were insecure and give the corresponding attack and
improved scheme.

Signcryption. Encryption and signature are two fundamental services of public
key cryptology. Encryption can provide confidentiality of the message. Digital
signature can provide authentication and non-repudiation of a message. In some
cases, we hope to provide two roles in reality. In 1997, Zheng [13] proposed a novel
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cryptographic primitive: signcryption. The idea behind the signcryption is to si-
multaneously perform signature and encryption in a logic step in order to obtain
confidentiality, integrity, authentication and non-repudiation at lower computa-
tional cost than the traditional ”signature” then ”encryption” approach. Subse-
quent, some efficient signcryption schemes [2,3,4,5,6,7,8] have been proposed.

Recently, a lot of signcryption schemes from super singular elliptic curves
had been proposed owing to the good properties of bilinear maps. Indeed, those
schemes-including identity-based signcryption schemes [3,4,12,11] and non- iden-
tity based schemes [5,6], only offer a saving in length but not in computation
over the sign-then-encrypt method. Their computational costs are identical to
that of encryption plus that of signature. In [6], a signcryption scheme with both
length and computation saving was proposed, but it is shown to be insecure by
[7] subsequently.

To achieve savings both in length and computation with tight security, C.L.Ma
proposed an efficient and short signcryption scheme [8]. Their scheme is very ef-
ficient as no pairing computation is included in the signcrypting phase, and the
size of signcryptext is about about 260 bits, the size of which is two thirds of
Zheng’s scheme but its security is higher than Zheng’s scheme. And the author
also claimed that the scheme is secure in the random oracle model. Unfortunately,
in this work, we show that the scheme is insecure. If the recipient is dishonest, he
can forge signcryptext on an arbitrary message m and prove to the trusted third
party that the signcrytext is produced by the signer. At the same time, we give
the corresponding attack on this scheme. Finally, we also give an improve scheme.

Certificateless Signature. As a new public key system, certificateless public
key cryptography[19] eliminates the usage of certificates in traditional public key
cryptography while solving the inherent key escrow problem in identity-based
public key cryptology. Since certificateless public key cryptography was intro-
duced, a few certificateless signature schemes [18,20,21,22,23] were proposed.
The first certificateless signature[19]which was introduced by Al-Riyami et al has
been shown insecure and exists replacement attack of public key in the scheme
[20]. In 2004, Yum and Lee proposed a generic construction of certificateless sig-
nature[23] by combining an ID-based signature scheme and a traditional public
key signature scheme. Unfortunately, the scheme was also shown to be insecure
against public key replacement attack by Hu et al in [21]. Recently, an efficient
certificateless signature[22] which was proposed by Yap et al is proven to not be
against public key replacement attack. According to the statement above, public
key replacement is a common flaw of some certificateless signature schemes.

In 2005,M.Choudary Gorantla et al presented an efficient certificateless sig-
nature scheme and claimed that the security of the scheme was relative to the
difficulty of solving the CDH problem. In this work, we analyze the security of
the scheme and show that the scheme has not exist public key replacement, but
exist universally forgery. Finally, we give an improved scheme to overcome its
flaw, and our improved scheme is proven to be secure in the random oracle model.
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The rest of the paper is organized as follows. in Section 2, some preliminaries
were recalled; in section 3, we present a brief description of Ma et al ’s scheme,
and an efficient forgery attack and an improved scheme are presented in section
4. In section 5 and section 6, we review Gorantla et al ’s Scheme and give the
universal forgery attack of Gorantla et al ’s Scheme, respectively; subsequently,
an improved scheme is put forward in section 7 and its security is analyzed in
section 8; The conclusions of the work are given in section 9.

2 Preliminaries

In this section, we brief review bilinear pairings, since two signature schemes
which are attacked by us, and our improved scheme, are based on bilinear pair-
ings.

Let G1 and G2 be two cyclic groups of the same prime order p. Let e be
a computable bilinear map e : G1 × G1 → G2, which satisfies the following
properties:

– Bilinear: e(aP, bQ) = e(P, Q)ab, where P, Q ∈ G1, and a, b ∈ Zp.
– Non-degenerate: There exists P, Q ∈ G1 such that e(P, Q) �= 1;
– Computability: There exists an efficient algorithm to compute e(P, Q) for all

P, Q ∈ G1.

We call such a bilinear map e as an admissible bilinear pairing, and the Weil
pairing in elliptic curve can give a good implementation of the admissible bilinear
pairing [3].

Definition 1. Computational Diffie-Hellman Problem CDHP: The CDHP in
G1 is such that given (P, aP, bP ) with uniformly random choices of a, b ∈ Zp,
to compute abP . The CDH assumption sates that there is no polynomial time
algorithm with a non-negligible advantage in solving the CDHP.

Security proofs are reduced to the CDH problem in our improved certificateless
signature scheme.

Definition 2. (Target Collision Resistance). Let w̄, p be two positive integes. We
say that a family of hash function H = {Hk : {0, 1}w̄ → Zp}k∈K is (t, εH)−target
collision resistance hash function if the probability of any t−polynomial time algo-
rithm A is

Pr[Hk(x) = Hk(y) and y �= x: given x ∈ {0, 1}w̄, k ← K; y ← A(k)] < εH

3 Reviews of Ma et al Scheme

In this section, we brief review Ma et al ’s short signcryption scheme. The scheme
consists of four algorithms: Setup, KeyGen, Signcrypt and Unsigncrypt.
The scheme is describe as follows:
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◦ Setup: Given a security parameter k, this algorithm chooses two groups G1
and G2 with the same order q, Let e : G1 × G1 → G2 be a bilinear pairing.
P is a generator of G1. Randomly choose s ∈ Zp and compute the public
key Ppub = sP . H1(·), H2(·), H3(·) are three hash functions and they satisfy
H1 : {0, 1}∗ → Zp, H2 : G

3
1 → {0, 1}∗ and H3 : {0, 1}n → {0, 1}k. (E, D)

is a security symmetric encryption scheme. Then the system parameters are
Para = (k, n, G1, G2, P, e, H1, H2, H3, E, D)

◦ KenGen: Every user picks his private key sku ∈ Zp and computes the corre-
sponding public key pku = skuP .

◦ Signcrypt: To produce a signcrytion on the message m under the recipient’s
public key pkr, the signer with the private key sks responds as follows:
1. pick r ∈ Zq and compute u = 1

H1(m)+sks+r mod p

2. compute U = uP ∈ G1, V = r ⊕ H2(U, pkr, upkr) and W = Eκ(m||pks)
where κ = H3(r).

3. the resultant signcryption is C = (U, V, W )
◦ Unsigncrypt: Upon receiving signcrypt C = (U, V, W ), the recipient com-

putes as follows:
1. parse C as (U, V, W ) and compute r = V ⊕ H2(U, pkr, skrU).
2. compute m||pks = Dκ(W ) where κ = H3(r).
3. if e(U, (H1(m)+ r)P + pks) =e(P, P ) then return the message m, other-

wise return ⊥.

4 Attack on Ma et al ’s Scheme and an Improved Scheme

In the section, we analyze the security of Ma et al ’s scheme, and show that the
scheme is insecure. At the same time, to overcome the flaw of the scheme, an
improved scheme is proposed.

4.1 Attack

Here, we will show that given a signcryptext C = (U, V, W ), if the recipient
is dishonest, then he can forge signcryptext on arbitrary message m. In the
following, we show how the recipient forges signcryptext. Given the signer’s
public key pks, the recipient’s public key pkr and a signcryptext C = (U, V, W ).

1. Firstly, the recipient computes r = V ⊕ H2(U, pkr, skrU), and recovers the
message m by the Unsigncrypt algorithm.

2. The recipient randomly chooses a forged message M ′ and computes κ′ =
H3(M ′).

3. the recipient sets U ′ = U .
4. Then the recipient computes r′ = H1(m) + r − H1(M ′) and V ′ = r′ ⊕

H2(U ′, pkr, skrU
′)

5. The recipient computes W ′ = Eκ′(M ′||pks) where κ′ = H3(M ′).
6. Finally, the forged signcryptext is C′ = (U ′, V ′, W ′).
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Obviously, the forged signcryptext C′ = (U ′, V ′, W ′) is valid. It means that given
a signcryptext C′ = (U ′, V ′, W ′), the recipient can produce forgery on arbitrary
message. Thus, Ma et al ’s scheme is insecure. The reason, which the scheme
results in the above attack, is that given a value H1(m) + r, there exists infinite
pairs (m′, r) satisfying the relation H1(m) + r = H(m′) + r′.

4.2 The Improved Scheme

In the subsection, we can make up the fault of the original scheme by a little
revision. Setup phase and KenGen phase are the same as ones of Ma et al
scheme.

[Signcrypt]

For a given message m, the signer with public key pks computes as follows:

1. randomly choose r ∈ Zq and compute u = 1
H1(m||r)+sks+r mod p. This point

is a difference with the original scheme.
2. compute U = uP ∈ G1, V = r ⊕ H2(U, pkr, upkr)
3. Finally, the resultant signcryptext is C = (U, V, W )

[Unsigncrypt]

Upon receiving a signcryptext C = (U, V, W ), the recipient responds as fol-
lows:

1. parse C as (U, V, W ) and compute r = V ⊕ H2(U, pkr, skrU).
2. compute m||pks = Dκ(W ) where κ = H3(r).
3. if e(U, (H1(m||r)+r)P +pks) =e(P, P ) then return the message m, otherwise

return ⊥.

[Public Verifiability]

To a signcryptext C = (U, V, W ), If necessary, the recipient can prove to the
trusted third party that the signer indeed signcrypted on a message m. The
recipient forwards (m, U, r, pks) to the trusted third party. Then the trusted
third party checks

e(U, (H1(m||r) + r)P + pks) = e(P, P )

If the above equation holds, it indicates the signcryptext is valid.
From our proposed scheme, you can find that the difference between our

improved scheme with Ma et al ’s scheme is that we replace u = 1
H1(m)+sks+r

into u = 1
H1(m||r)+sks+r , which is able to resist the recipient’s forgery. Due to

collision resistance of hash function, we can ensure there doesn’t exist another
a pair (m′, r′) to satisfy H1(m′||r′) + r′ = H1(m||r) + r. Otherwise, it is in
contradiction with target collision- resistant hash function. The detail security
proof of our improved scheme is similar to that of Ma et al ’s scheme and is also
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based on q− strong Diffie-Hellman assumption. Due to the limited space, the
security proof is not considered in the paper. Please interested reader refer to
[8] for the similar proof.

5 Reviews of Gorantla et al ’s Scheme

In the section, we briefly recall Gorantla et al ’s certificateless signature[17]. The
signature scheme consists of seven polynomial-time algorithms and is described
as follows:

Setup. Randomly choose two group G1 and G2 with the same order p. P ∈ G1
is a generator of G1. Let t ∈R Zp as the master key of private key generation
center (PKC), and compute the public key QTA = tP . H1 and H2 are two
hash functions which satisfy H1 : {0, 1}∗ × G1 → Zp and H2 : {0, 1}∗ → G1

Partial-Private-Key-Extract. When a user with identity IDA asks for a
partial-private-key, PKC computes DA = tQA and returns it to the user,
where QA = H2(IDA)

Set-Secret-Value. The user with identity IDA selects a secret value s ∈ Zp.
Set-Private-Key. The user with identity IDA computes this private key sA =

sDA.
Set-Public-Key. The user with identity IDA computes this public key PA =

sQTA

Sign. To sign a message m, the user with identity IDA computes the following
steps:
1. randomly choose l ∈R Zp and compute U = lQA + QTA;
2. compute h = H1(m, U);
3. compute V = (l + h)sA.
4. the resultant signature on the message m is (U, V ).

Verify. On receiving a signature (U, V ), the verifier performs the following steps:
1. Compute h = H1(m, U)
2. Check whether the following equation holds.

e(P, V )e(PA, QTA) = e(PA, U + hQA) (1)

The above certificateless signature scheme is very efficient, since no pairing com-
putation is involved in the signing algorithm, and the size of signature is only
the two elements of G1.

6 Universal Forgeability of Gorantla et al ’s Scheme

In [17], the authors have claimed that their scheme was secure in the random
oracle model and the security of the scheme was related to the hardness of com-
puting a solution of CDH problem. In the following, we will show that the scheme
is universally forgeable. Namely, any one can produce a forgeable signature on
an arbitrary message.
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In the following, we describe how the forgery to produce a forgery with an
identity IDF .

1. Firstly, the forger computes QF = H2(IDF ).
2. The forger randomly chooses k ∈R Zp and sets the private key of the

user with the identity IDF as sIDF = kQF . Note that sIDF = kQF =
ks−1DF = ks−1sQF , where DF is essentially Partial-Private-Key of the
user with the identity IDF , and ks−1 is essentially the chosen secret value
by the user with the identity IDF . For all DF and ks−1 are unknown to the
forger, but the forger can compute their product.

3. The forger computes this public key of the user with the identity IDF as
PF = (ks−1)QTA = (ks−1)sP = kP .

4. To produce a forgery on a message m, the forger randomly chooses l′ ∈ Zp

to compute U ′ = l′QF + QTA and h′ = H1(m, U ′), then he computes V ′ =
(l′ + h′)sIDF = (l′ + h′)kQF .

5. Finally, the forged signature on the message m is (U ′, V ′).

In the following, we show that the forged signature must be able to pass the
verifying equation’s verification (1).

e(P, V ′)e(PF , QTA) = e(P, (l′ + h′)sIDF )e(PF , QTA)
= e(P, (l′ + h′)kQF )e(PF , QTA)
= e(PF , (l′ + h′)QF + QTA)
= e(PF , U ′ + h′QF )

where h′ = H1(m, U ′).
Obviously, the forged signature is valid and is able to satisfy the verifying

equation. According to the above forgery, we know that any one can produce a
forgery signature in the name of the other user without private key of the other
user. Because he can compute the private key of the other user.

7 Our Improved Scheme

In this section, we propose an improved certificateless signature scheme to the
above flaw. The improved scheme is described as follows:

Setup. Randomly choose two group G1 and G2 with the same order p. P ∈ G1
is a generator of G1. Let t ∈R Zp as the mater key of private key center
(PKC), and compute the public key QTA = tP . H1(·) and H2(·) are two
hash functions which satisfy H1 : {0, 1}∗× G

4
1 → Zp and H2 : {0, 1}∗ → G1.

Publish the parameters (G1, G2, P, QTA, H1(·), H2(·)) and keep the master t
secret.

Partial-Private-Key-Extract. When a user with identity IDA asks for a
partial-private-key, PKC computes DA = tQA and returns it to the user,
where QA = H2(IDA)

Set-Secret-Value. The user with identity IDA selects a secret value s ∈ Zp.
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Set-Private-Key. The user with identity IDA computes this private key sA =
sDA and s.

Set-Public-Key. The user with identity IDA computes this public key PA1 =
sQTA and PA2 = sP , and publishes (PA1 , PA2).

Sign. To sign a message m, the user with identity IDA computes the following
steps:
1. randomly choose l ∈R Zp and compute U = lQA;
2. compute h = H1(m, U, QTA, PA1 , PA2);
3. compute V = lsA + h(DA + sQA).
4. the resultant signature on the message m is (U, V ).

Verify. On receiving a signature (U, V ), the verifier performs the following steps:
1. Compute h = H1(m, U, QTA, PA1 , PA2)
2. Check whether the following equation (2) and (3) holds.

e(PA1 , P ) = e(PA2QTA) (2)

e(P, V ) = e(PA1 , U)e(hQA, PA2 + QTA) (3)

If the equation (2) and (3)hold, then it means that the signature is valid.
Obviously, a valid signature (U, V ), it is able to pass verification of the verifying
equation. Since

e(P, V ) = e(P, lsA + h(DA + sQA))
= e(stP, lQA)e(P, h(DA + sQA))
= e(PA1 , U)e(P, h(DA + sQA))
= e(PA1 , U)e(QTA, hQA)e(P, shQA)
= e(PA1 , U)e(QTA, hQA)e(PA2 , hQA)
= e(PA1 , U)e(QTA + PA2 , hQA)

e(PA1 , P ) = e(sQTA, P ) = e(sP, QTA) = e(PA2 , QTA)

where h = H1(m, U, QTA, PA1 , PA2).

8 Security Analysis of the Improved Scheme

In a certificateless signature scheme, the security is assessed in term of two
different kinds of attackers.

Type I attacker is meant to represent a normal third party attack against the
existential unforgeability of the system. In Type I attack model, an attacker is
able to replace the user’s public key at will. It means that the attacker is able
to fool a user into accepting a signature under a public key that been chosen by
the attacker.

Type II attacker represents a malicious Private Key generation Center (PKC),
which provides a user’s partial-private-key extraction, to forge a user’s signature
without replacing the user’s public key.
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Please interested reader refer to [22] for the detail security model. In the fol-
lowing, we give security analysis of our improved scheme and show that the
scheme is able to be against Type I attack and Type II attack under the adap-
tively chosen message and ID attacks.

Theorem 1. Our improved certificateless signature scheme is existential un-
forgeable against the Type I attack in the random oracle model under the CDH
assumption in G1.

Proof. Assume there is an adversary A exists. We are going to construct another
PPT B that makes user of A to solve the CDH problem.

B is given a problem instance as follows: given a group G1, a generator P ,
two elements aP, bP ∈ G1. Its goal is to output the element abP ∈ G1. In order
to user A to solve for the problem, B needs to simulates a challenger and the
the following oracles for A.

First, B setsQTA = aP as the public key of PKC. Then B sends (p, G1, P, QTA)
to the adversary A. Next, B randomly chooses an index i ∈ {1, · · · , qH2}, where
qH2 denotes the number of querying H2−Oracle. B also sets Qi = bP and ran-
domly chooses k ∈ Zp to compute the user i’s public key Pi1 = kQTA and
Pi1 = kP .
H2−Oralces: B maintains a list of tuples < IDj, Qj , yj, xj , Pj1 , Pj2 > as the
H2−list. When an identity IDj is submitted to oracle H2, B responds as follows:

1. If IDj has appeared on H2−list, then B returns with H2(IDj) = Qj .
2. If IDj has not appeared on H2−list, and if j = i, then B outputs H2(IDi) =

bP and adds < IDi, Qi, ∗, k, Pi1 , Pi2 > to the H2−list. Otherwise, B ran-
domly yj , xj ∈ Zp and responds H2(IDj) = Qj = yjP , and adds < IDj , Qj ,
yj , xj , Pj1 , Pj2 > to the H2−list, where Qj = yiP , Pj1 = xjQTA and Pj2 =
xjP .

H1−Oracles: When the adversary A makes a query on H1−Oracle with (mj , Uj ,
QTA, Pj1 , Pj2), B randomly chooses hj ∈ Zp and returns it as response.
Partial-Private-Key-Extraction: Suppose the request is on an identity IDj ,
if j �= i, then B replies with Dj = yjQTA, otherwise, B aborts it.
Private-Key-Extraction: Suppose the query is made on an identity IDj , if
j �= i, B replies with xjyjQTA and xj , otherwise, B aborts it.
Request for Public Key: Suppose the query is made on an identity IDj. if
j �= i, B replies with xjQTA and xjP , else, B replies with Pi1 = kQTA and
Pi2 = kP .
Replace Public Key: Supposed the query is to replace the public key for IDj

with a value (P ′j1 , P
′
j2

). Firstly, B checks whether e(P ′j1 , P ) = e(QTA, P ′j2 ) holds.
If it holds, when j �= i, the B replaces (Pj1 , Pj2 ) with (P ′j1 , P

′
j2 ) in the H2−list and

updates the list with < IDj , Qj, yj , ∗, P ′j1 , P
′
j2

>; if j = i, B replaces (Pi1 , Pi2)
with (P ′i1 , P

′
i2

) in the H2−list and updates it with < IDi, Qi, ∗, ∗, P ′i1 , P
′
i2

>.
Signing Oracles: Note that at any time during the simulation, equipped with
those private keys and partial private keys for IDj �= IDi, the adversary A is
able to generate signature on any message if the corresponding public key has
not been replaced.
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For the case IDj �= IDi where the corresponding public key has been replaced,
if receiving a signing query on mj, B responds as follows:

– randomly choose α ∈ Zp and compute Uj = αP

– compute Vj = αPj1 + yihi(Pj2 + QTA) (Note that: Qj = H2(IDj) = yjP
and hi = H1(mj , Uj , QTA, Pj1 , Pj2))

For the case IDj = IDi where the corresponding public key has not been re-
placed, B responds as follows:

– randomly choose α, β ∈ Zp and compute Ui = 1
k (βP − αQi)

– compute Vi = βQTA + kαQi

– if (mi, Ui, Pi1 , Pi2 , QTA) have always been made a query for H1−oracle, then
abort it. Otherwise, H1(mi, Ui, QTA, Pi1 , Pi2) = α and update the H1−list.

For the case IDj = IDi where the corresponding public key has been replaced
with (P ′i1 , P

′
i2

). In such case, we assume that the adversary A may additionally
submit the corresponding value x′i corresponding to the replaced public key
(P ′i1 , P

′
i2

) to the signing oracle. Please refer to the security model in [22]. B
responses as follows:

– randomly choose α, β ∈ Zp and compute Ui = βP − 1
x′

i
(αQi)

– compute Vi = βP ′i1 + x′iαQi

– if (mi, Ui, P
′
i1

, P ′i2 , QTA) have always been made a query for H1−oracle, then
abort it. Otherwise, H1(mi, Ui, QTA, P ′i1 , P

′
i2

) = α and update the H1−list.

Output: Eventually, the adversary A outputs a forgery signature σ = (U∗, V ∗)
on the message m∗, for an identity ID∗ with public key P ∗1 and P ∗2 . We re-
quire m∗ was not made a signing query with identity ID∗, and ID∗ = IDi and
(P ∗1 , P ∗2 ) = (Pi1 , Pi2 ). Otherwise, B aborts. Applying the forking technique for-
malized in [18], B then replays the adversary A with the same random tape but
different choice of the hash function H1 to get another forgery σ′ = (U ′∗, V ′∗),
where U ′∗ = U∗.

Obviously, the signature (U ′∗, V ′∗, h = H1(m, U ′∗, QTA, P ∗1 , P ∗2 )) and the sig-
nature (U∗, V ∗, h′ = H1(m, U∗, QTA, P ∗1 , P ∗2 )) should satisfy

V ∗ = lsA + h(Di + kQi)

V ′∗ = lsA + h′(Di + kQi)

Thus, B can obtain V ′∗ − V ∗ = h′Di − hDi + (h′ − h)kQi. Thereby, he is able
to compute abP = Di = (V ′∗−V ∗)

h′−h − kQi. �

Theorem 2. Our improved certificateless signature scheme is existential un-
forgeable against the Type II in the random oracle model under the CDH as-
sumption in G1.
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Proof. Assume there is an adversary A exists. We are going to construct another
PPT B that makes user of A to solve the CDH problem.

B is given a problem instance as follows: given a group G1, a generator P ,
two elements aP, bP ∈ G1. Its goal is to output the element abP ∈ G1. In order
to user A to solve for the problem, B needs to simulates a challenger and the
the following oracles for A.

First, B randomly chooses t ∈ Zp and sets QTA = tP as the public key of
PKC. Then B sends (p, G1, P, QTA) and the master key t to the adversary A.
Next, B randomly chooses an index i ∈ {1, · · · , qH2}, where qH2 denotes the
number of querying H2−Oracle. B also sets Pi2 = aP and Pi1 = tPi2 = taP as
the public key of the user i .

H2−Oralces: B maintains a list of tuples < IDj, Qj , yj, xj , Pj1 , Pj2 > as the
H2−list. When an identity IDj is submitted to oracle H2, B responds as follows:

1. If IDj has appeared on H2−list, then B returns with H2(IDj) = Qj .
2. If IDj has not appeared on H2−list, and if j = i, then B outputs H2(IDi) =

Qi = bP and adds < IDi, Qi, ∗, k, Pi1 , Pi2 > to the H2−list. Otherwise,
B randomly yj , xj ∈ Zp and responds H2(IDj) = Qj = yjP , and adds
< IDj , Qj , yj , xj , Pj1 , Pj2 > to the H2−list, where Qj = yiP , Pj1 = xjQTA

and Pj2 = xjP .

H1−Oracles: When the adversary A makes a query on H1−Oracle with (mj , Uj ,
QTA, Pj1 , Pj2), B randomly chooses hj ∈ Zp and returns it as response.
Private-Key-Extraction: Suppose the query is made on an identity IDj , if
j �= i, B replies with xjyjQTA and xj . Otherwise, B aborts it.
Request for Public Key: Suppose the query is made on an identity IDj. if
j �= i, B replies with xjQTA and xjP . Otherwise, B replies with Pi1 = taP and
Pi2 = aP .
Signing Oracles: Note that at any time during the simulation, equipped with
those private keys and partial private keys for IDj �= IDi, the adversary A is
able to generate signature on any message.

For the case IDj = IDi, if receiving a signing query on mj under the public
key (Pi1 , Pi2 ), B responds as follows:

1. Firstly, B randomly chooses α, β ∈ Zp.
2. Compute Ui = βP − αQi

t .
3. Compute Vi = βPi1 + tαQi.
4. if (mi, Ui, Pi1 , Pi2 , QTA) have always been made a query for H1−oracle,

then abort it. Otherwise, let H1(mi, Ui, QTA, Pi1 , Pi2) = α and update the
H1−list.

Output: Eventually, the adversary A outputs a forgery signature σ = (U∗, V ∗)
on the message m∗, for an identity ID∗ with public key Pi1 and Pi2 . We require
m∗ was not made a signing query with identity ID∗, and ID∗ = IDi . Otherwise,
B aborts. Applying the forking technique formalized in [18], B then replays the
adversary A with the same random tape but different choice of the hash function
H1 to get another forgery signature σ′ = (U ′∗, V ′∗), where U ′∗ = U∗.
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Obviously, the signature (U ′∗, V ′∗, h = H1(m, U ′∗, QTA, Pi1 , Pi2)) and the sig-
nature (U∗, V ∗, h′ = H1(m, U∗, QTA, Pi1 , Pi2)) should satisfy

V ∗ = lsA + h(Di + aQi)

V ′∗ = lsA + h′(Di + aQi)

Thus, B can obtain

V ′∗ − V ∗ = (h′ − h)Di + (h′ − h)aQA = (h′ − h)tQi + (h′ − h)aQi

= (h′ − h)tbP + (h′ − h)aQi

Thereby, B is able to compute abP = aQi = (V ′∗−V ∗)
h′−h − tbP . �

9 Conclusion

Unforgeabilty is a primitive property of a secure digital signature. As two ex-
tensions of digital signature, signcryption and certificateles signature play an
important role in the sensitive transmission. In 2005, Gorantla et al proposed
an efficient certificateless signature scheme and claimed that the security of the
scheme was based on the CDH problem. Recently, Ma et al presented a short
signcryption scheme and also claimed that the scheme is secure in the random
oracle model. In this work, we analyze the security of the two schemes, and
show that the two schemes were insecure. Ma et al ’s scheme was existential
unforgeability, if the recipient is dishonest, then he can produce any forgery
on an arbitrary message and convince the trusted third party that the forge-
able signcrytion comes from the signer. However, Gorantla et al ’s scheme was
universally forgeable, any one can forge a signature on arbitrary message in
the name of the others. Finally, we give the corresponding improved scheme,
respectively.
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Abstract. Information aggregation is an important operation in wireless sensor
networks executed for the purpose of monitoring and reporting of the environ-
mental data. Due to the performance constraints of sensor nodes the in-network
form of the aggregation is especially attractive since it allows to save expensive
resources during the frequent network queries. Easy accessibility of networks and
nodes and almost no physical protection against corruptions arise high challenges
on the security of the aggregation process. Especially, protection against attacks
aiming to falsify the aggregated result is considered to be of prime importance.

In this paper we propose a novel security model for the aggregation process
based on the well-established cryptographic techniques, focusing on the scenario
with the single aggregator node. In order to show soundness and feasibility of
our definitions we describe a generic practical approach that achieves security
against node corruptions during the aggregation process in a provable crypto-
graphic way based solely on the symmetric cryptographic primitives. To the best
of our knowledge this is the first paper which aims to combine the paradigm of
provable security in the cryptographic sense with the task of information aggre-
gation in WSNs.

1 Introduction

Monitoring and reporting of the physically measured data to some querying device rep-
resented by a sink, base station, or mobile reader is surely one of the main goals for the
deployment of wireless sensor networks (WSNs). This task is especially important in
scenarios where high confidence on the integrity of the reported information becomes
an indispensable part of the application security. For the purpose of performance opti-
mization the reporting phase is frequently combined with the in-network processing re-
sulting in the in-network information aggregation. The following two aggregation sce-
narios have been established throughout the literature. The single aggregator scenario
is usually applied in cases where the aggregation process is independent of the network
topology. In such scenarios the aggregator role is typically assigned to one of the nodes
based on the execution of the underlying aggregator election protocol (e.g. [1]). More-
over, this role is usually temporary and changed (randomly) between nodes in order to
distribute the increasing costs for the aggregation operation over the whole lifetime of
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the WSN. On the other hand, hierarchical aggregation scenarios usually assume certain
aggregation topology computed in the underlying protocol (e.g. [2]). In such scenarios
nodes located closest to the query device form the highest level of the aggregation hi-
erarchy. Both scenarios are useful and may have own advantages in terms of efficiency,
security, and administration. In this paper we focus on the single aggregator scenario
and address one of the most important issues – the security.

Due to the loose infrastructure deployed sensor nodes may easily become subject of
an adversarial attack. Surely, node corruptions in addition to active network attacks state
one of the highest security threats. Especially, assuming that all nodes have equal phys-
ical properties, without any rigorous protection mechanisms such as tamper-resistance,
designing secure information aggregation solutions becomes even more challenging.
Surely, designing and adequate formal security model together with some generic (in
the cryptographic sense) provably secure practical solution appears to be an interesting
task.

1.1 Related Work

Currently, there exist only few scientific results in the area of secure information ag-
gregation dealing with security of the aggregation process in the presence of corrupted
nodes. In [3], Hu and Evans designed a protocol for hierarchical information aggrega-
tion between a set of nodes and the sink. This was the first solution based on symmetric
cryptography that considered active attacks by compromised sensor nodes. Remarkable
that previous solutions like [4, 2, 5, 6] addressed the scenario with honest communica-
tion participants only and are therefore not of much interest in the context of this work.
The protocol in [3] requires an underlying protocol for the construction of the aggre-
gation tree (e.g. [2]), as well as shared individual keys possibly pre-deployed in sensor
nodes, and an authentic unidirectional communication channel between the sink and
the involved nodes (e.g. [7, 8]). As for the corruption of nodes, we observe that if a
node and a parent node in the aggregation tree are compromised then the adversary can
significantly modify the aggregated result. For instance, corruption of the root node and
its both children would allow complete falsification of the final aggregated value. Przy-
datek, Song, and Perrig [9] proposed a Secure Information Aggregation (SIA) frame-
work for sensor networks which provides better resilience against malicious sensor
nodes than the process in [3]. SIA addresses the single aggregator scenario. The main
drawback of SIA (in the cryptographic sense) is its probabilistic security. In general the
probability of the query device (sink) accepting some falsified aggregation result can
be minimized by increasing the communication (and computation) between the sink
and the aggregator node which constructs a Merkle hash commitment tree [10] for the
received individual inputs and proves correctness of some parts of this tree during the
subsequent interaction with the sink. Przydatek et al.’s protocol considers aggregation
functions whose outputs can be approximated by the uniform sampling of the input val-
ues, e.g., computation of the MIN/MAX, AVERAGE, and MEDIAN. Recently, Chan,
Perrig, and Song [11] described a solution for the hierarchical in-network aggregation
which prevents active attacks aiming to modify and falsify the aggregation result. One
of the core requirements in their approach builds the notion of optimal security – a prop-
erty that no adversary can induce the sink to accept any aggregation result which is not
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already achievable by the so-called direct data injection, i.e., when the attacker reports
biased data on behalf of nodes under its control. Their approach extends the previous
one mainly by a fully distributed result-checking phase without relying on probabilis-
tic security. Similar to [3] it requires the construction of the aggregation tree structure
(e.g. [2]). Optimal security is achieved via interactive computation of the Merkle hash
commitment trees. Chan et al. focus on the function SUM and show how to use it for
the computation of AVERAGE and Φ-QUANTILE (the value at the Φn-th position in a
sorted list).

1.2 Contributions and Organization

One general remark on the aforementioned solutions is that specified definitions of se-
curity are rather intuitive than formal. Therefore, proposing a formal security model to
allow cryptographically sound security proofs seems to be an interesting extensional
work in this research field. Another remark is that previous solutions cannot be really
called generic since they have been designed with respect to some concrete aggrega-
tion functions (e.g. SUM) and then extended to deal with further functions. A more
generic approach would be to give an abstract definition of the aggregation function
and its security relevant properties. In the light of these remarks we contribute in this
paper in two different ways: in Section 2 we design a formal security model for the in-
network aggregation process and formalize for the first time the aggregation function
in a very general way, and in Section 4 we design a concrete framework and prove its
security according to our formal definitions using a well-known cryptographic proving
technique after providing the required building blocks in Section 3. In terms of perfor-
mance our framework relies on the primitives of symmetric cryptography without any
costly public-key operations.

2 Formal Model for In-Network Aggregation in WSNs

In the following we propose an end-to-end model for in-network aggregation in WSNs.
We focus on the single aggregator scenario, however, remark that the model is modular
and, thus, extendable.

2.1 Communication Model and Participants

Protocol Participants. By S := {S1, . . . , Sn}, n ∈ N we denote the set of all sensor
nodes in the network. We assume that all nodes have identical physical properties. By
A ∈ S we denote the role of the aggregator. This role is temporary and assigned by an
underlying random aggregator election protocol. By R we denote a digital device which
is assumed to be more powerful than any node in S. R is usually represented by a sink,
base station, or some mobile reader, and is assumed to be the party which is supposed
to obtain the aggregated result.

Protocol Sessions and Participating Instances. In order to distinguish between dif-
ferent protocol executions we use the notion of a session, that is every execution results
in a new session identified by some value s, which is unique for each new session. In
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order to model entities Si ∈ S resp. R as participants of some session s we consider
that each entity may have an unlimited number of instances denoted Ss

i resp. Rs.

Secret Keys. For the purpose of authentication we consider that every sensor node Si

resp. R is in possession of some secret key denoted ki resp. kR (notation k is used
in case of generality). This key should be seen as a place holder, that is any k can
in practice consist of several secret values, e.g., R may possess kR composed of the
secret key for broadcast authentication and secret keys shared between R and Si. By
1κ, κ ∈ N we denote the security parameter of the protocol, assuming that all security
relevant parameters are polynomially related to 1κ. In this work we apply symmetric
secret keys aiming to avoid the use of the costly asymmetric cryptography.

2.2 Aggregation Function

In the following we abstractly define the aggregation function agg operating on real
numbers in R, however, extension to other domains is straightforward. We define agg
with two inputs and consider its symmetry and associativity to deal with multiple inputs.
We also allow one of the inputs to be empty (ε); then agg is the identity function. For
the purpose of generality we require an additional auxiliary input space A.

Definition 1 (Aggregation Function). Let agg : R∪{ε}×R∪{ε}×A∪{ε} → R∪{ε}
be an aggregation function, ε an empty element, and A some auxiliary information
space. By convention agg(ε, ε; aux) = ε for any aux ∈ A. For any v1, v2, v3 ∈ R and
specific aux ∈ A the aggregation function should satisfy:
Identity: agg(v1, ε; aux) = v1
Symmetry: agg(v1, v2; aux) = agg(v2, v1; aux)
Associativity: agg(agg(v1, v2; aux), v3; aux) = agg(v1, agg(v2, v3; aux); aux)
Let v := {v1, . . . , vn}, n > 2. By agg(v; aux) we mean the output ai+1 := agg
(ai, vi+2; aux) after i = 1, . . . , n − 2 iterations where a1 := agg(v1, v2; aux). For
simplicity we will omit the indication of aux as one of the inputs.

Many thinkable and widely used aggregation functions such as SUM, PRODUCT, addi-
tive/multiplicative AVERAGE, MIN/MAX, etc. satisfy the above properties of identity,
symmetry and associativity. Note, that in case of AVERAGE agg(v; aux) can be com-
puted correctly only if n is known during each iteration (as part of aux); otherwise
the associativity may not always hold. This emphasizes the need of A in the abstract
definition of agg.

Additionally, we define boolean predicates Bv and Ba for the inputs and outputs of
agg, respectively. These predicates will be used in our definition of security in order to
handle node corruptions in a reasonable way.

Definition 2 (Aggregation Input/Output Predicates). By Bv(v; auxv) resp.
Ba(a; auxa) we denote a boolean predicate for any input v ∈ R resp. output a ∈ R

of agg, where auxv resp. auxa is some auxiliary information. Let v and a be sets/lists
of possible inputs and outputs of agg. By Bv(v; auxv) we mean Bv(v[1]; auxv)∧ . . . ∧
Bv(v[n]; auxv). By Ba(a; auxa) we mean Ba(a[1]; auxa) ∧ . . . ∧ Ba(a[n]; auxa). Ad-
ditionally, we require that agg with corresponding predicates Bv and Ba satisfies the
following properties for any v:
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Correctness: if Bv(v; auxv) = true for all v ∈ v then Ba(agg(v); auxa) = true, and
if Bv(v; auxv) = false for all v ∈ v then Ba(agg(v); auxa) = false

Consistency: if Ba(agg(v); auxa) = false then there exists NO v with Bv(v) = true

For simplicity we will use Bv(v) instead of Bv(v; auxv) and Ba(a) instead of
Ba(a; auxa).

Abstractly defined boolean predicates Bv and Ba can be used to restrict inputs and
outputs of agg, e.g., for the SUM function one can require that every input v ∈ R is
within a certain bound [vmin, vmax] (whereby vmin and vmax become part of auxv and
auxa). Then, one would typically require that every output a should be in the interval
between nvmin and nvmin where n (as part of auxa) is the maximal number of inputs to
be aggregated (added) at once. It is easy to see that in this case the above defined prop-
erties of correctness and consistency are satisfied for any v of size n. At this point we
remark that Bv and Ba play an essential role in our security definition and their correct
specification for a particular aggregation function is necessary. Finally, one important
observation is that we do NOT assume that if a strict subset of inputs does not satisfy
Bv then the output does not satisfy Ba either. This opens doors for the actual attacks.
For example, let agg be the SUM function, [0, 10] the allowed interval for its inputs, and
number 3 the total allowed number of inputs for a single aggregation. Consequently the
output should lie in the interval [0, 30]. Assume, that two inputs are 5 and 8. Obviously,
it is possible to choose the third input as 15 (which is not in the input interval) and still
satisfy the output interval, namely 5 + 8 + 15 = 28 < 30.

2.3 Definition of In-Network Aggregation and Its Correctness

In the following we provide an abstract definition of the in-network aggregation proto-
col InAP1agg focusing on the single aggregator scenario.

Definition 3 (In-Network Aggregation Protocol InAP1agg). In session s of the in-
network aggregation protocol InAP1agg each sensor node instance Ss

i ∈ Ss \ As,
|Ss| = ns communicates to As own aggregation input vi ∈ R. As computes the ag-
gregation result a∗ := agg(v1, . . . , vns) and communicates it to the instance Rs which
terminates either with or without accepting a∗ (possibly after additional interaction
with the instances in Ss).

We say that an in-network aggregation protocol InAP1agg is correct if Rs accepts a∗ :=
agg(v1, . . . , vns) where each vi, i ∈ [1, ns] is the original input of Ss

i ∈ Ss such that
Bv(vi) = true.

2.4 Adversarial Model

As next we specify the adversarial setting for the in-network aggregation protocols. We
assume that the whole communication is controlled by the probabilistic polynomial-
time (PPT) adversary I, i.e., I is able to replay, modify, delay, drop, and deliver protocol
messages out of order as well as inject own messages. Note that since I can always
refuse to deliver protocol messages our model does not address any denial-of-service
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attacks (similar to [9,11]) which aim to prevent R from obtaining any result at all. Note
that in WSNs such attacks would normally be recognized and reveal the information
about the presence of I. Thus, our security model aims to recognize an occurring attack
and prevent R from accepting a “biased” value.

Adversarial Queries. The protocol execution in the presence of I is modeled based
on queries to the instances of the participants. By Send we denote a query type which
allows I to send a message m to any instance involved in the protocol execution. This
query can be used by I not only to inject own messages but also to replay or modify
those sent by the instances, or simply forward them honestly without any changes.

Send(Si, S
s
j , m): I sends m to the node instance Ss

j (claiming that it is from some
instance of Si).

Send(Si, R
s, m): I sends m to the sink instance Rs (claiming that it is from some

instance of Si).
Send(R, Ss

i , m): I sends m to the node instance Ss
i (claiming that it is from some

instance of R).

In response to a Send query I receives the outgoing message which the receiving in-
stance would generate after processing m. This outgoing message might be an empty
string in case that m is unexpected or a failure occurred. Further, there are two spe-
cial Send queries of the form Send(Ss

i ,
′start′, Ss, As, Rs) and Send(Rs, ′start′,

Ss, As). The first query allows I to invoke the protocol execution at instance Ss
i . It con-

tains instances of other participating sensor nodes in Ss\Ss
i , reference on the aggregator

instance As (note that As ∈ Ss), and the sink instance Rs. Similarly, the second query
invokes the protocol execution at Rs. In response to these queries I receives the first
message generated by the asked instance according to the protocol specification.

In addition to the active protocol participation of I we consider node corruptions.
We do not assume any tamper-resistance property. Upon corrupting Si the adversary
obtains full control over Si and reveals all information kept in Si including its secret key
ki. We also allow corruptions of R. However, our security definition will exclude the
meaningless case where R is corrupted during the session in which I wishes to falsify
the aggregation result. Using queries Corrupt(Si) resp. Corrupt(R) the adversary can
obtain the secret key ki resp. kR.

Definition 4 (Strong Corruption Model). For any PPT adversary I we say that I
operates in the strong corruption model if it is given access to the queries Send and
Corrupt.

Protocol Execution in the Presence of I We assume that each secret key is generated
during the initialization phase and is implicitly known to all instances of the entity.
The protocol execution for one particular session s in the presence of the adversary
I proceeds as follows. After I operating in the strong corruption model invokes the
protocol execution for the session s all its queries are answered until Rs terminates
either with or without having accepted the aggregation result. If Rs terminates without
having accepted then a failure has been occurred (or an attack has been recognized).
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Consequently, the goal of I is to influence Rs accepting some “biased” aggregation
result. Note that after the instance terminates it cannot be invoked for a new session so
that a new instance (with new s) should be invoked instead.

2.5 Definition of (Optimal) Security

Prior to the definition of security of InAP1agg we need to exclude the case where R
is controlled by I in the attacked session. This is done by the following definition of
freshness.

Definition 5 (Freshness of R). Let Rs be the instance that has accepted in session s
of InAP1agg , and I a PPT adversary operating in the strong corruption model. We say
that Rs is fresh if no Corrupt(R) queries have been previously asked.

Note that whenever I corrupts R all its instances which have not terminated yet can be
controlled by I. As already mentioned any sensor node including the aggregator node
can be corrupted. Hence, we can even consider the case where all sensor nodes are cor-
rupted and R is the only honest party. There is one general remark on consideration of
corrupted sensor nodes which equally holds for our protocol and the protocols in [9,11].
Namely, corrupted nodes can report data which (strongly) deviates from the real one.
Even, restricting input intervals would not provide security against such attacks. For
example, if nodes measure temperature and reported values should lie between 5 and
100 degrees then any corrupted node can report 100 degrees although the real measured
value is 30. It is clear that such attacks, denoted in [11] as direct data injection, cannot
be prevented unless one completely disallows node corruptions in the adversarial set-
ting, but then this setting would be weak. Nevertheless, damage of such attacks can be
decreased if one ensures the overwhelming majority of uncorrupted nodes at any time
during the network lifetime. Our security definition, similar to the informal definition
of optimal security in [11], does not aim to detect such attacks. Instead, it focuses on
the modification of the aggregated result with respect to the attacks in which corrupted
nodes try to report semantically incorrect inputs to the aggregation function, that is in-
puts vi with Bv(vi) = false. Note that in the single aggregator scenario such stealthy
attacks [9] are possible only if A is corrupted (unless A does not check predicates for
all received original inputs). Obviously, verification of the input predicates by A is in-
dispensable part of any secure protocol in the strong corruption model.

Definition 6 ((Optimal) Security of InAP1agg). Let I be a PPT adversary operating
in the strong corruption model that interacts via queries with instances of parties in
S , |S | = ns and instances of R participating in the in-network aggregation protocol
InAP1agg such that at the end of this interaction there is a fresh instance Rs which
has accepted with the aggregation result a∗. Let Ss

h ⊆ Ss be a subset of sensor node
instances for which no Corrupt queries have been asked prior to the acceptance of a∗

by Rs. Let vh be a set/list of size nh ∈ [1, ns] containing original inputs of instances in
Ss
h and ah := agg(vh).

We say that I wins in the above interaction if there exists NO set/list vc of size
nc = ns − nh with Bv(vc) = true such that a∗ = agg(ah,vc).
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We say that InAP1agg is (optimally) secure if for any adversary I the probability to
win in the above interaction is upper-bounded by a negligible fraction ε.

In the following we provide some explanations. The main goal is to require that I
should be unable to exclude contributions (inputs) of uncorrupted nodes from the ag-
gregated result. For example, if agg is SUM then the aggregated result should be at least
the sum of inputs of uncorrupted nodes (denoted by ah). On the other hand, falsifica-
tion of the input data by corrupted nodes is not considered as an attack as long as their
aggregation result, say some ac, satisfies the boolean predicate Ba (in spirit of direct
data injection), note that in this case the result a∗ := agg(ah, ac) would also satisfy Ba

due to the correctness of agg. Therefore, as an attack we consider the opposite case,
i.e., where the receiver instance accepts a∗ such that ac does not satisfy Ba. The only
general condition for Ba(ac) = false is when all inputs vc with ac := agg(vc) do not
satisfy Bv , i.e., if Bv(vc) = false (due to the correctness of agg). Hence, in our defini-
tion we require that there exists NO set/list of possible inputs vc with Bv(vc) = true,
in addition to the inputs of uncorrupted users vh (that is why nc = ns−nh should hold).

3 Building Blocks

In this section we describe main building blocks of our framework distinguishing be-
tween cryptographic primitives and technical constructions.

3.1 Background on Used Symmetric Cryptographic Primitives

By H : {0, 1}κ1 → {0, 1}κ2, κ1, κ2 ∈ N we denote a collision-resistant hash function,
i.e., for every PPT algorithm I the probability that I finds x1, x2 ∈ {0, 1}κ1 such that
x1 �= x2 and H(x1) = H(x2) is upper-bounded by a negligible fraction εH.
By MAC := (Gen, Sign, Verify) we define a message authentication code with the
algorithms:

Gen: A probabilistic algorithm that on input a security parameter 1κ outputs a secret
key k ∈ {0, 1}κ.
Sign: A deterministic algorithm that on input k and a message m ∈ {0, 1}∗ outputs
a MAC value μ.
Verify: A deterministic algorithm that on input k, m ∈ {0, 1}∗ and a candidate
MAC value μ outputs 1 or 0, indicating whether μ is valid or not.

MAC is secure if for any PPT algorithm I which obtains polynomially bounded number
of MAC values on any messages of its choice the probability that I outputs (m, μ) such
that Verify(k, m, μ) = 1 and no MAC value for m has been previously asked by I is
upper-bounded by a negligible fraction εMAC.

3.2 List Structures

In the following we define lists, their operations, and further notations used in the de-
scription of our protocol.

Definition 7 (Lists and Operations). By convention we use bold letters to denote lists.
For any list x by |x| we denote its size. By x[i], i ∈ [1, |x|] we denote the element at its
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On input r, ns, and kA the aggregator proceeds as follows:
initialize id, v, a, h, timer t, c := 1, compute id := id.idA, v := v.vA
while c ≤ ns or t is not expired do

if new vi received and Bv(vi) = true then c := c + 1, id := id.idi, v := v.vi

if c �= ns and t is expired then μA := MAC.Sign(kA, (r, ERR)), send (ERR, μA) to R
else (a,h) := Commit(r,v,a,h), send (r,a[1],h[1]) to R

Fig. 1. UPFLOW stage specification for the aggregator A

i-th position. An empty element is denoted ε. Upon initialisation each list x is empty,
that is x = {ε} and by convention |x| = 0. Let y be an element to be inserted into x.
We use y.x to say that y is pre-pended to x resulting in x[1] = y. Similarly, we use x.y
to say that y is appended to x resulting in x[|x|] = y.

Note that lists can be represented via binary trees and vice versa, e.g., using the pre-oder
notation, that is the root vertex of the tree followed by its child vertices is recursively
appended to the empty list. In general lists reduce implementation overhead compared
to binary trees.

Definition 8 (Paths, Siblings, Co-Paths, Child and Parent Elements). Let x :=
{x1, . . . , xn} be a list and p ∈ [2, n] any position within it. By {x[p/2],. . . ,x[p/2�log2 p�

= 1]} we denote the path of x[p] (note that x[p] does not belong to its path). If p is even
then x[p + 1], otherwise x[p − 1], is said to be the sibling of x[p]. By co-path of x[p]
we denote the list consisting of its sibling and of siblings of all elements in the path of
x[p] except for x[1]. For any p ∈ [1, n] by x[2p] and x[2p + 1] we denote the first and
second child element of x[p], respectively. Consequently, x[p] is the parent element of
x[2p] and x[2p + 1].

4 Specification of the InAP1agg Framework

Our InAP1agg framework consists of the protocol which proceeds in three stages
(UPFLOW, DOWNFLOW, VERIFICATION) described in the following. For simplicity
we assume that the received messages reveal unique identities of their senders. Since
we describe one particular protocol execution we use entities and not their instances.

4.1 The UPFLOW Stage

In the UPFLOW stage every Si after having received the authenticated sink’s query con-
taining a random nonce r and the expected number of nodes ns sends own initial data
value vi to A. At the same time A initializes the node counter denoted c, the timer t, the
list of sensor node’s identities id and the list of sensor nodes’ initial data values v and
assigns own identity idA and own data value vA to their first positions, respectively. The
formal specification of the aggregator’s calculations is given in Figure 1. Whenever A
receives a new message it extends both lists by corresponding identities and data values.
This extension is performed until A obtains messages from all ns − 1 nodes; otherwise
it sends a negative acknowledgement ERR to R indicating that a failure has occurred.
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Commit(r,v,a,h) :
cv := |v|, n := |v|
while cv ≥ 1 do

if 2cv ≥ n then a := v[cv].a, h := H(r,a[1]).h
else if 2cv ≤ n and 2cv + 1 > n then a := agg(v[cv],a[cv]).a, h := H(r,a[1],h[cv]).h
else a := agg(v[cv],a[cv],a[cv + 1]).a, h := H(r,a[1],h[cv],h[cv + 1]).h
cv := cv − 1

return (a,h)

Fig. 2. Function Commit

A

S5 S6

S2 S7 S1 S4

id = id3 id5 id6 id2 id7 id1 id4

v = v3 v5 v6 v2 v7 v1 v4

a = agg(v3,a[2],a[3]) agg(v5, v2, v7) agg(v6, v1, v4) v2 v7 v1 v4

h = H(r,a[1],h[2],h[3]) H(r,a[2],h[4],h[5]) H(r,a[3],h[6],h[7]) H(r, v2) H(r, v7) H(r, v1) H(r, v4)

1

2 3
4 5 6 7

1 2 3 4 5 6 7

Fig. 3. List Structures in the UPFLOW Stage for S := {S1, . . . , S7}, A = S3. Left side: Vi-
sualisation of node assignments in a binary tree structure. Right side: Reference lists id, v, a,
and h computed by A. Some exemplary notations: sibling of S7 (id[5]) is S2 (id[4]); path of S7

consists of S5 and A (id[2] and id[1]); co-path of S7 consists of S2 and S6 (id[4] and id[3]);
first child of S6 is S1 (id[6]); second child of S6 is S4 (id[7]); parent of S2 is S5.

Note that under the assumption that messages arrive in the order which is correlated
with their “physical” distance to A the identities and initial data values of “closer”
nodes would appear in the beginning of both lists. This will be of advantage wrt. the
communication efficiency in the DOWNFLOW stage.

Starting with nodes whose identities and initial data values are assigned to the later
positions in both lists A computes the list of intermediate aggregation values a and the
list of intermediate commitment values h using the auxiliary Commit function speci-
fied in Figure 2.We remark that the same function will be used by other nodes in the
DOWNFLOW stage. Let id[i] be a sensor node’s identity. Then, a[i] is the output of
the aggregation function agg on inputs v[i] and every data value v[j] of node id[j]
which has id[i] in its path. Further, h[i] is a hash commitment computed on r, a[i],
h[2i], and h[2i + 1]. Note h[2i] and h[2i + 1] are included into the hash commitment
only if these values really exist; otherwise missing hash commitments are treated as
empty elements. The construction of a ensures that a[1] gives the aggregation result
agg(v[1], . . . ,v[ns]). Similarly, the construction of h ensures that h[1] is the final hash
commitment value which depends on all intermediate commitments. At the end of the
UPFLOW stage A forwards (r, a[1],h[1]) to R which verifies that r is correct and checks
whether Ba(a[1]) = true. R terminates if ERR is received or if Ba(a[1]) = false.
Otherwise, R broadcasts authenticated (r, a∗, h∗) with a∗ = a[1] and h∗ = h[1] to all
nodes in the network initiating the DOWNFLOW stage. Figure 3 shows an example of
computed lists for the scenario with seven sensor nodes S := {S1, . . . , S7} where S3
plays the role of A.
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On input r, ns, a∗, h∗, id, v, a, h the aggregator proceeds as follows:
acc := true
if ns �= c or a∗ �= a[1] or h∗ �= h[1] then acc := false
else if ns ≥ 2 then

initialize idL, vL, idR, vR, aco
L , aco

R , hco
L , hco

R , vP

pL := 2
if ns ≥ 3 then pR := 3
if ns ≥ 4 then (idL,vL, idR,vR) := SplitIdV(id,v, idL,vL, idR,vR)
(aco

L ,hco
L ,aco

R ,hco
R ) := SplitAH(n,a,h,aco

L ,hco
L ,aco

R ,hco
R )

vP := vP.vA
send (idL,vL, pL,vP,aco

L ,hco
L ) to Sid[2]

if ns ≥ 3 then send (idR,vR, pR,vP,aco
R ,hco

R ) to Sid[3]

Fig. 4. DOWNFLOW stage specification for the aggregator A

4.2 The DOWNFLOW Stage

The DOWNFLOW stage of our protocol is a distributed process requiring communication
between the sensor nodes. Its goal is to provide every node with sufficient information
which will be used during the VERIFICATION stage to recompute the intermediate
aggregation values and hash commitments along the path (in spirit of [11]). However,
(unlike the tree structure in [11]) all lists computed during the UPFLOW stage are first
known to A, but not to the other nodes. Therefore, A is the first to start the dissem-
ination process which is specified in Figure 4. First, (honest) A must check that the
message received from R contains the same values that have been sent by A in the
UPFLOW stage; otherwise the verification process would fail. Therefore, if A notices
the mismatch then it sets its boolean variable acc := false and turns immediately into
the VERIFICATION stage where it will send its negative acknowledgement to R. If no
mismatch is found then A whose identity is assigned to id[1] sends one message to each
of its child nodes id[2] and id[3]. Note that via ns ≥ 2 it can easily check whether any
child nodes exist. The message addressed to id[2] (id[3]) contains: (1) a list of identities
idL (idR) which consists of elements from id which have id[2] (id[3]) in their paths, (2)
a list of initial data values vL (vR) which consists of elements from v which have v[2]
(v[3]) in their paths, (3) position value p = 2 (p = 3), (4) a list of initial data values vP

consisting of vA, (5) a list of intermediate aggregation values acoL (acoR ) which contains
a[3] (a[2]), and (6) a list of intermediate hash commitments hco

L (hco
R ) which contains

h[6] and h[7] (h[4] and h[5]), if such values exist.
The auxiliary function SplitIdV (Figure 5) is used by A to build the corresponding

sets (idL,vL) resp. (idR,vR). Of course, SplitIdV is executed only if ns ≥ 4, that is
if id[2] and id[3] have in turn further child nodes. SplitIdV function splits the initial
sets id resp. v into the sublists idL and idR resp. vL and vR containing identities resp.
original data values of sensor nodes that have id[2] and id[3] resp. v[2] and v[3] in their
paths. The idea behind the SplitIdV function is to move along the initial id resp. v
lists and insert their elements into either idL or idR resp. vL or vR lists based on the
condition y < x

2 , which identifies whether id[x + y] has id[2] or id[3] in its path.
Another auxiliary function called SplitAH (Figure 6) is used by A to compute lists
of intermediate aggregation values acoL resp. acoR and hash commitments hco

L resp. hco
R

in the co-paths of its first and second child nodes. For example, according to Figure 3
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SplitIdV(id,v, idL,vL, idR,vR) :
x := 4, y := 0
while (x + y) ≤ |id| do

if y < x
2 then

idL := idL.id[x + y], vL := vL.v[x + y]
else idR := idR.id[x + y], vR := vR.v[x + y]
if y < x − 1 then y := y + 1
else x := 2x, y := 0

return (idL,vL, idR,vR)

Fig. 5. Function SplitIdV

SplitAH(c,a,h,aco
L ,hco

L ,aco
R ,hco

R ) :
if c ≥ 3 then aco

R := aco
R .a[2], aco

L := aco
L .a[3]

else aco
R := aco

R .a[2], aco
L := aco

L .ε
if c ≥ 7 then

hco
R := hco

R .h[4].h[5], hco
L := hco

L .h[6].h[7]
else if c ≥ 6 then

hco
R := hco

R .h[4].h[5], hco
L := hco

L .h[6]
else if c ≥ 5 then hco

R := hco
R .h[4].h[5]

else if c ≥ 4 then hco
R := hco

R .h[4]
return (aco

L ,hco
L ,aco

R ,hco
R )

Fig. 6. Function SplitAH

the aggregator A = S3 sends to its first child node S5 the following contents: idL :=
{id2, id7}, vL := {v2, v7}, p = 2, vP := {v3}, acoL := {agg(v6, v1, v4)}, and hco

L :=
{H(r, v1), H(r, v4)}.

Calculations performed by any other Si during the DOWNFLOW stage (Figure 7) are
similar to that of A, except that Si has to wait for the message containing (id,v, p,vP,
aco,hco). Before, Si performs computations of the DOWNFLOW stage it pre-pends own
identity idi and data value vi to id and v, respectively. Note that this results in id[1] =
idi and v[1] = vi. Before Si proceeds with the computation it checks whether the re-
ceived parameters are well-formed. Note that the equality cp = 	log2 p
 ensures the
consistency between the node’s position p and the number of nodes in its path. If any of
these verifications fails then Si sets its boolean variable acc to false and turns directly
into the VERIFICATION stage. Note that in this case child nodes of Si will not receive
any messages. Thus, a negative acknowledgement will be sent to A and then forwarded
to R. Otherwise, Si (with id[1]) invokes the Commit function which outputs interme-
diate aggregation values a and hash commitments h. Then Si checks whether there are
any further child nodes via the condition c ≥ 2. If so, Si splits id resp. v into idL and
idR resp. vL and vR using the SplitIdV function, updates acoL and acoR resp. hco

L and hco
R

based on the previously computed lists a and h using the SplitAH function, extends
v′P := vP.vi (note that the received vP remains unchanged since it will be needed in the
VERIFICATION stage), and sends appropriate messages to its existing child node(s).

On input r, ns, a∗, h∗, id, v, p, vP, aco, hco every sensor node Si proceeds as follows:
id := idi.id, v := vi.v, c := |id|, cp := |vP|, acc := true
if c �= |v| or cp �= |aco| or cp �= �log2 p� or Bv(v) = false or Bv(vP) = false

or Ba(a∗) = false or Ba(a) = false then acc := false
else

initialize a, h
(a,h) := Commit(r,v,a,h)
if c ≥ 2 then

initialize idL, vL, idR, vR, aco
L , aco

R , hco
L , hco

R , v′
P

aco
L := aco, aco

R := aco, hco
L := hco, hco

R := hco, pL := 2p
if c ≥ 3 then pR := 2p + 1
if c ≥ 4 then (idL,vL, idR,vR) := SplitIdV(id,v, idL,vL, idR,vR)
(aco

L ,hco
L ,aco

R ,hco
R ) := SplitAH(c,a,h,aco

L ,hco
L ,aco

R ,hco
R ), v′

P := vP.vi

send (idL,vL, pL,v′
P,a

co
L ,hco

L ) to Sid[2]
if c ≥ 3 then send (idR,vR, pR,v′

P,a
co
R ,hco

R ) to Sid[3]

Fig. 7. DOWNFLOW stage specification for the sensor node Si
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On input r, ns, a∗, h∗, p, a, h, vP, aco, hco, acc, ki every sensor node Si proceeds as follows:
if acc = true then

a := a[1], h := h[1], cp := |vP|, ch := |hco|
while cp ≥ 1 do

if p even then
if p + 1 ≤ ns then

a := agg(vP[cp], a, aco[cp])
if 2(p + 1) + 1 ≤ ns then h̄ := H(r,aco[cp],hco[ch − 1],hco[ch]), ch := ch − 2
else if 2(p + 1) ≤ ns then h̄ := H(r,aco[cp],hco[ch − 1]), ch := ch − 1
else h̄ := H(r,aco[cp])
h := H(r, a, h, h̄)

else a := agg(vP[cp], a), h := H(r, a, h)
else

a := agg(vP[cp],aco[cp], a)
if 2(p − 1) + 1 ≤ ns then h̄ := H(r,aco[cp],hco[ch − 1],hco[ch]), ch := ch − 2
else if 2(p − 1) ≤ ns then h̄ := H(r,aco[cp],hco[ch − 1]), ch := ch − 1
else h̄ := H(r,aco[cp])
h := H(r, a, h̄, h)

cp := cp − 1, p := � p
2 �

if a �= a∗ or h �= h∗ then acc = false
if acc = false then μi := MAC.Sign(ki, (r, ERR)), send (ERR, μi) to A
else μi := MAC.Sign(ki, (r, OK)), send (OK, μi) to A

Fig. 8. VERIFICATION stage specification for the sensor node Si

According to the example in Figure 3 node S5 sends to S2 the following contents:
idL := {ε}, vL := {ε}, p = 4, vP := {v3, v5}, acoL := {agg(v6, v1, v4), v7}, and
hco
L := {H(r, v1), H(r, v4)}; and to S7: idR := {ε}, vR := {ε}, p = 5, vP := {v3, v5},

acoR := {agg(v6, v1, v4), v2}, and hco
R := {H(r, v1), H(r, v4)}. The dissemination pro-

cess of the DOWNFLOW stage is executed until every of ns−1 nodes obtains the required
information and turns into the VERIFICATION stage.

4.3 The VERIFICATION Stage

In the VERIFICATION stage every Si recomputes a∗ and h∗ and checks whether these
values match those received from R. Every Si is in possession of the own intermedi-
ate aggregation value a[1] and its corresponding hash commitment h[1]. Furthermore,
every Si (and A) knows own data value vi (and vA), data values in its path given by
vP, intermediate aggregation values in its co-path given by aco, hash commitments in
its co-path given by hco, as well as the aggregation result a∗ and hash commitment h∗

from the broadcast message of R. Additionally, every Si knows own position p which
it can use to recognize whether it is the first (p is even) or the second (p is odd) child
node. Beside that every Si maintains a boolean variable acc indicating whether the
node will confirm the obtained final values or not. Note that during the DOWNFLOW
stage acc could possibly be changed to false. Figure 8 describes calculations of Si.
According to the construction of id by A in the UPFLOW stage for every node id[p]
with odd position p > 1 there exists a sibling node id[p− 1]. However, if p is even then
the additional verification via p + 1 ≤ ns becomes necessary to ensure that id[p + 1]
exists. Note that iterative division 	p/2
 can further be used to find out whether id[p] is
the first or the second child node of id[	p/2
]. In case that acc is already set to false
no further checks are necessary and Si replies to A with a negative acknowledgement
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On input r, ns, acc, kA aggregator A proceeds as follows:
if acc = true and ns = 1 then μA := MAC.Sign(kA, (r, OK)), send (OK, μA) to R
else if acc = true and ns > 1 then

μ := MAC.Sign(kA, (r, OK)), c := 1, nxt = true, initialize timer t
while c < ns and nxt = true and t is not expired do

receive new (m, μi)
if m = OK then μ := μ ⊕ μi, c := c + 1
else if m = ERR then send (ERR, μi) to R, nxt = false

if nxt = true and c = ns then send (OK, μ) to R
else if nxt = true and c < ns then μA := MAC.Sign(kA, (r, ERR)), send (ERR, μA) to R

else if acc = false then μA := MAC.Sign(kA, (r, ERR)), send (ERR, μA) to R

Fig. 9. VERIFICATION stage specification for the aggregator A

in form of an error message ERR which it authenticates using a MAC value μi computed
with ki which is shared with R. Otherwise, Si recomputes the aggregation result a and
the hash commitment value h and compares them to a∗ and h∗ received from R. To
perform these computations Si sets initially a := a[1] and h := h[1]. Note that a and
h have been computed by Si via the Commit function during the DOWNFLOW stage. In
each iteration Si updates a resp. h to the aggregation value resp. hash commitment cor-
responding to the next position in its path using the auxiliary aggregation value aco[cp]
and hash commitment h̄ from its co-path. h̄ is computed by Si from the received com-
mitments and aco[cp], whereas aco[cp] is taken directly from the parent node’s message.
It is easy to check that after the final iteration a resp. h should (ideally) match a∗ resp.
h∗. If these values match then Si sends a positive acknowledgement OK to A together
with the MAC value μi.

Figure 9 specifies operations of A. Note that for A it is not necessary to recompute
the final aggregation result and hash commitment since it knows them already after the
UPFLOW stage, and has already compared them to the values received from R during
the DOWNFLOW stage. In case of mismatch acc is already set to false. In this case A
sends a negative acknowledgement ERR to R together with the own MAC value μA. If
acc is true at the beginning of the stage then A checks whether it is the only node par-
ticipating in the protocol. In this case it simply replies with the positive acknowledge-
ment OK and its MAC value μA. Otherwise, A initializes timer t and starts waiting for
the acknowledgements of other nodes. A counts the number of the received acknowl-
edgements until every node has replied. In our protocol (unlike [11]) any node Si can
reply with the negative acknowledgement. In this case A simply aborts and forwards
this negative acknowledgement and the MAC value μi to R. Otherwise, A aggregates
MAC values from all positive acknowledgements using the XOR function as in [11]
and sends the result to R. On the other hand, the case where some acknowledgements
are still missing is considered as a failure so that A replies to R with its own negative
acknowledgement.

Finally, we provide description of the operations performed by R upon receiving the
verification result (m, μ) from A. R accepts the aggregation result a∗ only if m = OK
and the received value μ is valid, i.e., it matches the value recomputed by R using indi-
vidual keys of all ns nodes. In all other cases (including the case where R receives any
authenticated negative acknowledgement m = ERR) R terminates without accepting.
Note that at the end of the UPFLOW stage R has already verified that Ba(a∗) = true.
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Remark 1. Note that in [11] a node replies either with a positive acknowledgement or
does not reply at all. Obviously, in this case A would need some timer; otherwise it
would not know whether it still needs to wait for further acknowledgements or not.
Furthermore, the solution in [11] does not explicitly abort further protocol execution
in case where failures are identified before all nodes receive the required information
and recompute the final hash value. By introducing negative acknowledgements we can
abort the protocol execution at any time (also during the DOWNFLOW process) saving
further processing costs. Any node which identifies a failure aborts and reports a neg-
ative acknowledgement to A. Note that if a failure is identified and reported by some
parent node before sending required information to its child node(s) then sending this
information becomes obsolete.

4.4 Security of InAP1agg

In the following we prove security of our framework in the formal model from Section
2 using the meanwhile classical cryptographic proving technique called sequence of
games [12].

Theorem 1. Let H be collision-resistant and MAC secure. Assuming the existence of an
authentication broadcast channel between R and nodes in S and individual secret keys
ki shared between each Si ∈ S and R the InAP1agg framework from Section 4 is
(optimally) secure in the sense of Definition 6.

Proof (Sketch). We define a sequence of games Gi, i = 0, . . . , 7 with the adversary I
against the (optimal) security of InAP1agg . In each game we denote Wini the event that
I breaks the (optimal) security of InAP1agg , that is there exists session s in which Rs

accepts the aggregation result a∗ and there exists NO list vc of size nc = ns − nh with
Bv(vc) = true such that a∗ = agg(ah,vc). Note that in our framework the unique
session id s is given by the random nonce r chosen by R. The classical idea behind the
sequence of games technique is to start with the adversarial game (interaction) described
in the original security definition (here Definition 6) and construct subsequent games
via small incremental changes until the resulting adversarial probability matches the
desired value (in our case 0). Upon estimating the probability difference between two
consecutive games in the sequence (using the Difference Lemma [12, Lemma 1]) one
can upper-bound the total probability of a successful attack.
Game G0. This game is the real interaction between I and instances of R and of sensor
nodes in S according to Definition 6 where instances of all uncorrupted parties are
replaced by the simulator Δ. Note that Δ has a view on all computations which it
simulates.
Game G1. This game is identical to Game G0 with the only exception that the simula-
tion fails if an equal nonce r is generated by R in two different sessions. Considering qs

as the total number of protocol sessions, the probability that a randomly chosen nonce
appears twice is bound by q2

s/2κ. Hence,

| Pr[Win1 ] − Pr[Win0 ]| ≤ q2
s

2κ
. (1)
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Game G2. This game is identical to Game G1 with the only exception that the sim-
ulation fails if any instance Ss

i successfully verifies any broadcast message which has
not been previously output by the corresponding instance Rs

i . Since Δ simulates all
uncorrupted protocol parties it can easily detect this event. Let εBC denote the proba-
bility of the successful attack on the applied broadcast authentication mechanism. By
assumption εBC is negligible. Considering two broadcast messages in each session we
get

| Pr[Win2 ] − Pr[Win1 ]| ≤ 2qsεBC. (2)

Having excluded collisions of random nonces and attacks against the broadcast mes-
sages of R we remark that this game excludes any forgeries and replay attacks on the
messages of R.
Game G3. This game is identical to Game G2 with the only difference that the sim-
ulation fails if there exists an instance Ss

i of an uncorrupted node Si which has not
output its positive acknowledgement (OK, μi) but Rs has accepted. The only condi-
tion for the acceptance of the aggregation result by Rs is a correct verification of the
received acknowledgement μ by recomputing individual μi and aggregating them us-
ing the XOR function. Since Si and R are uncorrupted the individual key ki remains
unknown to I. Let εMAC be the probability of a successful attack against MAC. By as-
sumption εMAC is negligible. Since there are at most ns nodes and qs protocol sessions
we obtain

| Pr[Win3 ] − Pr[Win2 ]| ≤ nsqsεMAC. (3)

Similar to Game G2 this game excludes any forgeries and replay attacks on the ac-
knowledgements of sensor nodes.
Game G4. This game is identical to Game G3 with the only exception that the simula-
tion fails immediately after computing any hash commitment collision on behalf of un-
corrupted parties. The simulator is easily able to detect this event since it computes hash
commitments for all uncorrupted parties. Note that computation of equal hash commit-
ments on equal data values (e.g., two or more sensors report equal data) does not count
as a collision. Considering εH as the probability of finding a successful hash collision for
H and at most ns computed hash commitments for each executed protocol session, we
obtain

| Pr[Win4 ] − Pr[Win3 ]| ≤ nsqsεH. (4)

Having excluded collisions of hash commitments and due to the fact that every sensor
node verifies predicates Bv and Ba for every received value in v, vP and aco dur-
ing the protocol execution we follow that in this game every uncorrupted node out-
puts own positive acknowledgement only if its contribution has been correctly included
into the aggregation result a∗ and all checked predicates are true. Successful verifi-
cation of predicates implies that for ac corresponding to the aggregation value of all
adversarial inputs Ba(ac) = true should hold. Hence, due to the correctness property
of agg there exists a tuple vc of size ns − nh such that Bv(vc) = true. Therefore,

Pr[Win4 ] = 0. (5)



Provably Secure Framework for Information Aggregation in Sensor Networks 619

Considering, Equations (1) to (5) we can upper-bound the total probability of a success-
ful attack by

q2
s

2κ
+ 2qsεBC + nsqsεMAC + nsqsεH

which is negligible according to the assumptions made in the theorem.

5 Conclusions and Future Work

Along the lines of this paper we have presented a formal communication and secu-
rity model and a novel framework for the in-network aggregation in WSNs, focusing
on the single aggregator scenario. Our framework is both, practical and provably se-
cure (in the cryptographic sense). The modularity of our model provides basis for fur-
ther extensions (e.g. towards a hierarchical scenario [11] or concealed data aggregation
processes [13, 14]). The abstract definition of the aggregation function agg and its in-
put/output predicates Bv/Ba provides basis for the specification of the integrity checks
that are necessary for the optimal security of the aggregation process. In Appendix A
we give some practical examples for the specification of boolean predicates for various
aggregation functions.
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A Boolean Predicate Examples for Various Aggregation Functions

In the following we give practical examples that illustrate specification of reasonable
input/output predicates Bv/Ba for some aggregation functions. Note that in order to
achieve reasonable setting one usually needs to restrict possible input intervals (oth-
erwise any I can provide any input value of its choice and would still satisfy the re-
quirement of optimal security (as also mentioned in [11])). Note also that, if required,
any node Si is able to identify the number of original data values used to compute the
intermediate aggregation result at some position p of the reference list a computed by
A. Let nv ∈ [1, n] denote this total number. Given the total number of nodes n and
any position p ∈ [1, n] every Si (not necessary assigned to p) can compute the relative
distance1 δ := 	log2 n
−	log2 p
. Let pr := (p+1)2δ −1 and p� := p2δ. Si estimates
nv as follows:

if pr ≤ n then nv := 2δ+1 − 1; else if p� ≤ n < pr then nv := 2δ+1 − (pr − n); else
nv := 2δ

For example, in Figure 3 given n = 7 and p = 2 we obtain nv = 3, that is the
intermediate aggregation value a[2] is the output of agg on 3 inputs. Assuming that the
tree is incomplete such that n = 4 and p = 2 we obtain nv = 2.

MIN/MAX. Let agg be a MIN (or MAX) function, i.e., on input v := {v1, . . . , vn},
vi ∈ R, i ∈ [1, n], n ∈ N the aggregated result agg(v) corresponds to the minimal (or
maximal) value in v. Restricting each vi to a value in the interval between [vmin, vmax]
(with vmin ≤ vmax) we obtain Bv(v) = true if and only if vmin ≤ v ≤ vmax whereby vmin
and vmax are part of auxv. Consequently, Ba(a) = true if and only if vmin ≤ a ≤ vmax
whereby auxv = auxv .

1 Visualizing the list as a binary tree (e.g. Figure 3) the relative distance between two vertices
equals to the difference between levels to which these vertices are assigned, e.g., if the relative
distance is 0 then both vertices are located at the same level in the tree.

http://eprint.iacr.org/2004/332.pdf
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SUM/COUNT/Φ-QUANTILE. Let agg be a SUM function, i.e., on input v :=
{v1, . . . , vn}, vi ∈ R, i ∈ [1, n], n ∈ N the aggregated result agg(v) corresponds to∑n

i=1 vi. Assuming that each vi is restricted to [vmin, vmax] as in MIN/MAX Ba(a) =
true if and only if nvmin ≤ a ≤ nvmax whereby n, vmin, and vmax are part of auxa.
If agg is COUNT then vi ∈ [0, 1], vi ∈ N. Chan et al. [11] show how to implement
φ-QUANTILE based on COUNT.

PRODUCT. Let agg be a PRODUCT function, i.e., on input v := {v1, . . . , vn}, vi ∈
R, i ∈ [1, n], n ∈ N the aggregated result agg(v) corresponds to

∏n
i=1 vi. Let vi be

restricted to the interval [vmin, vmax] as in MIN/MAX. For the specification of the output
predicate we need to take into account that vmin and vmax may have different signs and
that the number of inputs for the single aggregation can be even or odd. Let |v| denote
the absolute value of v. It is easy to check that the following specification of Ba provides
the required consistency:

if vmax ≤ 0 then
if n even then Ba(v) = true if and only if vn

max ≤ a ≤ vn
min

if n odd then Ba(v) = true if and only if vn
min ≤ a ≤ vn

max
if vmin < 0 and vmax > 0 then

if |vmin| ≤ |vmax| then Ba(v) = true if and only if vminv
n−1
max ≤ a ≤ vn

max
if |vmin| > |vmax| then

if n even then Ba(v) = true if and only if vn−1
min vmax ≤ a ≤ vn

min
if n odd then Ba(v) = true if and only if vn

min ≤ a ≤ vn−1
min vmax

if vmin ≥ 0 then Ba(v) = true if and only if vn
min ≤ a ≤ vn

max

Additive AVERAGE. Let agg be an additive AVERAGE function, i.e., on input v :=
{v1, . . . , vn}, vi ∈ R, i ∈ [1, n], n ∈ N the aggregated result agg(v) corresponds to
(
∑n

i=1 vi)/n. Assuming that vi ∈ [vmin, vmax] as in MIN/MAX Ba(a) = true if and
only if vmin ≤ a ≤ vmax.

For the multiplicative AVERAGE we refer to the full version of this paper.
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Abstract. Ubiquitous multimedia services are emerging to be available
at anytime and anywhere using a variety of computing devices. In this pa-
per, we propose a low-complexity unequal loss protection (ULP) scheme
for real-time transmission of video over ubiquitous networks. By using the
unequal importance existing in different levels of hierarchical structure
for video coding, the assignment algorithm for forward error correction
(FEC) of packets with low complexity is proposed. The developed al-
gorithm for efficient FEC assignment is based on a simple closed form
solution for the estimation of the expected length of error propagation.
The closed form solution represents well the weighted temporal propaga-
tion effect of packet loss. The proposed algorithm provides a simple and
effective FEC assignment with much reduced computational complexity.
Simulation results show that the performance is better while the compu-
tational complexity is very low compared to the previous ULP scheme.
Hence the proposed FEC assignment scheme can be used efficiently for
real-time video applications over ubiquitous networks.

1 Introduction

The explosive growth of the Internet and ubiquitous computing has increased
the interest in networked multimedia applications such as video conferencing
and video on demand. Especially, the provision of multimedia services is be-
coming ubiquitous. Ubiquitous services such as video/audio streaming, digital
libraries, on-line business, and live camera remote surveillance will be widely de-
ployed. The overall architecture of ubiquitous networks is shown in Fig. 1 [1], [2].
However in real-time multimedia applications, when the network capacity is con-
gested, packets can be lost or delayed at random.

Both source coding and channel side aspects have been researched to reduce
the effect of packet loss and delay due to limited network resources. In source
coding aspect, error resilient coding, error concealment [3], and scalable video
coding [4], [5] have been investigated. Especially, the overall performance of
H.264 video coding standard [6] can achieve significant performance improve-
ments, compared to the previous MPEG-2 and H.263 standards. To achieve the
high compression ratio, the current video coding schemes exploit spatial and
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Multimedia server

Media gateway

Multimedia clients

Multimedia clients

Multimedia clients

Fig. 1. Overall architecture of ubiquitous networks [1], [2]

temporal dependencies. When video packets are transmitted over error-prone
networks, packets might be dismissed due to congestion or delay. This problem
would be very serious due to the error propagation effects since there are strong
dependencies between frames.

In channel side aspect, retransmission based and redundant packet based error
control techniques have been investigated. Retransmission based techniques such
as automatic retransmission request (ARQ) [7] may not be appropriate in delay
constrained applications because of additional congestion and additional delay
by the retransmitted packets. Forward error correction (FEC) methods can be
used efficiently for packet loss resilience in application layer for real-time video
transmission over communication networks [8].

We propose a new unequal packet loss protection scheme considering com-
plexity and efficiency. Firstly, we determine the number of FEC packets for each
block of packets considering error propagation effects in video coding structure
using temporal dependencies. Secondly, we compute weighted loss dependency
ratio (WLDR) using error propagation property and packet loss rate which is
induced from the FEC assignment of the first stage. Thirdly, we allocate FEC
packets in proportional to WLDR. Since the proposed FEC scheme exploits an
effective performance metric from both the channel status information and the
priority information from unequal importance of frames in GOP level, it would
be effective to reduce the video quality degradation from packet loss with low
computational complexity.

The remainder of this paper is organized as follows. In Section 2, a brief
overview of related works is presented. We describe an overview of the pre-
vious GRIP assignment scheme in Section 3. In Section 4, we propose the
low-complexity WLDR based ULP assignment algorithm. Section 5 presents
simulation results. Finally, conclusion is presented in Section 6.
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2 Related Work

Several forward error correction (FEC) assignment algorithms for unequal loss
protection (ULP) framework have been developed to provide graceful degrada-
tion of quality in packet loss [9], [10], [11], [12]. The importance of frames needs
to be reresented in terms of potential distortion for ULP framework.

An FEC scheme which assigns the fixed loss protection ratio into I and P
frames was proposed [9]. This assignment does not reflect the different amount
of distortion In I and P frames. A reordering scheme which makes the embedded
bit stream with ULP characteristic was developed in [10]. It controls the encoded
bit rate and FEC bits according to the estimated packet loss rate. The unequal
assignment algorithm of FEC in [11] is related to the relative importance of
frames and the actual distortion using correlation. The relative importance of
frames is obtained according to the picture type, and the actual distortion is
estimated by the portion of the picture to be recovered from the reference frame.

Recently, group-of-pictures (GOP) and re-synchronization packet level inte-
gration protection (GRIP) FEC assignment scheme was proposed in [12]. This
scheme formulats the problem of FEC assignment as the distortion minimiza-
tion and develops a local hill climbing search algorithm which requires iterative
computations. The model-based algorithm considers an effective distortion mea-
sure instead of the peak signal-to-noise ratio (PSNR), i.e., distortion weighted
expected length of error propagation (DWELEP) in two levels: GOP and packet.
However it requires a huge amount of computations. Hence a heuristic algorithm
is also presented for lower complexity considering channel variation and unequal
protection in [12].

3 GRIP Unequal Packet Loss Scheme

The GRIP scheme uses an unequal importance in two levels: GOP and packet
[12]. In this section, we describe the GOP level unequal FEC scheme in the
context of our proposed algorithm.

As an FEC scheme in application layer, the GRIP uses Reed-Solomon (RS)
codes across packets for protecting packets against loss. As shown in Fig. 2, the
codewords are formed across k video packets and n−k redundancy packets. The
resulting n packets are called block of packets (BOP), which has index l in this
example. Video packets can be entirely reconstructed from any subset of at most
n − k incorrectly received packets using erasure decoding. The RS coding over
packets in application layer improves the FEC capacity against bursty packet
loss. In contrast to the RS coding in medium access control (MAC) layer, it
is beneficial that RS coding over packets in application layer can use the error
packet for detecting or correcting transmitted packets [13]. For an assigned video
packet number of BOP l, the total number of BOPs is obtained by L = ceil(g/k),
where g is the total number of video packets in a GOP. Then the number of
packets of BOP L is g − (L − 1) · k [12].

Let Bc be the total available number of bits in a GOP including source coding
and channel coding and Be be the number of encoded bits by source coding. The
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Fig. 2. FEC across Block of Packets(BOP) l with RS(nl,kl)

available number of bits for FEC in a GOP is Bc − Be bits. If fl represents the
number of FEC packets in BOP l, then the FEC assignment vector is f =
[f1, f2, · · · , fL].

Two unequal FEC assignment algorithms were proposed for GRIP based
scheme: model-based and heuristic. The model-based assignment gives more
optimal FEC allocation than heuristic assignment. The GRIP uses two FEC
assignment performance metrics: μl and υl. The μl reflects the average length of
error propagation in lth BOP and is denoted as follows.

μl =
1
kl

kl∑

i=1

(T + 1 − Fi,l) (1)

In (1), T is the total number of frame in a GOP and Fi,l is the frame index of
the ith video packet in BOP l.

Another factor υl indicates the probability that packet loss occurs in lth BOP
without loss in preceding BOP in case that a FEC vector f is assigned.

υl(f ) =

{
PLR(nl, kl), l = 1
PLR(nl, kl) ·

∏
i=1,...l−1

(1 − PLR(ni, ki)), l ≥ 2 (2)

where PLR(nl, kl) represents the effective packet loss rate in lth BOP. The
PLR(nl, kl) is defined as

PLR(nl, kl) =
n∑

m=nl−kl+1

P (ml, nl) (3)

where P (ml, nl) is the probability of ml lost packets within the block of nl

packets which is composed of average packet loss rate PB and the average burst
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Fig. 3. The shape of PLR(nl, kl) value in BOP l according to the variation of PB and
the number of FEC redundant packets (LB=2, k=16)

packet loss length LB. Fig. 3 shows the value of PLR according to the variation
of PB and the redundant packet.

The measurement of the overall temporal error propagation due to packet
erasure is formulated in the following model.

σ(f ) =
L∑

i=1

μi · υi(f) (4)

To search the optimal f that minimize σ(f ), GRIP based FEC scheme uses
a local hill climbing search algorithm. This optimal search algorithm requires
a large amount of computational load to reach the optimal FEC assignment.
In ubiquitous multimedia services which should deal with heterogeneous client
capabilities and dynamic end-to-end resource availability, the GRIP FEC scheme
which requires iterative computations may not be suitable for real-time video
application.

4 Closed Form Solution for Forward Error Correction

The basic scheme to assign efficiently the different code rates for different BOPs is
based on priority information from hierarchical video coding principle and packet
loss rate. Solving the optimization problem is beyond the scope of this paper.
Instead, we propose a low complexity and high performance FEC assignment
algorithm for real-time video system.

4.1 Adaptation of Video Packet Distortion

The expected packet distortion is proportional to the average length of error
propagation μl. This is the basic property of video coding scheme. In this case,
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we can assign the number of FEC bits Γl for BOP l in proportion to the ratio
of μl [14] as follows.

Γl = (Bc − Be) · φl (5)

where the sum of Γl is (Bc − Be) and φl is defined as

φl =
μl

L∑
i=1

μi

. (6)

As a result, Γl is proportional to μl and φl effectively represents the expected
propagation of distortion for lth BOP. The number of FEC packets fl is

fl =
Γl

Wl
(7)

where Wl is the length of FEC packet which is assigned to lth BOP. Since fl

should be an integer

fl = round(
Γl

Wl
). (8)

We assign more FEC packets for BOPs with larger distortion impact, since
those BOPs affect more severely the video quality degradation from packet
erasure.

4.2 Adaptation of Channel Status

We use (3) to apply the variation of channel status into FEC assignment scheme.
As the FEC assignment is allocated in BOP l, the value of PLR(nl, kl) is de-
creased. This property of PLR(nl, kl) depends on the average packet loss rate,
PB, and the average burst length, LB, as shown in Fig.3. Thus, by utilizing
PLR(nl, kl), we could induce the closed form solution intensively allocating the
FEC packets into video packets according to the channel variation.

The proposed algorithm for utilizing PLR(nl, kl) into FEC assignment is com-
posed of two steps. The step 1 is the process of calculating the PLR(nl, kl) for
BOP with the allocated FEC packet number by video packet distortion, fl. To
apply PLR(nl, kl) for FEC assignment algorithm, the calculated PLR(nl, kl) is
changed into following equation.

RPLR(fl, kl) = 1.0 − PLR(fl, kl) (9)

In the step 2, to achieve optimal FEC assignment adapted in channel status,
we allocate FEC bits into each BOPs in proportion to the ratio of φ̃l as follows.

Γ̃l = (Bc − Be) · φ̃l (10)

where φ̃l is defined as weighted loss dependency ratio(WLDR) which is given as
follows.

φ̃l =
μl · RPLR(nl, kl)

L∑
i=1

μi · RPLR(ni, ki)
(11)
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As a result, the number of FEC packets fl which should be integer is

f̃l = round(
Γ̃l

Wl
). (12)

Compared to the previous algorithm, the proposed algorithm is very low com-
plexity and give better resilience for error propagation effects. Hence it would
be more appropriate for time-constrained environments.

5 Simulation Results

In this section, we present the simulation results for the previous GRIP based
scheme and the proposed WLDR based scheme. We apply the proposed al-
gorithm to H.264 video codec [6], [15] for simulations. Three video sequences
are adopted under the coding condition in Table 1. Two state Markov channel
model [16] is used for modeling the burst traffic with average burst length (LB)
and average packet loss rate (PB). On the decoder side, we utilize the temporal
error concealment method which estimates the motion vector of the lost mac-
roblock by using the motion vectors of neighboring macroblocks in the current
frame or replaces the lost macroblock by the macroblock at the same position
in the previous frame. The amount of FEC redundancy is set as 15%. All the
following simulation results are averaged over 20 random channel loss patterns.
We investigate how the proposed scheme adapts to the channel status variation
characterized by the average packet loss rate (PB) and the average burst length
(LB). We compare the performance in the following cases with the proposed
WLDR based scheme in simulations.

No FEC: Redundant packets are not allocated. More bits are spent for
video source coding.

Equal FEC: Redundant packets are assigned equally regardless of the
relative weights of the packets

Table 1. Experimental parameters

sequence name Foreman Mobile Football

(QCIF) (QCIF) (QCIF)

Frame number 150 150 120

Bit rate (kbps) 240 240 240

Codec H.264

Frame rate 15 fps

GOP length 15 frame

Packet size 1280 bits

k 16

PB from 0.02 to 0.2

LB 2
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GRIP based FEC [12]: The distortion model given by GRIP FEC assign-
ment scheme is used for distribution of FEC packets. To minimize
the video quality degradation, the iterative search method is used. In
this simulation, the Qj value which is the search distance in BOP l
is set as 0.25.

Weighted Loss Dependency Ratio (WLDR) based FEC: According to the
average value of the amount of error propagation of packets in a BOP
and the packet loss rate value from channel status, the value of FEC
packets is allocated into the BOP using the closed form solution.

Table 2 shows the complexity comparison between the GRIP based FEC
scheme and the proposed WLDR based FEC scheme. The numbers of addi-
tions, multiplications, and comparisons for the proposed scheme are about 1.74%,

Table 2. Complexity comparison for the ‘Foreman’ sequence between the GRIP based
FEC scheme and the WLDR based scheme

Number WLDR GRIP

of operations based scheme based scheme

Addition 926 22523

Multiplication 426 24076

Comparison 500 20168

total 1852 66767

Fig. 4. Comparison of PSNR performance between the GRIP based scheme and the
proposed WLDR based scheme under different average packet loss rate (PB) for ‘Fore-
man’ video sequence
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Fig. 5. Comparison of PSNR performance between the GRIP based scheme and the
proposed WLDR based scheme under different average packet loss rate (PB) for ‘Mo-
bile’ video sequence

Fig. 6. Comparison of PSNR performance between the GRIP based scheme and the
proposed WLDR based scheme under different average packet loss rate (PB) for ‘Foot-
ball’ video sequence

1.87%, and 0.27% of those for the GRIP based FEC scheme, respectively. This
is because the GRIP based scheme requires huge iterative computations. Hence
the WLDR based scheme would be more appropriate for real-time applications.
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Fig. 4, Fig. 5, and Fig. 6 show the comparison of PSNR performance over three
test sequences. These results show that the proposed FEC assignment scheme
outperforms the other methods about 0.4 to 1.0dB. In the error free case, No FEC
has the best PSNR value, but the quality drops rapidly resulting in rather large
amount of distortion over all ranges of PB even at a small PB value. In the case
of PB=0.02, the three methods except the No FEC show similar performance
with low packet loss rates. When the value of PB is between between 0.05 and
0.2 with relatively large packet loss rates, we can see that WLDR based scheme
results in graceful PSNR decrease while the GRIP based FEC scheme and the
Equal FEC scheme result in relatively large PSNR decrease. These simulation
results indicate that the proposed FEC scheme is adapted well to the variation
of the length of error propagation in each packet and to the variation in packet
error rates.

The ‘Foreman’ and ‘Mobile’ sequences contain relatively large amount of tem-
poral correlations. The video packets in earlier frames in a GOP have larger im-
pact on overall video quality degradation while the video packets in later frames
have smaller impact. The proposed FEC scheme can efficiently reduce the error
propagation effects from packet loss since the amount of FEC packets is assigned
in proportion to the amount of the length of error propagation in each BOP. The
proposed scheme adopts well to the channel status variation of packet loss rates.

The ‘Football’ sequence contains relatively large amount of intra-mode mac-
roblocks. In this case, the quality degradation of proposed scheme is similar
to the other schemes in Fig. 6. In high packet loss rate, the proposed scheme
achieves higher PSNR since the channel status is well reflected compared to
other schemes.
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Fig. 7. Frame-by-frame PSNR performance comparison using the proposed scheme for
‘Foreman’ video sequence in various packet loss rates (PB), k = 16 and LB = 2
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Fig. 7 shows the frame-by-frame PSNR comparison using with various packet
loss ratio(PB) using the proposed scheme for the 150 frames of ‘Foreman’ se-
quence. It can be seen that the earlier frames in GOPs are well protected. The
average PSNR of the proposed our scheme for PB values with 0.05, 0.1, and 0.2
are 31.7, 29.0, and 25.9 dB, respectively.

The gradual decrease of PSNR with the increase of PB in the proposed FEC
assignment scheme is due to the better protection of video packet with higher
distortion impact from packet loss. The proposed WLDR based FEC scheme
produces the better performance especially at higher packet loss rates.

6 Conclusion

We proposed the low-complexity unequal packet loss protection scheme for ro-
bust real-time transmission of video over ubiquitous networks. By using the
unequal importance existing in different levels in hierarchical structure in video
coding scheme, the FEC of GOP level with low complexity is proposed. We con-
sider both aspects of efficiency and complexity. The proposed algorithm for effi-
cient FEC assignment utilizes the simple closed form solution from the expected
length of error propagation. The closed form solution reflects well the weighted
temporal propagation effect of packet loss. The proposed FEC assignment al-
gorithm provides more effective FEC assignment with much less computational
complexity compared to the previous GRIP scheme. Hence the proposed FEC
assignment scheme can be used efficiently for real-time ubiquitous multimedia
service applications.
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Abstract. The existing protocol defined in the ISO/IEC 18000-3 standard does 
not include the cryptographic authentication mechanism. To remove security 
vulnerabilities, this paper proposes a strong authentication protocol for RFID 
tag using SHA-1 hash algorithm. The protocol is based on a three-way 
challenge response authentication protocol between the tags and a back-end 
server. In addition, three types of the protocol packets are extended for realizing 
a strong authentication mechanism, which modifies the protocol defined in the 
ISO/IEC standard. 

In order to verify the proposed scheme, a digital Codec is described in 
Verilog HDL, and simulated using extended three packets as input vectors. The 
system operates at a clock frequency of 75 MHz on Xilinx FPGA device. From 
comparison and implementation results, we will show that our scheme is a well-
designed strong protocol that satisfies various security requirements in RFID 
system environment.  

Keywords: Strong authentication protocol, SHA-1 hash algorithm, RFID Tag, 
Three-way challenge response, ISO/IEC 1800-3 standard, Digital Codec design. 

1   Introduction 

Radio Frequency Identification(RFID) system is the latest technology to play an 
important role for object identification as a ubiquitous infrastructure, which has found 
many applications in manufacturing, supply chain management, parking garage 
management, and inventory control.  

Recently, with the advance of antenna and microchip design technology, it has the 
diversified application such as automatic tariffs payment, animal identification, 
tracking of product, automated manufacturing, and logistic control[1,2]. 

RFID system consists of three different components; RFID tag, or transponder, and 
RFID reader, or transceiver, and back-end server[2]. 
                                                           
* This work was supported by 2006 Consortium Program of Kyunggi-Do SMBA and IDEC, 

KAIST Korea. 
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The reader can inquire tags of their contents by broadcasting an RF signal, at a rate 
of several hundred tags per second, and from a range of several meters. RFID tags 
attached to products are used to identify the object during production or in uses via 
radio frequency which may be passive or active.  A mutual authentication protocol for 
RFID system has been presented by Ohkubo et al.[3] based on hashing chain, which 
aimed to provide the forward secrecy. Unfortunately, the protocol cannot resist the 
replay attack[2]. 

The ISO/IEC 18000-3 standard defines a protocol for RFID tags that handles bi-
directional communication between a reader and the tags[2,4,5]. Unfortunately, the 
data exchange between the reader and the tags on this protocol is not secure, and there 
are no mechanisms defined to authenticate a tag to the reader. When this protocol is 
used for the challenge-response process, it is vulnerable to a man-in-the-middle 
attack, and then an eavesdropper can capture texts for both challenge and response by 
just sniffing with a protocol analyzer. Thus, a cryptographic authentication algorithm 
is necessary to protect branded goods from forgery.  

An approach based on the AES cipher algorithm has been introduced for 
implementing strong cryptographic authentication on the tags[2]. However, main 
drawback of this algorithm requires a mount of hardware resources with much latency 
when implementing in hardware. In [6], the robust mutual authentication protocol has 
been proposed for the low-cost system to meet the privacy protection for tag bearers. 
However, this approach is has not given any results implemented in hardware. In 
addition, the existing protocols based on the ISO/IEC 18000-3 standard do not include 
cryptographic authentication mechanism. 

To remove the security vulnerabilities, this paper proposes a strong authentication 
protocol for RFID tag using SHA-1 hash algorithm[7]. The protocol is based on a 
three-way challenge response authentication protocol between a RFID tag and a back-
end server. In addition, three types of protocol packets are extended for realizing a 
strong authentication mechanism, which modifies the protocol defined in the ISO/IEC 
standard. 

2   Related Works 

RFID system is used for the automated identification of products, which is similar to 
smart cards. In this system, data can be stored and processed on the chip. In general, 
RFID system is composed of three components such as RFID reader, RFID tag, and 
Back-end server with database. Typical RFID system is shown in Fig. 1[5].  

 

Fig. 1. Typical RFID system 
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The reader includes antenna, transceiver and decoder which communicate with the 
tag, and it is also used as an interface between the server and the tags. The tag which 
is placed on the object to be identified contains a transponder with a memory chip 
such as EPROM that possesses a Unique ID(UID). The server which is secure server 
has a database which stores the various information of each tag obtained from the 
reader in some useful manner. In general, Thursted Third Party (TTP) can read all 
messages, and all communications are insecure, if TTP is compromised.  

The various command signals(queries) are generated in the reader, and the signals 
can be received in a tag when the tag is within range of the signal. The tag sends out 
its identification (anonymous ID) or encoded data to the reader, when responding to 
commands from the reader. The received ID then should send to the server to be 
processed.  

Hash lock protocol based on hash function has been presented by MIT[7]. The 
reader has key k for each tag, and each tag holds the result metaID, metaID = hash(k) 
of a hash function. Although, this protocol offers good reliability at low cost, since 
metaID is fixed, the adversary can track the tag via metaID. 

To resolve this problem, Randomized hash lock protocol has been introduced by 
MIT, which is an extension of the hash lock type protocol[2]. It requires the tag to 
have a hash function and a Random Number Generator(RNG). Then, each tag 
calculates the hash function based on ID and r generated by PNG, i.e., c = 
hash(ID∥r). The tag then sends c and r to the reader.  

The reader sends the data to the server, and then the server calculates the hash 
function using inputs of the received r and each ID stored in the server. However, this 
protocol allows the location history of the tag to be traced if the secret information in 
the tag is revealed. Thus, this protocol cannot satisfy the forward security 
requirement. 

3   Extended Mutual Authentication Protocol 

3.1   Strong Authentication Protocol 

As we described above, Randomized hash lock protocol requires PRG embedded into 
each tag in order to achieve location privacy. In this approach, another problem is 
needed a large processing time for computing hash function on the reader and for 
finding matched tag’s ID list within the server[2,5]. The enhanced protocol is 
designed on the basis of the concept of “the reader talks first”[8]. This means that any 
tag does not start transmitting unless it has received and properly decoded a command 
sent by the reader.  

In our approach, the random number uses a method generated RNG in the reader 
for realizing low-cost RFID tag by reducing hardware-overhead of the tag. The 
proposed authentication protocol is based on a three-way challenge response protocol, 
which is an exchange of a request from reader to tag and a response from the tag to 
the reader. An execution of the protocol based on the cryptographic hash function is 
shown in Fig. 2.  
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Fig. 2. The proposed authentication protocol 

In Fig. 2, we assume that the server stores tag information(ID, K1, and data) in its 
database, where ID is chip serial number and K1 represents a secret key. This key is 
stored in the server and the tag. Also, K2 is used as shared key between the server and 
the tag, where S denotes one-way hash value obtained from hash function H(r), i.e. S 
= H(r). In this paper, we consider that the hash function is used for generating hash 
value in three components. 

A detailed procedure for the proposed protocol will be given below, which 
operates as three-pass mutual authentication method. In this procedure, we will show 
how the proposed protocol of Fig. 2 is performed using extended three packets. 
 
Step 1 (Challenge)  
In the reader, RNG generates a random number, r and we obtain a hashed value S by 
calculating S = H(r). R(Reader) generates an extended IRq packet within S by 
modifying Inventory request(IRq) packet defined in the ISO/IEC 18000-3 
standard[4], and then the packet sends to the T(Tag) as challenge, which is shown in 
Table 1. 

Step 2 (T → R response) 
When T receives the extended IRq from R, T should generate hash value HT 
calculated by using K1, ID and S, i.e., HT = H(K1, ID, S). Then, HT is inserted into 
the extended IRs packet by modifying Inventory response packet(IRs) defined in the 
standard. T sends the extended IRq packet back to R as response. The packet is shown 
in Table 2. 

Step 3 (R → B request) 
R sends the received data sets(HT, r, and S) to B(Back-end server) in order to detect 
the man-in-the-middle attack. In this step, authentication between B(R) and T is 
performed as the following two steps.  

(1) First, B verifies whether r (received from R) is valid or not by comparing S 
with S', where S'=H(r). Since both components use the same hash function, illegal R 
can be easily detected by this verification. If both values of S and S' are identical, this 
proves the authenticity of R. Thus, the man-in-the-middle attack by illegitimate R and 
eavesdropper can be easily prevented. 
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(2) Next, if R is valid, then we obtain HT' by calculating H(S, K1, ID) in B, i. e., 
HT' = H(S, K1, ID). Note that HT' is used for authenticating T. Then, HT is also 
compared with HT' in entry its database. The process is iteratively repeated for each 
entry until it finds a match. If it can find a match, this means that the authentication of 
the T is succeeded; otherwise, it sends a “fail message to the R to stop the process. 

Step 4 (B → R response) 
If the authentication process is successfully terminated in B(in Step 3), B should 
generate a new key K2 for shared key by calculating H(K1, S), i.e., K2 = H(K1, S). 
This key can be used for updating K1 key in Step 5, and then B forwards K2 and its 
data to R. 

Step 5 (R → T request) 
R stores the received data sets in own memory, and it generates an extended SRq packet 
within K2 by modifying Select request (SRq) packet defined in the standard[4]. And 
then the extended SRq packet is sent to the T as request, which is shown in Table 3 . 
 

As the similar manner in Step 4, K2' is obtained by calculating H(K1, S) in T, i.e., 
K2' = H(K1, S). Then, T verifies whether K2 is valid or not by comparing K2 with K2'. 
If K2 and K2' are identical, T updates original key K1, i. e., K1 = K2 + ID. Note that the 
changed new key K1 is used to prevent replay attack on the used tag once. 

3.2   Extended Protocol Frame Formats 

The protocol defined in the ISO/IEC 18000-3 standard can communicate at a 
frequency of 13.56Mhz[4,6], and it defines the mechanism to exchange instructions 
and data between two units (reader and tag) in both directions. For communication 
between two units, a reader sends a Request data to a tag, and receives a Response 
data from the tag.  Request and Response packets are contained within a frame with 
Start-of-Frame (SOF) and End-of-Frame (EOF) the delimiters. In general, General 
Request format consists of SOF, Flag, Command Code, Parameters, Data, CRC and 
EOF. In the Command code, four types of command are defined: Mandatory, 
Optional, Custom, and Proprietary. 

In the proposed authentication mechanism, two kinds of commands are used: 
Inventory and Select commands defined in Mandatory and Optional to communicate 
with two units, respectively.  

Table 1 shows an example of the extended Inventory request packet format with 
the hashed value S obtained by modifying standard Inventory request format. 

The standard Request packet contains fields of Flags, Inventory, Optional AFI, 
Mask Length, Mask Value, and CRC[4]. In the extended version, field S is only 
 

Table 1. Example of extended Inventory request format with S 

SOF Flags Invent. Opt. AFI
Mask 
length

Mask-value S CRC EOF 

 
0x20  

 
0x01  

 
null  

 
0x11 

 
0xFFFFFFFF
FFFFFFFF 

0x4444 
 

0x249C  
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added to it. Before issuing the Inventory command for identifying Tag, Reader should 
be set the hashed value S to a field S within the format as shown in Table 1. S is 
assigned to 16 bits considering heavy load during transmission of the data, which is 
described in Step 1 of this chapter. 

When receiving the Inventory request, Tag performs the Collision Management 
sequence. In other word, the purpose of the anti-collision sequence is to inventory the 
Tag present in the Reader field by their UID. Table 2 shows an example of the 
extended Inventory response packet containing HT which modifies standard 
Inventory response format[4].  

Table 2. Example of extended Inventory response format with HT 

SOF Flags DSFID HT CRC EOF 

 0x00  0xCC  
0x0F85B07D 

D9408A86  
0x84B3   

The standard Inventory response format contains the fields of Flags, DSFID, UID, 
and CRC[4]. In the extended version, UID field is replaced to a field HT which has 
the hashed values described in Step 2 of this chapter, where the same data bits are 
assigned. The 64-bit UID is used to identify Tag sending the response. Thus, the 
proposed protocol(Fig. 2) based on the extended Inventory response packet provides 
location privacy because data HT are useless to an attackers.  

Table 3 shows an example of the extended Select request packet with K2 which 
modifies standard Select request format[4]. 

Table 3. Example of extended Select request format with K2 

SOF Flags Select UID K2 CRC EOF 

 0x04 0x25 
0xFFFFFFFFFF

FFFFFF 
0x69D5 0x37C5  

 
The standard Select request contains the fields of Flags, Select, UID, and CRC. In 

the extended version, K2 field is only added to it. As we can see from our protocol 
shown in Fig. 2, K2 is forwarded to Reader together the date retrieved from the 
memory, which is generated by hash function on the server.  

After receiving the Select command, if K2 is equal to K2', i. e., K2' = H(K1, S), T 
changes the used key K1 to a new key by adding K2 to ID, i.e., K1 = K2 + ID(see Fig. 
2). Note that K1 is used to prevent replay attack on the tag. 

4   Security Analysis 

The proposed scheme has been evaluated the view point of the security requirement 
and compared between some protocols[6,7,8]. If the unique serial number is wiped at 
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the supermarket checkout, and only product and manufacturer codes remain, a 
significant location privacy attack is still possible through tracking combinations of 
specific brands.  

In our protocol, all messages from Tag have been hashed such as HT=H(S, K1, ID), 
K2 = H(K1, S), and S = H(r), and the challenge and response technique is used to 
ensure mutual authentication of Reader (Server) and Tag. That means that 
eavesdropping is meaningless. In addition, the required all data for an application are 
stored in the server while user’s privacy information is not stored in the tag in 
conventional approach[2,8]. Thus, data confidentiality of tag bearers is guaranteed 
and the user privacy on data is strongly protected.  

A man-in-the-middle attack is not possible because our protocol is based on a 
mutual authentication. That is, the hashed value HT is used through procedures Step 1 
to Step 3, and then this attack is prevented in Step 3.  

Replay attack is that attackers eavesdrop all messages from each T, and then 
retransmit the message to the legitimate R. As described the previous chapter, we use 
two keys; K1 for secret key and K2 for shared key. K1 in T is updated for every session, 
where K1= K2 +ID. Thus, the replay attack for T is detected and prohibited in Step 5. 

In our approach, all data exchanges between T and R(Server) use the hashed value 
S generated in R, and then K1 is changed in Step 5 for every session, where K2 =H(K1, 
S). Thus, tag anonymity is guaranteed and the location privacy of a tag bearer is not 
compromised.  

To realize the forgery resistance, this approach uses HT = H(S, K1, ID) in three 
units, where ID represents chip serial number embedded during the chip 
manufacturing. Whenever T generates HT, it refers to S. Thus, forgery like simple 
copy is prevented. Intercepting or blocking of messages is a denial-of-service attack 
preventing tag identification. Our protocol does not particularly focus on providing 
data recovery. Table 4 shows the comparison of the security requirements and the 
possible attacks. 

Table 4. Comparison between authentication protocols 

Protocols 
Requirements 

MAP 
[6] 

HLS 
[7] 

EHLS 
[7] 

HBVI 
[8] 

Proposed 
scheme 

User data confidentiality O X △ △ O 

Tag anonymity O X △ △ O 

Mutual authentication O △ △ △ O 

Reader authentication O X X X O 

Man-in-the-middle attack 
prevention 

O △ △ X O 

Replay attack prevention O △ △ O O 

Forgery Resistance O X X X O 

† Notation 
O : Satisfied,  △ : Partially satisfied,  X : Not satisfied. 
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Data items for comparison of several protocols make reference to results shown in 
[6]. From security analysis and comparison result, we have shown that the proposed 
scheme has better performance in user data confidentiality, tag anonymity, Man-in-
the-middle attack prevention, replay attack, and forgery resistance. 

5   Digital Codec Design and Verification 

5.1   Codec Design 

An RFID tag is a small radio frequency chip which can be coupled to a 
microprocessor, which can communicate with an RFID reader. The tag may contain 
memory whose contents can be transmitted to the reader, and tags may be read/write 
or read-only. The tag is divided into two types of active tag and passive tag. The 
former uses a battery to transmit a signal to a reader, and the latter is powered by the 
electromagnetic field (radio wave) generated by the reader. In this paper, a passive tag 
is considered for realizing low-cost tags. 

The RFID system is divided into two parts of analog front-end and digital parts. 
The analog front-end part is responsible for modulation and demodulation of data for 
the power supply of the tag and the digital part handles control functions and data 
processing tasks[5].  

In order to verify the proposed scheme, we have designed digital part(digital 
Codec) of a RFID Tag which is composed of Packet Processor, CRC Calculator, 
System Controller, SHA-1 hash algorithm[7], and EPROM. SHA-1 hash algorithm 
takes as input a message with a maximum length of less than 512 bits and produces as 
output a160-bit message digest(hashed data). CRC calculator block calculates 
CRC(Cycle Redundancy Check) value on data for transmitting and receiving and it 
compares the CRC value with the received one for detecting errors during 
transmission. It is also read some information from tag memory, EPROM. The 
EPROM has been stored in unique information of tag’s ID and key value K1. Packet-
processor filters the required data after analyzing commands of various packets 
received from RF/analog front-end. It is possible for reconstruction of the packed data 
which will be sent to the reader.  

The Codec described in Verilog HDL has been synthesized using Xilinx ISE 6.x 
software tools targeting the VirtexII FPGA device.  

5.2   Verification 

In order to fully validate operation of the designed Codec, timing simulation has been 
performed using Mentor Graphics’ ModelSim. Table 5 shows initial vector for 
simulating EPROM of the Codec. 

Table 5. Initial vector for EPROM 

UID DSFID Init Key 

0xFFFFFFFFFFFFFFFF 0xCC 0xAAAA 
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Initial vector of the memory has three fields of UID of tag, DSFID (Data Storage 
Format Identifier), and Init Key for initial key value. DSFID indicates how the data is 
structured in the tag memory EPROM. In addition, input vectors for packet simulation 
have used data streams given in Table 1, 2, 3.    

A packet data shown in Table 1 is used as input vector for simulating the extended 
Inventory request packet with S. Two packets of Table 2 and 3 are also used as input 
vectors for the extended Inventory response packet with HT, and the extended Select 
request packet with K2, respectively. Table 6 shows synthesis result for designed Codec. 

Table 6. Synthesis result 

      Items 
Tools 

# Gates (Slices) Frequency 

Xilinx 34.8K (1,290) 75 Mhz 

Synopsys 13K 45 Mhz 

�

From Table 6, we can see that the Codec designed using Xilinx tool operates at the 
frequency of 75Mhz with gate count of 34.8K. Depending on design tool used, the 
designed Codec has tradeoff between the system performance and the hardware cost. 
In comparison of hardware overhead, Xilinx design is approximately increased by 2.6 
times, compared to the Synopsys one although Xilinx design is improved by 1.7 times 
in system performance. 

6   Conclusion 

In this paper, we have presented a strong authentication protocol for RFID tag using 
SHA-1 hash algorithm. The protocol is based on a three-way challenge response 
authentication technique between a RFID tag and a back-end server. In addition, the 
extended three types of protocol packets have been described for realizing a strong 
authentication mechanism by modifying the protocol defined in the ISO/IEC 
standard[4]. 

In order to verify the proposed protocol, we also designed and implemented a 
digital Codec with FPGA using Verilog HDL at the Behavioral level. The system 
operates at a clock frequency of 75 MHz on VirtexII FPGA device. From comparison 
and implementation results, we have shown that our scheme is a well-designed strong 
protocol which satisfies various security requirements in RFID system environment. 
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Abstract. In ubiquitous environments, users of multimedia service can
access to rich multimedia content any time any where, via user-friendly
and easy-to-carry handheld, mobile and wearable devices such as mobile
phones, PDAs, laptops and even vehicles. Besides the usual requirement
of ensuring the integrity and privacy of these contents as they travel from
one device to the next, there is also a need for optimal bandwidth use of
these devices to ensure the user’s comfort in hassle-free access.

Fragile watermarking schemes is one measure used to ensure integrity
of content, typically images. Fragile watermarking schemes commonly
exploit particular properties of transmitted images and thus provide lo-
calization and semi-fragility features not found in image authentication
schemes based on purely cryptographic techniques. The basic idea in an
image authentication scheme is to compute and insert an authentication
mark into the image, and later during verification to recompute the same
mark and compare with the inserted version for a match.

In the context of the optimal bandwidth ubiquitous environment, we
formulate the notion of the originator’s rights to his multimedia con-
tent. We then propose a fragile watermarking scheme that achieves this
notion, thereby making optimal use of the bandwidth. This scheme also
prevents two problems that we highlight on a previous fragile scheme by
Byun et al. As an aside, our results appear to be the first analysis of the
Byun et al. scheme. Furthermore our proposed scheme is one of the only
three known SVD-based fragile watermarking schemes to date, and the
only one that protects the originator’s rights.

Keywords: Multimedia service, ubiquitous environment, security, in-
tegrity protection, originator’s rights, protocol, fragile watermarking.

1 Introduction

A ubiquitous environment especially one in which multimedia service is provided,
needs to provide seamless and hassle-free content access to users, because the
user expects to be able to interact with his ubiquitous devices any time and any
where, in a user-friendly manner. Therefore, it is important in such environments
that besides ensuring integrity, the transmitted content should make optimal use
of the available bandwidth. In such situations, a content authentication scheme
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based on watermarks is one of the ways we could use to verify the integrity of a
received content.

This paper proposes a fragile watermarking scheme that allows the origina-
tor of the content to achieve his rights to multimedia service, in addition to
protecting the integrity of the content.

More generally, a digital watermark [3] is an additional message inserted into
some content − most commonly an image − to either prove its ownership, trace
who illegally distributed it, or detect if unauthorized modifications have been made
[3]. Watermarking schemes can typically be robust and therefore the inserted wa-
termark can survive signal processing operations and also intentional tampering;
or fragile [11] i.e. the watermark is easily destroyed even after the slightest mod-
ifications. Robust schemes are used for proof of ownership and tracing of pirated
copies while fragiles schemes are used for content authentication to check the
image’s integrity against unauthorized modifications. This paper concentrates
on fragile schemes for the authencation of images.

SVD for Image Watermarking. The Singular Value Decomposition (SVD)
[1] is a useful tool applied in image processing, image compression, and image
watermarking [12]. An image matrix A can be decomposed into a product of three
matrices, A = U · Σ · V T where U and V are orthogonal matrices, UT · U = I,
V T ·V = I, where UT denotes the conjugate tranpose of U . The diagonal entries
of Σ are called the singular values of A, the columns of U (respectively V ) are
called the left (respectively right) singular vectors of A.

The singular values have the special property that if the image is put through
typical image processing operations, then though the singular values change,
they do not vary significantly so if a watermark is combined with them this
means robustness of the inserted watermark. Furthermore, these small changes
in the singular values would not perceptually affect an image, thus an image
would remain perceptually the same even after a watermark is inserted. On the
other hand even the slightest modifications made to the image would cause the
singular values to vary (even if just slightly), thus this is suitable for fragile
watermarking schemes that aim to detect any changes to an image because the
singular values can then act as a characteristic signature of the image. In more
detail, we just check if the singular values have been changed. If they remain
exactly the same, then no modifications have been made, otherwise it is clear
that the image has been modified. This is the property used in the fragile scheme
that we consider in this paper.

Techniques for Fragile Schemes. A fragile watermarking scheme aims to
provide image authentication, i.e. check if an image is authentic or was modified
by an unauthorized party. Authentication of images can also be done by using
cryptographic techniques [15] e.g. digital signatures and message authentication
codes (MACs) but non-crypto watermarking-based ones have the following ad-
vantages:

• Directly embed authentication data (watermark) into the image so no addi-
tional information besides the image is required for verification.
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• Exploit unique properties of images and thus can be used to even detect
which portion of the image has been tampered with (if any). This is known
as the localization feature. On the contrary, pure cryptographic-based tech-
niques treat the image as a binary string.

• The exploitation of unique image properties also allows to provide semi-
fragility, i.e. such schemes can be made to be robust against some common
image processing operations like JPEG compression but extremely fragile
against malicious modifications such as cropping in order to detect those
latter operations.

2 A Fragile Scheme Protecting the Originator’s Rights

It is well known that there are subtle problems when watermarking schemes are
used for the particular applications of proof of ownership [4] and tracing illegal
distributions [16,14]. In this section, we identify another different problem that
arises in the context of watermarking schemes applied for content authentication.

Recall that in the case of proof of ownership, a robust watermarking scheme
is used to embed the watermark of the content owner. If this watermark can
be detected, then it proves the ownership of the content. However, the rightful
ownership problem [4] occurs when more than one party’s watermark can be
detected, thus there is a deadlock on who the content really belongs to.

In the case of tracing illegal distributions, a robust watermarking scheme is
used to embed the watermark of the content buyer, so that if an illegally dis-
tributed copy is found, detection of the buyer’s watermark would trace which
buyer illegally distributed copies of the content. However, a different problem
was raised (initially by [16] but later refined by [14]), that of the buyer’s rights
problem. This is because initially watermarking schemes are applied to protect
the content owner’s copyright rather than the buyer’s rights; implicitly it is as-
sumed that owners themselves are trustworthy. Thus the owner of the content
has complete control of the watermarking process. This assumption is not always
true, but instead is biased against honest buyers because they could be framed
by a malicious owner or seller who inserts the buyer’s watermark but instead
himself distributes the contents illegally.

We now formulate a different problem for the application of watermarking for
the case content authentication, the denial of originator’s rights problem. In more
detail, consider a party, so called the originator, who applies a fragile scheme to
embed an authentication watermark into a content and sends this to a receiving
party, so called the verifier or receiver who checks the integrity of the content
to ensure no modications have been made, basically by comparing the detected
watermark with the one received from the originator. In such situations, the
approach of the verifier is to conclude that the content has been modified if
the two do not match, and otherwise the content is intact if the two do match.
This prevents false positives, i.e. a modified image being verified as intact when
it is not. However, if the two watermarks do not match, the receiver cannot
distinguish between the case where a content is really modified (real negative)
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and the case of false negatives, i.e. where the content remains intact but only
the originator’s watermark has been tampered with. Therefore, although his
content was received intact by the receiver, the originator is denied his right
to have the content verified to be intact. This can have serious repercussions
especially since the originator and receiver are commonly communicating high-
capacity multimedia content over bandwidth-limited networks. In fact, a high
rate of false negatives affects the level of confidence that a receiver has when
detecting a negative: a real negative may be brushed aside as yet another false
negative.

We propose a scheme that addresses this problem, and thus protects the
originator’s rights. The basic approach is to integrate a fragile scheme with an
encryption function E(·) that binds some verifiable information − in our case
we use the receiver’s name or ID − to the embedded authentication watermark.

Watermark Insertion
This is done by the originator. For the rest of this paper we will consider that
the watermark insertion stage is done by the originator, and the watermark
extraction & verification stage is done by the receiver.

See Fig. 1. Consider a still image O of size M × N pixels. N pixels in O
are randomly selected via a secret key. This same key will be used later by the
receiver during the watermark extraction process (see Fig. 2). For each selected
pixel, set to zero its LSB. This results in O′ which differs from O in only those N
pixels. The next step is to perform SVD (singular value decomposition) [1] on O′

to obtain three components: the singular matrix S and corresponding singular
vectors U and V . Note that S is a diagonal matrix which consists of only N
nonzero singular values along its diagonal.

The purpose of using the SVD transform here is reminiscent of a hash function,
namely it produces a small output (S in this case) and it is very unlikely for
different inputs to result in the same outputs, i.e. negligible collision. Thus slight
changes in image input O′ to the SVD function will give very different S at the
output. Now, for each of the N singular values of S, we perform the following
steps:

1. Multiply with a multiplying factor α and take the floor function:

Sm = floor(α × S), (1)

for m = 1 to N .
2. The originator then reduces Sm modulo 2:

Bm = Sm mod 2, (2)

for m = 1 to N . All Bm’s form the authentication watermark B.
3. Input B and the receiver’s name/ID into an encryption function E(·), keyed

by the same key that was used to randomly select N pixels. The final au-
thentication watermark C is obtained.

4. All the bits of C are inserted in turn into each of the N pixels’ LSB to form
the authenticated watermarked image Ow.
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Fig. 1. Watermark Insertion Stage

Watermark Extraction & Verification
On the receiver side (Fig. 2), he has to check to make sure the received image Ow

has not been altered by any adversary, so he has to perform the same steps as
what the originator did to compute B (as per the right column of Fig. 2). Simul-
taneously (left column of Fig. 2), he uses the same secret key to select the same N
random pixels and extract their LSBs to obtain the watermark C inserted by the
originator. This C is then decrypted to obtain E′ and the receiver’s name. This
receiver’s name is checked if valid and meaningful, in addition to E′ being checked
if it matches the B computed by the receiver. We have the following cases:

• If E′ = B and the receiver name is valid, all is ok, i.e. the received image
Ow is intact.

• If E′ �= B but the receiver name is valid, this means we know for sure that
C was not modified since we got a correct decryption of the receiver name,
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thus it was definitely O′w that was modified causing a modification of B such
that E′ �= B. In this case the receiver has to negotiate with the originator
for the resending of the image O′w.

• If E′ �= B and the receiver name is not valid, then we know for sure that
C was modified because it caused an incorrect decryption of the receiver
name, and O′w may or may not have been modified. To be sure of the latter,
the receiver asks the originator to resend only C. For a communications
channel with a low bit error rate (BER) this would be sufficient since it will
be very likely that C this time will not be in error. Or this resend of C
could be done a few more times depending on the BER. For channels with
malicious adversaries who may modify C every time it is sent, then one could
use a separate error-free and integrity-protected channel for the second time
resend. When this resend of C is received, check again if E′ matches with B.
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� If now E′ = B this would confirm that the first time received image con-
tents O′w is indeed intact and that the first time no match was caused
by a modification of C and not O′w.

� Meanwhile, if now E′ �= B this would mean O′w has been modified.

This idea makes it possible to differentiate the situations listed above which is
important especially for communications networks that involve transfer of high-
capacity multimedia content, so if we can reduce unnecessary transfer of such
large files it will be more communications efficient. With this approach, the
originator does not need to keep on resending a content every time E′ �= B,
because this no-match situation does not always mean the content O′w is not
intact, but this could be because C (thus E′) was modified, or even because of
random communication error-like noise. In these situations, the originator does
not need to retransmit O′w. For the special channel for second retransmission of
C, we could use message authentication codes (MACs) or the originator’s private
key to sign to prove it is really sent by the originator. This is not computationally
complex because C is very small compared to the entire content.

Our specific scheme here builds on the first known SVD-based fragile water-
marking scheme by Byun et al. [2], but the main difference is we have an ad-
ditional encryption function that generates the final authentication watermark
such that if received correctly and decrypted, would give the receiver’s name so
there is an assured way to verify that nothing (neither the content nor the water-
mark) has been modified during communication. This prevents the two security
issues of the Byun et al. that we discuss in Section 3 and allows to address the
denial of originator’s rights problem. Furthermore, the general approach we have
discussed can be used to transform any fragile scheme into one that addresses
this specific problem.

3 Improper Choice of Parameters Versus Security

We further discuss how improper choice of parameters may reduce security of
the SVD-based fragile watermarking scheme of Byun et al. [2].

3.1 Choices of α That Reduce the Search Space

Byun et al. [2] recommend to have a big value for the multiplying factor α [2]:
“In general, the bigger the multiplying factor, the more sensitive to changes to
the images... if we need high security the multiplying factor should be increased.”

Example α’s used in the experiments in [2] range from 10 to 107 in order incre-
ments of 10. We show here the counter intuition that the above recommendation
may not always be true, i.e. we show that when α is substantially increased,
the probability of an adversary in guessing B is increased significantly from the
random case, and furthermore for substantially large values of α, this probability
approaches 1.

We first motivate the basic idea. Observe carefully from Fig. 1 that each Bm

of B is actually a modulo 2 reduction of each corresponding (α×S) value. Thus
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if an implementer increases this multiplying factor α substantially in order to
increase the security as recommended by Byun et al., there would come a point
(a certain value of α) where (α×S) mod 10 = 0 in which case Bm = Sm mod 2 = 0
for some values of m.

To illustrate this, we empirically took an image O of dimension M × N =
200×200, and putting it through SVD obtained the singular matrix S. Then for
varying values of the multiplying factor α in order increments of 10, we tested for
the minimum such α value that would cause Bm = Sm mod 2 = 0 (m = 1 to 200).
Tables 1 and 2 show a summary of this for two different sample images O1 and
O2, i.e. the first column shows that as long as 1015 ≤ α, then Bm = 0 (m = 1 to
187); while the second column shows that when 1030 ≤ α then Bm = 0 (m = 188
to 200) too.

Table 1. Values of α for Bm = 0 (for m = 1 to 200) for sample 200 × 200 image O1

Bm = 0 (m = 1 to 187) Bm = 0 (m = 188 to 200)

1015 ≤ α 1030 ≤ α

Table 2. Values of α for Bm = 0 (for m = 1 to 200) for sample 200 × 200 image O2

Bm = 0 (m = 1 to 147) Bm = 0 (m = 148 to 200)

1018 ≤ α 1032 ≤ α

Furthermore, for example the case of O1 (see Table 1), if α is chosen to be at
least 1015, then Bm = 0 for m = 1 to 187 with probability 1, thus when this case
happens an adversary only needs to guess the other values of Bm for m = 188 to
200 with average probability 2−13, a significant increase from probability 2−200

for the random case. If α is chosen to be even more substantially large, e.g. for
O1 if it is at least 1030, then the adversary will know with probability 1 that
Bm = 0 for m = 1 to 200, without even having to guess. This introduces a
trade-off in the choice of α: an increase in α increases sensitivity of the scheme
but reduces the adversary’s search space of B.

The reason why reducing the search space of B is important for the adversary
is that if Bm = 0 for m = 1 to N with a probability significantly higher than
the random case, then he can simply change the image Ow and then make all
pixel LSBs be zero. Then no matter which N pixels are selected, the extracted
authentication watermark E′ will be a zero N -bit string, and the B calculated
by the receiver would also be equal to a zero N -bit string with a probability
significantly higher than the random case. e.g. for O1 and for α ≥ 1015 this
probability would be 2−13; while for O2 and for α ≥ 1018 this probability would
be 2−53. Though this probability varies with different images, the main point
is that it is significantly higher than the common random case. Note that in
this case the search space of the adversary is not in guessing by brute force the
values of the secret key used to select the N pixels, but in guessing the t bits of
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B where t < (N/2) for large choices of α. Furthermore, for substantially large
α, then Bm = 0 with probability 1 for m = 1 to N . See [6] for another example
of how the choice of the watermark embedding region is exploited to reduce the
adversary’s search space.

This issue does not exist for our scheme in Section 2 because we have an
additional encryption function to generate the final authentication watermark
C to be embedded, so guessing B is not relevant because unlike Byun et al. who
embed B, we embed C instead. Furthermore, C does not exhibit the problem
we have highlighted above so its search space cannot be similarly reduced.

3.2 High Resolution Extensions May Lead to Attacks

The collage attack [9,7,8] basically exploits a common property of the type of
watermarking schemes that insert watermarks into independent local regions
(blocks) of an image. Another such attack is in [5].

The gist of the collage attack is that when the adversary has access to several
watermarked images done under the same key and having been inserted with the
same watermark, then parts of these multiple watermarked images can be copied
and pasted to form a new watermarked image that appears to contain the same
watermark, without having to discover what the secret key or the watermark is.

Byun et al.’s scheme processes an entire image rather than one block at a time,
thus it does not fall to the collage or oracle attacks. However, the pixel resolution
of images is increasing, and though during the time Byun et al.’s scheme was in-
troduced the common pixel resolution was 256×256, the availability of affordable
digital cameras mean images having resolutions ranging from 1656 × 1242 = 2
mega pixels to 3072 × 2304 = 7 mega pixels. When considering how to apply
Byun et al.’s scheme to these high resolution images, care has to be taken to
still take the entire image at a time to produce the authentication mark and not
to divide it into blocks to be processed independently.

4 Concluding Remarks

Fragile watermarking schemes are useful for content authentication, e.g. when
they need to be transmitted over ubiquitous networks that deliver multimedia
service to users. We first formulated the denial of originator’s rights problem in
the context of applying watermarking schemes to content authentication. Then
considering a common ubiquitous environment that should provide optimal usage
of its bandwidth and that of hassle-free multimedia service, we presented a fragile
watermarking scheme to both address the denial of originator’s rights problem
and be suited for such optimal usage of bandwidth. Our scheme builds on the
Byun et al. scheme [2] but prevents two security issues applicable to the Byun et
al. scheme that we highlight in Section 3. In addition, our scheme addresses the
originator’s rights problem. Our basic approach is to allow the receiver to exactly
differentiate specific reasons that cause a content authentication failure so that
the receiver can decide whether to request for a retransmission of the entire
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content or just the error-checking (integrity) code. Doing so prevents redundant
transmissions of content.
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Abstract. Authentication is the most important issue to control the
home networks remotely. In this paper, a strong authentication and key
agreement method for a smart home network system is presented. The
proposed scheme uses a smart card which stores private information and
performs cryptic operations. It also uses a modified 3GPP security sys-
tem that is suitable for the home network. Our scheme provides not
only security features which S/KEY variants schemes have but also new
features that they do not have.

1 Introduction

A smart home network is an emerging research area which attracts public at-
tention. The smart home is a house or living environment that contains the
technology to allow devices and systems to be controlled automatically [12] [13].
A smart home network is the network system to embody the smart home. The
smart home network system is usually made up of remote access devices, a res-
idential gateway (RG), and networks within the home.

As more home networks get attached to the Internet there is an ever-increasing
demand for a secure method to remotely control home appliances through the
Internet. Users would like to be able to access their home appliances while they
are away and manipulate home appliances. When home network is connected
to the Internet, the home is opened to the outside world. This fact causes the
home networks to expose to various threats. Thus the home networks should
solve the security issues. Especially authentication is the most critical issue for
remote control of the home networks.

In 1981, Lamport proposed a password authentication scheme for verifying
the validity of users [7]. Because the password based authentication approach is
practical and significant, a number of studies and proposals including solutions
using smart cards have followed this initial work [3] [11] [6]. The general authen-
tication procedure using smart card is as follows. The smart card stores private
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service in the next generation mobile terminals].
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data such as a user’s ID and a shared secret key. When the user wants to access
to the home network, the smart card generates an authentication message based
on these information and sends it to the server. Upon receipt of the message the
server checks the validity of the message. If the message is valid, the authenti-
cation procedure is successfully completed and the server grants the user access
to the network.

Mutual authentication, which allows communicating parties to verify each
other’s identity, is an important requirement for home network. Many fishing
attacks are a growing problem due to the deficiency of server authentication.
Mutual authentication protects home networks from such attacks.

A S/KEY scheme is a well-known password-based authentication algorithm
[4] [5]. It is aimed to detect replay attacks or eavesdropping attacks. The user’s
secret data does not need to cross the network during authentication with this
scheme. In addition, no secret information needs to be stored in any system.
However, it is vulnerable to some attacks such as server spoofing, replay attacks
and off-line dictionary attacks [9] [14]. Some studies have been proposed to solve
these drawbacks of the S/KEY scheme [9] [14] [15] [8] [16].

In this paper, we propose an authentication and key agreement method for
secure home network system using a smart card. The proposed home network
system provides security features that S/KEY based schemes do. In addition it
has key agreement phase. Thus it can establish a secure tunnel after authen-
tication success to secure the communication between the user and the home
network. It also provides a re-synchronization method to recover from synchro-
nization failure.

The smart card not only stores sensitive data such as cryptographic keys for
authentication but also performs different cryptographic algorithms. Thus the
smart card can directly exchange authentication messages with the RG of the
home network. This fact makes the proposed scheme provide end-to-end security.

As an authentication algorithm, we adopted a simple authentication and key
agreement(sAKA) which is a modified version of 3GPP authentication and key
agreement(AKA) mechanism. AKA had been designed to secure the 3rd gen-
eration system by 3rd generation partnership project (3GPP) [2]. The 3GPP
AKA has been scrutinized widely within wireless communication industries. No
serious flaw has ever been reported in public literature.

The sAKA is devised as securely as 3GPP AKA; it followed a core authenti-
cation part of 3GPP AKA. And operations and cryptic functions used in 3GPP
AKA are designed to work well in the smart card which has not a sufficient com-
putational power. So proposed home network system is very secure and suitable
for the use of the smart card.

The remainder of this paper is organized as follows. Section 2 summarizes
S/KEY mechanism and its variants. In section 3, we describe AKA mechanism.
Details of the proposed authentication and key agreement method are provided
in 4. We analyze the proposed scheme in section 5, provide result and conclude
the study in section 7.
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Fig. 1. The S/KEY one time password system

2 Related Work

In this section, we describe the S/KEY authentication scheme and its variants.
The S/Key authentication is based on a secure hash function. A secure hash

function is a one-way function; it is easy to compute in forward direction, but
computationally infeasible to invert. There are two sides in the S/KEY one-time
password system. In S/KEY system client sends the user’s secret pass-phrase,
which is generated through multiple applications of a secure hash function to
produce a one-time password, to the server. On each use, a unique sequence of
passwords is generated. The S/KEY system server verifies the one-time password
by making one pass though the secure hash function and comparing the result
with the one-time password that the client sent. This procedure is illustrated in
figure 1. Although the S/KEY scheme protects a system against passive attacks
based on capturing passwords, it is vulnerable to server spoofing, preplay, and
off-line dictionary attacks [9] [14] .

There are several researches to overcome drawbacks of the S/KEY scheme [9]
[14] [15] [8]. Mitchell and Chen proposed a solution to prevent server spoofing and
replay attacks [9]. Yen and Liao proposed a method to prevent off-line dictionary
attacks using a shared tamper resistant cryptographic token [15].

In 2002, Yeh-Shen-Hwang proposed a secure one-time password authentica-
tion scheme that can withstand many various attacks, such as replay attacks,
server spoofing attacks, off-line dictionary attacks, and active attacks [14]. The
scheme uses smart cards to store shared secret, SEED, and simplify the user
login process. It is, however, still vulnerable to a stolen verifier attack [16].

Recently Lee-Chen proposed an improved one-time password authentication
scheme, which not only keeps the security of the scheme of Yeh-Shen-Hwang,
but it can withstand the stole verifier attacks [8].
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Authentication schemes based on S/KEY have some drawbacks. They have
to store a hashed value which came from the previous stage. If a case that the
value is tampered intentionally or accidentally occurs, the user cannot login to
the system until he/she gets a new smart card because the S/KEY based schemes
do not have any method to recover from the case. And the client performs several
hash operations to have the same hashed value which the server has. Also the
schemes do not have the key agreement phase. Thus it is hard to generate a
secure communication tunnel between the user and the home network. In this
paper, we propose a new authentication scheme to solve these problems.

3 Authentication and Key Agreement (AKA)

AKA is devised to meet the 3rd generation (3G) security features. The general
objectives for 3G security features have been stated as [1]: 1) to ensure that
information generated by or relating to a user is adequately protected against
misuse or misappropriation; 2) to ensure that the resources and services provided
by serving networks and home environments are adequately protected against
misuse or misappropriation; 3) to ensure that the security features standard-
ized are compatible with world-wide availability; 4) to ensure that the security
features are adequately standardized to ensure world-wide interoperability and
roaming between different serving networks; 5) to ensure that the level of pro-
tection afforded to users and providers of services is better than that provided
in contemporary fixed and mobile networks; 6) to ensure that the implemen-
tation of 3G security features and mechanisms can be extended and enhanced
as required by new threats and services. Furthermore it also includes 2nd gen-
eration security features such as subscriber authentication, subscriber identity
confidentiality, secure application layer channel between subscriber module and
network, etc.. Details of AKA method are described in [2].

The abbreviations used in this paper are as follows:

– AK : Anonymity key
– AUTN : Authentication token
– AV : Authentication vector
– CK : Cipher key
– f1, f2, f3, f4, f5 : Cryptic functions
– HLR : Home location register
– IK : Integrity key
– K : Shared secret key
– MAC : Message authentication code
– RES : Response
– SQN : Sequence number
– VLR : Visitor location register
– XRES : Expected RES

An overview of the AKA mechanism is shown in figure 2. A visitor location
register(VLR) is a authentication server in which the user is serviced and per-
forms authentication procedure. A home location register(HLR) has the shared
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Fig. 2. Authentication and key agreement

secret key(K), generates authentication vectors and sends them to the VLR. A
USIM is an application for 3rd generation (3G) mobile telephony running on a
smart card which is inserted in a 3G mobile phone. It stores user subscriber in-
formation, authentication information, provides storage space for text messages
and performs cryptic algorithms.

The HLR may have pre-computed the required number of authentication vec-
tors and retrieve them from the HLR database or may compute them on demand
from the VLR. When the HLR receives a request from the VLR, it sends an or-
dered array of n authentication vectors to the VLR. Each authentication vector
consists of the following components: a random number(RAND), an expected
response(XRES), a cipher key(CK), an integrity key(IK) and an authentication
token(AUTN). Each authentication vector is good for one authentication and
key agreement between the VLR and the USIM.

When the VLR initiates an authentication and key agreement, it selects the
next authentication vector from the ordered array and sends RAND and AUTN
to the user. The USIM checks whether AUTN can be accepted and, if so, pro-
duces a response(RES) which is sent back to the VLR. The USIM also computes
CK and IK. The VLR compares the received RES with XRES. If they match
the VLR considers the authentication and key agreement exchange to be suc-
cessfully completed. The established keys CK and IK will then be transferred
by the USIM and the VLR to a hand held device and an access point which
perform ciphering and integrity functions.
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Fig. 3. Proposed home network system

4 Proposed Home Network System

4.1 Architecture

Figure 3 shows the proposed home network system. The smart card is attached
to the remote access device through a card reader device and exchanges authen-
tication messages with the residential gateway(RG) directly. The reason why the
smart card deals with the authentication messages instead of the remote access
device is to provide end-to-end security and to prevent secret data from leaving
the smart card. No private data is stored in the remote device. Only ciphered
messages are delivered to the RG through the remote access device. Thus the
user can safely uses any remote access devices without inspecting them.

4.2 Simple AKA

3GPP AKA is modified to suitable for the home network system. We call the
modified AKA the Simple AKA(sAKA) because it followed a core authentication
part of 3GPP AKA. An overview of the sAKA mechanism is shown in figure 4.

We put roles of the VLR and the HLR together in the RG. Thus the distri-
bution of authentication vectors is not needed any more. Our scheme generates
only one authentication vector on demand from the user; it does not have any
pre-computed authentication vector.

When the remote device sends an authentication request and a user ID to
the RG, the RG generates an authentication vector according to the user ID.
The authentication vector consists of the following components: a random num-
ber(RAND), an expected response(XRES), a cipher key(CK), an integrity
key(IK) and an authentication token(AUTN). The RG sends RAND and AUTN
to the smart card through remote terminal.

Upon receipt of RAND and AUTN, the smart card checks whether AUTN is
valid and, if so, produces a response(RES) which is sent back to the RG. Also
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Fig. 4. Proposed authentication and key agreement

CK and IK is generated in the smart card and sent to the remote device. The
RG compares the received RES with XRES. If they are same the authentication
procedure is successfully completed. The established keys CK and IK will be
used to create a secure communication tunnel between the remote device and
the RG.

All messages between the remote access device and the RG are encrypted using
CK as an encryption key. Each message has a signature of itself which is gener-
ated using IK as an integrity key. Upon receipt of the encrypted message and its
signature, a recipient decrypts it and checks the integrity using CK and IK. With-
out knowing CK and IK, attackers never know and modify original messages.

Figure 5 shows the generation of an authentication vector by the RG. Function
f1, f2, f3, f4 and f5 are cryptic functions which were devised to meet the 3G
security requirements [2] [1]. Details of them are beyond the scope of this paper
so we don’t describe them.

A sequence number(SQN) is verified before using it. SQN is always increased
and no two or more same SQN is used to generate an authentication vector. This
fact guarantees the freshness of the authentication vector and prevents a used
one from reusing.

Upon receipt of AV from the RG the smart card proceeds as shown in figure 6.
Upon receipt of RAND and AUTN the smart card first computes the anonymity
key(AK) = f5K(RAND) and retrieves the sequence number SQN = (SQN ⊕
AK) ⊕ AK. Next the smart card computes XMAC = f1K (SQN || RAND) and
compares this with MAC which is included in AUTN. If they are different, the
smart card sends an authentication reject back to the RG and the smart card
abandons the procedure.
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Generate SQN

Generate RAND

f1 f2 f5f4f3

K

SQN

RAND

MAC XRES CK IK AK

AUTN = SQN AK || MAC
AV = RAND || XRES || CK || IK || AUTN

Fig. 5. User authentication function in the home network
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SQN MAC
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Fig. 6. User authentication function in the smart card

f1 f5
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SQNuser

RAND

AUTS = SQNuser AK || MAC-S

XOR

MAC-S AK SQNuser AK

Fig. 7. Construction of the resync token

Next the smart card verifies that the received SQN is in the correct range. If
the smart card considers the sequence number to be not in the correct range,
it sends synchronization failure back to the RG and abandons the procedure.
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The synchronization failure message contains re-synchronization token(AUTS).
It is AUTS = SQNuser ⊕ AK || MAC-S. AUTS conceals SQN of the smart card
(SQNuser) and contains a message authentication code(MAC-S). The smart card
sends AUTS to the RG. The generation of AUTS is shown in the figure 7.

Upon receipt of AUTS, the RG verifies it. If the verification is successful the
RG resets the value of SQN. The RG, then, generates a new authentication
vector and sends it to the user.

5 Analysis

In this section, we analyze the proposed scheme. And then we compare it with
S/KEY based authentication schemes.

5.1 Security Analysis

The proposed scheme provides security features which S/KEY variant schemes
have as follows.

– Server spoofing attack
If MAC is invalid the smart card abandons the authentication procedure.
Valid MAC can be generated by the only server that knows the shared se-
cret key. Due to RAND and SQN, each session has a different MAC. Thus
attackers without knowing K cannot mount server spoofing attacks.

– Preplay attack
The server and the smart card verify the freshness of SQN. If SQN is not in
the correct range, the authentication is rejected. Because attackers cannot
know K it is difficult for them to try to do preplay attacks.

– Off-line dictionary attack
In the proposed scheme, a shared secret key is randomly generated. So it
can resist against off-line dictionary attack. And the smart card protects the
shared secret key physically and logically.

– Stolen verifier attack
Because our scheme uses randomly generated RAND and unique SQN in each
authentication session, attackers who have succeeded in stealing a shared
secret key cannot use the stolen information as a verifier to mount the stolen
verifier attacks.

– Man in the middle and active attack
Since the smart card and the server verify message authentication code
(MAC), the proposed scheme prevents man in the middle attacks. And cryp-
tic function f1, f2, f3, f4 and f5 conceal the communication messages between
the server and the smart card, our scheme can resist against active attacks.

5.2 Comparison with S/KEY Based Authentication Schemes

The proposed scheme has the following security features which S/KEY variant
schemes do not have.
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– Smart card
It is natural to use the smart card in the proposed system because the AKA
algorithm was designed regarding the use of smart cards. Thus End-to-end
security can be guaranteed using smart cards; two entities which take part
in the authentication process are the smart card and the RG. No private
data is stored in the remote device. It is just a messenger between the smart
card and the RG. So users don’t need to inspect the remote devices before
using them.

– Connection to 3G network
The proposed system uses AKA mechanism, which is also used in 3G net-
works. Thus the smart card which is used in 3G mobile phone can be used
in the proposed home network system with little modification of the smart
card applet. In addition, the security of 3G network system guarantees the
security of the proposed home network system because both of systems are
based on the same authentication method.

– Synchronization
In S/KEY variant schemes, the user has to perform a hash function sev-
eral times to get the same hashed value which the server has. In addition,
S/KEY variant schemes have no method to recover from losing the hashed
value which the server stores. In contrast, our scheme doesn’t need to do
repeated operations. It also can resynchronize to contend with a synchro-
nization failure.

– Key agreement
S/KEY variant schemes do not have any specific the key agreement phase
after authentication success. The proposed scheme, however, can generate
cipher key (CK) and integrity key (IK) for data protection. CK is used to
encrypt data and IK is used to check integrity of data. With CK and IK, all
data can be securely protected from attackers.

6 Implementation

We implemented the proposed home network scheme. The RG was implemented
in a Linux system. And an authentication applet for the smart card was also
implemented. Simple authentication and security layer (SASL) [10] was used as a
bearer of the AKA protocol. SASL is a method for adding authentication support
to connection-based protocols. CK was used as an encryption/decryption key for
creation of the secure tunnel after an authentication success. Home appliances
were emulated in Linux systems. If the user had the appropriate smart card, the
authentication would be succeeded and the user could monitor and control the
home appliances.

7 Conclusion

Recently the smart home network becomes attractive topic because of its effi-
ciency and usefulness. Many smart home networks will be used in a few years.
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The authentication is very important thing that must be considered in the home
network especially for the control of the home network remotely.

In this paper, we proposed the powerful authentication and key agreement
scheme for the home network system. As an authentication method, we used the
Simple AKA(sAKA) mechanism which is the modified version of 3GPP AKA.
3GPP AKA is an authentication and key agreement method which is used in
the 3rd generation network community. Using the sAKA our scheme provides
security features which S/KEY variant schemes have. Our scheme can perform
resynchronization process when synchronization failure occurs. It also can create
the secure tunnel for data protection.
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Abstract. Ubiquitous computing environment must provide users with seamless 
anytime and anywhere access to services. However, the ubiquitous computing 
environment contains many weaknesses in security, and creates many problems 
for user's anonymity and privacy. Therefore, we proposed a novel ticket-based 
AAA(Authentication, Authorization, Accounting) mechanism for ubiquitous 
environment. The AAA mechanism is information security technology that 
systematically provides authentication, authorization and accounting functions, 
not only in the existing wire network but also in the rapidly developing 
ubiquitous network, with various ubiquitous services and protocol. Currently, 
IETF(Internet Engineering Task Force) AAA Working Group deals with about 
secure AAA protocol in ubiquitous network and studies methods that offer 
secure authentication through mobility of Mobile Nodes. Therefore, in this 
paper, the AAAH(Home Authentication Server) authenticates the Mobile 
device. After that, it uses a ticket issued from AAAH, even if the device moves 
to a foreign network, and can provide service in foreign network without 
accessing by AAAH. We also present a mechanism that can offer user privacy 
and anonymity. This proposed mechanism can reduce the signal and reduce the 
delay of message exchanged using tickets, can offer persistent service and 
heightened security and efficiency. 

Keywords: AAA, Authentication, Ticket, OTP, Ubiquitous. 

1   Introduction 

With the development of the Internet and portable devices, the users can access 
various services and need to receive the seamless service continuously as they move 
from point to point. However, as and impediment to these various services, there are 
many security problems in the technology. In order to solve these problems, there is a 
secure and efficient AAA technology which authenticates and authorizes the user on 
the basis on IETF standards. AAA protocol is an information security technology that 
systematically provides authentication, authorization and accounting function not only 
in the existing wire network but also in the rapidly developing ubiquitous network, 
                                                           
* This work was supported by the Soonchunhyang University Research Fund(20060000). 



 A Study on Ticket-Based AAA Mechanism Including Time Synchronization OTP 667 

which includes various ubiquitous services and protocols. Nowadays, standardization 
for the various applied services is on the progressing with the purpose of 
standardization of authentication, authorization and accounting for the mobile user in 
the ubiquitous network. Various researches are in progress using AAA as the roaming 
service and mobile IPv6 network between heterogeneous networks. AAA technology 
provides secure authentication in the wire/wireless network based on IPv4/IPv6, 
generates serious security problems solves the problem of convenience and security, 
and provides the possibility of applying secure authentication even for moving users. 
There are various methods for authentication, authorization and accounting for users 
who accesses to the network service using a mobile device, however, this study 
focuses on user anonymity and privacy based on a ticket, increasing the convenience 
and providing a more secure and efficient method. Section 2.1 describes the 
requirement of security, section 2.2 shows the overview of AAA and ticket method 
and section 3 describes the existing studies. Section 4 explains the suggested method 
and section 5 analyzes the suggested method with the security requirement mentioned 
in section 2.1. Finally, section 6 gives the conclusion and direction for future study. 

2   The Preliminaries 

2.1   Security Requirements 

The data accessing to the home authentication server from the foreign network should 
provide the following security matters.  

• Confidentiality: The message transmitted by the user should be acknowledged only 
by each communication object.  

• Integrity: The transmitted message should not be forged, deleted or modified. 
Otherwise, the user should confirm its modification.  

• Authentication: The accessing user should be identified as a qualified user.  
• Access Control: Disqualified user should not be able to use the service.  
• Anonymity: The third party should not know the service used by the user.  
• Privacy: The user's personal information should not be exposed and interfered. 

Besides the security requirement mention above, the third party can attack as 
follows.  

• Replay Attack: The system should prevent the replay and authentication of the 
third party.  

• Masquerade: The system should prevent the access of a third party masquerading 
as a qualified user.  

• Fabrication/Alteration: The third party should not get authentication by changing 
or generating the message.  

Therefore, the proposed scheme should consider all the requirements mentioned 
above to authenticate the ticket.  
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2.2   Overview of AAA 

This section discusses the practical use of AAA by explaining the overview of 
DIAMETER not the overall description of AAA and how to manage the given service 
and its operation. The DIAMETER AAA protocol is an information protection frame 
work providing secure and reliable service of Authentication, Authorization and 
Accounting in the wire/wireless mobile internet environment associated with various 
access networks such as CDMA2000 1x/EVDO, IMT-2000, Wireless LAN, WiBro, 
cable PPP, etc[6][11]. The structure of the DIAMETER protocol is classified as 
‘DIAMETER Base Protocol’ including basic functions required in the application of 
all AAA and accounting functions such as message generation, transport, security, 
fault processing, etc. for the structural expansion, DIAMETER application providing 
various AAA services and a sub layer for transmitting secure and reliable messages. 
DIAMETER applied service consists of ‘DIAMETER Mobile IP application’ for 
supporting mobility of terminal, ‘DIAMETER EAP(Extensible Authentication 
Protocol) application’ for supporting Link Layer authentication of terminal, 
‘DIAMETER NASREQ(Network Access Server Requirement) application’ for 
supporting the cable PPP and Backward Compatibility, ‘DIAMETER SIP(Session 
Initiation Protocol) application’ for authenticating multimedia service and 
‘DIAMETER CC(Credit Control) application’ for Pre-Paid accounting service. 

2.3   Overview of Ticket-Based Scheme 

A Ticket is a piece of data showing that a user has authorization. The Ticket Based 
Model is an authentication model using the ticket and is one of the representative 
methods in Cross-domain Authentication between domains. The user requiring the 
service gives the ticket to the service provider as credential information and the 
service provider provides the service appropriate for the ticket after confirming the 
ticket. The ticket used in the AAA model is issued in mobile node after passing 
through the authentication and authorization setting process based on the credential 
information suggested by the mobile node. The user can request and get the service 
everywhere with the ticket so that the ticket based model is the most appropriate 
model in the mobile service and the Kerberos system is the most typical ticket based 
authentication model[7]. 

2.4   Overview of One-Time Password 

One form of attack on networked computing systems is eavesdropping on network 
connections to obtain authentication information such as the login IDs and passwords 
of legitimate users. Once this information is captured, it can be used at a later time to 
gain access to the system. One-time password systems are designed to counter this 
type of attack, called a "replay attack". The authentication system described in this 
document uses a secret pass-phrase to generate a sequence of one-time (single use) 
passwords. With this system, the user's secret pass-phrase never needs to cross the 
network at any time such as during authentication or during pass-phrase changes. 
Thus, it is not vulnerable to replay attacks. Added security is provided by the property 
that no secret information need be stored on any system, including the server being 
protected. The OTP system protects against external passive attacks against the 
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authentication subsystem. It does not prevent a network eavesdropper from gaining 
access to private information and does not provide protection against either "social 
engineering" or active attacks[12]. 

3   Related Work 

The next step shows the typical centralized authentication method of the existing 
study and the authentication method using a ticket in AAA as well as the 
characteristics and advantage/disadvantage of each method.  

3.1   Kerberos 

Kerberos uses the centralized authentication server and its encryption method uses 
symmetric encryption for authentication. So as the user gets the service, the user 
receives the ticket-granting ticket issued from the authentication server and service-
granting ticket from the ticket granting server. The user should remember a password 
agreed in advance for accessing each of the Kerberos members. The current Kerberos 
protocol has developed from version 4 to version 5 and is standardized in IETF RFC 
4120[10]. In this case, the Kerberos protocol has a weakness in the password, the 
ticket granting server distributes the session key so that the anonymity and privacy are 
not secured and the message information being transported between the user and 
service providing server can be revealed. It also suffers from the problem of 
generating delay while requesting the authentication, as the Kerberos server is divided 
into authentication server and ticket granting server.  

3.2   A Ticket-Based AAA Security Mechanism in MIP Network 

This paper deals with IP based mobility in AAA. In particular the problem of secure 
and efficient mobility service is investigated for Internet service providers and mobile 
wireless users. For this, in this paper, we propose a novel AAA service mechanism 
using a ticket that can support authentication and authorization for the mobile node, 
and reduce delay and risk in authenticating a mobile node in Mobile IPv6. The 
extended AAA infrastructure, the AAA Broker model, is also proposed for reducing 
delay in binding updates[2]. However, the separation of authentication and ticket 
issue generates the delay in the ticket issuing step. 

3.3   Authentication Mechanism for Anonymity and Privacy Assurance 

This research designed a more efficient authentication mechanism by using the EAP-
TLS authentication method and the SKKE(Symmetric-Key Key Establishment) 
method so the user gets provided various services through the Internet. The suggested 
mechanism provides SSO(Single Sign On) service, user anonymity and privacy as the 
contents provider affiliated to the authentication server can use the service without a 
separate login process when the user gets the authentication from the AAA server 
through the certification method. When the user uses the services requiring 
anonymity, it secures the anonymity of the user and exchanges the session key for the 
secure data transport between the user and content provider, without exposing it to the 
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authentication server. It secures the user privacy as each content provider uses a 
different session key[9].  

4   Proposed Scheme 

The existing method generates delay and overhead when the user moves a foreign 
network, issues a new ticket or requests re-authentication and requires a large amount 
of computation, resulting in inappropriate application in ubiquitous environments. 
However the proposed method can provide service in ubiquitous by giving a ticket to 
the service provider after the user using the mobile device accesses the home 
authentication server and gets authentication and ticket. Also, the user can receive 
authentication by using and renewing the ticket, even in a foreign network. After that, 
even though the user is located in a foreign network, the user can continuously get 
service by transporting to the home network and updating the ticket through the 
foreign authentication server in foreign networks without re-issuing the ticket. At this 
time, the user anonymity is given by using an anonymous ID among the configuration 
members included in the ticket so that the communication data are not exposed to the 
home authentication server, hence providing privacy. 

4.1   System Parameters 

The System parameters used in this scheme are as follows. 

* ( U : User, AAAF : Foreign AAA Server, AAAH :Home AAA Server, 
SP :Service Provider) 

PIN : Serial Number of Mobile Device of the User *ID : Identity of * 

KS : Shared Key between User and Home AAA Server PW : Password 

SPUSK − : Session Key between User and Service Provider  

*R : Random Number that * selects )(h : Secure One-way Hash Function 

OTP : One-Time Password TSV : Time Synchronization Value 
][*E : Encryption with key of * *Sign : Signature of * 

*KU : Public Key of * *KR : Private Key of * 

Lifetime  : Lifetime of Ticket  

4.2   Proposed Protocol 

The proposed protocol consists of a total of 3 steps. Assume that the password and 
symmetric key of the user used in the communication are distributed in advance, each 
step is composed of the authentication and ticket request, service request and ticket 
renew in the foreign network.  

4.2.1   Initial Registration and Ticket Request 
In the authentication and ticket request step, the user requests the authentication by 
encrypting the data using the prior shared symmetric key. The authentication is given  
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Fig. 1. Proposed Scheme Whole Flowchart 

by using a Time Synchronization OTP (One-Time Password) and the qualified user 
gets a ticket and session key to be used in communication with service provider from 
the home authentication server.  

 
Step 1. The user generates the serial number of a hash value(the serial number of the 
mobile device does not have the same bit so the bit digit should be the same as that 
using a hash operation) from the mobile device, password and OTP  with XOR 
operation of the TSV (Time Synchronization Value). Then, the user transports the 
encrypted value of user ID, OTP  and TSV  with the prior shared symmetric key to 
the home authentication server. OTP  is based on TSV  so that the value is not 
repeatedly generated and is secure against a replay attack.  

TSVPWPINhOTP ⊕⊕= )(  (1) 

][,, TSVEOTPID KSU  (2) 

Step 2. Home authentication server decrypts the encrypted TSV , and generates 'OTP  

( )( TSVPWPINh ⊕⊕ ) by operating the hash value of the user's mobile device stored 

in the user's database, password and transmitted TSV  with XOR operation and 
compares them with the transmitted OTP . If the value is identical, the XOR operates 
TSV  in the user ID generating the renewal ID and ticket. The ticket consists of 
renewal ID, valid time of ticket, value signing OTP  applied hash function into the 
private key of home authentication server, ID of home authentication server and 
integrity verification value. The Home authentication server transports OTP , ticket, 
TSV  and session key to be used between the user and service provider by encrypting 
the prior to shared symmetric key. In this step, the generation of renewal ID by XOR 
operating the user ID and TSV  is for anonymity so that the user can use the service 
without privacy violation. 
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')( OTPTSVPWPINh =⊕⊕  (3) 

'? OTPOTP  (4) 

TSVIDID UU ⊕=
2

 (5) 

))(||||()],(,,[,
22

OTPhLifetimeIDhOTPhLifetimeIDSignIDTicket UUAAAHAAAH=  (6) 

],,[, SPUKS SKTSVTicketEOTP −  (7) 

4.2.2   Service Request 
When the user uses the service, the user can transmit the ticket issued from the home 
authentication server to the service provider and then receive the service by 
authorization. In this step, the anonymity is given with the renew ID included in the 
ticket and the user and service provider renew the session key, hence providing 
privacy.  

 
Step 1. The user encrypts the ticket issued from the home authentication server as the 
transmitted session key, OTP , newTSV (new Time Synchronization Value) and 

transmits the integrity verification value to the service provider.  

)(],,,[ newnewSK TSVhTSVOTPTicketE
SPU −

 (8) 

Step 2. The service provider decrypts the transmitted message as a session key. The 
ticket included in the message is decrypted as a public key of home authentication 
server and renewal ID, the valid time and OTP  applying the hash function are 
obtained. The system hashes the OTP  inside the message transmitted from the user, 
generates )'(OTPh and compares it with )(OTPh included in the ticket. If the 

compared value is right, it renews the session key (
2SPUSKE

−
) by XOR operating 

newTSV  with previous session key (
SPUSKE

−
). After that, in order to verify the 

qualified service provider, it gives the operation ( 1−newTSV ) in transmitted newTSV  

and sends the renewed session key by encryption. In this step, the service provider 
cannot identify the information of the user although the user is authenticated. As the 
ticket includes the renewal ID, it provides anonymity even though the user can use 
any kind of service. Also, the session key is renewed with the XOR operation of 

newTSV  and then used in communication so that the home authentication server 

cannot know the content, hence providing privacy.  

)'(?)( OTPhOTPh  (9) 

newSPUSPU TSVSKSK ⊕= −− 2
 (10) 
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]1[
2

−
− newKS TSVE

SPU
 (11) 

4.2.3   Ticket Renewal in Foreign Network 
When the user tries to renew the ticket by transporting to the foreign network from the 
home network, the user can renew the ticket from the foreign network, and then 
continuously receive service.  

 

Step 1. The user sends the ticket, newOTP  and newTSV  by encryption with the 

symmetric key shared in the home authentication server. This message is the ticket 
renewal request.  

],,[ newnewKS TSVOTPTicketE  (12) 

Step 2. The foreign authentication server XOR operates its own random number 
( AAAFR ) to the transmitted value and sends the random number to the home 

authentication server with the value encrypted with the public key of the home 
authentication server.  

}],,[{],[ AAAFnewnewKSAAAFKU RTSVOTPTicketERE
AAAH

⊕  (13) 

Step 3. The home authentication server decrypts the value of the private key and 
obtains a random number ( AAAFR ) from the foreign authentication server. With the 

obtained random number, XOR operates and obtains the message, which includes the 
ticket renewal request. It confirms the ticket by decrypting the ticket renewal request 
message with the shared symmetric key, generates 'newOTP  by the XOR of the serial 

number of hash value and password stored in the database of the user's mobile device 
and authenticates the user by comparing the value with the transmitted newOTP . After 

completing the authentication, the XOR operation transforms newTSV  given by the 

user to the renewal ID, generates a new renewal ID and renews the ticket. The 
renewed ticket is encrypted by newOTP , newTSV  and the symmetric key is shared with 

the user. The random number ( AAAHR ) of the home authentication server is the result 

of an XOR operation. Then, the random number is encrypted with the public key of 
the foreign authentication server and the ticket renewal response message with the 
XOR operated value of the random number is transmitted.  

')( newnew OTPTSVPWPINh =⊕⊕  (14) 

'? newnew OTPOTP  (15) 

newUU TSVIDID ⊕=
23

 (16) 

))(||||()],(,,[,
33 newUnewUAAAHAAAHnew OTPhLifetimeIDhOTPhLifetimeIDSignIDTicket =  (17) 

}],,[{],[ AAAHnewnewnewKSAAAHKU RTSVOTPTicketERE
AAAF

⊕  (18) 
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Step 4. The foreign authentication server decrypts the value with its own private key 
and obtains the random number ( AAAHR ) of the home authentication server. With the 

obtained random number, it XOR uses the message, obtains the ticket renewal 
response message and transports it to the user.  

],,[ newnewnewKS TSVOTPTicketE  (19) 

Step 5. Then, the user can receive the service by using the ticket renewed in the same 
way as the service request step. 

5   Analysis of Proposed Scheme 

The proposed protocol is analyzed in term of security, attack from third party and 
security requirement of the ticket mentioned in section 2, as follows.  

• Confidentiality 
The message transmitted by the user is only known by each communication object. 
The message is encrypted and transmitted by using a symmetric key( KSE ) shared 

between home authentication server and user, which it is encrypted by using the 

public key (
AAAHAAAF KUKU EE , ) between the home authentication server and foreign 

authentication server, so that it provides complete confidentiality. Also, the session 
key (

SPUSKE
−

) used between the user and service provider is provided from the home 

authentication server but is renewed during the communication.  
• Integrity  
The transmitted message should not be forged, deleted or modified. It’s modification 
should be confirmed. The proposed method provides verification of the hash value 
( )( newTSVh ) and OTP ( )( TSVPWPINh ⊕⊕ ) for each message.  

• Authentication  
The accessing user should be immediately identified as the authorized user. The 
proposed method provides authentication by using Time Synchronization 
OTP ( )( TSVPWPINh ⊕⊕ ). The qualified user can be verified by using serial 

number, password and time synchronization value of the user's device.  
• Access Control  
Disqualified users cannot use the service. Only qualified users can obtain the ticket, 
and thus, the disqualified user who does not obtain the ticket cannot use the service.  
• Anonymity, Privacy  
The third party should not know the service used by the user and the user's personal 
information should not be exposed and interfered. As the home authentication server 
renews ( TSVIDID UU ⊕=

2
) the ID by XOR operation with the user ID and time 

synchronization value, the service provider cannot know the real user ID after the user 
gets authentication from the home authentication server. Also, the home 
authentication server provides the user with privacy by updating the session key 
(

2SPUSKE
−

) in between the user and service provider as it cannot know the content of 

the communication.  
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• Replay Attack, Masquerade and Fabrication/Alteration 
The system should be secure against attack from a third party. It is secure from the re-
transmission attack of a third party using the time synchronization value( TSV ), 
random number( AAAHR ) of home authentication server and random number ( AAAFR ) 

of foreign authentication server used in Time Synchronization OTP  and 
communication message. Also, it is secure from forgery and modification with the 
encryption of the signature ( AAAHSign ) of the home authentication server and each 

message.  
• Efficiency  
By using the ticket, the user can receive the service without requesting the 
authentication from the home authentication server every time. This can reduce the 
authentication delay and overhead of home authentication server providing efficiency. 
The time consumed in issuing the ticket cannot be a problem as it only takes a little 
time compared to each request of authentication from the home authentication server. 
On the other hand, the proposed method gives efficiency, increasing the number of 
message exchange and providing privacy by renewing the service provider and 
session key when the user uses the service while moving.  
• Duplication, Forgery, Modification and Re-sale of Ticket  
The proposed method is secure from the duplication of tickets, by using encryption 
and signature( AAAHSign ) and from forgery and modification using the renewed 

ID(
2UID ), valid time ( Lifetime ) and signature of the home authentication server. Re-

sale of the ticket was not considered in this paper.  

Table 1. Efficiency analysis of communication (3.1: Kerberos, 3.2: A Ticket-Based AAA 
Security Mechanism in MIP Network, 3.3: Authentication Mechanism for Anonymity and 
Privacy assurance) 

 3.1 3.2 3.3 Proposed 
Scheme 

The number of total communications 7 14 14 8 

The number of initial authentications 2 4 6 2 

Home network ticket renewal Non offer 4 Non offer 2 

Foreign network ticket renewal Non offer 4 Non offer 4 

Encryption operation S : 8 S : 6 
S : 4 
P : 4 

S : 6 
P : 2 

Hash operation 0 0 0 3 

The number of key renewals Non offer Non offer 1 1 
The number of keys (User aspect) 3 3 3 2 

 [S: Symmetric key operation,  P: Public key operation] 
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Table 2. Analysis of proposed scheme 

 3.1 3.2 3.3 Proposed 
Scheme 

Confidentiality O 
symmetric 

O 
symmetric 

O 
symmetric/public 

O 
symmetric/public 

Integrity X X △ O 
hash function 

Authentication O 
shared pw 

O 
authenticator

O 
EAP-TLS 

O 
OTP/Ticket 

Access Control O O O O 

Anonymity X X O 
temporal ID 

O 
renewal ID 

Privacy X X O △ 

Replay Attack O 
nonce 

O 
lifetime 

O 
lifetime 

O 
OTP/TSV 

     

Fixed △ △ 
O 

offer anonymity 
and privacy 

O 
offer anonymity 

and privacy Efficiency 

Mobile △ △ 
X 

non consideration 
of mobility 

△ 

Increase of SK 

      
Duplication O O O O 

Forgery O O O O Ticket 
Modification X X X O 

[O: offer/security  △: part offer  X: non-offer/security] 

 
• Efficiency analysis of communication  
Table 1 shows the efficiency analysis by communication. The number of total 
communication in proposed scheme is similar with existing scheme. The reason is 
that existing research calculates registration and authentication phase. However, 
proposal scheme calculates until authentication phase and service utilization, 
authentication in foreign network, ticket renewal phase. The number of initial 
authentication is similar with 3.1 scheme, and decreased more than other scheme. 
Because public key algorithm of encryption operation is authentication server's 
operation, can not influence in user's operation. The number of shared key increases 
together according as AAAF’s number increases. 

6   Conclusion  

Recently, many measures to get the service have been studied using a mobile device 
and its security has been of much concern. Therefore, the method proposed in this 
paper is a study providing service continuously based on Time Synchronization OTP  
ticket for authenticating the user of mobile device even though the user moves from 
home network to foreign network. In addition, this method can continue service with 
the renewal of the ticket in the foreign network without transporting to the home 
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network although the ticket is expired. At this time, the user anonymity is given by 
using anonymous ID among the configuration members included in ticket so that the 
communication contents are not exposed to the home authentication server securing 
the privacy. This method can reduce the number of communications and overhead of 
home authentication server, giving more efficiency and providing the privacy and 
anonymity to users. It is considered that a more detailed study is required for a more 
secure and efficient security protocol by considering light weight, minimization and 
mobility of device. It is expected that key management is going to be difficult as the 
ubiquitous society becomes more developed. Therefore, it is necessary to study more 
secure and efficient key management for mobile devices in ubiquitous environments.  
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A Novel Real Time Method of Signal Strength Based 
Indoor Localization 
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Abstract. Localization using wireless signal is a hot field now, and the real time 
indoor localization is a difficult problem for its complex and sensitive to the 
environment. This paper proposes a method based on grid to convert global to 
local. Based on the Markov random field, we convert efficiently signals between 
different environments and achieve high precision and fast speed. The paper also 
discusses influence of multiple signals to location precision, explains that 
multiple sets of signal can be used greatly to improve localization precision. To 
reduce the number of supervised grids in learning data required by the 
grid-matching algorithm, this paper presents a method which combines the grid 
matching and the signal strength model. First the position is localized by the 
grid-matching method and then its location is refined by using the signal strength 
model in the local area.  

Keywords: Markov random field, real time, wireless indoor location. 

1   Introduction 

Ever since the advent of 802.11 WLAN standards, the wireless correspondence market 
has been increasing fiercely. Under existing high-speed WLAN condition, the 
customer can connect into an Internet anywhere at any time by lightweight calculation 
equipments (such as notebooks, handheld PCs and personal numerical assistants). 
Mobile customer’s need for instantaneity and on site of information is more and more 
severe, which gives position-based service and application a vast market space. 

The main techniques of wireless localization now are 

1. based on the time of arrival (TOA), 
2. based on the time difference of arrival (TDOA), 
3. based on the angle of arrival (AOA), and 
4. based on the received signal strength (RSS). 

Under the indoor WLAN environment, access point’s (AP) overlay scope is usually 
not larger than 100 meters. So a localization method based on TOA or TDOA cannot be 
adopted since the delay time that wireless electric wave delivers can be neglected. 
Moreover, there are many stumbling blocks (such as wall, human body etc) that 
influence signal dissemination so that there are reflection and scattering phenomenon 
of wireless signals. Thus the signal received is a segistration of many signals traveling 
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from different paths. Different ranges, different phases, different arrival time and 
different angles of incidence among these paths lead to a great distortion in range and 
phase of received signals. This makes a method based on AOA unsuitable for indoor 
localization estimation in wireless networks. Therefore indoor localizations under 
nowadays hardware condition mainly resort to approaches based on signal strengths. 

Many investigators discussed researches in this aspect [1], [2], [3], [4]. But these methods 
are all based on the classic RSS model (the model under which signal strength decays 
approximately lineally with log distance) for localization estimation, which may not is 
suitable for indoor localization due to a lot of interferences and reflection of stumbling 
blocks indoors, and in the meantime many methods are complex so that they take a lot 
of time for calculation and thus these methods are not practical for a real-time location. 
Further air movement, temperature change, personnel movement may lead to a great 
change in a certain measure of indoor signal strength. Since most of current localization 
methods do not take into account such environment variety which may influence 
seriously signal strengths and distributions of signals, the precision of localization is far 
from satisfactory. 

2   Localization Algorithm 

The data to be used in our experiment is described below. 

Test place: Indoor place 

Access Point’s distribute: q APs in total, the i th AP’s coordinate is ( ,
i iAP APX Y ). 

Learning data: N sets of signal are collected, one supervised grid per m2. 

Test data: For the test period after learning, a signal T  is picked with the strength 

1 2( , , , )qt t t t= . 

Goal: Locate the position of the signal T .  

We discuss two cases where test signals are collected in environments which are the 
same as and different from the learning environment. 

Case 1: The test signal T  is collected in the same environment as the learning 
environment 
Because we have learning signals at each grid, the MAP (maximum a posterior) method 
can be used for localization as follows: 

Step 1. Get the empirical distributions of signal strengths at each grid corresponded 

from each AP.  Let ( )ijf x  denote the empirical density of signal strengths at 

grid j from APi. 

Step 2. The likelihood of the test signal T  from q APs for grid j is 
1

( )
q

ij ii
f t

=∏ . 
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Step 3. If the signal T  at the test position j* has the highest likelihood for grid j, we 

determinate that the test position is near the grid j . 

Case 2: The signal T  is collected in an environment different from the learning 
one 
In this case, it is inappropriate to use directly the signal distributions from learning data 
to location since the environments are different and thus signal distributions may 
change. Then conversion between test signals and learning signals is necessary. We 
present two approaches to for the conversion: 

(1) Covert learning signals to signals in the test environment, and then perform 
location of the test signal under test environment.  

(2) Convert the test signal into a signal in the learning environment, and then perform 
location of the test signal under the learning environment. 

For the first method, we need to covert each grid’s signal distributions, and thus it 
need to convert m*n*N learning signals (m*n grids and N signals for each grid). For the 
second method, we need to covert only a test signal at a test position. Thus it can be 
seen that the second method has a great advantage in both precision and efficiency. So 
we use the second method to convert the test signal to a signal in the learning 
environment. 

In order to covert a test signal to a signal in the learning environment, we need 

signals at several positions to be measured in both learning and test environments to 

inspect the signal distribution difference between the learning and test environments. 

We set s inspecting positions 1 2, , , sW W W  whose locations are known and whose 

signals are measured at both learning and test environments. Since there is a similarity 

between the signal distribution field and the Markov random field, the properties of 

Markov random field are used for the conversion. 

3   Markov Random Field (MRF)[5], [6] 

Since Markov random field (MRF) was introduced for picture processing by the Besag 
(1974), it has already being widely used in picture partition, classification, image 
restoration etc. In nature, MRF is a conditional independence model, which can be used 
to reduce the complexity of maximization. 

Definition 1. [7] For a picture function X defined on the 2D plane, it can be treated as a 
two-dimensional random field. Further, if the random field satisfies the following 
probability distribution: 

0),|(),|( >∈===≠== srrssrrss NrxXxXPrsxXxXP , 

where Ns denotes the neighborhood of pixel s, then it is called a Markov random field.  
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In other words, the character of s is totally decided by its neighborhood Ns, and it is 
independent of the other point except Ns. Under this definition, a MRF can be described 
by conditional distribution and this distribution is called the local feature of random 
field. 

4   Assumption and Modeling 

We assume that the signal distribution of each grid is conditionally independent of 
signals of other grids given four neighbor grids’ signals. That is, the following 
conditional independence holds 

),|(),|( srrssrrss NrxXxXPrsxXxXP ∈===≠==  

It can be also described as N)r,( ∈= rss XfX . In this way, the distribution of 

signal strengths is like a MRF and we can use the properties of MRF.  We further 

assume that the signal strength of each grid can be expressed linearly by its 4 

neighbors’ signals as 

s
Nr

rsrs

s

XaX ε+= ∑
∈

, 

where ),0(~ 2σε Ns . Let 1 2( , , , )T
mnX X X X= , *( )sr mn mnA a= whose 

element 0=sra  for sNr ∉  and 1( , , )T
mnε ε ε= . Then the above equation can be 

written in matrix as ε+= AXX . 

5   Estimation of Parameters, Conversion of Signal, and 
Localization 

We first consider estimates of matrix A . Let learnX _  denote the signals of learning 

grids. We have that _ _X learn A X learn ε= ⋅ +  and that learnX _  is known. 

Thus we can find estimates of A by the maximum likelihood (ML) method or the least 

squares method. Next, we consider the conversion of signals. Let X_change = X_test - 

E(X_learn). First, we have to calculate X_change in order to convert the test signal into 

a signal in the learning environment. Because ( _ ) ( _ )E X learn A E X learn= ⋅ , 

_ _X test A X test ε= ⋅ + , we have 
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_ _X change A X change ε= ⋅ +  (1) 

Since inspect points’ signal in test environment )()1( _,,_ sww testXtestX  and 

signal in study environment )()1( _,,_ sww learnXlearnX  are known, we have 

)_(__ )()()( iwiwiw learnXEtestXchangeX −=  (2) 

Since equations (1) and (2) both are linear equation about X_change, estimates of 
X_change can be found by using the maximum likelihood (ML) method or the least 
squares method. 

If the test signal T comes from grid i, then X_orignali can be estimated by 
X_orignali = t - X_changei. The joint probability density on grid i can be calculated by 
using X_orignali and the signal distribution on grid i in the learning environment now. 
If signal from grid j* has the highest probability density for all grids, we determine that 
signal is from the grid j*. 

6   Influence of the Number of Signals to Location Precision 

It is obvious that the more signals we use, the higher the location precision. In this 
section we discuss how to use multiple sets of signals, and influence of the number of 
signals to the precision. Three methods for multiple sets of signals are listed below, and 
we show their quality in the following experiment: 

1. location base on the average of the multiple sets of signals, 
2. calculate the likelihoods of multiple sets of signals, and then locate the signal at the 

grid which has the maximum likelihood, and 
3. locate each set of signals separately, and then determine the position of signals 

with the average of the location results. 

7   Experiment 

Test place: An office room of 10m×14m has a lot of stumbling blocks, and the 
environment is complicated. Fig. 1 shows the test place and the distribution of the APs 
as well as the test points. 

The AP distribution: There are 5 APs located respectively at (0, 0), (0, 9), (7, 5), (13, 
1), (13, 9). 

Learning data: During the learning period (a weekend) that there is a few of persons in 
the office, a 10×14 space is divided into 140 grids with the size of 1 m × 1 m, and we 
collected 1000 sets of data in each grid, i.e. we collected 140 points’ signals totally as 
learning data. 

Test data: During the test period (a working time), we collected signals at 6 test 
positions, each of which has 2000 sets of data as test data. Their coordinates are (2, 1), 
(2, 6), (5, 4), (8, 5), (11, 3), (11, 8). 
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Fig. 1. The test place and the distribution of the APs as well as the test points. (  denotes the AP, 

 denotes the test point). 

Table 1. The average errors of three methods based on three kinds of data 

 
Learning  

data 

Test data 
 

(converted) 

Test data  
(unconverted) 

Average Error(m) 
(use 1 signal) 

1.61 1.95 2.95 

Average Error(m) 
(use method 1 with 10 signals) 

1.87 1.68 2.37 

Average Error(m) 
(use method 2 with 10 signals) 

0.48 1.57 3.24 

Average Error(m) 
(use method 3 with 10 signals) 

0.81 0.96 2.02 

Test standard: The average errors for 6 positions’ localization are used to evaluate 
precision. 

Test method: Localization test for 6 positions, 1000 sets of study data, 2000 sets of test 
data for each position. Use other 5 positions as monitors to convert the other test 
position’s signals. 

Test process and result: 
1. In order to check the behavior of localization and the converting algorithm, we use 

both original unconverted test signals and converted signals of these test positions, 
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and we compare their localization results. To check influence of amount of signals, 
we used the three location methods proposed in Section 6 to localize test signals. 
To check the quality of the three multiple signal method, we use ten sets of signals 
for each test position and compare the result to that with only a single set of signals. 
The results are shown in Table 1. 

2. To further check influence of amount of signals, we use method 2 for adjacent 10 
sets of signals, then use method 3 for every 10 sets of data starting from 1, 11, 21, 
…, 191. Fig. 2 shows the errors for each test position. 

 

Fig. 2. Influence of signal amount to the localization errors 

3. To further check effect of the signal conversion, we use three test positions, use 19 
sets of data each time (use method 2 for every 10 adjacent sets of signals, then 
apply method 3 to the 10 sets), and repeat 1980 times. The localization results are 
given as follows. 

Result analysis: 
1. From the results of test positions, localization precision is improved greatly by 

converting a test signal to a signal in learning environment. This shows that signal 
conversion can efficiently avoid influence of different environment. 

2. It is also obvious from the results that the amount of signals has greatly influence 
the location precision. Comparing the results of 3 methods that handle multiple 
signal sets, we find that method 3 is the best, method 2 is the second, and method 1 
is the worst. In fact, a method combing methods 2 and 3 produces the best 
localization result. 

3. In the test process, we find that a signal can be located in only 1 second each time. 
Even when we use 20 sets of signals for localization, it only takes 4 seconds for 
collecting signals for the frequency of 5Hz, and thus we can still locate the signal in 
5 seconds. It is suitable for a real time location. 
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          (a)                         (b)                        (c) 
 

Fig. 3. The localization results of test position  (a) (2, 6),  (b) (5, 4),  (c) (8, 5)  (The rectangles 
denote the real positions.)  

8   A Method to Reduce the Learning Positions 

In the algorithm proposed above, a large number of the learning grids are required for 
each grid, which may not be realistic for a very large place. For example, if someone 
needs to localize in a place of 10000 m2 indoor environment, and he expects to have 1 
m2 precision, then it is necessary to arrange 10000 grids for every 1 m2 area, which may 
be very troublesome. To resolve this problem, we propose an approach as follows. 

Approach: a mix method of gradually dividing grids and empirical models 
Although the classical RSS model is not applied directly in the whole place, it may be 
still appropriate to apply this classical model locally to a local area without obstacles. 
So we arrange fewer learning positions to divide the whole place into small local areas, 
and then we build a model for each local area around with learning positions. 
Especially we arrange learning positions to areas where the model is not suitable, such 
as an area where there are obstacles and signals may change irregularly. If there is no 
prior information on signal change, the whole place can be divided into larger grids 
with the same size. For example, a place with 10000m2 can be divided into 100 grids 
each of which has size of 10m×10m. In this way, we need to collect only learning data 
of 100 learning positions on vertexes of grids, which not only reduces the number of 
learning positions, but also ensures location precision. For example, in the place we 
experiment, we need to collect only 10×5=50 learning positions instead of 
14×10=140. 
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Fig. 4. Division of the whole place to reduce learning positions (red lines show the division) 

We divide the whole place into large grids, and collect the learning data of signals on 
every vertex of these grids. In the location process, we find a grid which is near the test 
position, and then we gradually divide the grid into small grids close to the test position. 
The approach is given below. 

Step 1. Convert the test signal T and find a vertex of a grid to which the test signal is 
close based on the maximum likelihood, e.g., vertex O. 

Step 2. Locate the test signal locally in the area of four grids that are adjacent O. 
Denote the fourth grids as A, B, C and D, and then estimate the signal strength 
in the center of these four vertexes using their data based on a model. It can be 
estimated with the weighted average of the 4 vertexes of the grid where the 
weights are inversely proportional to the distances between the vertexes and 
the center, as shown in Figure 5(a). 

Step 3. Locate the signal T to a vertex O, A, B, C or D. Since the X_change of each 
vertex and the learning data of O, A, B, C, D are already known, it is easy to 
use MRF to calculate the X_change on O, A, B, C, D. Similarly locate the 
converted signal T to one of O, A, B, C and D. Then find a vertex of O, A, B, C, 
D which has the maximum likelihood of the converted signal. Suppose that A 
is such a vertex, as shown in Figure 5(b). 

Step 4. Further divide the grid into four smaller grids. Estimate the signals of new 
grids with their neighbors on 4 directions as Step 2, as shown in Figure 5(c). 

Step 5. Repeat Steps 2-4 on four new grids that A is adjacent until required precision 
is satisfied. 
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         (a)                                 (b)                       (c)  

Fig. 5. Gradually divide grids: (a) Step 2, (b) Step 3, (c) Step 4 

Experiments of new solution 
To compare localization precision of the original algorithm and the new method, an 
experiment is arranged. In this experiment, the test place and the test data are still the 
same as before, and 3 plans of dividing the test place are proposed: 

Plan 1: divide the test place into grids with size of 1m×1m, 
Plan 2: divide the test place into grids with size of 2m×2m, and 
Plan 3: divide the test place into grids with size of 4m×4m. 

 

Fig. 6. Division of the test place.  (The red lines show the plan 1’s division, the blue lines show 
the plan 2’s,  and the green lines show the plan 3’s.). 
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Plan 1 is the division in the original algorithm, and Fig. 4 shows divisions in plans 2 
and 3. The number of learning positions in plan 3 is 12, comparing to 35 in plan 2 and 
140 in the original algorithm. The weighted average method is used when calculating 
the signal strength on the interpolate point in plan 2 and 3. Table 2 shows the result of 
the experiment.  

Table 2. Average errors of each method based on each plan. (a) Localization by 1 signal. (b) 
Localization by method 3 using 10 signals. 

(a) Plan 1 Plan 2 Plan 3 (b) Plan 1 Plan 2 Plan 3 
Learning 

data 
1.61 2.10 2.34 

Learning 
 data 

0.81 1.10 1.03 

Test data 
(converted) 

1.95 2.84 3.00 
Test data 

(converted) 
0.96 1.42 1.38 

From Table 2, we find that even the learning data fall away sharply and no extra 
information about the test place is used in plan 2 and 3, localization precision by a new 
approach is still satisfying and comparable to the original one. 

Since the method we proposed exploits known information of the test place, greatly 
reduces learning data, it may be more suitable for practical application, especially when 
the test place is very large. 
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Abstract. The H.264/AVC provides gains in compression efficiency of up to 
50% over a wide range of bit rates and video resolutions compared to previous 
standards. However, these features incur a considerable increase in encoder 
complexity, mainly because of mode decision. In this paper, we propose an 
efficient method of fast Inter-skip mode selection algorithm for inter frame 
coding in H.264/AVC. Firstly, we select skip mode or inter mode by 
considering the temporal correlation. Secondly, we select variable block size on 
inter mode by considering the spatial correlation. Simulations show that the 
proposed method reduces the encoding time by 64% on average without any 
significant PSNR losses. 
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1   Introduction 

The latest video-coding standard, known as H.264, has been developed 
collaboratively by the Joint Video Team of ISO/IEC MPEG and ITU-T VCEG. 
Compared with MPEG-4, H.264/AVC, and MPEG-2, H.264/AVC can archive 39%, 
49%, and 64% in bit-rate reduction at the same visual quality [1-2]. It provides high 
compression efficiency compared to previous video coding standards, such as MPEG-
4 and H.263, mainly due to variable block-size macroblock modes, weighted 
prediction and multiple reference frames motion compensation. However, to select 
these modes, the current H.264 reference codes employ exhaustive search to 
determine the optimal coding modes, and thus the resulting complexity  of the H.264 
encoder is extremely high [3]. Its complexity is too high to be widely applied in real-
time applications. So, the goal of this paper is to reduce the complexity of H.264 
encoder. 

H.264 allows blocks of variable sizes and shapes. To be more specific, seven 
modes of different sizes and shapes, i.e. 16x16, 16x8, 8x16, 8x8, 8x4, 4x8 and 4x4, 
are supported in H.264, as shown in Fig. 1 [4]. So, in P frame coding, a macroblock 
can be coded in the modes of SKIP, 16x16, 16x8, 8x16, 8x8, 8x4, 4x8 and 4x4. For 
each macroblock, when RDO optimization is used, all the sizes are tried before a final 
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decision of a block size is made in the end [5]. Among these modes, the SKIP mode 
represents the case where the block size is 16x16, and has no information about 
motion and residual has to be coded. So it has the lowest computational complexity. 
In this paper, we propose an algorithm that can efficiently reduce the encoding time 
by selecting macroblock mode based on such characteristics mentioned above. We 
propose a mode selection method considering temporal correlation and spatial 
correlation. 

 

Fig. 1. Different block sizes in a macroblock 

The rest of this paper is organized as follows. Section 2 gives a brief overview of 
the related studies. Section 3 describes the proposed fast inter-skip mode selection 
algorithm. Section 4 shows the experiments. The concluding remarks are given in 
section 5. 

2   The Related Studies 

Recently, many researches [6-8] addressed on the fast mode decision methods are 
proposed. The algorithms are variants of the early termination approaches.  

The MD algorithm described in [6] uses Variable Block Size (VBS) prediction 
from the surrounding MBs. The method suffers from the disadvantage that modes are 
predicted only from frame border MBs.  

Authors of [7] propose to use All-Zero Coefficient Block (AZCB) metric for early 
termination. In [8] early prediction is made by estimating a Lagrangian rate-distortion 
cost function using an adaptive model for the Lagrange multiplier based on local 
sequence statistics. However, these can not reduce the computation efficiency. 

Shen Gao proposed an algorithm exploiting the frequency of use in each mode to 
reduce mode selection process, as shown in table 1 [9]. In column 8x8, the first 
number represents the percentage of all four sub-macroblock modes being used in 
sequence, and the number in parentheses represents the percentage of the mode 8x8 
being used in all sub-macroblock modes, and in column INTRA, the number 
represents the percentage of all intra modes being used in P frames.  
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Table 1. Percentage of  mode distribution (%) 

 SKIP 16x16 16x8 8x16 8x8 INTRA 

Container 82.7 8.3 3.3 2.7 3(63.5) 0.0 

Claire 79.6 9.8 3.2 3.2 4.2(63.8) 0.0 

Akiyo 83.0 6.2 3.0 3.6 4.2(62.3) 0.0 

Highway 51.0 24.7 8.6 5.9 8.3(60.1) 1.5 

News 76.3 7.4 3.5 4.5 8.2(58.4) 0.1 

Stefan 25.5 32.1 10.9 9.8 19.5(51.4) 2.2 
Salesman 79.0 5.1 3.2 3.6 9.1(55.2) 0.0 

Silent 65.1 12.1 4.9 6.3 10.4(55.0) 1.2 

 
The authors in [9], noticed some very useful information from table 1 : 1) about 

70% of the macroblocks are encoded with SKIP mode, especially for sequences like 
video communication scenes. This indicates that if the decision on SKIP mode can be 
made at the beginning, the encoding time can be saved dramatically; 2) in P frames, 
the probability of intra modes being used is very low. Skipping intra modes in P 
frames will not decrease the coding efficiency; 3) The probability of using small 
macroblock partitions of size 8x4, 4x8 and 4x4 is low. But for communication 
application, 8x8 block size is small enough to represent the details of the motion, in 
motion estimation/compensation.  

In [10], due to the inherent spatial correlation within a  single frame, the direction 
of  the boundary in current MB can be predicted by those of the neighboring MBs.  

 

Fig. 2. The correlations of the boundary direction in the neighboring MBs 

From Fig. 2, if the boundary crosses through the upward MB in vertical direction, 
the direction of the boundary in the current MB is likely to be vertical too. For the 
same reason, if the optimum mode of the left MB is 16x8, which means that there is a 
horizontal boundary in the left MB, the optimum mode of the current MB may be 
16x8 too with high probability. These 4 cases and the corresponding Select modes are 
listed in the Table 3.  
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Table 2. Modes by block size 

Mode Block size 

Mode 1 16x16 

Mode 2 16x8 

Mode 3 8x16 

Mode 4 8x8 

Table 3. Block size determination based on the mode of neighboring MBs 

MB flag 

Up 0 0 1 1 

Left 0 1 0 1 

Select mode Mode 1 Mode 2 Mode 3 Mode 4 

 
In [10], the coding modes are divided into four mode groups as shown in table 2. 

From table 3, MB refers to the current MB. A flag is used to indicate whether the 
mode of a neighboring MB has influence on the mode of the current MB. If the mode 
of Up is 8x16 or 8x8, its flag is set to 1. Otherwise, it is set to 0. Obviously, there are 
4 cases for the combinations of the up flag and left flag.   

3   Fast Inter-skip Mode Selection Algorithm 

In this section, we will analyze the spatial-temporal  mode correlations among spatial 
and temproal macroblocks. Based on the spatial-temporal mode correlation, the fast 
mode decision method can be developed. 

Our scheme consists of two steps: 

 Step1: Determine the temporal correlations between macroblocks of frames T-1  
and T-2 

 Step2: Determine the mode of the macroblock of the current frame by using the  
spatial correlations among 4 neighboring macroblocks of a macroblock to  
be to be encoded. 

By the careful observation of the mode decision process in the JM 10.2, the mode 
of a macroblock is highly correlated with the modes of the macroblocks neighboring 
to the same position of the previous reference frames. 

In table 1, an encoding mode is selected only in the order of frequency in use of 
mode. So, the accuracy of the mode selection will be decreasing gradually. In this 
paper, a mode is selected by using temporal correlation and spatial correlation in a 
frame. 
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From Fig. 3, the current frame is labeled as Frame T and Frame T-1 is the encoded 
frame before Frame T, and it’s also the case of Frame T-2. The modes of macroblock 
A, B, C have temporal correlations. And two previously encoded  frames from the 
current frame have much influence on the current frame. So, we decide that two 
reference frames for current frame encoding are enough. 

 

Fig. 3. Encoding mode correlation among frames 

Table 4. The environment for temporal mode probability analysis 

Reference software JM 10.2 

Frames 100 

GOP structure IPPP..P 

Format QCIF 

Reference frames 2 

sequences 
Akiyo, Carphone, Clarie, Football, 

Foreman, Grandma, Tempete, Salesman 
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Table 5. Probilities of temporal average modes 

T-2 T-1 T Encoding probility(%) 

SKIP MODE SKIP MODE SKIP MODE 49.6 

SKIP MODE SKIP MODE INTER MODE 2.3 

SKIP MODE INTER MODE SKIP MODE 3.5 

SKIP MODE INTER MODE INTER MODE 4.1 

INTER MODE SKIP MODE SKIP MODE 3.1 

INTER MODE SKIP MODE INTER MODE 5.2 

INTER MODE INTER MODE SKIP MODE 4.8 

INTER MODE INTER MODE INTER MODE 27.4 

 
We have analyzed temporal correlations among macroblocks of 3 frames, T, T-1, 

and T-2 of 8 video sequences such as akiyo, carphone, clarie, football, foreman, 
grandma, tempete, and salesman. And we can get temporal mode probability analysis 
table 5.  

From table 5, we can get useful information. When previous macroblocks of T-2 
and T-1 are encoded as SKIP mode, the current macroblock has a high probability to 
be encoded as a SKIP mode. As for the last line, the mode of the macroblock A in the 
current frame will be selected based on a probability. However, if both frame T-2 and 
frame T-1 are selected within the same mode, the subsequent mode will always be 
selected as the same mode only by the probability. 

Table 6. The mode selection according to temporal correlation 

T-2 T-1 T 

SKIP MODE SKIP MODE 
Unable to 
determine 

SKIP MODE INTER MODE 
Unable to 
determine 

INTER MODE SKIP MODE 
Unable to 
determine 

INTER MODE INTER MODE 
Unable to 
determine 
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In table 6, we show that a mode is not selected only by probability, where 'unable 
to determine' means that the mode cannot be selected only by the probability. 
Accordingly, due to the defect in the algorithm, it needs a method for efficient mode 
selection. A mode is selected according to temporal correlation and spatial 
correlation. 

 

Fig. 4. The information of the neighboring MBs 

From Fig. 4, when encoding the current macroblock, X selects the best mode after 
searching neighboring macroblocks (which are A, B, C, D) of current frame. The 
criterion of selection of the current macroblock X is shown in Table 7. To exploit the 
spatial correlations among macroblocks of current frames, we have used α(i) which 
represents distribution degree of i in neighboring macroblocks. It should be noted that 
α(0) represents the distribution degree of 0 in neighboring macroblocks. 0 is the SKIP 
MODE and 1 is the INTER MODE. The distribution degree presents the number of 0 
or 1 around a macroblock X. 

Table 7. The selection of mode according to neighboring macroblock information 

T-2 T-1 
Criteria of 
judgment 

Selected mode 

α(0) ≥ 1 SKIP MODE 
SKIP MODE SKIP MODE 

Otherwise INTER MODE 

α(0) ≥ 2 SKIP MODE 
SKIP MODE INTER MODE 

Otherwise INTER MODE 

α(1) ≥ 2 INTER MODE 
INTER MODE SKIP MODE 

Otherwise SKIP MODE 

INTER MODE INTER MODE α(1) ≥ 0 INTER MODE 
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We applied the probability between frame T-2 and frame T-1. The current frame 
mode is selected after looking for the number of neighboring 0(or 1) unit. In this 
scheme, the reference modes of previous frames are used to determine the best mode 
of the current frame. For example, if the frame T-2 is the SKIP MODE and the frame 
T-1 is also the INTER MODE, and if the number of surrounding SKIP mode 
macroblock is greater than or equal to 2 (α(0) ≥ 2), select the SKIP MODE, else select 
INTER MODE. We have experimented and found out that when α(0) greater than or 
equal to 2, we would get better bit ratios. If it satisfies the case (α(1) ≥ 0), that is, 
when the modes of the macroblock are INTER MODE both in the frame T-2 and T-1, 
we select INTER MODE. If it’s the case when the SKIP MODE is selected and when 
the modes of the macroblock are INTER MODE both in the frame T-2 and T-1, it will 
cause degradation in quality, thus we select INTER MODE. 

After the selection of mode according to neighboring macroblock information, if 
the INTER MODE is selected, the variable block size will be selected due to the 
method shown in paper [10]. 

4   Experiments 

We compared our proposed technique with the original JM 10.2. According to the 
specifications [11], the test conditions are as follows: 1) Hadamard transform is used; 
2) reference frames number equals to 2; 3) CABAC is enabled; 4) GOP structure is 
IPPP..P; 5) the number of frames in a sequence is 100. 6) The frame rate is 30fps; 7) 
QP parameter is 28. The experiments were tested under 3.0GHz PC with 1GB 
memory. 

The Fig. 5 shows the hit ratio of the proposed method and the reference software.  
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Fig. 5. The relative hit ratio comparison of JM 10.2 and proposed algorithm 
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As shown in Fig. 5, the hit ratio curve of the proposed algorithm presents the 
relative hit ratio between the proposed mode selection algorithm in this paper and the 
mode selected by JM 10.2. Foreman and Football contain a little motion activities and 
drastic motion activities, respectively. Over 80% of selected modes were same 
between two sequences. The average hit ratio is over 83%. The results by JM 10.2 
show better hit ratios because it adopts the full search mode selection while results in 
tremendous time to determine the mode. But, our proposed scheme does not adopt the 
full search method. It only exploits temporal and spatial correlations to reduce the 
selection time.   

The proposed algorithm was implemented by modifying the H.264 codec JM10.2 
[12]. And the performances of the fast mode decision method are tested using the first 
100 frames of 8 testing video sequences (Akiyo, Carphone, Clarie, Football, Foreman, 
Grandma, Tempete, Salesman). Here the QP parameters in H.264/AVC are fixed as 
24, 28, 32, and 36.  

From the table 8, it can be seen that the proposed algorithm results in up to 64% of 
encoding time reduction versus the reference software, meanwhile the degradation of 
the video quality is under a reasonable level. 

Fig. 6 shows the visual quality comparisons of two sequences. One sequence 
“Foreman” has moderate motion activities and the other sequence “Football” has  
 

             
(a)                                   (b) 

             
(c)                                 (d) 

Fig. 6. Visual quality comparisons in foreman (a, b) and football (c, d) sequence (QP=28) 
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drastic motion activities. The pictures (a) and (c) in Fig.6 are the results by the 
proposed scheme whereas the pictures (b) and (d) are the results by JM 10.2. It is 
obvious that the proposed algorithm achieves a similar visual quality for human 
perceptual system. 

Table 8. Comparison of performance of the proposed algorithm and JM 10.2  

(a) QP= 24 
 

Sequences 
Akiyo Carphone Clarie football foreman grandma salesman tempete

PSNR  (dB) -0.3 -0.3 -0.02 -0.3 -0.2 -0.1 -0.2 -0.2 

Bitrate (bps) 3.7 6.1 1.6 8 7 4 4 5

Speedup (%) 60 60.3 60 62 66.7 66 68.2 71

 
 

(b) QP=28 
 

Sequences 
Akiyo Carphone Clarie football foreman grandma salesman tempete

PSNR  (dB) -0.3 -0.4 -0.2 -0.3 -0.2 0 -0.2 -0.1 

Bit-rate (bps) 2.6 4.3 1 10 8 3.6 1.9 5

Speedup (%) 57 59 58 62 65 64 66 68

 
 

(c) QP=32 
 

Sequences 
Akiyo Carphone Clarie football foreman grandma salesman tempete

PSNR  (dB) -0.2 -0.4 -0.5 -0.4 -0.3 0 -0.1 -0.1 

Bit-rate (bps) 1.7 3 1 10 5 1.9 2 5

Speedup (%) 54 60 56 59 62 61 64 60
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Table 8. (continued) 

(d) QP=36 
 

Sequences 
Akiyo Carphone Clarie football foreman grandma salesman tempete

PSNR  (dB) -0.2 -0.3 -0.4 -0.4 -0.3 -0.1 -0.2 0

Bit-rate (bps) 0.7 2 0.9 7 3 1.3 2 4

Speedup (%) 52 56 56 57 59 57 61 56
 

5   Concluding Remarks 

In this paper, we have proposed a method of fast inter-skip mode selection algorithm 
using the early SKIP mode decision according to spatial-temporal correlation. The 
method of fast inter-skip mode selection has reduced the encoding time without any 
significant PSNR losses. Experimental results show that the proposed method of fast 
inter-skip mode selection reduces the encoding time by 64% on average with a slight 
PSNR drop. In this paper, we have only considered the early SKIP mode decision: 
however, we can also develop a variable block size mode decision of INTER mode in 
the future. 
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Business Process Modeling of the Photonics Industry 
Using the UMM��
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Abstract. The objective of this study is to identify the business process for the 
photonics industry. This business process used the Unified Modeling Method-
ology (UMM) which was recommended in the ebXML specification. First, the 
strength of the UMM was described by comparing it with other business proc-
ess modeling methodologies. Second, the overall business process of the 
photonics industry was analyzed. The procurement management process was 
modeled in detail using the UMM. For the business process analysis of the 
photonics industry, we visited one corporation which we called the A corpora-
tion, a member of the photonics industry and interviewed a business process de-
signer and a procurement manager in depth. The procurement management 
process of the A corporation was represented by a usecase diagram, activity 
diagram, class diagram, and a sequence diagram according to the UMM struc-
ture. The procurement management process modeling of photonics industry us-
ing the UMM could be used as a sample for all the standard business processes 
for the photonics industry. It could be used for improved communication be-
tween the procurement manager and business process designer.  

1   Introduction 

The Korean government has recently established and presented a promotion plan for 
the photonics industry, a 21C's local industry, with the purpose of leading national 
development. Currently, we are in step 2(2004-2008) of the plan. The photonics in-
dustry resettlement plan was conducted, got through step 1(2000-2003), the photonics 
industry accumulation plan [KAPID, 2007]. At this point in time, a standardized busi-
ness process for the photonics industry which is suitable for an international standard 
could be achieved. Its economic effect could cut costs and improve to communicate 
with procurement manager and business process designer.  

Business process modeling should observe international standard modeling meth-
odology. The UMM recommended as part of ebXML could be a suitable modeling 
methodology for this standard. ebXML, Web Services, RosettaNet, WXIFT, Bolero, 
and so on, were technologies which have applied XML. ebXML has been 
broadly  adopted as an international standard. ebXML was adopted as a local e-
commerce standard framework in 2001 and was approved as an international standard 
in ISO[ECIF, 2006]. A business process should be modeling using UMM a recom-
mended modeling methodology in ebXML.  
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Our objective is modeling of the procurement management process for the photon-
ics industry using the UMM. The ebXML process architecture is based on UMM. 
ebXML has recommended using the UMM, a standard business process modeling 
methodology for definition of e-commerce contents. First, the UMM can understand 
synthetically the hierarchical structure for a business domain through business model-
ing at a glance UMM could also define precisely business transactions, activities, and 
details of the document contents unit through analysis of three points of view. Second, 
the UMM can specify an overall definition from the objectives to requirements for 
business performance. Third, the UMM can define clearly the roles and business 
flows of participants and information flow. The UMM can indicate relationships 
among them. Finally, by using the UMM, a standard modeling methodology, we can 
refer and reuse samples of achieved styles from results on analysis of similar business 
model areas as occasion demands [Jeong et al, 2003].  

2   Literature Review 

2.1   OMT and ROOM  

The Object-Oriented Modeling Technique (OMT) methodology of Rumbough could 
be applied to applied fields because it can model more exactly real world phenomena 
rather than existing analysis methodology. The OMT is divided into object modeling, 
dynamic modeling, function modeling, and objective modeling. It is preceded by 
object-oriented analysis. Object modeling can cope more flexibly with continuous 
change. Dynamic modeling describes changes between objects according to time 
flow. A state chart can represent dynamic activity of a system. Function modeling 
shows what the output is through calculations from input values. Functional models 
do not consider the implementation method or how the output is produced [Kim et al., 
1988].  

Real-time Object-Oriented Modeling (ROOM) is method using efficient and fast 
real time software. ROOM is a distinguished abstract of a specific area of system and 
on a problem solution which is come into the development period. ROOM defines an 
object model which represents the relationship among objects when it is compiled as 
part of another object-oriented modeling methodology. ROOM compares with the 
user specification again after analysis of the structural property that is included in the 
real-time property. It can improve the accuracy of system analysis in advance through 
repetition. In addition, the entire process of system development included system 
analysis, design, and implementation can be supported with ROOM. It is capable of 
automatic software production [Kim et al., 1988].  

2.2   IDEF Methodology  

The Integrated DEFinition (IDEF) methodology makes a model after an abstract en-
tity for the enterprise of the organization (AS-IS). The IDEF extracts problems 
through a structured analysis of written the model. IEDF is a system analysis and 
design method which has been developed to design an improved enterprise model 
(TO-BE)[Kim et al., 1988; Shin et al., 2004; Jeon, 2005]. The IDEF0 method, de-
signed to model the decisions, actions, and activities of an organization or system, is 
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used as a method to construct a model with all the system constructed. It is related to 
hardware, software, person, and so on[Kim and Huemer, 2004; NIST, 1993]. IDEF0 
procedures are as follows. First, system activities are categorized and defined. Sec-
ond, system activities are categorized in detail such as at the sub-level using a hierar-
chical structure. Third, each function and related information (input, output, con-
strains, mechanism) are identified within each level. Fourth, it is organized systemati-
cally from the complexity of the manufacturing environment to a logical model [Yoon 
and Jeon, 2001; NIST, 1993; Whitman et al., 1999]. IDEF1X, a method for data mod-
eling, is designed to provide effective analysis and a communication mechanism for 
"the requirement definition" in system analysis. IDEF1X is generally identified with 
what is managed information now within an organization [Shin et al., 2004]. IDEF3 is 
a modeling method for a scenario oriented process flow developed especially to rep-
resent a descriptive story. This method could be used to capture and represent profes-
sional advice for any situation. It can model the cause and the result of event. IDEF3 
is composed of two modeling styles: a process flow description and an object state 
transition description [Jeon, 2005; IICE; NIST, 1993; Whitman et al., 1999].  

2.3   UN/CEFACT Modeling Methodology (UMM)  

The UMM maximizes mutual working through modeling. It divides business working 
perspectives into function service perspectives as in the UN/CEFACT modeling 
methodology which uses UML for business process and information modeling [ECIF, 
2006]. The UMM has to concentrate on a working process which can understand 
business requirements necessary to create a business scenario, a business object, and 
a  business collaboration. It is composed of business modeling, business requirements, 
analysis, design, and execution. In business modeling, it is identified that all users, 
standard developers, software suppliers have common understanding of the business 
domain. In the business requirements, a user's specific requirements were grasped 
when customers state clearly on a B2B project, and was described business process in 
detail, and was analyzed economic factors and business collaboration which was used 
in operations through practical business analysis. In the analysis, requirements de-
rived from the business requirement were transferred to the standard. From the stan-
dard representation, the software developer and document designer can then design 
and execute an e-business solution. In the design, the dynamic relationship between 
structure and collaboration exchanged among business partners was described clearly. 
In the execution, messages transfer and software development were accomplished 
[ECIF, 2006].  

3   Methodology 

In this study, business process modeling was developed for the case of a corporation 
called the A corporation, in the photonics industry. Case study methodology is an 
example of empirical research that investigates a present state occurrence in real life 
especially when the present state and the context are not clear. Also case study is most 
often used in evaluation research, one of them describes on a real context imple-
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mented program and a program [Yin, 2005]. Case study could be a suitable research 
methodology. It could be suitable because the objective of this case study applies to 
the UMM which is an international standard for business process modeling. �

The A corporation, one of the distinguished corporations of the photonics industry, 
was recommended by the KAPID(Korea Association for Photonics Industry Devel-
opment) for this case study. For business process modeling, we visited the A corpora-
tion and interviewed a business process designer and a procurement manager in per-
son and by telephone in depth. The business process modeling was completed through 
a repeated process. This modeling was prepared on the basis of interviews and con-
firmed, evaluated, and revised by means of modeling documents presented to the 
designer and the manager. 

4   Procurement Management Process Modeling for the Photonics 
Industry 

4.1   Business Process of the A Corporation, a Member of the Photonics Industry  

The photonics industry produces and sells a variety of advanced products that use the 
properties of light and make light with various properties including natural light. 
These products control light and have a variety of applications. Photonics products are 
applied to various areas such as information, communication, precision apparatus, 
medical service, and energy[KAPID, 2006]. Standardization is necessary, because the 
domestic photonics industry is a higher value-added business. However, it is com-
posed of mostly small businesses. The business process of the A corporation is di-
vided into sales management, procurement management, production management, 
logistics management, and customer management. �

4.2   Procurement Management Process of A Corporation �

The procurement management of A corporation is composed of procurement re-
quirement management, placing an order management, and payment management as 
shown in Figure 1. Procurement requirement management involves the making of a 
business plan, making a production plan, making a material requirement plan (MRP), 
issuing a procurement requirement sheet, writing out the placing an order sheet, im-
port inspection, and  input of production work. Placing an order is composed of cor-
poration inspection, sample requirement, analysis of whether there is production work 
input, and placing an order. Finally, payment management is handed over to a finan-
cial management team after management makes out a payment act. Procurement re-
quirement management develops a production plan corresponding to the business 
plan, makes a specific MRP by week, month, and year. An analysis is executed as to 
whether to input to production works, according to an import inspection, after a pro-
curement requirement sheet is sent to the supplier who may place an order according 
to the MRP. �

�
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Fig. 1. Procurement Management Process of the A Corporation 

4.3   The Application of the UMM to the A Corporation, a Member of the 
Photonics Industry  �

(1) Business Modeling �
In business modeling, a BOM (Business Operation Map) is produced. This BOM 
could be represented by a usecase diagram [ECIF, 2006; Kim and Kim, 2004]. The 
usecase diagram represents an actor generation model that specifies which person has 
what relationships on a hierarchical structure. The usecase diagram of the A corpora-
tion is divided into contract management, procurement requirement management, 
placing an order management, and payment management as shown in figure 2.  

(2) Business Requirement��
In the business requirement, the BRV (Business Requirement View) is produced. It 
can be represented by an activity diagram [ECIF, 2006; Kim and Kim, 2004]. The 
activity diagram represents an action flow of objects shown in a  flow chart format. 
The activity diagram of the A corporation is composed of making a business plan, 
making a production plan, making a MRP, placing an order, issuing a procurement 
requirement sheet, writing out the placing an order sheet, conducting an import in-
spection, etc. There is also a connected corporation inspection, samples requirement, 
sending samples, deciding whether to input and if so, then placing an order to issuing 
a procurement requirement in procurement requirement management as shown in 
figure 3.  
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Fig. 2. Usecase Diagram�

 

Fig. 3. Activity Diagram�
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(3) Analysis��
In the analysis, the BTV (Business Transaction View) is produced. It can be repre-
sented by a class diagram [ECIF, 2006; Kim and Kim, 2004]. In the class diagram, the 
system object type and various static relations between them are described [Fowler, 
2005]. Procurement management consists of contract management, procurement re-
quirement management, and placing an order management. Payment management. 
Making a business plan, making a production, and planning for MRP are part of the 
procurement requirement. After comes a corporation inspection, the samples require-
ment, the decision to input, and then placing an order.  In the placing an order man-
agement, issuing a procurement requirement sheet, sending a placing an order, the 
import inspection, and inputting to produce are performed. After the procurement 
requirement management, in payment management, issuing an agreement (contract), 
and drawing up a payment act are conducted as shown in Figure 4. �

 

Fig. 4. Class Diagram�

(4) Design��
In design, the BSV (Business Service View) is produced and can be represented as a 
sequence diagram [ECIF, 2006; Kim and Kim, 2004]. The sequence diagram is com-
posed of contract information management, making a business plan, making a produc-
tion plan, making a MRP, corporation inspection, requiring samples, deciding if input, 
placing an order, issuing a procurement requirement sheet, sending a placing an order, 
sending products, import inspection, canceling the placing an order, inputting to pro-
duction, drawing up a payment act, and payment in turns, as shown in figure 5. �
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Fig. 5. Sequence Diagram�

5   Conclusions 

In this paper we examined OMT, ROOM, and IDEF, and identified the advantages of 
the UMM through consideration of the UMM recommended in ebXML. Business 
modeling, business requirement, analysis, and design of the UMM were applied to a 
usecase diagram, activity diagram, class diagram, and sequence diagram. Because the 
UMM is the international standard business process in ebXML, it is desirable for it to 
be applied to business process modeling methodology in many industries including 
the photonics industry.  

This study's A corporation from the photonics industry was selected for a specific 
case. It was represented a new approach for business process redesign in the domestic 
photonics industry. These represented models could be reference models. Although it 
was not the standardized business process of the photonics industry, this method of 
applying the UMM, which is an international standard business process, was repre-
sented through a practical case study. The implications are that the written samples of 
forms achieved in this study could be reused as occasion demands. Also the procure-
ment management process models of the photonics industry, using the UMM, could 
be used as a sample for the standard business process for the photonics industry. 
These models could be used to improve communication with the procurement man-
ager and business process designer, and could help to achieve a beneficial economic 
effect through the reduction of costs including communication costs. �
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Abstract. We apply rough set theory to obtain knowledge from the construction 
of a decision tree. Decision trees are widely used in machine learning. A variety 
of methods for making decision trees have been developed. Our algorithm, 
which compares the core attributes of objects and builds decision trees based on 
those attributes, represents a new type of tree construction. Experiments show 
that the new algorithm can help to extract more meaningful and accurate rules 
than other algorithms. 

Keywords: Rough set, Decision Tee, Core. 

1   Introduction 

Classification is an important part of data mining, and decision trees are widely used 
tools in this process, because they are easily interpreted, accurate, and fast [3], [8], 
[9]. Rough set theory is a mathematical technique used to analyze imprecise, 
uncertain, or vague information in fields such as data mining, artificial intelligence, 
and pattern recognition [7]. A variety of methods have been proposed to construct 
decision trees, including rough set theories based on core attributes, which can be 
used to eliminate the unnecessary features of an object and thereby create a simplified 
version of the data, reduct, and rough approximations of objects. Wei et al. proposed a 
rough-set based decision tree that used lower and upper approximations, while Bai et 
al. represented a decision tree that was based on core attributes and entropy [1],[12]. 
Rough set theory has many advantages, but its main benefit is that it does not require 
preliminary knowledge or additional information about the data [7]. Although core 
attributes are among the most important concepts in rough set theory, few attempts 
have been made to build decision trees using a comparison of each object in the 
dataset. We present a new decision tree classification algorithm that uses the core 
attributes providing the most significant contribution to data classification. In Section 
2, we discuss concepts relevant to rough set theory. Section 3 gives a basic 
introduction to our new method and presents a simple example. Section 4 describes a 
computational experiment using the method. The final section provides conclusions 
and directions for future research. 

2   Rough Set Theory 

In rough set theory, knowledge representation is done via information systems. If an 
information system is defined as },,,{ fVQUS = , where U  is a finite set of objects 
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called the universe; Q  is a finite set of attributes; V  is a set of attributes; qVV ∪= , 

Qq ∈∀ , and qV  are values of the attribute q ; and VQUf →×:  is the total decision 

function called the information function, such that qVqxf ∈),(  for every ,Qq ∈  

Ux ∈ . A decision table is an information system in which )( DCQ ∪= . The set of 
conditional attributes is C , and D  is the set of decision attributes. In the information 
system, the subset QA ⊆  is called the indiscernibility relationship, denoted by 

)(AIND , which is defined as 

)},().(,|),{()( ayfaxfAaUUyxAIND =∈∀×∈=  (1) 

where )(AIND  is an equivalence relationship that partitions U into equivalence 
classes, which are the sets of objects that are indiscernible with respect to A . These 
sets of partitions are denoted by )(/ AINDU . 

Reduct represents the minimum set of attributes that preserve the indiscernibility 
relationship. The relative reduct of the attribute set P , QP ⊂ , is called the reduct of 
Q , denoted by RED )(PQ , if P  is minimal among all subsets of Q . The intersection 
of all reducts of Q  is called the core of Q , and is denoted by CORE( Q ). If Pa∈  and 

∈a CORE( Q ), the decision performance of the original system will be unchanged if 
attribute a is deleted from P . Otherwise, the decision performance of the original 
system will change. The reduct and the core make the set of core attributes a very 
important factor in decision making, and we can use this to create simpler rules for an 
information system. Skowron proposed the discernibility matrix, which is a way to 
represent knowledge. Let ),,,( fVQUS =  be an information system 
with },...,,{ 21 nxxxU =  [10]. Using the discernibility matrix S , which is denoted )(SM , 

the nn×  matrix is defined as: 

)}()(:{)( jiij xaxaQac ≠∈=  for nji ,...,2,1, =  (2) 

Thus, ijc  is the set of all attributes that discern objects ix  and jx . In a 

discernibility matrix, the diagonal elements are φ , because jiij cc = . Therefore, the 

upper triangular part is omitted in the discernibility matrix. 

3   Algorithm 

3.1   Basic Algorithm 

In information systems, there are four possible cases involving condition attribute 
values and decision attribute values when we compare object ix and object 1+ix . Table 

1 presents the four cases produced by comparing the condition attribute and the 
decision attribute values of two objects. Let C be a condition attribute set, 

},...,,{ 21 ncccC = , and D be a decision attribute set, },...,,{ 21 kdddD = . 

If we assume that there is a condition attribute ‘income’ and a decision attribute 
‘buys a computer’, the condition attribute ‘income’ has two attribute values, low and 
high, and the decision attribute ‘buys a computer’ has two attribute values, yes and no. 
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Table 1. Comparison of two objects 

Condition Case 
Condition 
attribute 

value 

Decision 
attribute value 

(class) 

Judgment of 
condition 

attribute iC    

1 same same Positive 

2 same different Negative 

3 different same Negative 

Comparison 
of 

object ix and 

object 1+ix  
4 different different Positive 

1) Case 1. If an information system has one rule only, for example, case 1 of Table 1, 
we can immediately and directly induce a rule such that the value of case 1 is likely to 
be positive. Table 2 shows this type of direct induction. 

Table 2. Case 1: Comparison of two objects 

Customer 
ID 

Income 
(condition 
attribute) 

Buys a 
computer 
(decision 
attribute) 

Rule 
Judgment of the 

condition attribute 
‘income’ 

1 low No 

2 low No 

income = low then 
buys computer = no 

Positive 

2) Case 2. Table 3 shows a vague inconsistent result induced from case 2 in Table 1 
that is likely to be negative. 

Table 3. Case 2: Comparison of two objects 

Customer 
ID 

Income 
(condition 
attribute) 

Buys a computer
(decision 
attribute) 

Rule 

Judgment of the 
condition 
attribute 
‘income’ 

1 low yes 

2 low no 

income = low then buys 
computer = yes or no 

Negative 

 
3) Case 3. In the third case, two rules are induced between two objects in the same 
class. The likely outcome is negative, because case 3 has more rules than case 1, 
which is in the same class. One important step in the construction of a decision tree is 
to select attributes for the nodes such that a ‘minimal tree’ is generated. A minimal 
tree has relatively few branches as decision rules. 
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Table 4. Case 3: Comparison of two objects 

Customer 
ID 

Income 
(condition 
attribute) 

Buys a computer
(decision 
attribute) 

Rule 

Judgment of the 
condition 
attribute 
‘income’ 

1 high no 

2 low no 

1) income = high then 
buys computer = no 
2) income = low then 
buys computer = no 

Negative 

 
4) Case 4. The fourth case is positive, and distinguishes between two objects in other 
classes. 

Table 5.  

Customer 
ID 

Income 
(condition 
attribute) 

Buys a computer
(decision 
attribute) 

Rule 

Judgment of the 
condition 
attribute 
‘income’ 

1 high yes 

2 low no 

1) income = high then 
buys computer = yes 
2) income = low then 
buys computer = no 

Positive 

Cases 3 and 4 can be used as representative cases for objects that belong to the 
same class or to different classes. We applied a contribution function to cases 3 and 4 
to calculate the contribution for the classification. Our method uses core attributes, a 
discernibility matrix, and a contribution function in place of an entropy function. The 
discernibility matrix suggested by Skowron and Rauszer is an nn×  matrix with 
entries ijc  defined as )}()(:{)( jiij xaxaQac ≠∈=  if )()( ji xdxd ≠  for nji ,...,2,1, = , 

where a  is a condition attribute and d  is a decision attribute [10]. In this case, the 
condition attribute a  is positive. Our suggested algorithm uses Skowron and 
Rauszer’s idea, but also considers the relationship between objects in the same class, 
and defines this as )}()(:{)( jiij xaxaAac ≠∈=  if )()( ji xdxd = ; the condition attribute 

a  is a negative case[10]. Entry ijc  is the set of all attributes that discern objects ix  

and jx . Based on the above discussion, our classification contribution function is 

defined as follows: 

1) Positive case: 

∑
=

=
n

ji ij

kij
kp cn

acI
aCC

1,

,
)(

)(
)(

∩
 where ,φ≠kij ac ∩  (3) 

where )( kij acI ∩  is the index function of ).( kij ac ∩  
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If condition attribute ka  is an element of ijc , then ;1)( =kij acI ∩ otherwise it is 0. 

pCC  denotes the classification contribution for a positive case. 

2) Negative case: 

∑
=

−=
n

ji ij

kij
kn cn

acI
aCC

1,

,
)(

)(
)(

∩
 where ,φ≠kij ac ∩  (4) 

where nCC denotes the classification contribution for the negative case. 

3) Classification contribution function 
The classification contribution is the sum of the positive case and the negative case 
for the condition attribute ka . 

∑∑
==

=−≠=
n

ji
ji

ij

kij
n

ji
ji

ij

kij
kT xdxd

cn

acI
xdxd

cn

acI
aCC

1,1,

)]()(|
)(

)(
[)]()(|

)(

)(
[)(

∩∩ , (5) 

where φ≠kij ac ∩ . 

TCC denotes the total classification contribution. 

From Equation 5, we can select the attribute with the maximum )( kT aCC . This 
attribute has a maximal contribution to the classification. There are three cases in the 
rough set view in the discernibility matrix: the first has no core attributes; the second 
has only one core attribute; and the third case more than one core attribute. The 
proposed algorithm generates a decision tree as follows: 

1) Make the discernibility matrix, and then the three cases are: 
2) Case (a): if there are no core attributes, measure the classification contribution 

)( kT aCC  for each attribute in the reduct set and select the condition attribute with the 

maximal value of )( kT aCC  to be a node. 

      Case(b): if there is only one core attribute; select the core attribute as a node. 
Case(c): if there is more than one core attribute, measure the classification 

contribution )( kT aCC  for each core attribute. 

3) Select each expanding attribute as a node of each level. 
4) Repeat the above process recursively until all of the objects in a node belong to the 
same class. 

3.2   Expanded Algorithm 

Our suggested algorithm compares two objects, cumulates their contribution to the 
classification, and selects the more distinguishable attribute as a node. In addition to 
our algorithm, we assume that if there is focus class, it will produce more meaningful 
and effective results. Focus class analysis is important in target marketing, special 
customer requirement analysis, fraud detection, and in the case of unusual patterns [5]. 

In section 3.1, our algorithm considers the inter- and extra-class values, and selects 
condition attribute ka with maximum )( kT aCC as a node, while in the expanded  
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algorithm, we simply compare the focus class value group with the extra-class value 
group to find the maximum )( kT aCC . There is no negative case; it can select a more 

maximal contribution attribute that classifies a special decision attribute value from 
another class. For example, we can assume that an insurance data table is arranged in 
the manner shown in Table 6. If we are interested in arranging insurance = ‘N’, then 
we compare and calculate the classification function on class N (customer IDs 6, 7, 
and 9) with class Y (customer IDs 1, 2, 3, 4, 5, 8, and 10). 

Table 6. Discernibility matrix for Table 6 

ID 
Age rate 

(a) 
Insurance fee 

rate (b) 
Due (c) 

Health 
check 
 (d) 

arrange 
insurance 

 (D) 
1 4 5 M N Y 
2 5 5 O Y Y 
3 4 4 M N Y 
4 5 5 M N Y 
5 3 5 M N Y 
6 5 4 M Y N 
7 2 4 M Y N 
8 4 5 M N Y 
9 5 5 M Y N 

10 4 5 M N Y 

 
Following the procedure in section 3.1, we make the discernibility matrix shown in 
Table 7 for Table 6. 

Table 7. Discernibility matrix for Table 6 

 1 2 3 4 5 6 7 8 9 10 
1     a,b,d a,b,d  a,d  

2     b,c a,b,c  c  

3     a,b,d a,d  a,b,d  

4     b,d a,b,d  d  
5     a,b,d a,b,d  a,d  
6          
7          
8     a,b,d a,b,d  a,d  
9          

10     a,b,d a,b,d  a,d  
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The core can be defined as the set of all single-element entries of the discernibility 
matrix. Table 7 reveals two core attributes {c, d}. We can calculate the classification 
contribution of c and d as follows: 

83.1)
1

1

3

1

2

1
()( =++=cCC p  

67.7)
2
1

3
1

3
1

2
1

3
1

3
1

2
1

3
1

3
1

1
1

3
1

2
1

3
1

2
1

3
1

2
1

3
1

3
1

()( =+++++++++++++++++=dCCp  

We consider the negative case in section 3.1, but we do not consider the negative 
case when we use the expanded algorithm. When )(dCC p is greater than )(cCC p , 

then attribute d is selected as the root node based on the criteria of the classification 
contribution function. This produces the subtree shown as Fig 1. 

 

Fig. 1. The generated subtree 

We can apply the same process for subsets d=Y until all of the objects in a node 
belong to the same class. The results of the example are the following and the 
resulting decision tree for this example is shown in Fig. 2.  

Health check=N then arrange insurance=Y, 

Health check=Y, Due=O then arrange insurance=Y, 

Health check=Y, Due=M then arrange insurance=N. 

 

Fig. 2. The decision tree construction using the expanded algorithm 
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4   Experimental Results 

We implemented the suggested method and expanded method on small sample 
datasets from the University of California, Irvine (UCI), machine learning database 
repository. In previous decision tree studies, Yang et al., Minz and Jain, and Tu and 
Chung compared their proposed algorithms with ID3 [13], [6], [11]. To test the 
effectiveness and accuracy of our proposed algorithm and the expanded algorithm, 
we compared our results with those obtained using ID3 algorithm and C4.5 
algorithm. 

ID3 and C4.5 were implemented in WEKA 3.4, which is a collection of machine-
learning algorithms for data mining that was developed by Frank et al [4]. 
(http://www.cs.waikato.ac.nz/ml/weka/). The suggested algorithm was implemented 
in C language on an Intel Pentium processor operating at a CPU clock speed of 2.80 
GHz, 2.81 GHz. We ignored missing data in the sample datasets and in the numeric 
data, and used 10-fold cross validation. We increased the samples of ‘heart-h’ and 
‘credit-g’ to investigate a change in the pattern.  

Table 8 shows the accuracy of each algorithm and Table 9 presents their number of 
rules. The number of rules is presented in Figure 3. The suggested method and 
expanded method created simpler decision trees than those constructed using the ID3 
method. C4.5 performs better, but how can it explain the results using just one rule, 
such as in the cases heart-h, hypothyroid, and sick. Our algorithms appear to be more 
persuasive. 

Table 8. Number of rules for the four different decision tree methods using the UCI data 

 Number of rules 

Dataset ID3 C4.5 
Suggested 
algorithm 

Expanded 
algorithm 

contact lenses 8 4 5 5 

heart-h(100) 10 1 12 13 

Zoo 9 7 6 6 

Lymph 64 14 19 17 

heart-h (285) 44 2 6 5 

credit-g (500) 309 41 25 22 

credit-g (1000) 708 54 42 35 

hypothyroid 100 1 12 14 

sick 89 1 10 13 
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Table 9. Accuracy of the four different decision trees method on the UCI data 

Accuracy (%) 
Data set Tuples 

Condition 
attribute 

Class 
ID3 C4.5 

Suggested 
algorithm 

Expanded 
algorithm 

contact lenses 24 3 3 71 83 100 100 

heart-h (100) 100 5 2 96 97 93 93 

zoo 101 15 7 92 92 96 100 

lymph 148 15 4 75 79 93 90 

heart-h (285) 285 5 2 75 80 81 97 

credit-g (500) 500 11 2 63 71 96 100 

credit-g 
(1000) 

1000 11 2 62 71 98 100 

hypothyroid 3771 21 4 92 92 92 94 

sick 3773 20 2 93 93 93 95 

We tested the accuracy of the method using 10-fold cross-validations on datasets. 
Figure 4 presents the test results. In most cases, our method is more accurate than 
C4.5, with the exception of heart-h. The suggested and expanded algorithms are 
meaningful in that the resulting trees consider those attributes that offer the maximum 
contribution to the classification. 
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Fig. 3. Comparison of the number of rules 
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Comparison of accuracy
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Fig. 4. Comparison of accuracy 

5   Conclusions 

Constructing an optimal classification decision tree is a nondeterministic polynomial 
complete (NP complete) problem, and therefore it cannot be achieved with a 
computationally efficient algorithm. Instead, heuristic algorithms must be used [11]. 
The suggested algorithm is a new concept for logical reasoning trees. In addition, the 
expanded algorithm performs better when it has a focus class. 

Experiments on UCI data proved that the new concepts perform better than the ID3 
decision tree method and C4.5 method. However, the suggested and expanded 
algorithms are unique in that they uses rough set theory and classify objects based on 
the concept of maximally contributing attributes. In addition, the suggested method 
can induce classification rules without data preprocessing. Character- and symbolic-
type data can be applied. Despite the above advantages, the time needed to compute 
the reduct set can be long when the decision table has many attributes or various 
values of attributes, and the problem of computing the minimal reduct is NP-hard. 
Bazan et al. suggest a more efficient method for reducing the reduct computation [2]. 
Further study is required to include this reduction in our algorithms. 
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Optimal Replenishment Policy for Hi-tech Industry with 
Component Cost and Selling Price Reduction 
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Abstract. Due to rapid technological innovation and global competitiveness, the 
component cost, the selling price and the demand rate of Hi-tech industries (such 
as computers and communication consumer’s products) usually decline 
significantly with time. From a practical viewpoint, there is a need to develop a 
replenishing policy with finite horizon when the component cost, the selling price 
and the demand rate are reduced simultaneously. A numerical example and 
sensitivity analysis are carried out to illustrate this model. Two cases are 
discussed in this study: Case A considers fixed replenishment interval, Case B 
considers varying replenishment interval. From Case A, the results show that 
decreasing component cost leads to smaller replenishment interval. However, 
decreasing sensitive parameter of demand leads to larger replenishment interval. 
When both the component cost and the sensitive parameter decline-rates decrease 
simultaneously, the replenishment interval decreases. The solutions by Case A 
and B are sub-optimal and optimal respectively. The net-profit percentage 
difference between Case A and B is 0.060% approximately, while the 
computational process of Case A is easier than that of Case B. 

Keywords: replenishment interval, cost/price/demand reduction, Hi-tech 
industry. 

1   Introduction 

The trends of Hi-tech products have the following characters: There are shorter product 
life cycle time, quicker responsive time, increasing need for globalization and massive 
customization. Moreover, the component cost, the selling price and demand rate 
usually decrease with time due to competitiveness and technological innovation. In 
some Hi-tech industries such as computers and communication consumer’s products, 
some component cost and selling price are declining at about 1% per week [1]. This 
implies that purchasing or selling one-week earlier or later will result in about 1% loss. 
Lee [2] has made some comment on the importance of the above subject.  

Many other researchers like Lev and Weiss [3], Goyal [4] and Gascon [5] have 
studied the ordering policy in the classic EOQ model for both finite and infinite 
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horizon. Buzacott [6] assumed compound increasing price and setup cost with inflation 
in a finite horizon. Buzacott [6] and Erel [7] considered a continuous price increase due 
to inflation. Dave and Patel [8] considered the inventory of deteriorating items with 
time proportional demand. The consideration of exponentially decreasing demand was 
first analyzed by Hollier and Mak [9] who relaxed the fixed replenishment cycle 
assumption in Dave and Patel, and obtained optimal replenishment policies under both 
constant and variable replenishment intervals. Erel [7] considered a 
compound-increasing price EOQ model with inflation rate. Hariga and Benkherouf 
[10] derived optimal and heuristic inventory replenishment models for deteriorating 
items with exponential time-varying demand. Wee [11] derived a joint pricing and 
replenishment policy for deteriorating inventory with declining market. Yang and Wee 
[12] addressed a quick response production strategy with continuous demand and price 
declining in a finite horizon. Khouja and Park [13] derived an optimal lot size model for 
a decreasing rate of component cost in a finite horizon. Using present-value concept, 
Teunter [14] derived a modified EOQ model to approximate Khouja and Park’s model 
[13]. None of them considers the simultaneous decrease in the component cost and 
selling price decrease with exponential time-varying demand. 

In this study, a replenishment policy with finite planning horizon is developed for a 
buyer when the component cost, the demand rate and the selling price to the 
end-consumer decline at a continuous rate. Fixed and varying replenishment intervals 
are considered in this study. A mathematical model and its solution procedure are 
developed in the next two sections. A numerical example is then provided to 
demonstrate the difference between the two cases. Sensitivity analysis is carried out to 
derive the degree of sensitivity for the cycle time of each parameter. The concluding 
remark is given in the last section. 

2   Mathematical Modeling and Analysis 

The mathematical model in this paper is developed on the basis of the following 
assumptions: 

(a) Replenishment rate is instantaneous. 
(b) Component cost and product selling price to the end consumer decline at a 

continuous rate per unit time. 
(c) Demand rate is continuous and exponentially decreasing. 
(d) Entire planning horizon is finite. 
(e) Two cases of both identical and different replenishment intervals are 

considered. 
(f) No shortage is allowed. 
(g) Purchase lead-time is constant. 

The decision variables are 
n    number of orders in the entire planning horizon 

Qi-1  lot size during ith cycle, i= 1, 2…n 
ti    time point when the inventory level of ith cycle drops to zero 
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T    cycle time or length of the replenishment interval when each replenishment 
interval is identical 

The other related parameters are as follows: 
   d(t)  weekly demand rate, where )exp()( btatd −= , a is the scale parameter and b is 

the sensitive parameter of demand  
C   unit component cost, where t

crCC )1(0 −= , C0is the unit component cost when 

t=0, rc is the weekly decline-rate of component cost  

S    unit selling price, where t
sr )1(SS 0 −= , S0 is the unit selling price when t=0, rs is 

the weekly decline-rate of selling price to the end-consumer  

H    weekly length of the planning horizon  
C1    ordering cost per order 
C2    holding cost per dollar per week 

 NP   net profit in the planning horizon 

 

Inventory 

Q0 Q1 

Qi-1 

Qn-1 

0 t1 t2 ti-1 ti tn-1 tn 

t 

 

Fig. 1. Graphical representation of inventory system with demand decrease 

Without loss of generality, ti-1 (i= 1, 2…n) are the re-ordering times over the entire 
period H. Initial time (t0=0) and final time (tn=H) inventories are both zero. 
Inventory in ith cycle drops to zero at point ti (i= 1, 2…n). The purpose of this 
problem is to obtain optimal values of ti such that the total net profit over the finite 
horizon is a maximum value. The cases for fixed and varying replenishment 
intervals are discussed as follows: 
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Case A. For fixed replenishment interval  

For fixed replenishment, 

T=H/n, (1) 

iTti = , i= 1, 2…n (2) 

Since stock is depleted by demand, the differential equation of inventory level is 

btae
dt

tdI −−=)(
, iTtTi ≤≤− )1(  (3) 

Using the boundary condition 0)( =tI  when t= iT, the inventory level is 

)()( ibTbt ee
b

a
tI −− −=  (4) 

The lot size during ith cycle is I(t) when t= (i-1)T, that is     

)1(1 −= −
−

bTibT
i ee

b

a
Q  (5) 

During ith cycle, the unit component cost is Ti
crC )1(

0 )1( −− , and the holding cost, HCi is 

ibTTi
c

bT

iT

Ti

Ti
ci

erbTe
b

CaC

dttIrCCHC

−−

−

−

−−−=

−= ∫
)1(

2
20

)1(

)1(
02

)1)(1(

)()1(
 (6) 

The holding cost in the whole planning horizon, HC is the summation of n cycles of 
(6). That is         

])1[(
]1)1)[(1(

2
20

bTT
c

nbTnT
c

bT

erb

erbTeCaC
HC

−−
−−−−=

−
 (7) 

The component cost during ith cycle, PCi is the product of Qi-1 and unit component 

cost t
crC )1(0 − at t= (i-1)T. That is 

b

reeaC
PC

Ti
c

bTibT

i

)1(
0 )1)(1( −− −−=  (8) 

The component cost in the whole planning horizon, PC is the summation of n cycles 

of (8). That is 
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])1[(
]1)1)[(1(0

bTT
c

nbTnT
c

bT

erb

ereaC
PC

−−
−−−=

−

 (9) 

The sales revenue during ith cycle, SRi is the integration of the product of the unit selling 
price and the demand quantity. That is 

)1ln(

)(
)(

)]1ln([)]1ln([)1(
0

)1(
s

rbiTrbTi
iT

Tii rb

eeaS
dttSdSR

ss

−−
−

==
−−−−−−−

−∫  (10) 

The sales revenue in the whole planning horizon, SR is the summation of n cycles of 
(10). That is  

)1ln(
])1(1[0

s

nbTnT
s

rb

eraS
SR

−−
−−=

−

 (11) 

The net profit, NP is 

1nCHCPCSRNP −−−=  (12) 

Since T is equal to H divided by n, the net profit (12) is a function of single variable n. 
Assuming n is any real number, the sufficient conditions for the concavity of the net 
profit (12) are 

0=
dn

dNP  (13) 

and 

0
2

2

<
dn

NPd  (14) 

The solution of (13) cannot be a close form, but can be computed numerically. Actually 
n is a positive integer, the optimal value of n, denoted by *n , must satisfy the following 
condition 

)1()()1( *** +≥≤− nNPnNPnNP  (15) 

The value of *n  is located in the neighborhood of n satisfying (13). 

Case B. For varying replenishment interval  

The inventory level differential equation is 

btae
dt

tdI −−=)(
, ii ttt ≤≤−1  for i= 1, 2… n (16) 

Using the boundary condition I(t)=0 when t=ti, the inventory level is 

)()( ibtbt ee
b

a
tI −− −=  (17) 
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The lot size during ith cycle is I(t) when t=ti-1, that is 

)( 1
1

ii btbt
i ee

b

a
Q −−

− −= −  (18) 

During ith cycle, the unit component cost is 1)1(0
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The component cost during ith cycle, PCi is the product of Qi-1 and unit component 
cost t

crC )1(0 − at t=ti-1. That is 

11 )1()( 0
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The sales revenue during ith cycle, SRi is the integration of the product of unit selling 

price and the demand quantity. That is 
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The net profit, NP is 
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(22) 

The net profit (22) has n decision variables: t1, t2…tn-1 and n. 

3   Solution Procedure 

Our aim is to derive the optimal values of the decision variables to maximize the total 
net profit in the entire planning horizon. 
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Case A. For fixed replenishment interval  
The solution procedure is as follows: 

(A1) Derive the value from (13).  
(A2) The integer near the value from (A1) that satisfies (15) is the optimal value. 

Case B. For varying replenishment interval  
The solution procedure is as follows: 

(B1) Let the optimal value of Case A as the starting value of n. The net profit (22)  
is denoted by NP(ti(n), n). 

    (B2) Equate the first partial derivatives of the net profit (22) to zero with respect to ti. 

0
)),(( =

∂
∂

i

i

t

nntNP
, i= 1, 2…n-1 (23) 

  (B3) Solve )(nti  using the n-1 simultaneous equations from (B2). 
      (B4) The optimal value of n, denoted by *n , which is in the neighborhood of the 

starting value from (B1), must satisfy the following condition: 

)1),1(()),(()1),1(( ****** ++≥≤−− nntNPnntNPnntNP iii  (24) 

4   Numerical Example 

The preceding theory can be illustrated by the following numerical example. The 
parameters are given as follows: 
Unit component cost t

crCC )1(0 −= , where 10$C0 =  and 01.0=cr per week; 
Unit selling price t

srSS )1(0 −= , where 12$0 =S  and 01.0=sr per week; 
Entire Planning horizon considered, H= 26 weeks; Demand rate, d(t)= a exp(-bt), 

Ht ≤≤0 , a= 1000, b= 0.01; Ordering cost per order, C1= $275; Holding cost per 
dollar per week, C2= 0.008. 

Table 1. Net profit with various replenishment times for Case A & B 

n NP for Case A NP for Case B % error 
4 $27,426 $27,490 -0.233% 
5 $29,568 $29,620 -0.176% 
6 $30,899 $30,943 -0.142% 
7 $31,770 $31,807 -0.116% 
8 $32,352 $32,385 -0.102% 
9 $32,743 $32,773 -0.092% 

10 $33,001 $33,028 -0.082% 
11 $33,161 $33,186 -0.075% 
12 $33,249 $33,271 -0.066% 

13* $33,281* $33,301* -0.060% 
14 $33,268 $33,287 -0.057% 
15 $33,221 $33,239 -0.054% 
16 $33,145 $33,162 -0.051% 
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Applying the solution procedure, the computational results are given as follows: 
For Case A and B, the optimal replenishment times are both 13 in the planning horizon 

of 26 weeks. The net profits are $33,281 and $33,301 respectively. The percentage error of 
net profit (denoted by % error) between Case A and Case B is defined as 

         % error= [(NP for Case A-NP for Case B)/(NP for Case B)]100% 
From Table 1 and Figure 2, the value of % error is -0.060%. The minus sign means 

Case A’s net profit is less than Case B’s net profit (i.e, $33,281<$33,301). But the 
computational process of Case A is easier than that of Case B. 

The relevant values for 13 replenishment cycles are shown in Table 2. With fixed 
replenishment interval in Case A, the replenishment interval increases with time. For  
 

$33,000

$33,050

$33,100

$33,150

$33,200

$33,250

$33,300

$33,350

8 13

n

N
P

Case A

Case B

 

Fig. 2. Net Profit with various n for Case A & B 

Table 2. Related results for 13 replenishment cycles for Case A & B 

Case A Case B ith 
cycles ti Interval 

(ti-ti-1)  
Lot 

size Qi-1 
ti Interval 

(ti-ti-1)  
Lot size  

Qi-1 
1 2 2 1980 1.7769 1.7769 1761.213 
2 4 2 1941 3.5860 1.8091 1761.208 
3 6 2 1902 5.4283 1.8423 1761.202 
4 8 2 1865 7.3053 1.8770 1761.194 
5 10 2 1828 9.2181 1.9128 1761.184 
6 12 2 1792 11.1682 1.9501 1761.172 
7 14 2 1756 13.1571 1.9889 1761.158 
8 16 2 1721 15.1864 2.0293 1761.142 
9 18 2 1687 17.2576 2.0712 1761.123 

10 20 2 1654 19.3727 2.1151 1761.101 
11 22 2 1621 21.5334 2.1607 1761.077 
12 24 2 1589 23.7418 2.2084 1761.049 
13 26 2 1558 26.0000 2.2582 1761.018 
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Case B, the lot size decreases slightly with time and nearly maintains the same level 
for all cycles due to increasing interval and decreasing demand. 

5   Sensitivity Analysis 

For ease of computation under acceptable error, Case A is used to carry out the 
sensitivity analysis when one or two parameters in a set of parameter values Φ= {C0, 
C1, a, C2, rc, H, b, S0 and rs} changes 20%, 40% and 60%. The results are shown in 
Table 3-5 and Figure 3. 

Table 3. Sensitivity analysis of cycle time when one parameter changes 

parameter -60% 

(I) 

-40% -20% 0% +20% +40% +60% 

(II) 

Degree of 

sensitivity 

a , C0 3.250 2.600 2.167 2 1.857 1.625 1.529 high 

C1 1.128 1.529 1.733 2 2.167 2.364 2.600 high 

rc, C2 2.364 2.167 2 2 1.857 1.857 1.733 medium 

H (If n is 

real) 

1.832 

(n=5.7) 

1.879 

(n=8.3) 

1.925 

(n=10.8) 

1.972 

(n=13.2) 

2.019 

(n=15.5) 

2.066 

(n=17.6) 

2.113 

(n=19.7) 

low 

H (If n is 

integer) 

1.733 

(n=6) 

1.950 

(n=8) 

1.891 

(n=11) 

2 

(n=13) 

2.080 

(n=16) 

2.022 

(n=18) 

2.080 

(n=20) 

low 

b 1.857 1.857 1.857 2 2 2 2 low 

rs, S0 2 2 2 2 2 2 2 none 
 

Note: Degree of sensitivity 

= %100
),max(

)(
III

III −  

=the absolute value of the cycle-time percent difference between changing +60% 

and -60% for each parameter 

In Table 3, we defined the degree of sensitivity as the absolute value of the 
cycle-time percent difference between changing +60% and -60% for each parameter. 
From Table 3 and Figure 3, it is observed that C0, C1 and a are highly sensitive; rc and 
C2 are medium, H and b are low, and rs and S0 are none-sensitive. When C1 increases, 
the cycle time increases, thus reducing the unit ordering cost. When a, C0 and C2 
increase, the cycle time decreases to counteract the increasing holding cost. When rc 
increases, the cycle time increases to allow more low-cost stock. If n is integer, the 
cycle time fluctuates up and down, but in the trend of increasing with the length of time 
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horizon due to discrete value of n. If n is assumed to be real, the cycle time 
mono-increases with the length of time horizon (see rows 5-6 in Table 3). 

1
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2.5

3

3.5

-80% -30% 20% 70%

% change of parameter

c
y
c
le
 t
im
e

a, Co

C1

rc, C2

b

 

Fig. 3. Cycle time with % change of each parameter 

Table 4. Sensitivity analysis of cycle time when both rc and a change 

rc 
a 

0.004 0.006 0.008 {0.010} 0.012 0.014 0.016 

400 3.714 3.250 3.250 3.250 2.889 2.889 2.889 
600 2.889 2.889 2.600 2.600 2.364 2.364 2.364 
800 2.600 2.364 2.364 2.364 2.167 2.000 2.000 

{1000} 2.364 2.167 2.000 2,000 1.857 1.857 1.733 
1200 2.167 2.000 1.857 1.857 1.733 1.625 1.625 
1400 2.000 1.857 1.733 1.625 1.625 1.529 1.529 
1600 1.857 1.733 1.625 1.529 1.529 1.444 1.368 

Table 5. Sensitivity analysis of cycle time when both rc and b change 

rc 
b 

0.004 0.006 0.008 {0.01} 0.012 0.014 0.016 

0.004 2.167 2.167 2.000 1.857 1.857 1.733 1.733 
0.006 2.364 2.167 2.000 1.857 1.857 1.733 1.733 
0.008 2.364 2.167 2.000 2.000 1.857 1.857 1.733 
{0.01} 2.364 2.167 2.000 2.000 1.857 1.857 1.733 
0.012 2.364 2.167 2.167 2.000 1.857 1.857 1.733 
0.014 2.364 2.167 2.167 2.000 2.000 1.857 1.857 
0.016 2.364 2.364 2.167 2.000 2.000 1.857 1.857 
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When two parameters are changed simultaneously, the parameter with higher degree 
of sensitivity will be dominant to the parameter with lower degree of sensitivity. For 
example, when both rc and a change, the sensitivity analysis of cycle time is shown in 
Table 4. When rc increases, the cycle time decreases. When rc increases and a decreases 
simultaneously, the cycle time increases (see the bold number in Table 4) because the 
parameter a is more sensitive than the parameter rc. From Table 5, the cycle time tends 
to increase when b increases. While when both b and rc increase simultaneously, the 
cycle time tends to decrease (see the bold number in Table 5) because the parameter rc 
is more sensitive than the parameter b. 

   The extra net profit, denoted by NPΔ , is defined as 
  ignoredisborrwhenNPconsideredisborrwhenNPNP cc −=Δ  
The computational results of NPΔ  are given in Table 6-7. The parameter rc is more 

sensitive to extra net profit than the parameter b. When the value of rc or b increases, the 
extra net profit becomes more significant. 

Table 6. NPΔ  when rc is considered 

When rc is ignored (rc=0) When rc is considered rc 
T NP T NP 

NPΔ  
 

0.004 2.889 18975 2.364 19112 137  
0.006 2.889 23702 2.167 23956 254  
0.008 2.889 28290 2.000 28672 382  
{0.01} 2.889 32743 2.000 33281 538 
0.012 2.889 37066 1.857 37759 693  
0.014 2.889 41263 1.857 42115 852  
0.016 2.889 45338 1.733 46352 1014 

Note: 

NPΔ =NP when rc is considered-NP when rc is ignored 

Table 7. NPΔ  when b is considered 

When b is ignored (b=0) When b is considered b 
T NP T NP 

NPΔ  

0.004 1.733 36013 1.857 36042 29 
0.006 1.733 35051 1.857 35087 36 
0.008 1.733 34121 1.857 34162 41 
{0.01} 1.733 33221 2.000 33281 60 
0.012 1.733 32350 2.000 32422 72 
0.014 1.733 31508 2.000 31591 83 
0.016 1.733 30692 2.000 30787 95 

Note: 

NPΔ =NP when b is considered-NP when b is ignored 
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6   Concluding Remarks 

In this study, models for fixed (i.e., Case A) and varying (i.e., Case B) replenishment 
intervals are developed for decreasing component cost, selling price and demand rate. 
The solution of Case A is sub-optimal, and Case B is optimal. The net profit percentage 
error is 0.06% approximately. But the operation of fixed replenishment interval is 
simpler, and the computational process of Case A is easier than that of Case B. Based 
on this study, we recommend to inventory practitioners to adopt the method of Case A.   

When the component cost decline-rate increases, the replenishment interval tends to 
decrease resulting in more frequent and just-in-time deliveries. When the demand rate 
decline-rate increases, the replenishment interval tends to increase, resulting in lesser 
unit ordering cost. It is known that when the selling price decline-rate increases, the 
replenishment interval is identical due to the same sales revenue.  

It is observed that the ordering cost has a high degree of sensitivity to the cycle time. 
The component cost decline-rate has a medium sensitivity degree, and the 
demand-sensitive parameter is none-sensitive to the cycle time. When both the 
component cost and the demand-sensitive parameter decline-rates increase 
simultaneously, the replenishment interval tends to decrease. It is because the degree of 
sensitivity for the component cost decline-rate is higher than that of the 
demand-sensitive parameter. The results give helpful managerial insights in production 
planning. 
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Abstract. This paper considers a production-inventory system with inflation and 
a random life cycle. Two conditions are discussed: the first is when the product 
life cycle ends in the production stage and the second is when the product life 
cycle ends in the non-production stage. We develop a genetic algorithm to find 
the optimal period time and the lowest expected total cost. Numerical examples 
and sensitivity analyses are given to validate the results of the production model.  

Keywords: Inventory; Inflation; Product life cycle; Genetic algorithm. 

1   Introduction 

The economic order quantity (EOQ) concept has been developed for more than four 
decades [1]. A lot of researches have been done in the area of inventory lot sizing. 
There have been extensive discussions in literature on the extension of the basic 
economic order quantity model to improve the practicality of the model [2].  

Trippi and Lewin [3] adopted the discount cash-flows (DCF) approach to analyze 
the basic EOQ model. Kim et al. [4] extended Trippi and Lewin’s work by applying the 
DCF approach to various inventory systems. Gurnani [5] applied the DCF approach to 
the finite planning horizon EOQ model, in which the planning horizon was a given 
constant. Gurnani [6] claimed that an infinite planning horizon did not exist in real life, 
and a finite planning horizon was more practical. Chung and Kim (1989) proved that 
Gurnani’s [6] model was essentially identical to an infinite planning horizon model 
since the planning horizon was assumed to be a given constant. They suggested that the 
assumption of the infinite planning horizon was not realistic, and called for a new 
model which relaxed the assumption of the infinite planning horizon.  

As pointed out by Gurnani [5], an infinite planning horizon was of rare occurrence in 
practice because the costs were likely to vary disproportionately, and product specifications 
and design substitution may occur due to the rapid development of technology. Park and 
Son [7] have applied the DCF approach to four classical inventory models, including a 
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basic EOQ model, an Economic Production Quantity (EPQ) model, an EOQ model with 
shortages, and an EPQ model with shortages. 

Moon and Yun [8] developed an EOQ model where the planning horizon was a 
random variable with an exponential distribution. They assumed the unit cost did not 
affect the replenishment quantity or cycle length. Later, Moon and Lee [9] corrected 
Moon and Yun’s model to include the unit cost and adopted the DCF approach 
considering the time value of money and inflation. 

Most derivation of the inventory modeling neglects inflation. However, in many 
countries inflation rates are not negligible. Siver et al. (1998) investigated the impact of 
inflation on the choice of replenishment quantities in the basic EOQ model. Bose et al. 
[10] investigated an EOQ model for deteriorating items with linear time-dependent 
demand rate and shortages under inflation. Hariga and Ben-Daya [11] developed 
time-varying lot-sizing models with linear trend in demand, taking into account the 
effects of inflation and the time value of money.  

GA, which is a search technique based on the mechanics of natural selection and 
natural genetics, was invented by John Holland in the 1960s at the University of 
Michigan. John Holland and his team applied their understanding of the adaptive 
processes of natural systems to design a software for creating artificial systems that 
retained the robustness of natural systems (Holland, 1975). During the last decade, 
GA has been recognized as a powerful tool, widely applied in global optimization 
problems and NP-hard problems. Recently, numerous researchers studied the 
application of GA for solving lot-sizing problems (Khouja, Michalewicz, and 
Wilmot, 1998; Jinxing and Jiefang, 2002). Mori and Tsen (1997), Li et al. (2000) 
and Yang et al. (2006) experimented with numerical results and obtained these 
methods, which demonstrated that GA is effective for dealing with production 
planning and scheduling problems. 

This study extends Moon and Lee’s EOQ model [9] to consider a production system  
having an exponential distribution and a normal distribution product life cycle 
respectively. The product life cycle may occur in the production stage or 
non-production stage. A genetic algorithm procedure is developed to derive the optimal 
time period and the lowest expected total cost when the time-value of money and 
inflation are considered. Two illustrative examples and sensitivity analyses are given to 
validate the economic production quantity (EPQ) model. 

2   Assumptions, Notation and Mathematical Modeling and Analysis 

The mathematical model in this paper is based on the following assumptions: 

(1) The production rate is known and constant. 
(2) The demand rate is known and constant. 
(3) The capacity of production is unlimited. 
(4) The discount rate is known and constant. 
(5) The inflation rate is known and constant. 

(6) The present worth of Xt is ,0,)( )( ≥= δ−α− teXXPW t
tt  where Xt is the value 

of X at time t. 
(7) The product life cycle is a random variable. 
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The following notation is used in this study: 
D = the demand rate per year 
P = the production rate, P > D 
Q = the order quantity 
tp = the production time per cycle 
S = the setup cost per time 
C = the production cost per unit 
H = the unit holding cost per unit time 
α = the discount rate representing the time-value of money 
δ= the inflation rate, (α> δ) 
k = the number of period 
L = product life cycle 
f(L) = the probability density function of L  
λ= the parameter of exponential distribution 
μ= the mean of a random variable 
σ= the variance of a random variable 
T = the time of period 

As depicted in Fig. 1 and Fig. 2, the product life cycle is assumed to be longer than k 
periods and end in the k+1 period. The time interval is divided into two stages: within 
the production stage (kT ≦ L ≦ kT + tp) and within the non-production stage (kT + tp 
≦ L ≦ (k+1) T).  

For the interval, kT ≦ L ≦ kT + tp, the size of production run for each period is  

DTQ = ⇒ tp = 
P

DT

P

Q
=  (1) 

Inventory 
Level

1st T

L

P-D -D

Time

2nd T kthT k+1 thT  

Fig. 1. Production life cycle ending in production stage 
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Inventory 
Level

L

P-D -D

Time

1st T 2nd T kthT k+1 thT  

Fig. 2. Production life cycle ending in non-production stage 

The holding inventory during each period is 

∫ ∫ −+−
tp T

tp
dtDtQtdtDP

0
)()(  = 

P

DPDT

2

)(2 −  (2) 

As depicted in Fig. 1, when the product life cycle terminates in the production stage, the 
setup cost can be derived as 

∑ ∫ ∑
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The production cost is 
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The holding cost is 
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(5) 

For the interval, kT + tp ≦ L ≦ (k+1) T , when the product life cycle terminates in the 
non-production stage, the setup cost can be derived as 

∑ ∫ ∑
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=

+

+
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−−
⎥
⎦

⎤
⎢
⎣

⎡ ⋅⋅
0

)1(

0
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k
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P
DTkT

k

i

Ti dLLfeS δα  (6) 
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The production cost is 
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The holding cost is 
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(8) 

Therefore, the sum of setup cost, production cost, and holding cost in the interval, kT 

≦ L ≦ (k+1)T, is 
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Two cases are considered in this study. In case 1, we assume the product life cycle 
follows an exponential distribution. In case 2, we assume the product life cycle follows 
a normal distribution. 

2.1   Case 1: Exponential Distribution Case 

The planning horizon L follows an exponential distribution with parameter λ. The 

probability density function is LeLf λλ −=)( . One has 

∫
+ Tk

kT
dLLf

)1(
)(  = ∫

+ −Tk

kT

LdLe
)1( λλ  = TkTk ee λλ )1( +−− −  (10) 

By substituting (10) into (9), the setup cost  can be derived as 



 Using AI Approach to Solve a Production-Inventory Model 739 

TT

T

TTT

TT

ee

Se

eee

eeS
αδ

α

δλααδ

δλ

−
−

−−
−

−+−

−

)1)((

)1(
)(

 (11) 

Production cost is 
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Holding cost is 
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ETC(T) is the expected value of the sum of setup cost, production cost, and holding 
cost. One has 
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When production life cycle is of infinite length (L→∞), the cost in each period is the 
same as 
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Therefore, the total cost, TC(T), is 
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2.2   Case 2: Normal Distribution Case 

If the planning horizon L follows a normal distribution with mean μ and variance  
σ2, ETC(T) can be represented as follows: 
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whereφ  is the cumulative distribution function of the standard normal distribution. 

The inventory cost function ETC(T) is a function of the independent variable T. In 
order to obtain the optimal value of T for minimum ETC(T), the following condition 
must be satisfied: 
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But due to the complexity of the expressions and the uninterrelated parameters, it 
is not possible to prove the convexity of ETC(T) analytically. An efficient genetic 
algorithm (GA) to compute the optimal solutions, T*, is developed as following 
section. 

3   Solution Procedure with a Genetic Algorithm 

Using a direct analogy to this natural evolution, GA presumes a potential solution in the 
form of an individual that can be represented by strings of genes. Throughout the 
genetic evolution, beginning from a population of chromosomes, some fitter 
chromosomes tend to yield good quality offspring and moreover offspring inherit 
properties from their parents via reproduction, meanings better solutions to the problem 
can be obtained. Fig. 3 illustrates the evolution cycle of GA.  

 

Fig. 3. The evolutionary cycle of GA 

This study sets the number of deliveries per period for every level of inventory so as 
to minimize total cost. The objective function is 

ETCMinimize  

Subject to : T≤0   
(19) 

The decision variable is T. Genetic algorithms deal with a chromosome of the 
problem instead of decision variable. The values of T can be determined by the 
following genetic algorithm procedure: 

Step 1. Representation: Chromosome encoding is the first problem that must be 
considered in applying GA to solve an optimization problem. Phenotype could 
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represent an integer numbers here. For each chromosome, an integer number 
representation is used as follows: 

               x=( T ) 

Step 2.  Initialization: Generate a random population of n chromosomes (which are      
suitable solutions for the problem) 

Step 3.  Evaluation: Assess the fitness f(x) of each chromosome x in the population.    
The fitness value fi = f(xi) = ETC*( xi) where i =1,2,…,n.  

Step 4.  Selection schemes: Select two parent chromosomes from a population 
based on their fitness using a roulette wheel selection technique, thus 
ensuring high quality have a higher chance of becoming parents than low 
quality individuals. 

Step 5.   Crossover: Approximately 50%-75% crossover probability exists, indicating 
the probability that the parents will cross over to form new offspring. If no 
crossover occurs, the offspring are an exact copy of the parents. 

Step 6.    Mutation: About 0.5%-1% of population mutation rate mutate new offspring 
at each locus (position in the chromosome). Accordingly, the offspring might 
have genetic material information not inherited from either parent, thus 
avoiding falling into the local optimum. 

Step 7.  Replacement: An elitist strategy and a steady-state evolution are used to 
generate a new population, which can be used for an additional algorithm 
run. 

Step 8.  Termination: If the maximum generation exceeds the preset trial times, stop 
and return the best solution in current population; otherwise go to step 2. 

4   Numerical Examples and Sensitivity Analysis 

Example 1. In order to illustrate the above solution procedure, let us consider an 
inventory system with the following related characteristics from Moon & Lee [9]: D 
= 1000 units/year, P = 1300 units/year, α=10%,δ= 6%, S =$50/set-up, C 
=$10/unit, H =4 /unit, λ= 1. Therefore, by using the proposed algorithm, the 
optimal production period is T* = 0.2625 year, tp

*= 0.2023 year, Q* = 263 units and 
the expected total cost is ETC(T* ) = $9991.44. The population size is 20 and the 
maximum generation is 5000. 

Sensitivity analysis: 

With the integrated policy, the optimal values of T and ETC for a fixed set of 
parameters Φ = {D, P, α, δ, S, C, H, λ}is denoted by T* and ETC*. The changes in T* 
and ETC* are then considered when the parameters in the set Φ vary. A sensitivity 
analysis where the parameters in the set Φ increases or decreases by { -30%, -20%, 
-10%, 0, +10%, +20%, +30%}is carried out. The results of the sensitivity analysis 
are shown in Table 1and Table 2. The main conclusions from the sensitivity 
analysis are as follows: 
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(1) The PECC (Percentage of Expected Total Cost Change) is the most sensitive to the 
parameter of the exponential distribution,λ, the unit production cost, C, and the 
annual demand rate, D. The increase is more than 40% when λ decreases by 30%. 

(2) The PECC’s sensitivity to the parameters in Φ can be ranked as:  
λ: -20%～40%; 
C, D: -30%～30%;  
P, α, S, H: -8%～8% 

Table 1. Sensitivity analysis of T* against key parameters for Example 1 

 -30% -20% -10% 0% 10% 20% 30% 

D -24.33% -20.12% -11.21% 0.00% 21.23% 103.45% 280.86% 

P 280.86% 280.58% 37.28% 0.00% -18.13% -21.13% -28.61% 

α -7.38% -6.13%  3.10% 0.00%  0.00% 4.22%  5.40% 

f 4.39%   5.30%  5.74% 0.00% -5.01% -6.17% -10.02% 

S -16.22% -10.20% -6.99% 0.00%  2.30%  6.13% 12.95% 

C 23.53% 15.87% 6.02% 0.00% -6.99% -9.92% -16.22% 

H -5.81% -5.81% -4.91% 0.00%  1.91%  2.75% 3.10% 

λ 50.12% 29.34% 12.78% 0.00% -10.02% -10.02% -13.47% 

Table 2. Sensitivity analysis of PECC against key parameters for Example 1 

 -30% 20% -10% 0% 10% 20% 30% 

D  -27.91%    -18.46% -9.13% 0.00%    8.91%  17.31% 23.81% 

P    -7.96%      -3.18% -0.94% 0.00% 0.62% 1.12% 1.42% 

α 3.25% 2.13% 1.04% 0.00% -1.02% -2.02% -3.00% 

f -1.82% -1.22% -0.62% 0.00% 0.63% 1.24% 1.92% 

S -0.68% -0.44% -0.22% 0.00% 0.20% 0.40% 0.60% 

C -29.72% -19.80% -9.89% 0.00% 9.87% 19.73% 29.57% 

H 0.26% 0.18% 0.09% 0.00% -0.09% -0.19% -0.26% 

λ 38.41% 22.51% 9.93% 0.00% -8.72% -15.81% -21.86% 

Example 2. The data are the same as those in Example 1, except μ= 1, σ= 0.5.   The 
population size is 20 and the maximum generation is 5000. Therefore, by using the  
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proposed algorithm, the optimal production period is T* = 0.4153 year, tp
*= 0.3195 year, 

Q* = 416 units and the expected total cost is ETC(T* ) = $10076.36.  

Sensitivity analysis: 

With the integrated policy, the optimal values of T and ETC for a fixed set of 
parameters Φ = {D, P, α, δ, S, C, H, μ, σ}is denoted by T* and ETC*. The changes in T* 
and ETC* are then considered when the parameters in the set Φ vary. A sensitivity 
analysis where the parameters in the set Φ increases or decreases by { -30%, -20%, 
-10%, 0, +10%, +20%, +30%}is carried out. The results of the sensitivity analysis are 
shown in Table 3 and Table 4. The main conclusions from the sensitivity analysis are as 
follows: 

(1) The PECC is the most sensitive to the mean of normal distribution μand the 
unit production cost C. The increase is more than 30% when μ is increased by 
30%. 

(2) The PECC’s sensitivity to the parameters in Φ can be ranked as:  
μ, C: -30%～30%; 
D, P: -30%～8%;  
α, S, H: -2%～2% 

Table 3. Sensitivity analysis of T* against key parameters for Example 2 

 -30% 20% -10% 0% 10% 20% 30% 

D -57.59% -53.14% -42.61% 0.00% 140.70% 140.70% 140.70% 

P 140.70% 140.70% 140.70% 0.00% -43.89% -54.82% -60.58% 

α -12.43% -9.97% -4.95% 0.00% 6.34% 14.17% 25.52% 

f 12.28% 7.44% 3.70% 0.00% -3.10% -6.16% -8.51% 

S -18.48% -12.60% -5.87% 0.00% 5.94% 11.24% 17.40% 

C -5.34% -3.85% -1.89% 0.00% 1.56% 3.70% 6.05% 

H 39.29% 20.96% 8.76% 0.00% -7.19% -12.67% -17.05% 

μ -12.21% -14.45% -16.23% 0.00% -18.08% -18.83% -19.22% 

σ 105.28% 115.07% 99.05% 0.00% -18.48% -28.33% -34.60% 
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Table 4. Sensitivity analysis of PECC against key parameters for Example 2 

 
-30% 20% -10% 0% 10% 20% 30% 

D -26.14% -16.94% -8.11% 0.00% 4.00% 6.29% 7.58% 

P -24.24% -14.21% -6.05% 0.00% 1.71% 2.72% 3.43% 

α 2.18% 1.45% 0.72% 0.00% -0.72% -1.45% -2.17% 

f -1.30% -0.87% -0.43% 0.00% 0.43% 0.87% 1.30% 

S -0.46% -0.30% -0.15% 0.00% 0.14% 0.27% 0.40% 

C -29.07% -19.38% -9.69% 0.00% 9.69% 19.37% 29.06% 

H -0.58% -0.37% -0.18% 0.00% 0.16% 0.32% 0.47% 

μ -27.80% -18.54% -9.10% 0.00% 10.10% 19.77% 29.45% 

σ -3.33% -2.11% -0.85% 0.00% 0.69% 1.39% 2.14% 

 

Fig. 4. The curve of ETC(T) vs T 
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Table 5. The comparative results 

Case 1 Case 2 Life Cycle 

T ETC T ETC 

Limited 0.2625 9991 0.4153 10076 

Non-limited 0.3495 514297 0.3495 514297 

 

5   Conclusions 

An optimal production period time, T*, and the expected optimal total cost, ETC(T*), 
are found by a genetic algorithm procedure. The smooth curve in Fig. 4 illustrates the 
relationship between the length of production time period T and the expected total cost. 
As shown in Table 5, the comparative studies show that the total cost in a limited 
product life is lower than the one with unlimited product life cycle for both the 
exponential distribution and the normal distribution. Numerical computations show 
that the expected total cost is very sensitive to the parameters of the distribution,λ and 
μ, the unit production cost, C, and the annual demand rate D. 

This study provides managerial insight to production managers when deciding on 
how much to deliver or produce the known life cycle products. It also gives them 
insight into the relationship between the expected total cost and the production period 
when product life occurs at the production stage and the non-production stage. 
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Abstract. In many data grid applications, data can be decomposed into
multiple independent sub datasets and distributed for parallel execution
and analysis. This property has been successfully exploited for schedul-
ing divisible load on large scale data grids by Genetic Algorithm (GA).
However, the main disadvantages of this approach are its large choromo-
some length and execution time required. In this paper, we concentrated
on developing an Adaptive GA (AGA) approach by improving the choro-
mosome representation and the initial population. A new chromosome
representation scheme that reduces the chromosome length is proposed.
The main idea of AGA approach is to integrate an Adaptive Divisible
Load Theory (ADLT) model in GA to generate a good initial popula-
tion in a minimal time. Experimental results show that the proposed
AGA approach obtains better performance than Standard GA (SGA)
approach in both total completion time and execution time required.

Keywords: Scheduling, Divisible Load Theory, Data Grid.

1 Introduction

In data grid environments, many large-scale scientific experiments and simula-
tions generate very large amounts of data in the distributed storages, spanning
thousands of files and data sets [1]. Scheduling an application in such environ-
ments is significantly complicated and challenging because of the heterogeneous
nature of a Grid system. Grid scheduling is defined as the process of making
scheduling decisions involving allocating jobs to resources over multiple adminis-
trative domains [9]. Most of the scheduling strategies try to reduce the makespan
or the Minimum Completion Time (MCT) of the task which is defined as the
difference between the time when the job was submitted to a computational
resource and the time it completed. Makespan also includes the time taken to
transfer the data to the point of computation if that is allowed by the scheduling
strategy [13].

Chameleon [3] is a scheduler for data grid environments that takes into account
the computational load of transferring the data and executables to the point of
computation. Also, Ray and Zhang [4] proposed a centralized scheduling scheme,

O. Gervasi and M. Gavrilova (Eds.): ICCSA 2007, LNCS 4705, Part I, pp. 748–757, 2007.
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which uses a scheduling heuristic called Maximum Residual Resource (MRR)
that targets high throughput for data grid applications. They take into account
both job completion time and processing power available at a site to guide the
scheduling process. However most of these studies do not reflect a characteristic
typical in many data intensive applications, that data can be decomposed into
multiple independent sub datasets and distributed for parallel execution and
analysis. High Energy Physics (HEP) experiments fall into this category [8]. HEP
data are characterized by independent events, and therefore this characteristic
can be exploited when parallelizing the analysis of data across multiple sites. An
example of this direction is the work by Wong et al., [5] where the DLT is applied
to model the Grid scheduling problem involving multiple sources to multiple
sinks, and the DLT has emerged as a powerful tool for modeling data-intensive
computational problems incorporating communication and computations issues.

A very directly relevant material to the problem addressed in this paper is in
[6][12] where GA based scheduler and ADLT model are proposed for decompos-
able data grid applications. GA is useful for optimization problems. It has been
applied to many scheduling problems [7] which are, in general, NP-complete [7].
[6] stated that the scheduler targets an application model wherein a large dataset
is split into multiple smaller datasets. These are then processed in parallel on
multiple virtual sites, where a virtual site is considered to be a collection of
computing resources and data servers. ADLT model is also proposed consider-
ing communication time [12] and, it provides a step-wise scheduling algorithm
that will be used in our research for generating the initial population of AGA
approach.

The work described here exploits AGA approach for scheduling divisible data
in data grid. The main contribution of this paper is the successful chromosome
representation and generation of the feasible initial population by using ADLT
model. The proposed approach significantly reduces the chromosome length, and
consequently enhances the performance of AGA in terms of both makespan and
execution time.

The rest of the paper is organized as follows. Section 2 gives the outline of the
scheduling model. A short discussion over the GA is made, followed by GA-based
is presented in Section 3 and 4, respectively. In Section 5, our proposed model
will be discussed. In Section 6, we present the experimental results. Finally, the
conclusion and future work are drawn in the last section.

2 Scheduling Model

The target data intensive applications model can be decomposed into multiple
independent sub tasks and executed in parallel across multiple sites without any
interaction among sub tasks [6]. Lets consider job decomposition by decomposing
input data objects into multiple smaller data objects of arbitrary size and pro-
cessing them on multiple virtual sites. For example in theory, the High Energy
Physic(HEP) jobs are arbitrarily divisible at event granularity and intermedi-
ate data product processing granularity [1]. Assume that a job requires a very
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large logical input data set D consists of N physical datasets and each physical
dataset (of size Lk) resides at a data source (DSk, for all k = 1, 2, . . . , N) of
a particular site. Fig. 1 shows how D is decomposed onto networks and their
computing resources.

Fig. 1. Data Decomposition and their processing

The scheduling problem is to decompose D into datasets (Di for all i =
1, 2, . . . , M) across M virtual sites in a Virtual Organization (VO) given its
initial physical decomposition. Again, we assume that the decomposed data can
be analyzed on any site.

The notations and cost model are discussed in sections 2.1 and 2.2, respectively.

2.1 Notations and Definitions

We shall now introduce an index of definitions and notations that are used
throughput this paper as shown in Table 1.

2.2 Cost Model

The execution time cost (Ti) of a sub task allocated to the site i and the turn
around time (TTurn Around Time) of a job J can be expressed as follows:

Ti = Tinput cm(i) + Tcp(i) + Toutput cm(i, d)

and

TTurn Around Time =
M

max
i=1

{Ti},
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Table 1. Notations and Definitions

M The total number of nodes in the system

N The total number of data files in the system

Li The loads in data file i

Lij The loads that node j will receive from data file i

L The sum of loads in the system, where L =
∑N

i=1 Li

αij The amount of load that node j will receive from data file i

αj The fraction of L that node j will receive from all data files

wj The inverse of the computing speed of node j

Zij The link between node i and data source j

Tcp The computing intensity constant

Ti The processing time in node i

respectively. The input data transfer (Tinput cm(i)), computation (Tcp(i)), and
output data transfer to the client at the destination site d (Toutput cm(i, d)) are
presented as a maxN

k=1{lki · 1
Zki

}, di · wi · ccRatio and f(di) · Zid, respectively.
The function f(di) is an output data size and ccRatio is the non-zero ratio of
computation and communication. The turn around time of an application is the
maximum among all the execution times of the sub tasks.

The problem of scheduling a divisible job onto M sites can be stated as decid-
ing the portion of original workload D to be allocated to each site, that is, finding
a distribution of lki which minimizes the turn around time of a job. The proposed
model uses this cost model when evaluating solutions at each generation.

3 Genetic Algorithm

GA is a search procedure based on the principle of evolution and natural genetics.
It combines the exploitation of past results with the exploration of new areas of
the search space. In GA, we start with an initial population and then we use some

GA( )
{
Initialize population;
Evaluate population;
While (termination criterion not reached)
{
Select solutions for next population;
Perform crossover and mutation;
Evaluate population;

}
}

Fig. 2. Simple Structure of the GA
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genetic operators on it for appropriate mixing of exploitation and exploration. A
simple GA consists of an initial population followed by selection, crossover, and
mutation [10]. Selection operation selects the best results among the chromosome
through some fitness function. The idea of the crossover operation is to swap
some information between a pair of chromosomes to obtain a new chromosome. In
mutation, a chromosome is altered a little bit randomly to get a new chromosome.
The simple structure of the GA is illustrated in Fig. 2.

4 GA-Based Scheduling Model

GA-based scheduler is introduced for reducing makespan of data grid applica-
tions decomposable into independent tasks. The scheduler targets an application
model wherein a large dataset is split into multiple smaller datasets and these are
then processed in parallel on multiple virtual sites, where a virtual site is consid-
ered to be a collection of compute resources and data servers. The solution to the
scheduling problem is represented as a chromosome in which each gene represents
a task allocated to a site. Each sub gene is associated with a value that represents
the fraction of a dataset assigned to the site, and the whole gene is associated
with a value denoting the capability of the site given the fraction of the datasets
assigned, the time taken to transfer these fractions and the execution time. The
chromosomes are mutated to form the next generation of chromosomes. In our
research, uniform crossover and two-points mutation schemes are used. At the
end of an iteration, the chromosomes are ranked according to makespan and the
iteration stops at a predefined condition. Since the objective of the algorithm is
to reduce the completion time, the iterations tend to favor those tasks in which
the data is processed close to or at the point of computation, thereby exploiting
the spatial locality of datasets. The chromosome that they adopt represents job
ordering, assignments of jobs to compute nodes, and the assignment of data to
replica locations. At the end of a specified number of iterations (100 in this case),
the GA converges to a near-optimal solution that gives a job order queue, job
assignments, and data assignments that minimize makespan.

The drawbacks of this approach are the chromosome representation and initial
population. They used the real number to represent the sub-gene. This approach
is storage and time consuming. It needs 32 bits to represent the real number for
each sub-gene. It needs also more time to convert the real to binary string and
vise versa. Also the good initial population gives best results early.

5 Adaptive GA Scheduling Model

In the proposed AGA, the fitness function, the crossover and mutation has the
same background of GA. The chromosome representation and initial population
are that which makes the differences between AGA and GA. In the proposed
algorithm, the integer numbers are used to represent the sub-gene. Also the DLT
model is used to generate the feasible initial solution instead of GA Hint.



An Integrated Approach for Scheduling Divisible Load 753

5.1 Chromosome Representation

To apply the AGA approach to an optimization problem, a solution needs to
be represented as a chromosome encoded as a set of strings. We designed a
representation for our problem as Kim model with some changes as follows:
Given n sites, a job is decomposed into n sub tasks and each task is allocated
to one of n sites. The job may require multiple input files distributed among
m data sources. A chromosome consists of n genes and each gene is composed
of m sub-genes as in [6]. Each gene in a chromosome matches a task allocated
to a site. That is, a gene gi corresponds to a task ti assigned to site Si for
1 ≤ i ≤ n. The differences between our approach and Kim approach is the sub-
gene representation. [9] showed that, each sub-gene of a gene is associated with
a real value, fki , in the range 0 to 1, where 1 ≤ k ≤ m and 1 ≤ i ≤ n. This
value represents a portion of workload assigned to task ti from data source DSk,
the Sk containing the required input data. Since fki is a portion of workload Li

in DSi,
∑n

i=1 fki = 1, for each k from 1 to m [Gene-Value Constraint].
In this approach, each sub-gene contains a binary array string representation

of a 32 bit floating point number. These bits for representing the sign, exponent
and mantissa. Whereas, in our approach, we will need the mantissa part only.
The other parts of the number are deleted. To represent the mantissa part we
need only 10 bits because the the minimum fraction will be 1

500 that equal to
0.002. Thus, three digits are enough to represent this number. And these digits
need only 10 bits. In SGA approach also, the mutation operator flips only bits
from the mantissa part. The other parts were not used. The reduction in sub-
gene size achieved is three times shorter than the one used in the SGA. The
sub-gene representation and its processing in SGA and AGA is shown in Fig. 3
and 4, respectively.

Fig. 3. Sub-gene Representation and
Processing in SGA Approach

Fig. 4. Sub-gene Representation and
Processing in AGA Approach



754 M. Abdullah et al.

5.2 The Initial Population

It has been found that incorporating ADLT model in GA improves its perfor-
mance. Initially, most of the jobs using DLT considered communication and
computation as the main parameters of the system to find optimal divisible load
to be processed and transmitted by each processor and link in a minimal amount
of time. In DLT, it is assumed that computation and communication loads can
be partitioned arbitrarily among a number of processors and links, respectively.
So the initial population will be produced by ADLT model [12] by using the final
form of the model:

The load fraction αi,j of a sub task i allocated to the site j can be expressed
as follows

αi,j =
CMi,j∑N

i=1
∑M

j=1 CMi,j

(1)

where

CMi,j =
1

wj(ΣM
x=1

1
wx

)
+

1

Zi,j

∑N
x=1

∑M
y=1

1
Zx,y

(2)

A good result will be acquired by using ADLT model as initial solution to
the AGA approach. In other words, the result will be optimized before using
GA. From this point the best result is taken (the minimum makespan) before
entering the GA algorithm. Generally, it is better to start with a good solution
that has been heuristically built.

6 Experimental Results

To measure the performance of the proposed AGA-based approach against SGA
approach, randomly generated experimental configurations were used.We made
the simulation program using Visual C++ language. The estimated expected
execution time for processing a unit dataset on each site, the network bandwidth
between sites, input data size, and the ratio of output data size to input data
size were randomly generated with uniform probability over some predefined
ranges. The network bandwidth between sites is uniformly distributed between
1Mbyte/sec and 10Mbyte/sec. The location of m data sources (DSk) is randomly
selected and each physical dataset size (Lk) is randomly selected with a uniform
distribution in the range of 1GB to 1TB. We assume that the computing time
spent in a site i to process a unit dataset of size 1MB is uniformly distributed in
the range 1/rcb to 10/rcb seconds, where rcb is the ratio of computation speed to
communication speed. We performed an experiment with 20 nodes and 20 data
files.

To find out how the number of iterations affects the results of AGA and SGA,
we test these models with different values of iterations from 1 to 10000. The
ccRatio value was set at 1. The performance of the AGA and SGA is observed.
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Fig. 5. Comparison of Various Iterations

The decreasing line shows that the result becomes better with increasing itera-
tions values. The results are shown in Fig. 5.

From the above graph, it is evident that AGA outperforms SGA. The per-
formance of AGA and SGA was compared in different data grid applications
(different ccRatio). We can see that, due to the AGA starts with good starting
value, it provides the smallest makespan. Also, the makespan is decreasing when
the iterations values are getting larger. This is because, at the same parameters
we iterate for some time to find the best solution. If this value is high then the
chance of obtaining a good solution is high. The decreasing line shows that the
result is getting better with the increasing values of the iterations. But as we
see from the graph after a certain point even if the iterations is increased there
is not much change or any change in the value of the makespan. The integrated
approach gives better performance in early iterates. Thus, it could be terminated
early.

We examined the overall performance of each algorithm by running them
under 100 randomly generated Grid configurations. We varied the parameters:
ccRatio (0.001 to 100), and rcb (10 to 500). To show how these algorithms
perform on different type of application (different ccRatio), we created graph in
Fig. 6.

Thus, from this series of test results, it can be concluded that the AGA gives
better performance.

Our proposed AGA approach is also better than SGA approach in terms of
execution time due to intelligent initial population and chromosome representa-
tion. AGA approach reduced the execution time approximately more than 30%
as compared to SGA approach. It is clearly demonstrated in Fig. 7.
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Fig. 6. Makespan of SGA and AGA Approaches

Fig. 7. Execution Time of SGA and AGA Approaches (CPU: Pentium 4 3.2 GHz dual
processors, RAM: 1 GB, OS: Windows XP)

7 Conclusion

This paper presented an integrated approach called AGA for scheduling divisible
data grid application that reduces the chromosome size and generates a good
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initial population. We integrated the ADLT model in AGA for generating a good
initial population. The proposed approach was tested and compared with SGA
approach. The comparison of results reveals that the AGA approach has an edge
for minimizing choromosome representation length, total completion time and
the execution time.
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Abstract. This paper presents formulas for approximating the distri-
bution of the cycle time of a job in a two-stage fork-join network in
equilibrium. The key step is characterizing the departure process from
the first node. Statistical tests justify that the approximate distribution
is a good fit to the actual one. We discuss related approximations for
m-stage networks, and present a formula for approximating the mean
cycle time in a m-stage fork-join network.

Keywords and Phrases: Fork-join network, queueing, Palm probabil-
ity, communication network, parallel processing, supply chains.

1 Introduction

The type of fork-join network we will consider is shown in Figure 1. Jobs arrive
at the fork-node in the first node according to a poison process. Each arriving
job is split into 2 tasks that are sent to the 2 task service-stations for processing.
The tasks queue up for service and are served one at a time by a single server
and the service times are exponentially distributed (the rate may depend on the
nodes). When all the tasks for a job are completed, they are joined together and
signal the completion of the job in the first stage, and then enter the second
stage. The operation of rest stage is same as the first-stage, and a job can exit
the system when all task in last-stage are completed.

The time to complete the job is the difference between the job completion
time at the last node and the job’s arrival time, and can be represented by the
sum of the cycle times of each stage. This job completion time — the cycle time
of a job in the network— is the focus of our study.

There is considerable interest in such networks since they are natural models
for the following types of systems.

• Computer and Telecommunications Networks: With the advent of multipro-
cessing technology, there is an increasing interest in understanding and modeling
the performance of parallel programs, such as a parallel database machine, com-
puter vision systems.
• Supply Chains, where an order for a product requires several items simultane-
ously from vendors and multiple parts are produced in parallel and assembled
into a system and product.
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The paper [10] on M/M/s fork-join networks summarized the research that
has been done over the last twenty years on various fork-join networks. The first
articles [7,8] presented generating function analysis of a special two-node fork-
join network. From this work, it was clear that fork-join networks were another
of those infamous queueing systems (like join-the-shortest queue or serve-the-
longest-queue systems) for which the stationary distribution is intractable. Even
for fork-join networks in heavy traffic, the distribution is just as intractable.
Following the initial studies, a number of articles on various bounds and approx-
imations for mean cycle-times in fork-join networks appeared over the years.
Some examples are [1,2,9,13,14] — a more complete list is in [10].

Departure Process is one of popular topic in the study of queueing systems.
Initial study was done by Burke [4], who shows that the departure process of the
M/M/1 queue is a Poisson process. Since then, many researchers have studied on
the topic: e.g. see Reynolds [15], Daley [5], Disney and König [6], and reference
therein. And, Whitt [17,18] approximate departure processes by renewal pro-
cesses using two basic methods, the stationary-interval method and asymptotic
method.

The main result in the present paper is a closed-form formula for approximat-
ing the expected cycle time for two-stage fork-join network in equilibrium (see
Approximation 1), which is sum of cycle time of each stage. We began our study
by deriving an approximation of departure process in the first stage using the
our previous results[10] and palm probability, since the departure process is the
arrival process of second stage. Since still the approximated departure process1
is not enough to apply to derive the cycle time of job in second stage, we show
that poisson approximation is good fit for the departure process of first stage by
comparing moments of two processes. Using the these results, we can propose
the approximation of cycle time in multi-stage Fork-Join Network, and show
the the values from our approximation formulae are a good fits for simulation
results.

The rest of the paper is organized as follows. We address the departure process
in the first stage in Section 2. In Section 3, we will propose the approximation
of expected cycle time and their distribution function of the two-stage fork-join
network, which can be obtained using the departure process obtained in Section
2. For the multi-stage fork-join network, we will show in the Section 4.

2 Departure Process from a Single Stage

Consider the network in Figure 1 that consists of only one stage. Assume the
jobs enter by a Poisson process with rate λ, and the exponential service times
of the tasks at the two M/M/1 stations are μ > λ. In this section, we derive a
formula for approximating the distribution of the inter-departure times of jobs.

The state of the network is represented by the process Q(t) = (Q1(t), Q2(t))
that denotes the the quantities of tasks at stations 1, and 2 at time t. This is a
Markov jump process with transition rates

q(n,n + (1, 1)) = λ, q(n,n′) = μ if n − n′ = (1, 0) or (0, 1). (1)
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Fig. 1. Two-Stage Fork-Join Network

Assume {Q(t) : t ∈ �} is stationary, and denote its stationary distribution by
π(n). Under this assumption, the departure times . . . < D−1 < D0 ≤ 0 < D1 <
D2 < . . . form a stationary point process (increments of the counting process
are stationary). The mean number of departures per unit time is the same as
the arrival rate λ.

Let P0 denote the Palm probability (e.g., see [16]) of the departure process
given that D0 = 0 (a departure occurs at time 0). It is well known that the
inter-departure times Dn − Dn−1 form a stationary sequence under P0. The
distribution of these times is as follows.

Theorem 1. Under the preceding assumptions,

P0{D1 ≤ t} = α1Fλ ∗ G(t) + α2G(t) + (1 − α1 − α2)Fμ(t), (2)

where Fr(t) denotes an exponential distribution with rate r, G(t) = (Fu(t))2,
α1 = π(0, 0), α2 = 2(1 − ρ)/ρ − (2 + ρ)α1/ρ, and ρ = λ/μ. An accurate approx-
imation for α1 is

α1 ≈ (1 − ρ)
[
1 − ρ(4 − ρ)

4(2 − ρ)

]
. (3)

Proof. Since the departure times are jump times of the Markov process Q, for-
mulas (4.16) and (4.17) in [16] for the Palm probability P0 yield

P0{D1 ≤ t} = λ−1
∑

n

π(n)
∑

n′ �=n

q(n,n
′
)P{T ≤ t|Cn,n′ }, t ≥ 0, (4)

where T = D1 − D0 and Cn,n′ = {Q(D0−) = n,Q(D1) = n
′}. A departure is

triggered by a service completion at service station i only when the number of
tasks at station i is greater than that of other station. Therefore, the probability
P{T ≤ t|Cn,n′ } (under the underlying probability measure of the process) is as
follows.
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Type of Transition P{T ≤ t|Cn,n′ }
(1, 0) or (0, 1) to (0, 0) Fλ ∗ G(t)
(n + 1, n) or (n, n + 1) to (n, n) G(t)
(n1 + 1, n) or (n1, n2 + 1) to (n1, n2), n1 > n2 Fμ(t)
(n1 + 1, n) or (n1, n2 + 1) to (n1, n2), n1 < n2 Fμ(t)

Here T is a single service time in the last two lines, T is the maximum of two
service times in line 2, and T is the maximum of two service times plus an
exponential inter-arrival time in line 1.

Using qk = P{|Q1(0) − Q2(0)| = k}, (1), and the table above in (4),

P0{D1 ≤ t} = λ−1
[
π(1, 0)μFλ ∗ G(t) + π(0, 1)μFλ ∗ G(t)

]

+ λ−1
[ ∞∑

n=1

[π(n, n + 1)μG(t) + π(n + 1, n)μG(t)]
]

+ λ−1
[ ∞∑

n=0

∞∑

k=2

[π(n, n + k)μFμ(t) + π(n + k, n)μFμ(t)]
]
.

This expression reduces to (2), where

α1 = ρ−1[π(1, 0) + π(1, 0)] = π(0, 0)

α2 = ρ−1[q1 − π(1, 0) − π(0, 1)], α3 = ρ−1
∞∑

k=2

qk.

From [13], we know that q0 = 1 − ρ, and by the balance equations for the
Markov process Q(t), it follows that

π(1, 0) + π(0, 1) = ρπ(0, 0)
μq1 = 2μ[q0 − π(0, 0)].

Combining these observations, we obtain

α2 =
q1

ρ
− α1 =

2(1 − ρ)
ρ

− (2 + ρ)α1

ρ

α3 = ρ−1(1 − q0 − q1) = 1 − α1 − α2.

Finally, Ko and Serfozo [10] justify approximation (3).

3 Two-Stage Network

Consider a two-stage network as in Figure 1, where the first stage is an M/M/1
fork-join system as in the preceding paragraph, and the second stage is a G/M/1
fork-join system. This section presents a formula for approximating the distri-
bution of the cycle time of a job in the network, which is W1 + W2, where Wi is
the cycle time in stage i (in equilibrium).



762 S.-S. Ko

We first consider the cycle times at the two stages in isolation.

Stage 1: M/M/1 Fork-Join. The Poisson arrival rate is λ and the expo-
nential service rate is μ > λ at each of the two stations. In [10], we obtained the
approximations

P{W1 ≤ t} ≈ Fγ(t) − a[F2γ(t) − Fγ(t)], (5)

E[W1] ≈ 12 − λ/μ

8γ
, (6)

where γ = μ − λ and a = (1 − λ/4μ).

Stage 2: G/M/1 Fork-Join. Assume the arrival process is a renewal process
with inter-arrival time U with Laplace transform M(s) = E[e−sU ]. When the
job splits into two tasks, the exponential service times at the two stations have
rates μ1 ≤ μ2 with λ < μ1. In [11], we obtained the approximations

P{W2 ≤ t} ≈ Fγ1(t) − (1 − r1/β)Fγ1(t)F γ2(t)], (7)

E[W2] ≈ 1
γ1

+
(
1 − r1

β

)[ 1
γ2

− 1
γ1 + γ2

]
, (8)

where F (t) = 1 − F (t), γi = μi(1 − ri), β = 2 + 2E[U ]2/VarU , and ri is the
r ∈ (0, 1) that satisfies M(μi(1− r)) = r. Now, the arrival process into stage 2 is
the departure process from stage 1 discussed in the preceding section. Although
this arrival process is not a renewal process, it is reasonable to assume it is and
use the approximations above for W2. Under this assumption, the inter-arrival
time would have the distribution given in (2), and its Laplace transform is

M(s) =
2λα1μ

2

(λ + s)(2μ + s)(μ + s)
+

2α2μ
2

(2μ + s)(μ + s)
+

α3μ

μ + s
. (9)

We are now ready to present our results for cycle times.

Proposition 1. For the cycle time W1 + W2 of a job in the two-stage fork-join
network described above, the following approximations are accurate.

P{W1 + W2 ≤ t} ≈ (1 + a)[H1(γ, t) − H2(γ, t)] − a[H1(2γ, t)− H2(2γ, t)], (10)

E[W1 + W2] ≈ 12 − λ/μ

8γ
+

1
γ1

+
(
1 − r1

β

)[ 1
γ2

− 1
γ1 + γ2

]
, (11)

where b = 1 − r1/4,

H1(x, t) = 1 −
( x

x − γ1
+

bx

x − γ2
− bx

x − (γ1 + γ2)

)
e−xt

H2(x, t) =
x

x − γ1
e−γ1t +

bx

x − γ2
e−γ2t − bx

x − (γ1 + γ2)
e−(γ1+γ2)t,

and ri is the solution of M(μi(1 − r)) = r for M(s) given in (9).
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Justification. Expression (11) is the sum of (6) and (8). Even though W1 and
W2 are dependent, assuming they are independent, (10) is the convolution of (5)
and (7).

Table 1 shows the quality of approximation (10) compared with the cycle
time distribution obtained by simulation (using 100 samples and λ = 1). Here
Sim is the average cycle time from simulation, and Appr is the mean (E[W1 +
W2]) obtained by our approximation formula. Our approximation values agree
very well with the simulation ones and the absolute percentage error (Err =
Sim−Appr

Sim × 100) is below 1.70%.

Table 1. Mean Cycle Time in 2-Stage Network

μ μ1 μ2 K-S Stat. Sim Appr Err

10.00 10.00 10.00 0.6866 0.3300 0.3299 0.02
10.00 10.00 20.00 0.5267 0.2923 0.2924 -0.03
10.00 10.00 30.00 1.2151 0.2838 0.2839 -0.01
10.00 2.00 2.00 1.6526 1.6005 1.6001 0.03
10.00 2.00 4.00 0.9300 1.2342 1.2359 -0.14
10.00 2.00 6.00 0.7052 1.1934 1.1923 0.09
10.00 1.11 1.11 1.2883 12.5946 12.6485 -0.43
10.00 1.11 2.22 1.1056 9.2028 9.2139 -0.12
10.00 1.11 3.33 0.4169 9.2350 9.1763 0.64

2.00 10.00 10.00 0.6731 1.6018 1.6011 0.04
2.00 10.00 20.00 0.4513 1.5655 1.5638 0.10
2.00 10.00 30.00 0.5050 1.5549 1.5553 -0.03
2.00 2.00 2.00 0.8022 2.8520 2.8461 0.21
2.00 2.00 4.00 1.5212 2.4854 2.4877 -0.09
2.00 2.00 6.00 0.8454 2.4494 2.4446 0.19
2.00 1.11 1.11 0.8489 13.9282 13.6925 1.69
2.00 1.11 2.22 0.6577 10.4041 10.3051 0.95
2.00 1.11 3.33 0.6713 10.4309 10.2680 1.56

1.11 10.00 10.00 1.1593 12.6898 12.6522 0.30
1.11 10.00 20.00 0.6118 12.6637 12.6147 0.39
1.11 10.00 30.00 0.7604 12.6730 12.6061 0.53
1.11 2.00 2.00 0.5928 13.9660 13.9080 0.42
1.11 2.00 4.00 0.4330 13.4940 13.5472 -0.39
1.11 2.00 6.00 1.2836 13.5264 13.5036 0.17
1.11 1.11 1.11 1.0015 24.8156 24.7853 0.12
1.11 1.11 2.22 0.6797 21.1109 21.3887 -1.32
1.11 1.11 3.33 0.7337 21.1171 21.3511 -1.11

Furthermore, we used the Kolmogorov-Smirnov Test to compare our distri-
bution with the ones from simulation. For the level of significance α = 0.05, the
critical value of the K-S statistic is 1.358 (e.g., see [12] p. 390). Most of the K-S
statistic values in the last column of the table are below this critical value, which
justifies that our approximation is a good fit for the actual distribution. .
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4 Multistage Networks

In the preceding two-stage network model the tractable approximation for the
inter-departure times at the first stage does not extend to subsequent stages.
However, we found that it is reasonable to approximate the departures at each
stage by a Poisson process with rate λ (the same as the input rate). The back-
ground and results on this are as follows.

Departure Process Comparison. To compare the inter-departure time D̃
with distribution as in Theorem 1, and an exponential random variable Dλ

with rate λ (for the Poisson departures), we used the ratio of moments Rn =
E[D̃n]/E[Dn

λ ]. Figure 2 shows these ratios are over .94 for third moments, and
they are nearly one when the traffic rate ρ is near 0 or 1 (light and heavy traffic).

Cycle Time Comparison. Let W̃ denote the cycle time in the second stage
of the two-stage fork-join network with distribution (10), and let Wλ denote the
cycle time when the inter-arrival times are exponential with rate λ. Then our
experiments showed that W̃ is stochastically less than or equal to Wλ. Namely,
our numerical results showed that the Laplace transform M(s) for the inter-
arrival time of the W̃ system is greater than or equals to the Laplace transform
for the Wλ system, and this inequality implies the stochastic ordering of the
cycle times (one can prove this property for M/G/1 systems).

The preceding observations suggest that the departures at each stage are
approximately Poisson with rate λ. One could therefore approximate a job’s cycle
distribution in a m-stage network by an m-fold convolution of the distribution
in (5). In particular, the mean from (6) is as follows.

Proposition 2. For an m-stage fork-join network with Poisson arrivals with
rate λ and exponential services with rates μij at node i in stage j, the mean
cycle time of a job can be approximated as
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E[W1 + . . . + Wm] ≈
m∑

j=1

(12 − λ/μj)
8(μj − λ)

.

Tables 2 and 3 show that this approximation is very close to the mean obtained
from simulations. Interestingly, most values of the error Err are negative, so our
approximation is an upper bound.

Table 2. Mean Cycle Time in Multi-Stage Fork-Join Network 1

# of Stage μ Sim Appr Err μ Sim Appr Err μ Sim Appr Err

1 10.00 0.1653 0.1653 0.03 2.00 1.4388 1.4375 0.09 1.11 12.4924 12.4875 0.04
2 10.00 0.3299 0.3306 -0.19 2.00 2.8501 2.8750 -0.87 1.11 24.6924 24.9750 -1.14
3 10.00 0.4945 0.4958 -0.27 2.00 4.2604 4.3125 -1.22 1.11 36.8587 37.4625 -1.64
4 10.00 0.6590 0.6611 -0.33 2.00 5.6614 5.7500 -1.56 1.11 48.9280 49.9500 -2.09
5 10.00 0.8235 0.8264 -0.35 2.00 7.0594 7.1875 -1.81 1.11 60.7804 62.4375 -2.73
6 10.00 0.9876 0.9917 -0.41 2.00 8.4593 8.6250 -1.96 1.11 73.0293 74.9250 -2.60
7 10.00 1.1520 1.1569 -0.43 2.00 9.8675 10.0625 -1.98 1.11 85.5644 87.4125 -2.16
8 10.00 1.3159 1.3222 -0.48 2.00 11.2567 11.5000 -2.16 1.11 96.8998 99.9000 -3.10
9 10.00 1.4802 1.4875 -0.49 2.00 12.6566 12.9375 -2.22 1.11 109.9850 112.3870 -2.18
10 10.00 1.6446 1.6528 -0.50 2.00 14.0562 14.3750 -2.27 1.11 120.6840 124.8750 -3.47

Table 3. Mean Cycle Time in Multi-Stage Fork-Join Network 2

# of Stage μ Sim Appr Err μ Sim Appr Err μ Sim Appr Err

10 10.00 1.6446 1.6528 -0.50 2.00 14.0562 14.3750 -2.27 1.11 120.6840 124.8750 -3.47
20 10.00 3.2863 3.3056 -0.58 2.00 28.0007 28.7500 -2.68 1.11 241.4310 249.7500 -3.45
30 10.00 4.9269 4.9583 -0.64 2.00 41.9633 43.1250 -2.77 1.11 361.3580 374.6250 -3.67
40 10.00 6.5682 6.6111 -0.65 2.00 55.8667 57.5000 -2.92 1.11 479.9550 499.5000 -4.07
50 10.00 8.2088 8.2639 -0.67 2.00 69.8121 71.8750 -2.95 1.11 599.4390 624.3750 -4.16
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Abstract. In this paper, we address and solve the scheduling problem for thin 
film transistor array (TFT-array) factories. The TAFSP is a variation of parallel 
machine scheduling problem, which involves the characteristics of process 
window constraint, machine dedication constraint, mask availability constraint, 
and mask setup and transportation activities. Hence, we propose an integer pro-
gramming formulation to solve the TAFSP. To increase the applicability of the 
integer programming model in real environment, depth-search strategy incor-
porates with the strong branching rule is adopted to increase the solving effi-
ciency. Computational results show that a good-quality feasible solution can be 
obtained in an acceptable computational time for a real-world case. 

1   Introduction 

Thin film transistor-liquid crystal display (TFT-LCD) is a capital-intensive and technol-
ogy-intensive industry which evolves after semiconductor industry. For a sixth-generation 
factory with the production of 1500mm×1850mm-sized glasses, the investment amount is 
approximately 2.5 to 3.5 billion US dollars. Manufacturing process of TFT-LCD mainly 
consists of three stages: TFT-array, LC cell assembly, and module assembly. Among them, 
TFT-array stage requires the most expensive capital investment (approximately 55%-65% 
of the total investment). Besides, its production process is very complicated, and its cycle 
time is considerably long compared to the other two stages. As a result, TFT-array process 
is the bottleneck among the whole TFT-LCD process flow. 

The manufacturing process of TFT-array is very similar to that of semiconductor 
wafer fabrication, except that a TFT-array factory processes very large glasses, not 
limit-sized silicon wafers. Fig. 1 shows the process steps of a TFT-array substrate. Due 
to the fact that that the processing space for machines is limited in TFT-array process, 
all machines must be serial-type machines, and only one lot can be processed at a time. 
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This is very different from wafer fabrication which have both serial-type and 
batch-type (i.e. several lots can be processed concurrently at a time) machines. As a 
result, the cycle time of TFT-array is relatively stabilized. 

Steppers in the photolithography area are the most expensive machines in a TFT-array 
factory and are usually treated as the bottleneck resource in the factory. Based on the 
fundamental concept of the theory of constraints (TOC), the performance of a system is 
determined by the bottleneck resource in that system [3]. Consequently, a good ar-
rangement of steppers is essential. To the authors’ knowledge, the scheduling problem 
for the TFT-array factory has not been tackled up to now. The reason is probably because 
the environments of TFT-array factory and wafer fab are very similar and the scheduling 
problem of wafers fabs has already been researched extensively [9, 10, 6, 2]. In fact, the 
TFT-array factory manufactures enormous glasses, and the masks used by steppers are 
much larger than the ones used in a wafer fab. Therefore, the transportation time and 
setup time of masks among machines account for quite a remarkable proportion of total 
process time. Chern and Liu (2003) is the only one that studies the mask resource prob-
lem, and has proposed a dispatching rule, named family-based stepper dispatch algorithm 
(SDA-F), to shorten mask setup time. However, a TAFSP problem not only needs to 
consider mask setup time, it also needs to consider mask availability constraint, process 
window constraint, machine dedication constraint and mask transportation characteris-
tics. These characteristics will be covered in Section 2. 

The rest of the paper is organized as follows. In section 2, the TFT-array factory 
scheduling problem (TAFSP) is defined and a demonstrative example is given. In 
section 3, an integer programming model is proposed to solve the TAFSP problem. 
Section 4 examines the practicality of the proposed model by solving the demonstrative 
example to show its usability. In Section 5, a real-world example taken from a 
TFT-array factory located in the Science-Based Industrial Park in Taiwan is given, and 
the problem is solved by the proposed model to show its applicability. In the last sec-
tion, some concluding remarks are made. 

 

Fig. 1. Process steps of a TFT-array substrate 

2   Problem Description 

2.1   The TFT-Array Factory Scheduling Problem (TAFSP) 

The photolithography process aims to transfer circuit pattern from mask to the surface 
of glasses so that the functions of final products can be achieved. Different machines 
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may have different types of and numbers of process capability even though they are 
grouped in the same workstation, i.e., some machines can handle more process capa-
bilities (simultaneously handle higher- and lower-end fabrication technology) while 
other stepper machines just handle less process capabilities (only handle lower-end 
fabrication technology). This is called process window constraint. In addition, the 
alignment of circuits of some particular layers, so-called critical layers, are very crucial 
to the yield rate and the expected functions of the finished products (see also [7]). In 
practice, in order to maintain a good yield rate, when the first critical layer of an order is 
being processed in a certain machine, the rest of the critical layers will be processed in 
the same machine. This is called the machine dedication control. Note also that the 
number and dispersion of critical layers are different among different product types. 

When a stepper in the photolithography workstation is available, an operator first 
checks the process capability the machine has, and jobs that require the available process 
capability are the candidates. Besides, the operator also needs to check whether the re-
quired mask is available. In the process, if the required mask is currently used in another 
machine, the machine has to wait for the mask becoming available, or it can simply 
process other jobs. If the required mask is currently free, either left on a machine (ma-
chine buffer) or in a central buffer (in stockroom), the mask must be moved to the ma-
chine and be setup before the process. The purpose of central buffer is to avoid the masks 
being contaminated by particles and to provide masks a place for storing perpetually with 
unlimited buffer. In contrast to central buffer, machine buffer is to avoid the machine idle 
time caused by the waiting of mask transportation between machines. In addition, at most 
three pieces of masks can be stored temporarily here. Obviously, if the required mask is 
idle for a time that is at least equal to the mask transportation time, it can be moved to the 
machine in advance to avoid wasting the machine capacity. In this situation, only the 
mask setup operation has a significant effect on the scheduling result of machines. 
However, if the required mask cannot be moved to the machine in advance (e.g. it is just 
used in another machine, or the idle time of the mask is shorter than the mask transpor-
tation time), both the mask transportation operation and mask setup operation will affect 
the scheduling result of machines. Because the machines in a workstation are located near 
each other, the mask transportation time can be treated as a constant. In addition, when a 
product technology enters mass production, the manufacturing process is relatively sta-
bilized, and mask setup time can also be considered as a constant. 

In the TAFSP, the process time of the same layer of the same product in different 
machines is the same, and the production type is make-to-stock (MTS). In addition, the 
TAFSP has the characteristics of mask availability, mask setup time and mask trans-
portation time. How to fully utilize the machine capacity to meet customer demand is a 
very important topic. Therefore, the objective is to minimize the total completion time, 
i.e. minimizing the unnecessary mask transportation and setup time to improve the 
productivity. 

2.2   A Demonstrative Example of the TAFSP Problem 

Consider the following TAFSP example with two machines (M1 and M2), and each 
machine has a different process window, as shown in Table 1. The required transpor-
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tation time of a mask between two machines is 10 minutes, and the setup time for 
changing a mask is 5 minutes. The system produces two kinds of 14-inch glasses, 
product A and B. The process time, average layer flow time, required process window 
and dispersion of critical layer operations for each layer of each product are summa-
rized in Table 2. In order to facilitate the presentation of the example and to show the 
results, layer flow time is not considered in this simplified example. Thus, we assume 
the average layer flow time of each product be zero. 

Table 1. Process window of machines (TAFSP example) 

Process window Machine no. 
1 2 3 

1 1* 1 0 
2 1 1 1 

* 1 means that the machine has this certain process capability; 0 means that the machine 
does not have this certain process capability. 

 

Table 2. Process time, layer flow time, process window and critical layer activity of each product 
(TAFSP example) 

Layer no. Product 
type 

Number of 
jobs 1 2 3 4 

A 1 (29,0,2,1)* (30,0,1,0) (49,0,2,1) (38,0,1,0) 
B 2 (29,0,2,1) (30,0,1,0) (49,0,2,1) (38,0,1,0) 

* The four numbers represent the process time (min./lot), layer flow time (min.), process window 
and whether or not a critical layer(critical layer=1, not a critical layer=0), respectively. 

 

 

Fig. 2. A feasible schedule for the TAFSP example 

Fig. 2 shows a feasible solution for the TAFSP problem. The notations in each op-
eration stands for the product type, job number and layer number, and the notation with 
underline represents that it is a critical operation. The total completion time is 1639 
minutes based on the calculation of the completion time of all layers. The critical layer 
activities of job 1 of product A and job 1 of product B are processed by machine 2, 
while those of job 2 of product B are processed by machine 1. The scheduling result 
shows a total of ten mask change operations, and the idle capacity of machines is 50 
minutes (= 5×10). 

Fig. 3 shows the optimal solution of this TAFSP problem, and the total completion 
time is 1524 minutes. The critical layer activities of job 1 of product A are assigned to 
machine 2, and those of job 1 and 2 of product B are assigned to machine 1. Under this 
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scheduling, a total of six mask changes and one mask transportation operations are 
carried out, and the total machine idle capacity is 40 minutes (= 5×6 + 10 = 40 minutes). 

 

Fig. 3. The optimal schedule for the TAFSP example 

3   Integer Programming (IP) Model 

Before the integer programming model for the TAFSP problem is introduced, the no-
tations used are listed and explained as follows.  

Suffixes: 
h Index of process window type, where h = 1, 2, …, H. 
i Index of product type, where i = 1, 2, …, I. 
j Index of job number, where j = 1, 2, …, Ji. 
k Index of machine number, where k = 1, 2, …, K. 
l Index of layer number, where l = 1, 2, …, Li. 

Parameters: 

ilCL  If layer l of product i is a critical layer, then CLil = 1; otherwise, CLil = 0. 
iJCN2  Total operation combinations of layer l of job j' is processed after job j in 

product type i (= ])!2(  !2[  ! −× ii JJ ). 

ilFT  Average flow time of layer l of product i (min.), not including the photo-
lithography operation. 

J0 Total number of jobs in the system, ∑=
i

iJJ 0 . 
Ji Number of jobs for product i.  

),( liJC  Process window type required by layer l of product i.  

khMC  If machine k has process window h, then khMC = 1; otherwise, khMC  = 0. 
N0 Total number of operations to be scheduled, ∑=

i
ii LJN  0 . 

pil Process time on layer l of product i.  
PP Planning period. 

* kk
PT  Mask preparation time required for the same layer of the same product type 

using a mask sequentially by machine k and k* (min.). If k and k* are the 
same machine, the required time is zero; otherwise, it is the sum of mask 
transportation time (from machine k to machine k*) and setup time (on 
machine k*). 

Q A very big positive number. 
''lil i

ST  Mask setup time required for changing from layer l of product i to layer l' of 
product i'. If they are the same layer of a same product type, the value is 
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zero; otherwise, the value is set to 5 minutes (for the example in section 
2.2).  

W Machine available capacity. 

Decision Variables: 

ijkdm  If the first critical layer operation of job j in product type i is assigned to 
machine k, then ijkdm =1; otherwise, ijkdm =0. 

tijlk The starting process time of layer l of job j in product i in machine k.  

lijj
u '  Precedence variable of a mask. If the mask of layer l in product type i used 

by job j precedes job j', then 1' =
lijj

u ; otherwise, 0' =
lijj

u . 
xijlk If layer l of job j in product type i is assigned to machine k, then xijlk = 1; 

otherwise, xijlk = 0. 

kljijl i
y '''  Precedence variable of machine k. If the operation of layer l of job j in 

product type i precedes the operation of layer l' of job j' in product type i' on 
machine k, then 1''' =

kljijl i
y ; otherwise, 0''' =

kljijl i
y . 

The integer programming model 

The following integer programming model is constructed to find a schedule for the 
TAFSP problem without violating the machine capacity, mask resource, process 
window and machine dedication constraints. 
Objective function: 

The objective function is to minimize the total completion time of jobs 

(∑ ∑ ∑= = =
+I

i

J

j

K

k iLkijL
i

ii
pt

1 1 1
)( ).  Due to the fact that processing time of each job is ma-

chine independent, the objective function implies the minimization of machine setup 

time and the maximization of machine utilization, i.e., minimizing the total workload in 

bottleneck workstation. 

The TAFSP problem has the reentry characteristic, and the process of layers of each 

job has a precedence order (i.e. layer l must be processed before layer l+1). Therefore, 

with the consideration of minimizing the work-in-process in the system, a objective 

function that is based on the completion time of each layer, is more suitable. Hence, the 

objective function is modified as ∑ ∑ ∑ ∑= = = =
+I

i

J

j

L

l

K

k ilijlk
i i pt

1 1 1 1
)( . Our experiments 

show that the modified objective function has a better solving speed. 

Minimize  ∑∑∑∑
= = = =

+
I

i

J

j

L

l

K

k
ilijlk

i i

pt
1 1 1 1

)  (  

Subject to 
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Job constraints: 

The constraints in (1) guarantee that layer l of job j in product i can only be assigned 
to one machine with required process window.  

∑
=

=
K

k
i,lk,JCijlk MCx

1
)( 1     , for all i, j, l (1) 

Machine capacity constraints: 

The constraints in (2) guarantee that the workload of each machine does not exceed 
the machine capacity. 

 W  
1 1 1

≤∑∑∑
= = =

I

i

J

j

L

l
ilijlk

i i

px   , for all k (2) 

Operation precedence constraints: 

Constraints (3) and (4) guarantee that one operation should precede another 
( 1  

    ''' ' '' =+
ijlkljikljiijl

yy ) if the operation of layer l of job j in product type i and the op-
eration of layer l' of job j' in product type i' are scheduled on the same machine 
( 02 -   ''' =+

kljiijlk xx ).  
Constraints (5) ensure that the operation precedence variables kljijl i

y '''  and 

ijlklji
y

 ''' should be set to zero ( 0  
   ''' ' '' ≤+
ijlkljikljiijl

yy ) if the operation of layer l of job j in 
product type i and the operation of layer l' of job j' in product type i' are not scheduled 
on machine k ( 0  ''' =+

kljiijlk xx ). 
Constraints (6) and (7) ensure that the operation precedence variables kljijl i

y '''  and 

ijlklji
y

 '''  should be set to zero ( 0  
   ''' ' '' ≤+
ijlkljikljiijl

yy ) if the operation of layer l of job j in 
product type i and the operation of layer l' of job j' in product type i' are not scheduled 
on the same machine. 

 1  2) -   Q(   )  ( '''''' ' ''     
≥+−+

kljiijlkijlkljikljiijl
xxyy   , for all i, j, l, k (3) 

1  2) -   Q(   )  ( '''''''''     
≤+++

kljiijlkijlkljikljiijl
xxyy   , for all i, j, l, k (4) 

0  )   Q(   )  ( '''''''''     
≤+−+

kljiijlkijlkljikljiijl
xxyy   , for all i, j, l, k (5) 

0  1)    Q(   )  ( '''''''''     
≤+−−+ ijlkkljiijlkljikljiijl

xxyy   , for all i, j, l, k (6) 

0  1)    Q(   )  ( '''''''''     
≤+−−+

kljiijlkijlkljikljiijl
xxyy   , for all i, j, l, k (7) 

Mask usage precedence constraints: 

The constraints in (8) and (9) guarantee that a mask can only be used in one single 
machine in anytime when the operation of layer l of job j in product type i is scheduled 
on machine k ( 1=ijlkx ) and the operation of layer l of job j' in product type i is 
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scheduled on machine k* ( 1*' =
lkij

x ), i.e., either constraints (8) or constraints (9) must 
hold. 

0  3) -     Q(   -    '*'*'* 
≤+++++

lijjlkijijlklkijkkilijlk uxxtPTpt   , for all i, j, l, k (8) 

0  2) -  -   Q(   -     '*'**'  
≤++++

lijjlkijijlkijlkkkillkij
uxxtPTpt   , for all i, j, l, k (9) 

Machine dedication constraints: 

The constraints in (10) guarantee that the critical layer operations of job j with 

product i must be processed on the same machine.  

∑∑
==

×=×
ii L

l
ilijk

L

l
ilijlk CLdmCLx

11

  , for all i, j, k (10) 

Starting process time constraints: 

The constraints in (11) guarantee that the starting process time of each job in ma-

chine k must be greater than or equal to the sum of completion time of the preceding job 

and required mask setup time.  

The constraints in (12) guarantee that the starting process time of layer l of job j in 

product type i must be greater than or equal to the sum of the completion time of pre-

vious layer ( )1()1(   −− + liklij pt ), the flow time of layer l to photolithography workstation 

( ilFT ) and the mask setup time ( illiST  )1( − ). Notice that when l = 1, the kijklij tt 0)1( =− = the 

release time of job j in product type i, and 0)1( =−lip . 

The constraints in (13) guarantee that the completion time of layer l of job j in 

product type i ( ilijlk pt + ) must be within the planning period.  

0  1) - ( Q        ''''''''  
≤+−++

kljiijlkljililiilijlk ytSTpt   , for all i, j, l, k (11) 

*          )1()1()1( ijlkilliilliklij tSTFTpt ≤+++ −−−   , for all i, j, l, k (12) 

ijlkilijlk xpt  ) - (PP  ≤   , for all i, j, l, k (13) 

Decision variables: 

1} {0,∈ijkdm   , for all j, k (14) 

0≥ijlkt   , for all i, j, l, k (15) 
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1} {0,' ∈
lijj

u   , for all i, j, l (16) 

1} {0,∈ijlkx   , for all i, j, l, k (17) 

1} {0,''' 
∈

kljiijl
y   , for all i, j, l, k (18) 

For a TAFSP problem with I product types and K machines, a total of ∑=
i ii LJN  0  

operations need to be scheduled. The integer programming model contains KJ 0  

variables of ijkdm , KN0  variables of ijlkt , 2/)1( 00 −JN  variables of 
lijj

u ' , KN0  

variables of ijlkx , and 2/)1( 00 −NKN  variables of 
kljiijl

y ''' 
. In addition, the constraint 

set in (1) contains 0N  equations, the constraint set in (2) contains K equations, each of 

the constraint sets in (3) ~ (7) contains 2/)1( 00 −NKN  equations, each of the con-

straint sets in (8) ~ (9) contains ∑i

J
i

iCNLK ) ( 2
2  equations, the constraint set in (10) 

contains KJ 0  equations, the constraint set in (11) contains )1( 00 −NKN  equations, 

the constraint set in (12) contains )( 00
2 JNK −  equations, and the constraint set in (13) 

contains KN0  equations. 

4   Solution for the TAFSP Example 

In order to solve the TAFSP example in section 2.3, we use ILOG OPL 3.5 [4] to de-
velop the integer programming model. In addition, we adopt a Pentium IV 3.2GHZ PC 
as our test environment. 

Table 3 shows the optimal solution for the integer programming model, and the total 
completion time is 1,524 minutes. The critical layer operations of job 1 with product A 
are dedicated to machine 2 (dm [A, 1, M2] = 1), while those of job 1 and 2 with product 
B are dedicated to machine 1 (dm [B, 1, M1] = dm [B, 2, M1] = 1). Note that this so-
lution is the same as the optimal solution obtained in section 2.3, as shown in Fig. 3. 

5   A Real-World Application 

In this section, a real-world case taken from a TFT-array factory located in the Sci-
ence-Based Industrial Park in Taiwan is used to examine the applicability of the integer 
programming formulation. There are five photolithography machines and three dif-
ferent process windows as shown in Table 4. The mask transportation time is 10 
minutes, and the mask setup time is 5 minutes. Four products are manufactured, and  
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Table 3. The optimal solution for the TAFSP example 

The objective value and the solution time 
Integer optimal solution:  Objective =  1524 
Solution time =  91.38 sec.   Iterations = 80798   Nodes = 10110 
The statistics of the model 
Constraints: 1020   [Less: 870,  Greater: 132,  Equal: 18] 
Variables: 198   [Nneg: 24,  Binary: 174] 
The values for all variables 

Name Value Name Value Name Value 
dm[A,1,M2] 1 x[A,1,3,M2] 1 y[B,1,1,A,1,2,M1] 1 
dm[B,1,M1] 1 x[A,1,4,M2] 1 y[B,1,1,B,1,3,M1] 1 
dm[B,2,M1] 1 x[B,1,1,M1] 1 y[B,1,1,B,2,1,M1] 1 
t[A,1,1,M2] 0 x[B,1,2,M2] 1 y[B,1,1,B,2,3,M1] 1 
t[A,1,2,M1] 63 x[B,1,3,M1] 1 y[B,1,1,B,2,4,M1] 1 
t[A,1,3,M2] 99 x[B,1,4,M2] 1 y[B,1,2,A,1,3,M2] 1 
t[A,1,4,M2] 196 x[B,2,1,M1] 1 y[B,1,2,A,1,4,M2] 1 
t[B,1,1,M1] 0 x[B,2,2,M2] 1 y[B,1,2,B,1,4,M2] 1 
t[B,1,2,M2] 34 x[B,2,3,M1] 1 y[B,1,2,B,2,2,M2] 1 
t[B,1,3,M1] 98 x[B,2,4,M1] 1 y[B,1,3,B,2,3,M1] 1 
t[B,1,4,M2] 153 y[A,1,1,A,1,3,M2] 1 y[B,1,3,B,2,4,M1] 1 
t[B,2,1,M1] 29 y[A,1,1,A,1,4,M2] 1 y[B,1,4,A,1,4,M2] 1 
t[B,2,2,M2] 64 y[A,1,1,B,1,2,M2] 1 y[B,2,1,A,1,2,M1] 1 
t[B,2,3,M1] 147 y[A,1,1,B,1,4,M2] 1 y[B,2,1,B,1,3,M1] 1 
t[B,2,4,M1] 206 y[A,1,1,B,2,2,M2] 1 y[B,2,1,B,2,3,M1] 1 
u[B,1,2,1] 1 y[A,1,2,B,1,3,M1] 1 y[B,2,1,B,2,4,M1] 1 
u[B,1,2,2] 1 y[A,1,2,B,2,3,M1] 1 y[B,2,2,A,1,3,M2] 1 
u[B,1,2,3] 1 y[A,1,2,B,2,4,M1] 1 y[B,2,2,A,1,4,M2] 1 
u[B,1,2,4] 1 y[A,1,3,A,1,4,M2] 1 y[B,2,2,B,1,4,M2] 1 

x[A,1,1,M2] 1 y[A,1,3,B,1,4,M2] 1 y[B,2,3,B,2,4,M1] 1 
x[A,1,2,M1] 1     

All other variables are zeros. 

Table 4. Process window of machines in the real case 

Process window Machine no. 
1 2 3 

1 1* 1 0 
2 1 1 1 
3 1 1 1 
4 1 1 1 
5 0 1 1 

* 1 means that the machine has this certain process capability; 0 means
that the machine does not have this certain process capability. 

each product is required to go through photolithography operations five times. Product 
A and B are 15-inch glasses, and product C and D are 17-inch glasses. Currently, there 
are ten jobs waiting to be scheduled, and the schedule results must satisfy the con-
straints such as mask resource, process window and machine dedication constraints. 
The detailed information of products and number of jobs is shown in Table 5. 

Next, a model is built by software ILOG OPL 3.5 [4] to solve the problem. In this 
constructed model with real TFT-array factory information, there are a total of 6,700 
variables and 46,230 constraints. The solving process of integer programming problem 
is time-consuming and needs large memory nodes. In order to solve the problem more  
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Table 5. Process time, layer flow time, process window and critical layer activity of each product 
(real case) 

Layer no. Product 
type 

Number of 
jobs 1 2 3 4 5 

A 2 (29,116,1,0)* (30,120,3,1) (49,192,3,1) (38,152,1,0) (32,124,1,0) 
B 2 (29,116,1,0) (30,120,3,1) (49,192,3,1) (38,152,1,0) (32,124,1,0) 
C 3 (28,112,3,1) (30,120,2,0) (44,176,3,1) (39,156,2,0) (30,120,2,0) 
D 3 (28,112,3,1) (30,120,2,0) (44,176,3,1) (39,156,2,0) (30,120,2,0) 

* The four numbers represent the process time (min./lot), layer flow time (min.), process window and
whether or not a critical layer (critical layer=1, not a critical layer=0), respectively. 

Table 6. Objective value, average completion time and solving time under different nodes  

Node limit Objective  
value (min) 

Average completion 
time (min) 

Solving  
time (min.) 

5E02 33029 660.58 5.48 
1E03 33029 660.58 7.05 
5E03 31884 637.68 17.97 
1E04 31173 623.46 37.63 
5E04 31064 621.28 210.68 
1E05 31064 621.28 421.28 
5E05 31063 621.26 2077.17 

efficiently, we adopt the depth-first search strategy (see [11] in more detail), by 
choosing the most recently created node. This strategy incorporates with the strong 
branching rule (see [11] in more detail), by selecting variables based on partially 
solving a number of sub-problems with tentative branches to find the most promising 
branch. Such an implementation allows us to set various limits on the number of 
memory nodes and to obtain a better feasible solution within a reasonable computa-
tional time. Table 6 shows the feasible solution and solving time under different node 
limits. When the node limit is set to 5,000, a relatively good solution can be obtained in 
17.97 minutes, and the total completion time is 31,884 minutes. 

6   Conclusions 

In this paper, we address the TFT-array factory scheduling problem (TAFSP), which is 
a very practical parallel machine scheduling problem with the constraints of process 
window, machine dedication, mask resource, mask setup time and mask transportation 
time. Hence, we propose an integer programming model to solve the TAFSP problem 
in order to meet the needs of the practitioner. In addition, to increase the applicability of 
this integer programming model in the real environment, we implement the depth-first 
search strategy incorporating with the strong branching rule, to solve a real-world case 
taken from a TFT-array factory. The experimental results show that feasible solutions 
can be obtained in a reasonable computational time. 

Because of the complementary of integer programming and constraint program-
ming, several researches have conducted approaches on integrating the two methods 
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for solving discrete combinatorial optimization problems efficiently [8, 5, 1]. For a 
large-scale TAFSP instance, the integer programming model can be integrated with the 
constraint programming for solving TAFSP in an efficient way. Therefore, this can a 
future research direction. 
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Abstract. This paper presents a common weight multi-criteria decision making 
(MCDM) approach for determining the best decision making unit (DMU) tak-
ing into consideration multiple inputs and outputs. Its robustness and discrimi-
nating power are illustrated through comparing the results with those obtained 
by data envelopment analysis (DEA) and its extensions such as cross efficiency 
analysis and minimax efficiency DEA model, which yield a ranking with an 
improved discriminating power. Several examples reported in earlier research 
addressing DEA’s discriminating power are used to illustrate the application of 
the proposed approach. The results indicate that the proposed framework en-
ables further ranking of DEA-efficient DMUs with a notable saving in the 
number of mathematical programming models solved.  

Keywords: Multi-criteria decision making, discriminating power, common at-
tribute weights. 

1   Introduction 

Most of the earlier studies in evaluating and selecting decision alternatives used some 
kind of a procedure for assigning weights to performance measures. Assigning arbi-
trary weights adds subjectivity to the methodology, and it is a cumbersome task since 
it is often quite difficult for the decision-maker to quantify her preferences on per-
formance attributes [10].   

This paper presents a common-weight multi-criteria decision making (MCDM) 
model derived from the original data envelopment analysis (DEA) model, which was 
introduced by Charnes et al. [4]. DEA is a mathematical programming based decision 
making technique, which has been widely used to treat decision problems that neces-
sitate the consideration of multiple inputs and outputs to evaluate the relative effi-
ciency of decision making units (DMUs) with no a priori information regarding the 
importance of the inputs and outputs. 

Although the original DEA model developed by Charnes et al. [4] classifies DMUs 
into two groups as “efficient” and “inefficient” ones, its use has been limited in selec-
tion problems for not being able to differentiate among the efficient DMUs. Hence, a 
number of approaches have been developed to enable further discrimination among 
DMUs, which would lead to determining the best DMU. One approach is to use a  
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two-phase methodology combining DEA and other MCDM tools [7]. Another ap-
proach is to formulate new efficiency models by modifying the original DEA model 
through including weight restriction constraints [1, 13], or rewriting the objective func-
tion as minimizing the maximum deviation from efficiency [9]. Cross efficiency analy-
sis has also been used to discriminate between relatively efficient DMUs [5, 6, 11]. 

Moreover, DEA models evaluate each DMU by a different set of weights, where 
the weights are determined for a specific DMU in a way to maximize its efficiency 
score. The excessive flexibility in the weighting scheme may result in a DMU to ap-
pear efficient by weighting a single input and/or output while assigning negligible 
weights to the others. Karsak and Ahiska [8] addressed this problem by developing a 
practical common-weight MCDM approach for decision problems with a single input 
and multiple outputs, which consists of successive application of linear programming 
models until maximum possible discrimination among DMUs is achieved. 

This paper extends the work by Karsak and Ahiska [8] through proposing a com-
mon-weight MCDM framework that enables the evaluation of DMUs with respect to 
multiple inputs and outputs. Unlike a typical DEA model, the proposed MCDM mod-
els optimize an efficiency measure that is not specific to a particular DMU and evalu-
ate all DMUs with common input and output weights, which avoids the unrealistic 
weighting scheme that might occur in typical DEA models due to the flexibility of a 
particular DMU to choose the weights in its own favor. Further, the proposed MCDM 
framework has an improved discriminating power compared with typical DEA mod-
els and enables notable savings in the number of linear programs solved. 

The rest of the paper is organized as follows. Section 2 reviews the basic DEA 
models for evaluating the DMUs. In Section 3, a common-weight MCDM methodol-
ogy incorporating multiple inputs and outputs is presented for evaluating DMUs. In 
Section 4, the proposed decision framework is illustrated through several examples 
reported in previous research studies. Finally, conclusions and directions for future 
research are provided in Section 5. 

2   Review of Basic DEA Models 

Data envelopment analysis (DEA) is a linear programming based technique devel-
oped by Charnes et al. [4]. DEA has been used as a decision making approach in 
comparing the efficiency of a relatively homogeneous set of decision making units 
(DMUs) such as local authority departments, schools, hospitals, shops, and bank 
branches [3]. Within the past decade, DEA has been also employed as a decision aid 
for selection problems [2, 7, 9, 12]. 

DEA converts multiple inputs and outputs into a scalar measure of efficiency. DEA 
considers n DMUs to be evaluated, where each DMU consumes varying amounts of 
m different inputs to produce s different outputs. The relative efficiency of a DMU is 
defined as the ratio of its total weighted output to its total weighted input. In mathe-
matical programming terms, this ratio, which is to be maximized, forms the objective 
function for the particular DMU being evaluated. A set of normalizing constraints is 
required to reflect the condition that the output to input ratio of every DMU be less 
than or equal to unity. Note that the objective function being specific to a particular 
DMU requires the solution of n linear programming models in order to determine the 
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efficiency scores of all DMUs. As a result, unlike in most MCDM approaches, each 
DMU is likely to be evaluated with different importance weights for inputs and out-
puts, which may not be a desired outcome for a decision-maker who expects all 
DMUs to be evaluated with common attribute weights for fair comparison purposes.  

DEA allows each DMU to specify its own weights so as to obtain a maximum effi-
ciency score for itself. The flexibility of a DMU to choose its input and output 
weights in DEA can produce an efficient DMU in two extremes: weighting a spread 
of inputs and outputs to achieve efficiency; or weighting a single input and/or output 
to appear efficient. The latter extreme, which is unrealistic, may results in false effi-
cient DMUs, and aggravate the discriminating power. Hence, a procedure with an 
improved discriminating power is required to avoid relatively efficient DMUs with an 
unrealistic weighting structure.  

Replacing the objective function of the DEA model developed by Charnes et al. 
[4], which is maximization of the efficiency of the evaluated DMU (

0j
E ), by an 

equivalent one that is defined as minimization of deviation of the evaluated DMU 
from the ideal efficiency score of 1 (

0j
d ), the resulting formulation is as follows: 

0
min jd  (1) 

subject to 

0
1i ij

i

v x =∑ , (2) 

0r rj i ij j
r i

u y v x d− + =∑ ∑ , j∀ , (3) 

, , 0r i ju v d ≥ , , ,r i j∀ , (4) 

where jd  is the deviation of DMU j from the ideal efficiency score of 1, i.e. 

1j jd E= − , ru  is the weight assigned to output r, iv  indicates the weight assigned 

to input i, rjy  is the amount of output r produced by DMU j, and ijx  is the amount of 

input i used by DMU j.  
Formulation (1)-(4), being equivalent to the original DEA model, suffers from all 

of its limitations such as unrealistic weighting scheme or poor discriminating power 
that result from the existence of flexibility for each DMU to choose the performance 
attribute weights in its own favor as well as the requirement of solving n linear pro-
gramming formulations for evaluating n DMUs. To avoid unrealistic weight distribu-
tion and improve the discriminating power of DEA, the minimax efficiency measure 
has been proposed [9]. 

The minimax efficiency is a practical method to alleviate the problem of multiple 
relatively efficient DMUs. The minimax efficiency is more restrictive than the effi-
ciency defined in classical DEA because it is not specific to a particular DMU [9]. 
The minimax efficiency aims to minimize the maximum deviation from efficiency 
among all DMUs, which restricts the freedom of a specific DMU to choose the  
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attribute weights in its own favor, resulting in an improved discriminating power. The 
minimax efficiency DEA model is represented as [9] 

min M  (5) 

subject to 

0jM d− ≥ , j∀ , (6) 

0
1i ij

i

v x =∑ , (7) 

0r rj i ij j
r i

u y v x d− + =∑ ∑ , j∀ , (8) 

, , 0r i ju v d ≥ , , ,r i j∀ , (9) 

where M represents the maximum deviation from efficiency, and 0jM d− ≥  are the 

constraints which are appended to the model to assure that max j
j

M d= . 

Although the minimax efficiency formulation helps to reduce the number of effi-
cient DMUs, it may still fall short of determining the best DMU. To overcome this 
problem, the objective function of the minimax efficiency DEA model is modified 
resulting in the formulation given below [9]. 

0
min jM kd−  (10) 

subject to 

constraints (6)-(9),  

where k is a discriminating parameter that is determined by trial-and-error in a way to 
obtain a single relatively efficient DMU. 

Obviously, formulations (5)-(9) and (10) still suffer from the necessity of solving a 
separate linear programming model for each DMU in order to determine the efficiency 
scores of n DMUs. To overcome this difficulty, a common-weight MCDM framework 
is proposed in the following section. The proposed methodology enables the evaluation 
of all DMUs with common attribute weights using a single formulation. 

3   Common-Weight MCDM Framework for Evaluating 
Alternatives Considering Multiple Inputs and Outputs 

In this paper, a common weight multi-criteria decision making (MCDM) methodol-
ogy is developed to address decision problems evaluating the relative efficiency of 
DMUs with respect to multiple inputs and outputs. The proposed MCDM model is 
derived from the DEA model, which was initially developed by Charnes et al. [4] and 
later modified by Li and Reeves [9] to achieve an improved discriminating power. 
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In typical MCDM models (e.g., analytic hierarchy process, multi-attribute utility 
theory, TOPSIS), the alternatives are evaluated using common attribute weights to 
enable a fair comparison among them. Typically, the attribute weights are normalized 
in a way that they add up to 1. Motivated from this common practice regarding attrib-
ute weights, the proposed MCDM model, which is given below, include a weight 
restriction constraint that makes the sum of the importance weights for all inputs and 
outputs equal one.  

min M  (11) 

subject to 

0jM d− ≥ , j∀ , (12) 

0r rj i ij j
r i

u y v x d− + =∑ ∑ , j∀ , (13) 

1r i
r i

u v+ =∑ ∑ , (14) 

, , 0r i ju v d ≥ , , ,r i j∀ . (15) 

Lemma. Model (11)-(15) is feasible.  
 
Proof. Clearly, the following solution is a feasible solution to model (11)-(15): 

0ru = for r∀ ,  

0iv = for i p≠  and 1pv = , 

j pjd x=  for j∀ , 

{ }max pj
j

M x= .                                                                                              

 

In the optimal solution of formulation (11)-(15), the DMUs with 0jd =  are declared 

as minimax efficient, since their efficiency scores, i.e. the ratio of weighted output to 
weighted input, equal 1. If a ranking among inefficient DMUs is required, the effi-
ciency scores of inefficient DMUs (i.e. the ones with 0jd > ) can be calculated by  

* */r rj i ij
r i

u y v x∑ ∑ , where *
ru  and *

iv denote the optimal weights for output r and input 

i, respectively. 
The use of formulation (11)-(15) enables the computation of efficiency scores for 

all DMUs through a single formulation. This one-step efficiency computation allows 
for the evaluation of the relative efficiency of all DMUs based on common perform-
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ance attribute weights, which contrasts with DEA models where each DMU is evalu-
ated by different weights.  

When formulation (11)-(15) results in more than one efficient DMU, and thus, 
does not enable the determination of the best DMU, the use of the following common 
weight MCDM model is proposed. 

min j
j EF

M k d
∈

− ∑  (16) 

subject to 

0jM d− ≥ , j∀ , (17) 

0j
j EF

M d
∈

− ≥∑ , (18) 

0r rj i ij j
r i

u y v x d− + =∑ ∑ , j∀ , (19) 

1r i
r i

u v+ =∑ ∑ , (20) 

, , 0r i ju v d ≥ , , ,r i j∀ , (21) 

where (0,1]k ∈  is a discriminating parameter whose value is to be determined by the 

analyst, and EF is the minimax efficient DMUs that are determined using formulation 
(11)-(15) . 

The discriminating parameter k will be assigned values ranging from 0 to 1 with a 
predetermined step size until the model results in a single efficient DMU or the 
maximum possible discrimination among DMUs is achieved. 

The feasibility proof for formulation (16)-(21) is straightforward. Setting 

max ,pj pj
j EF

M x x
∈

⎧ ⎫⎪ ⎪= ⎨ ⎬
⎪ ⎪⎩ ⎭

∑ in the feasible solution provided for formulation (11)-(15) 

results in a feasible solution for formulation (16)-(21). 
The next section illustrates the robustness and computational efficiency of the pro-

posed decision methodology through several examples.  

4   Illustrative Examples 

In this section, we consider four illustrative examples which have been reported in 
previous research studies. First, in order to avoid problems regarding scale differ-
ences, data are normalized using a linear normalization procedure. Output data are  
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normalized as *
rrj yy , where rj

j
r yy max* =  for ∀r, while input data are normalized 

as *
ij ix x  where ij

j
i xx max* =  for ∀i. 

Then, formulation (11)-(15) is applied to each data set. In case formulation (11)-
(15) results in multiple efficient DMUs, formulation (16)-(21) is used for further dis-
crimination among efficient DMUs. The step size for the discriminating parameter, k, 
in formulation (16)-(21) is defined as 0.1. Finally, the performance of the proposed 
methodology is compared with the performance of other methodologies that had been 
previously applied to the same illustrative examples. 

The first illustrative example is taken from [5]. The decision problem consists of 
selecting the best site for an electric power plant among six sites, which are Italy, 
Belgium, Germany, UK, Portugal and France, respectively. The sites are evaluated 
with respect to four inputs (I1, I2, I3 and I4) and two outputs (O1 and O2). Raw data 
as well as normalized data regarding this problem are given in Table 1. 

Table 1. Data for site selection example [5] and related normalized values 

DMU Raw Data     Normalized Data    
 I1 I2 I3 I4 O1 O2 I1 I2 I3 I4 O1 O2 
1 80 600 54 8 90 5 0.8511 0.6000 0.5567 1.0000 0.9375 0.5000 
2 65 200 97 1 58 1 0.6915 0.2000 1.0000 0.1250 0.6042 0.1000 
3 83 400 72 4 60 7 0.8830 0.4000 0.7423 0.5000 0.6250 0.7000 
4 40 1000 75 7 80 10 0.4255 1.0000 0.7732 0.8750 0.8333 1.0000 
5 52 600 20 3 72 8 0.5532 0.6000 0.2062 0.3750 0.7500 0.8000 
6 94 700 36 5 96 6 1.0000 0.7000 0.3711 0.6250 1.0000 0.6000 

 
As can be observed from Table 2, according to conventional DEA model, i.e. for-

mulation (1)-(4), all of the six DMUs are found to be efficient by solving six linear 
programs. Cross efficiency analysis enables the determination of the best site, which 
is site 5, but requires solving 12 linear programs in total. On the other hand, the pro-
posed methodology, i.e. formulation (11)-(15), determines the same site as the best 
site by solving only one linear program.  

Table 2. Comparative results for site selection example [5] 

 DMU Number of linear 
programs solved 

DEA-efficient 1, 2, 3, 4, 5, 6 6 
Best w.r.t. cross efficiency analysis [5] 5 12 
Best w.r.t. proposed minimax efficiency model 5 1 

 
The second illustrative example is example 1 in [9] for which raw as well as nor-

malized data are denoted in Table 3. The example considers six nursing homes with 
“staff hours per day” and “supplies per day” employed as inputs, and “total Medicare-
plus Medicaid-reimbursed patient days” and “total privately paid patient days” as 
outputs, respectively. 
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Table 3. Data for example 1 in [9] and related normalized data values 

DMU Raw Data   Normalized Data   
 Input 1 Input 2 Output 1 Output 2 Input 1 Input 2 Output 1 Output 2 
A 1.50 0.20 1.40 0.35 0.2885 0.1000 0.3333 0.0833 
B 4.00 0.70 1.40 2.10 0.7692 0.3500 0.3333 0.5000 
C 3.20 1.20 4.20 1.05 0.6154 0.6000 1.0000 0.2500 
D 5.20 2.00 2.80 4.20 1.0000 1.0000 0.6667 1.0000 
E 3.50 1.20 1.90 2.50 0.6731 0.6000 0.4524 0.5952 
F 3.20 0.70 1.40 1.50 0.6154 0.3500 0.3333 0.3571 

 
As can be observed from Table 4, four DMUs are found efficient according to 

classical DEA model by solving six linear programs. As reported in [9], the use of 
cross efficiency analysis as well as the minimax efficiency DEA model reduces the 
number of efficient DMUs to two, which are DMU1 and DMU4, requiring the solution 
of 12 and 6 linear programs, respectively. The proposed minimax efficiency model 
obtains the same two DMUs as efficient in a single formulation, which provides a 
notable saving in the number of linear programs to be solved compared with cross 
efficiency analysis and the minimax efficiency DEA model. Further, the use of for-
mulation (16)-(21) enables the determination of the best DMU, namely DMU1, thus 
providing an improved discriminating power compared with the abovementioned 
models. 

Table 4. Comparative results for example 1 in [9] 

 DMU Number of linear 
programs solved 

DEA-efficient 1, 2, 3, 4 6 
Best w.r.t. cross efficiency analysis [9] 1, 4 12 
Best w.r.t. minimax efficiency DEA model [9] 1, 4 6 
Best w.r.t. proposed minimax efficiency model  1, 4 1 

Best w.r.t. proposed “ min 0.3 j
j EF

M d
∈

− ∑ ” efficiency model 1 4 

 
The third example, which was first presented in [13] and later addressed in [9] as 

example 2, illustrates the efficiency evaluation of seven university departments with 
“number of academic staff”, “academic staff salaries” and “support staff salaries” as 
three inputs, and “number of undergraduate students”, “number of postgraduate stu-
dents” and “number of research papers” as three outputs. Raw as well as normalized 
data regarding the illustrative example are provided in Table 5. 

As reported in Table 6, six DMUs are found to be DEA-efficient solving seven lin-
ear programs while the minimax efficiency DEA model [9] can determine the best 
DMU, namely, DMU6, by solving the same number of linear programs. The proposed 
methodology finds DMU6 as the best alternative by successively solving formulations 
(11)-(15), and (16)-(21) for k = 0.1 and 0.2, resulting in a total of three linear pro-
grams solved. 
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Table 5. Data for example 2 in [9] and related normalized data values 

DMU Raw Data     Normalized Data    
 I1 I2 I3 O1 O2 O3 I1 I2 I3 O1 O2 O3 
1 12 400 20 60 35 17 0.2667 0.1702 0.0333 0.1967 0.2201 0.1308 
2 19 750 70 139 41 40 0.4222 0.3191 0.1167 0.4557 0.2579 0.3077 
3 42 1500 70 225 68 75 0.9333 0.6383 0.1167 0.7377 0.4277 0.5769 
4 15 600 100 90 12 17 0.3333 0.2553 0.1667 0.2951 0.0755 0.1308 
5 45 2000 250 253 145 130 1.0000 0.8511 0.4167 0.8295 0.9119 1.0000 
6 19 730 50 132 45 45 0.4222 0.3106 0.0833 0.4328 0.2830 0.3462 
7 41 2350 600 305 159 97 0.9111 1.0000 1.0000 1.0000 1.0000 0.7462 

 

Table 6. Comparative results for example 2 in [9] 

 DMU Number of linear 
programs solved 

DEA-efficient 
1, 2, 3, 
5, 6, 7 

7 

Best w.r.t. minimax efficiency DEA model [9] 6 7 
Best w.r.t. proposed minimax efficiency model  1, 5, 6 1 

Best w.r.t. proposed “ min 0.2 j
j EF

M d
∈

− ∑ ” efficiency model 6 3 

Table 7. Data for FMS selection example [12] (also reported as example 3 in [9]) and related 
normalized data values 

DMU Raw Data     Normalized Data    
 I1 I2 O1 O2 O3 O4 I1 I2 O1 O2 O3 O4 
1 17.02 5 42 45.3 14.2 30.1 0.9594 0.6250 0.9767 0.9934 1.0000 0.9678 
2 16.46 4.5 39 40.1 13 29.8 0.9278 0.5625 0.9070 0.8794 0.9155 0.9582 
3 11.76 6 26 39.6 13.8 24.5 0.6629 0.7500 0.6047 0.8684 0.9718 0.7878 
4 10.52 4 22 36.0 11.3 25.0 0.5930 0.5000 0.5116 0.7895 0.7958 0.8039 
5 9.50 3.8 21 34.2 12 20.4 0.5355 0.4750 0.4884 0.7500 0.8451 0.6559 
6 4.79 5.4 10 20.1 5 16.5 0.2700 0.6750 0.2326 0.4408 0.3521 0.5305 
7 6.21 6.2 14 26.5 7 19.7 0.3501 0.7750 0.3256 0.5811 0.4930 0.6334 
8 11.12 6 25 35.9 9 24.7 0.6268 0.7500 0.5814 0.7873 0.6338 0.7942 
9 3.67 8 4 17.4 0.1 18.1 0.2069 1.0000 0.0930 0.3816 0.0070 0.5820 
10 8.93 7 16 34.3 6.5 20.6 0.5034 0.8750 0.3721 0.7522 0.4577 0.6624 
11 17.74 7.1 43 45.6 14 31.1 1.0000 0.8875 1.0000 1.0000 0.9859 1.0000 
12 14.85 6.2 27 38.7 13.8 25.4 0.8371 0.7750 0.6279 0.8487 0.9718 0.8167 

 
The last illustrative example is the flexible manufacturing system (FMS) selection 

study introduced in [12] and later addressed in [9]. The study involves the evaluation 
of 12 FMS alternatives with respect to two inputs, namely “capital and operating 
cost” and “floor space needed”, and four outputs, namely “qualitative improvement”, 
“improvement in WIP”, “improvement in # of tardy” and “improvement in yield”. 
Data regarding the FMS selection study is reported in Table 7. 

Table 8 presents comparative results for the FMS selection example. Shang and 
Sueyoshi [12] proposed an integrated framework using the analytic hierarchy process 
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(AHP) and DEA. Then, they used weight flexibility restrictions and cross efficiency 
analysis to reduce the number of DEA-efficient FMS alternatives. The proposed 
methodology determines FMS5 as the best FMS alternative, which is in line with the 
results of cross efficiency analysis [12] and “

0
min 0.2 jM d− ” efficiency DEA model 

[9], though it is computationally more efficient compared with both approaches, re-
quiring fewer linear programs to be solved. 

Table 8. Comparative results for example 3 in [9] 

 DMU Number of linear 
programs solved 

DEA-efficient 
1, 2, 4, 
5, 6, 7, 9 

12 

Best w.r.t. AHP & weight restrictions & cross efficiency analy-
sis [12] 

5 14 

Best w.r.t. minimax efficiency DEA model [9] 1, 5 12 
Best w.r.t. “

0
min 0.2 jM d− ” efficiency DEA model [9] 5 14 

Best w.r.t. proposed minimax efficiency model  1, 5, 7 1 

Best w.r.t. proposed “ min 0.3 j
j EF

M d
∈

− ∑ ” efficiency model 5 4 

 
As illustrated through several examples, the proposed methodology is simple and 

efficient to use. It possesses an improved discriminating power compared with DEA 
models and enables the determination of the best DMU with notable savings in the 
number of linear programs solved. 

5   Conclusions 

This paper introduces a novel MCDM approach, which can be successfully applied 
for determining the best DMU based on multiple inputs and outputs. The proposed 
model aims to minimize the maximum deviation from efficiency, while maximizing 
the sum of deviations from efficiency of DMUs that are considered as efficient by the 
minimax efficiency model. On the other hand, both the minimax efficiency measure 
and the proposed efficiency measure, being common to all DMUs, enable the compu-
tation of efficiency scores of all DMUs on a common weight basis using a single 
formulation. 

The proposed common weight MCDM methodology is illustrated through several 
selection problems reported in earlier research. The convenience and robustness of the 
proposed methodology are tested in comparison with the original DEA model intro-
duced by Charnes et al. [4], and cross efficiency analysis and minimax efficiency 
DEA model, which have been subsequently proposed as extensions to improve the 
discriminating power of the original DEA model. The results reveal that the proposed 
approach always determines a DEA-efficient DMU as the best alternative with a  
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considerably improved discriminating power. Furthermore, the best DMU determined 
using the proposed approach coincides with the ones obtained from cross efficiency 
analysis and minimax efficiency DEA model for all the cases considered in this paper. 
However, both cross efficiency analysis and minimax efficiency DEA model necessi-
tate solving considerably greater number of linear programs compared with the pro-
posed MCDM model. 

The merits of the proposed framework compared with the abovementioned DEA-
based approaches, which have been previously used for determining the best DMU, 
can be summarized as follows: First, the proposed approach enables all DMUs to be 
evaluated by common performance attribute weights. Second, it identifies the best 
alternative by solving fewer linear programs compared with DEA-based approaches. 
On the other hand, one similarity between the model presented herein and DEA-based 
approaches is that they are both objective decision aids since they do not demand a 
priori importance weights from the decision-maker for performance attributes. 

In short, the proposed methodology can be considered as a sound alternative deci-
sion tool that can be used for selection problems incorporating multiple inputs and 
outputs. Future research will focus on developing useful extensions of the proposed 
decision approach, which enable incorporating qualitative data into the evaluation 
framework. 

Acknowledgments. This research has been financially supported by Galatasaray 
University Research Fund. 
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Abstract. This work evaluates the performance of constraint programming (CP) 
and integer programming (IP) formulations to solve the Simple Assembly Line 
Balancing Problem (SALBP) exactly. Traditionally, its exact solution by CP or 
IP and standard software has been considered to be inefficient to real-world 
instances. However, nowadays this is becoming more realistic thanks to recent 
improvements both in hardware and software power. In this context, analyzing 
the best way to model and to solve SALBP is acquiring relevance. The aim of 
this paper is to identify the best way to model SALBP-1 (minimizing the 
number of stations, for a given cycle time) and SALBP-2 (minimizing the cycle 
time, for a given number of stations). In order to do so, a wide computational 
experiment is carried out to analyze the performance of one CP and three IP 
formulations to solve each problem. The results reveal which of the alternative 
models and solution techniques is the most efficient to solve SALBP-1 and 
SALBP-2, respectively. 

Keywords: assembly line balancing. 

1   Introduction 

An assembly line consists in set of workstations, through which the product to be 
processed flows. In each workstation, a number of tasks are done, which are 
characterized by their processing times and by a set of technological precedence 
relations between them. The Simple Assembly Line Balancing Problem (SALBP) 
consists of assigning a set of tasks to workstations in such a way that precedence 
constraints are fulfilled, the total processing time assigned to a station do not exceed a 
cycle time tc and a given efficiency measure is optimized. When the objective is to 
minimize the number of workstations m  for a given cycle time tc, the problem is 
usually referred to as SALBP-1; if the objective is to minimize tc given m, the 
problem is called SALBP-2; and SALBP-F consists of finding a feasible solution, 
given tc and m (see e.g. [1]). 

The design of assembly lines has been extensively examined in the literature, 
especially the SALB Problem. Several reviews have been published –the last is [2]–, 
and a huge amount of specific research exists, both for heuristic and exact procedures. 
                                                           
* This work is supported by the Spanish MCyT project DPI2004-03472, co-financed by 

FEDER. 
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Some of the exact procedures are based on mathematical programming and 
different integer linear programming and mixed-integer linear programming models 
(IP models) have been developed. Scholl highlights three basic formulations to solve 
SALBP-F [1] (finding a feasible solution, given a cycle time and a number of 
stations) based on different sets of assignment variables. Other exact procedures have 
also used constraint programming (CP) [3]. 

Recent improvements both in software and hardware power have reduced 
remarkably the computing time needed to solve combinatorial problems by constraint 
programming or mathematical programming. Nowadays, these techniques are gaining 
acceptance as a powerful computational tools [4]. In this context, analyzing the best 
way to model and to solve combinatorial problems is acquiring relevance. Constraint 
programming and mathematical programming can solve similar combinatorial 
problems, but their effectiveness depends on the class of problems studied [5]. A 
number of papers have compared the performance of CP and IP approaches for 
solving different problems – for example, [6].  

To our knowledge, the efficiency of a CP model and the IP enhanced by Scholl [1] 
models has not been compared. In this work, a wide computational experiment is 
carried out to analyze the performance of one CP model and three IP models to solve 
SALBP-1 and SALBP-2. The results reveal which of the alternative models is the 
most efficient to solve these SALBP problems. 

The remaining paper is organized as follows. In Section 2 the different 
formulations for SALBP-1 and SALBP-2 are presented. In Section 3 the results of the 
computational experiment are analyzed and the performances of the models are 
compared. Finally, in Section 4 the main conclusions of the study are summarized. 

2   Models for SALBP 

In this section four alternative formulations for SALBP-1 and SALBP-2 are 
developed.  

First, we present a CP model – constraint programming model-. 
Then, the three SALBP-F models presented in Scholl (1999) are adapted to 

SALBP-1 and SALBP-2. In sum, the main difference between these three linear 
models is the definition of the assignment variables used: 

- impulse variables based model: binary variables xij take value 1 if and only if 
task i  is assigned to workstation j (see also [7] and [8]) 

- step variables based model: binary variables xij take value 1 if and only if task i  
is assigned to workstation j  or earlier (see also [7] and [8]). 

- mixed-integer variables model: integer variables zi denotes the number of the 
station to which task i is assigned. 

 

In the following sections the formulations for the four models are detailed. In each 
section, first the model for SALBP-1 is presented. Then the model for SALBP-2 is 
explained highlighting the new data, the new variables and the changes to be done in 
the formulation with respect to the model for SALBP-1. 
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2.1   The Constraint Programming Models 

Next, the constraint programming model for SALBP-1 (SALBP-1-c) is presented and 
the changes for SALBP-2 (SALBP-2-c) are explained. 

SALBP-1-c 

Data: 
Note subindexes i and k are related with tasks and subindex j with workstations. 

n  Number of tasks ( )1, ...,i n= . 

mmax Upper bound on the number of workstations max( 1, ..., )j m= . 

mmin Lower bound on the number of workstations. 
ti Processing time of task i . 
TC Cycle time. 

P Set of pairs of tasks ( ),i k  such that there is immediate precedence between 

them. 
S Set of tasks without any successive task. 
Ei Earliest possible workstation for task i . 

Li Latest possible workstation for task i , given a value of maxm . 

Before a task is assigned the total processing time of the tasks that precede it 
must be assigned, and afterwards the total time of the tasks that follow it; as a 
result, the range of workstations [Ei, Li] to which each task can be assigned is 
obtained and the number of binary variables is reduced (see, for example, 
[1]). 

Variables: 
ws Number of workstations used. 

zi Number of the workstation to which task i is assigned [ ]( ); ,i i ii z E L∀ ∈  

Model SALBP-1-c: 

[ ] =MIN Z ws  (1) 

max ( )i i Sws z ∈=  (2) 

[ ], ( )i i i

i
i j E L z j

t TC j
∀ ∈ =∧

≤ ∀∑  
(3) 

( ),i k i k Pz z≤ ∀ ∈  (4) 

The objective function (1) consists in minimizing the number of workstations, 
which is calculated in (2); constraints (3) ensures that the total task processing time 
assigned to workstation j  does not exceed the cycle time; constraint set (4) imposes 

the technological precedence conditions. 



794 R. Pastor, L. Ferrer, and A. García 

SALBP-2-c 

Data: 
The model uses the same data of SALBP-1-c; furthermore we redefine: 
 

m Number of workstations ( )1, ...,j m= . 

C Upper bound on the cycle time. 
Ei Earliest possible workstation for task i , given a value of C. 
Li Latest possible workstation for task i , given a value of C. 

Variables: 
tc  Cycle time. 

Model SALBP-2-c: 

[ ]MIN Z tc=  (5) 

[ ], ( )i i i

i
i j E L z j

t tc j
∀ ∈ =∧

≤ ∀∑  
(6) 

Constraint (4) has to be added. 
The objective function (5) minimizes the cycle time and constraint set (6) ensures 

that the total task processing time assigned to workstation j  does not exceed the 

cycle time.  

2.2   The Impulse Variables Based Models 

Next, the impulse variables based model for SALBP-1 (SALBP-1-i) is presented and 
the changes for SALBP-2 (SALBP-2-i) are explained. 

SALBP-1-i 

Data: 
The data used in this model is the same as the previous one. 

Variables: 

{ }0,1ijx ∈  1, if and only if task i  is assigned to workstation j , value 0 otherwise 

( ); ,...,i ii j E L∀ = . 

{ }0,1jy ∈  1, if and only if any task is assigned to workstation j 

min max( = m , ..., )1 mj + . 

Model SALBP-1-i: 

[ ]
max

min 1

m

j
j m

MIN Z j y
= +

= ⋅∑  (7) 



 Evaluating Optimization Models to Solve SALBP 795 

1
i

i

ij

L

j E

x i
=

= ∀∑  (8) 

[ ]
min

,

1,...,
i i

i ij
i j E L

t x TC j m
∀ ∈

⋅ ≤ =∑  
(9) 

[ ]
min max

,

1, ...,
i i

i ij j

i j E L

t x TC y j m m
∀ ∈

⋅ ≤ ⋅ = +∑  
(10) 

( ),
i k

i k

L L

ij kj

j E j E

j x j x i k P
= =

⋅ ≤ ⋅ ∀ ∈∑ ∑  (11) 

The objective function (7) consists in minimizing the number of workstations; 
constraint set (8) implies that each task i  is assigned to one and only one workstation; 
constraints (9) and (10) are equivalent to (3) and they ensure the cycle time is not 
exceeded; constraint set (11) replaces (4) and imposes the precedence conditions. 

SALBP-2-i 

Data: 
The data used in this model is the same as the previous ones. 

Variables: 
The variables have been defined in the previous models. 

Model SALBP-2-i: 

[ ]MIN Z tc=  (5) 

[ ],i i

i ij
i j E L

t x tc j
∀ ∈

⋅ ≤ ∀∑  
(12) 

Constraints (8) and (11) have to be added. 
The objective function (5) minimizes the cycle time; constraint set (12) is 

equivalent to (6) and ensures that the total task processing time assigned to 
workstation j  does not exceed the cycle time.  

2.3   The Step Variables Based Models 

Next, the step variables based model for SALBP-1 (SALBP-1-s) is presented and the 
changes for SALBP-2 (SALBP-2-s) are explained. 

SALBP-1-s 

Data: 
The data used in this model is the same as the previous ones. 
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Variables: 
The variables used in the step variables based models are the same of the impulse 

variables based models but ijx  are redefined: 

{ }0,1
ij

x ∈  1, if and only if task i is assigned to workstation j or earlier, 0 otherwise 

( ); , ..., 1
i i

i j E L∀ = − . Note that 
,

1
i

i L
x = and it is not defined. 

{ }0,1jy ∈  1, if and only if any task is assigned to workstation j, 0 otherwise 

min max( = m , ..., )1 mj + . 

Model SALBP-1-s: 

[ ]
max

min 1

m

j
j m

MIN Z j y
= +

= ⋅∑  (7) 

, 1 ; , ..., 2ij i j i ix x i j E L+≤ ∀ = −  (13) 

( )
[ ]

( ), 1 , 1
1, 1

min

1 ;

1, ...,

i i i i

i ij i ij i j i i j
i j E i j E L i j L

t x t x x t x TC

j m

− −
∀ = ∀ ∈ + − ∀ =

⋅ + ⋅ − + ⋅ − ≤

=

∑ ∑ ∑
 (14) 

( )
[ ]

( ), 1 , 1
1, 1

min max

1

1,...,
i i i i

i ij i ij i j i i j j
i j E i j E L i j L

t x t x x t x TC y

j m m

− −
∀ = ∀ ∈ + − ∀ =

⋅ + ⋅ − + ⋅ − ≤ ⋅

= +

∑ ∑ ∑  
(15) 

( ) [ ] [ ], ; , 1 , 1kj ij i i k kx x i k P j E L E L≤ ∀ ∈ ∀ ∈ − ∩ −  (16) 

Constraint sets (13), (14) and (15) are equivalent to constraint sets (8), (9) and (10), 
respectively. Now, the technological precedence conditions –constraint set (4) or 
(11)– is modeled by (16). 

SALBP-2-s 

Data: 
The data used in this model is the same as the previous ones. 

Variables: 
The variables have been defined in the previous models. 

Model SALBP-2-s: 

[ ]MIN Z tc=  (5) 



 Evaluating Optimization Models to Solve SALBP 797 

( )
[ ]

( ), 1 , 1
1, 1

1
i i i i

i ij i ij i j i i j
i j E i j E L i j L

t x t x x t x tc j− −
∀ = ∀ ∈ + − ∀ =

⋅ + ⋅ − + ⋅ − ≤ ∀∑ ∑ ∑  (17) 

Constraints (13) and (16) have to be added. Constraint set (17) is equivalent to (6) 
and (12). 

2.4   The Mixed-Integer Variables Based Models 

Next, the mixed-integer variables based model for SALBP-1 (SALBP-1-m) is 
presented and the changes for SALBP-2 (SALBP-2-m) are explained. 

SALBP-1-m 

Data: 
The model uses the same data of the previous ones; furthermore we define: 

P* Set of pairs of tasks ( , )i k  such that there is an immediate or transitive 

precedence between them. 
T Upper-bound of the total time of the workstations. 

Variables: 
This formulation introduces continuous non-negative variables bi for the clock time at 
which task i is started and binary variables wik: 

{ }0,1ib ∈  Clock time at which task i is started (measured in the time elapsed since 

entering the first workstation). 
{ }0,1ikw ∈  1, if and only if task i  is performed before task k, value 0 otherwise 

[ ] [ ]( ); ( , ) *; , ,i i k ki k i k P E L E L< ∉ ∩ ≠ ∅ . 

ws Number of workstations used. 
zi Number of the workstation to which task i is assigned 

[ ]( ); ,i i ii z E L∀ ∈ . 

Model SALBP-1-m: 

[ ] =MIN Z ws  (1) 

≥ ∀iws z i  (18) 

( 1)i ib TC z i≥ − ∀  (19) 

i i ib t TC z i+ ≤ ∀  (20) 

[ ] [ ](1 ) , ( , ) *, , ,i k k i i i i k kw T b b t i k i k P E L E L− ⋅ + ≥ + < ∉ ∩ ≠ ∅  (21) 

[ ] [ ], ( , ) *, , ,i k i k k i i k kw T b b t i k i k P E L E L⋅ + ≥ + < ∉ ∩ ≠ ∅  (22) 
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( , ) ,i i k i kb t b i k P L E+ ≤ ∈ ≥  (23) 

i iE z i≤ ∀  (24) 

i iz L i≤ ∀  (25) 

The objective function (1) consists in minimizing the number of workstations 
calculated by constraint set (18); constraint sets (19) and (20) ensure that each task i is 
fully performed within one workstation; the disjuntive constraints (21) and (22) 
guarantee that for each pair of tasks, which are not related by precedence and may 
interfere which each other, either task i is completely processed before task k , or vice 
versa; constraint set (23) ensure the fullfilment of the precedence constraints; the 
assignment task is restricted to the possible workstation interval by (24) and (25). 

SALBP-2-m 
The adaptation of mixed-integer variables based model for SALBP-F to SALBP-2 
produces a non-linear model since the variable cycle time tc replaces data TC in 
constraints (19) and (20). This non-linear formulation of SALBP-2-m is linearised as 
follows.  

Variables: 

pi not negative real variable that indicates the total time of the workstations 
until the workstation in which task i is assigned (this one also included) 

{ }0,1ijr ∈  1, if and only if task i  is assigned to workstation j , value 0 otherwise 

( ); ,...,i ii j E L∀ = . 

Model SALBP-2-m: 

[ ]MIN Z tc=  (5) 

i ib tc p i+ ≥ ∀  (26) 

i i ib t p i+ ≤ ∀  (27) 

i

i

L

i ij
j E

z j r i
=

= ⋅ ∀∑  (28) 

1
i

i

L

ij
j E

r i
=

= ∀∑  (29) 

(1 ) , ,...,i ij i ip j tc r T i j E L− ⋅ ≤ − ⋅ ∀ =  (30) 

(1 ) , ,...,i ij i ij tc p r T i j E L⋅ − ≤ − ⋅ ∀ =  (31) 
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The real variables pi replaces the product 
i

tc z⋅  in (19) and (20) obtaining (26) and 

(27); the variables zi are expressed as shown in (28); constraint sets (29), (30) and (31) 
are added. 

Constraint sets (21)-(23) need to be added too. 

3   Computational Experiment  

A computational experiment is carried out to compare the efficiency of the models. 
The basic data used for the experiment are all the well-known instances available in 

the assembly line balancing research homepage (www.assembly-line-balancing.de). A 
total of 269 instances for SALBP-1 and 302 for SALBP-2 were used.  

The CP models were solved using ILOG Solver 6.0 and the MILP models were 
solved by CPLEX 9.0, with a PC Pentium IV at 3.4 GHz and with 512 Mb of RAM. 
A maximum computing time of 2,000 seconds was set. 

The analysis of the results of the computational experiment starts with a initial 
comparison of the performance of the models in terms of the type of the solutions 
obtained: whether the model finds a solution or not and whether this solution is 
optimal or feasible. This initial analysis identifies the best models to be analyzed in 
detail. Next, the computing time used by these models is studied, focusing on the 
instances in which the optimal solution is found. Next, the solutions obtained in the 
instances in which the optimality is not guaranteed are presented. Finally, considering 
all these aspects, a detailed analysis of the performance of the different models is 
carried out. 

3.1   Results of the Type the Solutions 

Table 1 and table 2 show the results of the computational experiment for SALBP-1 
and SALBP-2, respectively, focusing on the type of the solutions obtained. For each 
model, the following information is summarized:  

- the number of instances with a proved optimal solution ( )Opt prov− : an 

optimal solution is found and the solving software guarantees it. 
- the number of instances in which an unproved optimal solution 

( )Opt prov− : an optimal solution is found but the solving software does not 

guarantee its optimality. The optimal solution of the instances is available in 
the assembly line balancing research homepage. 

- the number of instances with a feasible but not optimal solution ( )Fea opt− .  

- the number of instances in which the solving software does not find any 

solution ( )Sol . 

The results show that the performance of the mixed-integer based model is worse 
than the performance of the constraint programming model, the impulse variables and 
the step variables based models. For SALBP-1, SALBP-1-m obtains 51 proved  
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Table 1. Results of the computational experiment for SALBP-1 

SALBP-1 SALBP-2 
 

c i s m c i s m 
Opt prov−  98 136 123 51 55 84 122 0 

Opt prov−  12 17 5 24 0 16 12 4 

Fea opt−  2 19 14 14 199 174 168 64 

Sol  157 97 127 180 48 28 0 234 

optimal solutions; nearly half of the optimal solutions reached by SALBP-1-c, SALBP-
1-i or SALBP-1-s (98, 136 and 123, respectively). For SALBP-2, SALBP-2-m does not 
obtain any proved optimal solution. Moreover, the mixed-integer variables based 
models do not reach a feasible solution in more instances than the other models, both 
for SALBP-1 and for SALBP-2.  

Due to clear inferiority of the mixed-integer variables based model, we focus the 
detailed comparison of the results only in the constraint programming, the impulse 
variables and the step variables based models. We analyze the percentage of proved 
optimal solutions depending on the the number of tasks (NT) and the order strength 
(OS = number of all precedence relations / (NT * (NT - 1))) of the instances. We 
classify: i) Low-OS ( )22.49 25.80OS≤ ≤ , Middle-OS ( )40.38 60.0OS≤ ≤  and High-

OS ( )70.95 83.82OS≤ ≤ ; ii) Low-NT ( )7 45NT≤ ≤ , Middle-NT ( )53 111NT≤ ≤  and 

High-NT ( )148 297NT≤ ≤ . Table 2 shows the percentage of proved optimal solutions 

obtained with the constraint programming (c), impulse variables (i) and step variables 
(s) based models. 

Table 2. Percentage of proved optimal solutions depending on OS and NT  

 SALBP-1 SALBP-2 
 c i s c i s 

Low-OS 10.77 29.23 12.31 6.061 21.21 25.76 
Middle-OS 40.79 55.92 53.95 18.68 28.02 36.81 
High-OS 55.77 61.54 63.46 31.48 35.19 70.37 
Low-NT 100.00 98.72 98.72 77.50 97.50 100.00 

Middle-NT 14.62 43.85 33.85 10.71 19.90 36.73 
High-NT 1.64 3.28 3.28 4.55 9.09 15.15 

3.2   Results of the Computing Time 

We compare the computing time used by the constraint programming, the impulse 
variables and the step variables based models when all of them obtain a proved 
optimal solution (95 instances in SALBP-1 and 48 instances in SALBP-2). Table 3 
shows, for each model: the number of instances with the minimum calculation time 
(in seconds) to obtain a proved optimal solution (Best time); the total of time used by 
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these instances (Total time); and the number of instances in which the time used by 
the model is less than 75% of the time used by each of the other two models 
(time(a/b)<0.75). 

Table 3. Results when the 3 models find an optimal solution 

 SALBP-1 SALBP-2 
 c i s c i s 

Best-time 26 47 22 27 15 7 
Total time 2084.4 3302.4 2824.7 2491.3 6608.2 508.9 

time(a/b)<0.75 9 1 2 8 0 5 

3.3   Results of the Solutions with no Optimality Guaranteed 

Next, we summarize the results obtained when the constraint programming, the 
impulse variables and the step variables based models find a feasible solution but 
none of them guarantees optimality. This situation occurs in 1 instance for SALBP-1, 
and in 119 instances for SALBP-2: in 10 of them SALBP-2-c obtains the best solution, 
SALBP-2-i in 9 instances and SALBP-2-s in 82. When SALBP-2-s obtains a better 
solution, the average solution is 95.5% and 71.1% of the average obtained by SALBP-
2-i and SALBP-2-c, respectively. 

3.4   Analysis of the Performance of Models 

In this section, a detailed analysis of the performance of the models is carried out. 
First, we study the results for SALBP-1 and then a similar study is presented for 
SALBP-2. Each study starts with a brief final conclusion to facilitate the 
comprehension of the analysis of the results. These conclusions are justified through a 
detailed analysis that compares the type of solutions obtained, the computing time 
used and the results of the solutions in which their optimality is not guaranteed. Due 
to clear inferiority of the performance of the mixed-integer variables based model 
(Section 3.1), these analyses focus on the constraint programming, the impulse 
variables and the step variables based models. 

For SALBP-1: 
In sum, in terms of number of optimal and feasible solutions the results of SALBP-1-i 
are better than results of SALBP-1-c and SALBP-1-s. However, concerning the time 
used, SALBP-1-c is the quickest model.  

In terms of the type of solutions obtained (Table 1), the number of proved and 
unproved optimal solutions obtained by SALBP-1-i is higher than those obtained by 
SALBP-1-c and those obtained by SALBP-1-s (136 and 17, 98 and 12, 123 and 5, 
respectively). Moreover, SALBP-1-i does not obtain a feasible solution in less 
instances than SALBP-1-c and SALBP-1-s (97, 157 and 127, respectively) The results 
of SALBP-1-c are worse than the results of the other models, in particular, for 
instances with middle and high levels of NT; the performance of SALBP-1-i is 
especially the best for instances with low OS (Table 2).  
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In terms of the computing time (Table 3), when the three models guarantee the 
optimal solution, SALBP-1-i need less time in more instances than SALBP-1-c  and 
SALBP-1-s (47, 26 and 22, respectively). Nevertheless, for solving all 95 instances the 
time needed by SALBP-1-c is considerably less than the time required by SALBP-1-i 
and by SALBP-1-s (2084.4 s, 3302.64 s and 2824.7 s, respectively). Moreover, among 
the 26 instances where SALBP-2-c is quicker, there the 9 instances in which the time 
used is less than 75% of the time needed by each of the other two models, whereas 
this difference only occurs in 1 instance for SALBP-1-i and 2 for SALBP-1-c. 

For SALBP-2: 
In sum, the results of SALBP-2-s are much better than the results of SALBP-2-c and 
SALBP-2-i, in terms of optimal and feasible solutions obtained and total computing 
time. SALBP-2-c is only superior to SALBP-2-s in the number of instances that use the 
minimum time. 

In terms of the type of solutions obtained (Table 1), the SALBP-2-s model obtains 
more proved solutions than SALBP-2-c and SALBP-2-i: (122, 55 and 84, 
respectively). The total number of optimal solutions (proved and unproved) is also 
superior for SALBP-2-s than for SALBP-2-c and SALBP-2-i (134, 55 and 100, 
respectively). In addition, SALBP-2-s always obtains a feasible solution whereas 
SALBP-2-c does not obtain a feasible solution in 48 instances and SALBP-2-i in 28. 
The influence of NT is similar in the 3 models, SALBP-1-c is remarkably the best 
model for instances of low OS (Table 2).  

In terms of the computing time (Table 3), when the three models guarantee an 
optimal solution, SALBP-2-c uses less time in more instances than SALBP-2-i  and 
SALBP-2-s (27, 15 and 7, respectively). Moreover, the time used by SALBP-2-c is in 
8 instances less than 75% of the time used by the other models (SALBP-2-i does not 
have this difference in any instance and SALBP-2-s only in 5). However, for solving 
all the instances in which the three models guarantee an optimal solution, the total 
time used for SALBP-2-s is much less than the time used by SALBP-2-c and SALBP-
2-i (508.9 s, 2492.4 s and 6608.2 s, respectively).  

Finally, when none of the models guarantees the optimal solution, SALBP-2-s 
obtains a better solution in considerably more instances than the others. 

4   Conclusions 

The SALB Problem has been extensively examined in the literature and different and 
equivalent CP models and IP models have been developed in order to solve it. 
However, their efficiency has not been compared and the best one is not known. The 
best way to model and to solve the hard combinatorial problems has a high relevance. 
The use of constraint programming or mathematical programming techniques to solve 
these problems is becoming more realistic thanks to recent improvements both in 
software and hardware power. 

This paper focus on comparing one CP formulation –constraint programming 
model- and three IP formulations that were highlighted by Scholl [1] -the impulse 
variables, the step variables and the mixed-integer variables based model-. A wide 
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computational experiment is carried out to compare the efficiency of these models, 
both for SALBP-1 and SALBP-2.  

The analysis of the results shows the bad performance of the mixed-integer 
variables models. For SALBP-1, the impulse variables based model obtains the best 
solutions although constraint programming model is the quickest. The step variables 
based model obtains the best results for SALBP-2.  
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Abstract. The problem of aggregating multiple numerical criteria to
form overall objective functions is of considerable importance in many
disciplines. The ordered weighted averaging (OWA) aggregation, intro-
duced by Yager, uses the weights assigned to the ordered values rather
than to the specific criteria. This allows one to model various aggregation
preferences, preserving simultaneously the impartiality (neutrality) with
respect to the individual criteria. However, importance weighted averag-
ing is a central task in multicriteria decision problems of many kinds. It
can be achieved with the Weighted OWA (WOWA) aggregation though
the importance weights make the WOWA concept much more compli-
cated than the original OWA. We show that the WOWA aggregation
with monotonic preferential weights can be reformulated in a way al-
lowing to introduce linear programming optimization models, similar to
the optimization models we developed earlier for the OWA aggregation.
Computational efficiency of the proposed models is demonstrated.

1 Introduction

Consider a decision problem defined as an optimization problem with m objec-
tive functions fi(x). They can be either maximized or minimized. When all the
objective functions are maximized the problem can be written as follows:

max { (f1(x), f2(x), . . . , fm(x)) : x ∈ F } (1)

where x denotes a vector of decision variables to be selected within the feasible set
F ⊂ Rq, of constraints under consideration and f(x) = (f1(x), f2(x), . . . , fm(x))
is a vector function that maps the feasible set F into the criterion space Rm.
Model (1) only specifies that we are interested in maximization of all objective
functions fi for i = 1, 2, . . . , m. In order to make the multiple criteria model
operational for the decision support process, one needs to assume some solution
concept well adjusted to the decision maker’s preferences. The solution concepts
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are defined by aggregation functions a : Rm → R. Thus the multiple criteria
problem (1) is replaced with the (scalar) maximization problem

max {a(f(x)) : x ∈ F} (2)

The most commonly used aggregation is based on the weighted mean where
positive importance weights pi (i = 1, . . . , m) are allocated to several criteria

Ap(y) =
m∑

i=1

yipi (3)

The weights are typically normalized to the total 1 (
∑m

i=1 pi = 1). Due to
positive weights, every optimal solution to the weighted mean aggregation (i.e.
problem (2) with the aggregation function (3)) is an efficient solution of the orig-
inal multiple criteria problem. However, the weighted mean allowing to define
the importance of criteria does not allow to model the decision maker’s prefer-
ences regarding distribution of outcomes. The latter is crucial when aggregating
(normalized) uniform achievement criteria like those used in the fuzzy optimiza-
tion methodologies [19] as well as in the goal programming and the reference
point approaches to the multiple criteria decision support [8]. In the stochastic
problems uniform objectives may represent various possible values of the same
(uncertain) outcome under several scenarios [9].

The preference weights can be effectively introduced with the so-called Or-
dered Weighted Averaging (OWA) aggregation developed by Yager [15]. In the
OWA aggregation the weights are assigned to the ordered values (i.e. to the
smallest value, the second smallest and so on) rather than to the specific crite-
ria. Since its introduction, the OWA aggregation has been successfully applied
to many fields of decision making [19,20,2]. When applying the OWA aggre-
gation to multicriteria optimization problem (1) the weighting of the ordered
outcome values causes that the OWA optimization problem is nonlinear even
for linear programming (LP) formulation of the original constraints and crite-
ria. Yager [16] has shown that the nature of the nonlinearity introduced by the
ordering operations allows one to convert the OWA optimization into a mixed
integer programming problem. We have shown [11] that the OWA optimization
with monotonic weights can be formed as a standard linear program of higher
dimension.

The OWA operator allows to model various aggregation functions from the
maximum through the arithmetic mean to the minimum. Thus, it enables mod-
eling of various preferences from the optimistic to the pessimistic one. On the
other hand, the OWA does not allow to allocate any importance weights to spe-
cific criteria. Actually, the weighted mean (3) cannot be expressed in terms of
the OWA aggregations.

Importance weighted averaging is a central task in multicriteria decision prob-
lems of many kinds, such as selection, classification, object recognition, and in-
formation retrieval. Therefore, several attempts have been made to incorporate
importance weighting into the OWA operator [18,5]. Finally, Torra [12] has intro-
duced the Weighted OWA (WOWA) aggregation as a particular case of Choquet
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integral using a distorted probability as the measure. The WOWA averaging is
defined by two weighting vectors: the preferential weights w and the impor-
tance weights p. It covers both the weighted means (defined with p) and the
OWA averages (defined with w) as special cases. Actually, the WOWA average
is reduced to the weighted mean in the case of equal all the preference weights
and it becomes the standard OWA average in the case of equal all the impor-
tance weights. Since its introduction, the WOWA operator has been successfully
applied to many fields of decision making [14] including metadata aggregation
problems [1,7].

In this paper we analyze solution procedures for optimization problems with
the WOWA objective functions. We show that the LP formulation of the OWA
optimization with monotonic preferential weights [11] can easily be extended to
cover optimization of the WOWA objective with arbitrary importance weights.
A special attention will be paid to multiple criteria problems (1) with linear
objective functions fi(x) = cix and polyhedral feasible sets:

y = f(x) = Cx and F = {x ∈ Rq : Ax = b, x >= 0} (4)

where C is an m × q matrix (consisting of rows ci), A is a given r × q matrix
and b = (b1, . . . , br)T is a given RHS vector. For such problems more efficient
computational models may be introduced by taking advantages of the LP duality.

The paper is organized as follows. In the next section we introduce formally
the WOWA operator and derive some alternative computational formula based
on the Lorenz curves. We also analyze the orness/andness properties of the
WOWA operator with monotonic preferential weights. In Section 3 we introduce
the LP formulations for minimization of the WOWA aggregation with decreasing
preferential weights and maximization of the WOWA aggregation with increasing
weights. Finally, in Section 4 we demonstrate computational efficiency of the
introduced models.

2 The Importance Weighted OWA Aggregation

2.1 The WOWA Operator

Let w = (w1, . . . , wm) be a weighting vector of dimension m such that wi ≥ 0
for i = 1, . . . , m and

∑m
i=1 wi = 1. The corresponding OWA aggregation

of outcomes y = (y1, . . . , ym) can be mathematically formalized as follows
[15]. First, we introduce the ordering map Θ : Rm → Rm such that Θ(y) =
(θ1(y), θ2(y), . . . , θm(y)), where θ1(y) ≥ θ2(y) ≥ · · · ≥ θm(y) and there exists
a permutation τ of set I such that θi(y) = yτ(i) for i = 1, . . . , m. Further, we
apply the weighted sum aggregation to ordered achievement vectors Θ(y), i.e.
the OWA aggregation has the following form:

Aw(y) =
m∑

i=1

wiθi(y) (5)
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The OWA aggregation (5) allows to model various aggregation functions from the
maximum (w1 = 1, wi = 0 for i = 2, . . . , m) through the arithmetic mean (wi =
1/m for i = 1, . . . , m) to the minimum (wm = 1, wi = 0 for i = 1, . . . , m − 1).

Let w = (w1, . . . , wm) and p = (p1, . . . , pm) be weighting vectors of dimension
m such that wi ≥ 0 and pi ≥ 0 for i = 1, . . . , m as well as

∑m
i=1 wi = 1

and
∑m

i=1 pi = 1. The corresponding Weighted OWA aggregation of outcomes
y = (y1, . . . , ym) is defined as follows [12]:

Aw,p(y) =
m∑

i=1

ωiθi(y) (6)

where the weights ωi are defined as

ωi = w∗(
∑

k≤i

pτ(k)) − w∗(
∑

k<i

pτ(k)) (7)

with w∗ a monotone increasing function that interpolates points ( i
m ,

∑
k≤i wk)

together with the point (0.0) and τ representing the ordering permutation for
y (i.e. yτ(i) = θi(y)). Moreover, function w∗ is required to be a straight line
when the point can be interpolated in this way. Due to this requirement, the
WOWA aggregation covers the standard weighted mean (3) with weights pi as
a special case of equal preference weights (wi = 1/m for i = 1, . . . , m). Actually,
the WOWA operator is a particular case of Choquet integral using a distorted
probability as the measure [4].

Note that function w∗ can be expressed as w∗(α) =
∫ α

0 g(ξ) dξ where g is a
generation function. Let us introduce breakpoints βi =

∑
k≤i pτ(k) and β0 = 0.

This allows one to express weights ωi as

ωi =
∫ βi

0
g(ξ) dξ −

∫ βi−1

0
g(ξ) dξ =

∫ βi

βi−1

g(ξ) dξ

and the entire WOWA aggregation as

Aw,p(y) =
m∑

i=1

θi(y)
∫ βi

βi−1

g(ξ) dξ =
∫ 1

0
g(ξ)F (−1)

y (ξ) dξ (8)

where F
(−1)
y is the stepwise function F

(−1)
y (ξ) = θi(y) for βi−1 < ξ ≤ βi. It

can also be mathematically formalized as follows. First, we introduce the left-
continuous right tail cumulative distribution function (cdf):

Fy(d) =
∑

i∈I

piδi(d) where δi(d) =
{

1 if yi ≥ d
0 otherwise (9)

which for any real (outcome) value d provides the measure of outcomes greater or
equal to d. Next, we introduce the quantile function F

(−1)
y as the right-continuous

inverse of the cumulative distribution function Fy:

F (−1)
y (ξ) = sup {η : Fy(η) ≥ ξ} for 0 < ξ ≤ 1.
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Formula (8) provides the most general expression of the WOWA aggregation
allowing for expansion to continuous case. The original definition of WOWA al-
lows one to build various interpolation functions w∗ [13] thus to use different
generation functions g in formula (8). Let us focus our analysis on the the piece-
wise linear interpolation function w∗. It is the simplest form of the interpolation
function. Note, however, that the piecewise linear functions may be built with
various number of breakpoints, not necessarily m. Thus, any nonlinear function
can be well approximated by a piecewise linear function with appropriate num-
ber of breakpoints. Therefore, we will consider weights vectors w of dimension
n not necessarily equal to m. Any such piecewise linear interpolation function
w∗ can be expressed with the stepwise generation function

g(ξ) = nwk for (k − 1)/n < ξ ≤ k/n, k = 1, . . . , n (10)

This leads us to the following specification of formula (8):

Aw,p(y) =
∫ 1

0
g(ξ)F (−1)

y (ξ) dξ =
n∑

k=1

nwk

∫ k/n

(k−1)/n

F (−1)
y (ξ) dξ (11)

We will treat formula (11) as a formal definition of the WOWA aggregation of
m-dimensional outcomes y defined by m-dimensional importance weights p and
n-dimensional preferential weights w. When in (8) using the integrals from the
left end rather than those on intervals one gets

Aw,p(y) =
n∑

k=1

nwk(L(y,p,
k

n
) − L(y,p,

k − 1
n

)) (12)

where L(y,p, β) is defined by left-tail integrating F
(−1)
y , i.e.

L(y,p, 0) = 0 and L(y,p, β) =
∫ β

0
F (−1)

y (α)dα for 0 < β ≤ 1 (13)

In particular, L(y,p, 1) =
∫ 1
0 F

(−1)
y (α)dα = Ap(y). Graphs of functions L(y,p,

β) (with respect to β) take the form of concave curves, the so-called (upper)
absolute Lorenz curves.

Alternatively, one may refer in formula (11) to the integrals from the right
end instead of intervals getting

Aw,p(y) =
n∑

k=1

nwk(L(y,p, 1 − k − 1
n

) − L(y,p, 1 − k

n
)) (14)

where L(y,p, β) is defined by right tail integrating F
(−1)
y , i.e.

L(y,p, 0) = 0 and L(y,p, β) =
∫ 1−β

0
F (−1)

y (1 − α)dα for 0 < β ≤ 1 (15)
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One may easily notice that for any 0 ≤ β ≤ 1

L(y,p, β) + L(y,p, 1 − β) =
∫ 1

0
F (−1)

y (α)dα = Ap(y)

Hence, L(y,p, 1) = Ap(y). Graphs of functions L(y,p, β) (with respect to β)
take the form of convex curves, the (lower) absolute Lorenz curves.

2.2 The Orness Measures

The OWA aggregation may model various preferences from the optimistic (max)
to the pessimistic (min). Yager [15] introduced a well appealing concept of the
orness measure to characterize the OWA operators. The degree of orness asso-
ciated with the OWA operator Aw(y) is defined as

orness(w) =
m∑

i=1

m − i

m − 1
wi (16)

For the max aggregation representing the fuzzy ‘or’ operator with weights w =
(1, 0, . . . , 0) one gets orness(w) = 1 while for the min aggregation representing
the fuzzy ‘and’ operator with weights w = (0, . . . , 0, 1) one has orness(w) = 0.
For the average (arithmetic mean) one gets orness((1/m, 1/m, . . . , 1/m)) = 1/2.
Actually, one may consider a complementary measure of andness defined as
andness(w) = 1−orness(w). OWA aggregations with orness greater or equal 1/2
are considered or-like whereas the aggregations with orness smaller or equal 1/2
are treated as and-like. The former correspond to rather optimistic preferences
while the latter represents rather pessimistic preferences.

The OWA aggregations with monotonic weights are either or-like or and-
like. Exactly, decreasing weights w1 ≥ w2 ≥ . . . ≥ wm define an or-like OWA
operator, while increasing weights w1 ≤ w2 ≤ . . . ≤ wm define an and-like
OWA operator. Actually, the orness and the andness properties of the OWA
operators with monotonic weights are total in the sense that they remain valid
for any subaggregations defined by subsequences of their weights. Namely, for
any 2 ≤ k ≤ m one gets

k∑

j=1

k − j

k − 1
wij ≥ 1

2
and

k∑

j=1

k − j

k − 1
wij ≤ 1

2

for the OWA operators with decreasing or increasing weights, respectively. More-
over, the weights monotonicity is necessary to achieve the above total orness
and andness properties. Therefore, we will refer to the OWA aggregation with
decreasing weights as the totally or-like OWA operator, and to the OWA aggre-
gation with increasing weights as the totally and-like OWA operator.

Yager [17] proposed to define the OWA weighting vectors via the regular
increasing monotone (RIM) quantifiers, which provide a dimension independent
description of the aggregation. A fuzzy subset Q of the real line is called a RIM
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quantifier if Q is (weakly) increasing with Q(0) = 0 and Q(1) = 1. The OWA
weights can be defined with a RIM quantifier Q as wi = Q(i/m)−Q((i−1)/m).
and the orness measure can be extended to a RIM quantifier (according to
m → ∞) as follows [17]

orness(Q) =
∫ 1

0
Q(α) dα (17)

Thus, the orness of a RIM quantifier is equal to the area under it. The measure
takes the values between 0 (achieved for Q(1) = 1 and Q(α) = 0 for all other
α) and 1 (achieved for Q(0) = 1 and Q(α) = 0 for all other α). In particular,
orness(Q) = 1/2 for Q(α) = α which is generated by equal weights wk = 1/n.
Formula (17) allows one to define the orness of the WOWA aggregation (6)
which can be viewed with the RIM quantifier Q(α) = w∗(α) [6]. Let us consider
piecewise linear function Q = w∗ defined by weights vectors w of dimension n
according to the stepwise generation function (10). One may easily notice that
decreasing weights w1 ≥ w2 ≥ . . . ≥ wn generate a strictly increasing concave
curve Q(α) ≥ α thus guaranteeing the or-likeness of the WOWA operator. Sim-
ilarly, increasing weights w1 ≤ w2 ≤ . . . ≤ wn generate a strictly increasing
convex curve Q(α) ≤ α thus guaranteeing the and-likeness of the WOWA oper-
ator. Actually, the monotonic weights generate the totally or-like and and-like
operators, respectively, in the sense that
∫ 1

0

Q(a + α(b − a)) − Q(a)
Q(b) − Q(a)

dα ≥ 1
2

and
∫ 1

0

Q(a + α(b − a)) − Q(a)
Q(b) − Q(a)

dα ≤ 1
2

for the WOWA operators with decreasing or increasing weights, respectively.

3 LP Models for WOWA Optimization

3.1 Minimization of the Totally Or-Like WOWA Aggregation

Consider minimization of a totally or-like WOWA aggregation defined by de-
creasing weights w1 ≥ w2 ≥ . . . ≥ wn

min{Aw,p(y) : y = f(x), x ∈ F} (18)

Note that following (12) the WOWA objective function may be expressed as

Aw,p(y) =
n∑

k=1

nwk(L(y,p,
k

n
) − L(y,p,

k − 1
n

)) =
n∑

k=1

w′kL(y,p,
k

n
) (19)

where w′n = nwn, w′k = n(wk −wk+1) while values of function L(y,p, α) for any
0 ≤ α ≤ 1 can be found by optimization:

L(y,p, α) = max
ui

{
m∑

i=1

yiui :
m∑

i=1

ui = α, 0 ≤ ui ≤ pi ∀ i } (20)
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The above problem is an LP for a given outcome vector y while it becomes non-
linear for y being a vector of variables. This difficulty can be overcome by taking
advantage of the LP dual to (20). Introducing dual variable t corresponding to
the equation

∑m
i=1 ui = α and variables di corresponding to upper bounds on

ui one gets the following LP dual of problem (20):

L(y,p, α) = min
t,di

{αt +
m∑

i=1

pidi : t + di ≥ yi, di ≥ 0 ∀ i} (21)

Minimization of WOWA with decreasing weights results in positive values of
w′k and leads to the problem

min
tk,dik

{
n∑

k=1

w′k[
k

n
tk +

m∑

i=1

pidik] : tk + dik ≥ yi, dik ≥ 0 ∀ i, k}

While taking into account the criteria and constraints of the MOLP problem (4)
we get the following LP formulation of the WOWA optimization problem (18):

min
n∑

k=1

k

n
w′ktk +

n∑

k=1

m∑

i=1

w′kpidik (22)

s.t. Ax = b (23)
y − Cx = 0 (24)
dik ≥ yi − tk for i = 1, . . . , m; k = 1, . . . , n (25)
dik ≥ 0 for i = 1, . . . , m; k = 1, . . . , n; xj ≥ 0 ∀ j (26)

This LP problem contains mn+m+n+ q variables and mn+m+ r constraints.
Thus, for not too large values of m and n it can be solved directly. Actually, the
LP model is quite similar to that introduced in [11] for the OWA optimization
(c.f., model (30)–(34)).

The number of constraints in problem (22)–(26) is similar to the number of
variables. However, the crucial number of variables (mn variables dik) is associ-
ated with singleton columns. Therefore, it may be better to deal with the dual of
(22)–(26) where the corresponding rows become simple upper bounds, thus re-
ducing dramatically the LP problem size. While introducing the dual variables:
u = (u1, . . . , ur), v = (v1, . . . , vm) and z = (zik)i=1,...,m; k=1,...,n corresponding
to the constraints (23), (24) and (25), respectively, we get the following dual:

max ub
s.t. uA − vC <= 0

vi −
n∑

k=1

zik = 0 for i = 1, . . . , m

m∑

i=1

zik =
k

n
w′k for k = 1, . . . , n

0 ≤ zik ≤ piw
′
k for i = 1, . . . , m; k = 1, . . . , n

(27)



812 W. Ogryczak and T. Śliwiński

The dual problem (27) is consisted of only m + n + q structural constraints
on mn + r + m variables. Since the average complexity of the simplex method
depends on the number of constraints, the dual model (27) can be directly solved
for quite large values of m and n. Moreover, the columns corresponding to mn
variables zik form the network (node-link incidence) matrix thus allowing one to
employ special techniques of the network embedded simplex algorithm [3].

3.2 Maximization of the Totally And-Like WOWA Aggregation

Consider now maximization of a totally and-like WOWA aggregation defined by
increasing weights w1 ≤ w2 ≤ . . . ≤ wn

max{Aw,p(y) : y = f(x), x ∈ F} (28)

By consideration of −y instead of y the problem may be reduced to the mini-
mization of a totally or-like WOWA aggregation defined by decreasing weights.
Alternatively, taking advantages of formula (14) the WOWA objective function
may be expressed as

Aw,p(y) =
n∑

k=1

nwk(L(y,p, 1− k − 1
n

)−L(y,p, 1− k

n
)) =

n∑

k=1

w′′kL(y,p,
k

n
) (29)

with weights w′′k = −w′n−k = n(wn−k+1 − wn−k) for k = 1, . . . , n − 1 and
w′′n = nw1 while values of function L(y,p, ξ) for any 0 ≤ ξ ≤ 1 are given by
optimization:

L(y,p, ξ) = min
ui

{
m∑

i=1

yiui :
m∑

i=1

uj = ξ, 0 ≤ ui ≤ pi ∀ i } (30)

Introducing dual variable t corresponding to the equation
∑m

i=1 ui = ξ and
variables di corresponding to upper bounds on ui one gets the following LP dual
expression of L(y,p, ξ)

L(y,p, ξ) = max
t,di

{ξt −
m∑

i=1

pidi : t − di ≤ yi, di ≥ 0 ∀ i} (31)

Note that maximization of the WOWA with increasing weights wk results in
problem

max{
n∑

k=1

w′′kL(y,p,
k

n
) : y = f(x), x ∈ F}

with positive weights w′′k . Therefore, maximization of the WOWA aggregation
(28) can be expressed as follows

max
tk,dik,yi,xj

n∑

k=1

w′′k [
k

n
tk −

m∑

i=1

pidik]

s.t. tk − dik ≤ yi, dik ≥ 0 for i = 1, . . . , m; k = 1, . . . , n
y ≤ f(x), x ∈ F
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In the case of MOLP model (4) this leads us to the following LP formulation of
the WOWA maximization problem (28):

max
n∑

k=1

k

n
w′′k tk −

n∑

k=1

m∑

i=1

w′′kpidik (32)

s.t. Ax = b (33)
y − Cx = 0 (34)
dik ≥ tk − yi for i = 1, . . . , m; k = 1, . . . , n (35)
dik ≥ 0 for i = 1, . . . , m; k = 1, . . . , n; xj ≥ 0 ∀ j (36)

The problem has the identical structure as that of (22)–(26) differing only with
some negative signs in the objective function (32) and the deviation variable def-
inition (35). While in (22)–(26) variables dik represent the upperside deviations
from the corresponding targets tk, here they represent the downside deviations
for those targets. Note that WOWA model (32)–(36) differs from the analo-
gous deviational model for the OWA optimization [11] only due to coefficients
within the objective function (32) and the possibility of different values of m
and n. In other words, the OWA deviational model [11] can easily be expanded
to accommodate the importance weighting of WOWA.

Model (32)–(36) is an LP problem with mn+m+n+q variables and mn+m+r
constraints. Thus, for problems with not too large number of criteria (m) and
preferential weights (n) it can be solved directly. However, similar to the case of
minimization of the or-like WOWA, it may be better to deal with the dual of
(32)–(36) where mn rows corresponding to variables dik represent only simple
upper bounds. Indeed, while introducing the dual variables: u = (u1, . . . , ur),
v = (v1, . . . , vm) and z = (zik)i=1,...,m; k=1,...,n corresponding to the constraints
(33), (34) and (35), respectively, we get the following dual:

min ub
s.t. uA − vC >= 0

vi −
n∑

k=1

zik = 0 for i = 1, . . . , m

m∑

i=1

zik =
k

n
w′′k for k = 1, . . . , n

0 ≤ zik ≤ w′′kpi for i = 1, . . . , m; k = 1, . . . , n

(37)

The dual problem (37), similar to (27), contains mn+r+m variables and m+n+q
structural constraints. Therefore, it can be directly solved for quite large values
of m and n.

4 Computational Tests

In order to examine computational performances of the LP models for the
WOWA optimization we have solved randomly generated problems with varying
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number q of decision variables and number m of criteria. The core LP feasible set
has been defined by a single knapsack-type constraint. Thus, we have analyzed
the WOWA maximization problem

max {Aw,p(f(x)) :
q∑

j=1

xj = 1, xj ≥ 0 for j = 1, . . . , q} (38)

where fi(x) = cix =
∑q

j=1 cijxj . Such problems may be interpreted as resource
allocation decisions [10].

For our computational tests we have randomly generated problems (38).
Coefficients cij were generated as follows. First, for each j the upper bound
rj was generated as a random number uniformly distributed in the interval
[0.05, 0.15]. Next, individual coefficients cij were generated as uniformly dis-
tributed in the interval [−0.75rj, rj ]. In order to generate strictly increasing and
positive preference weights wk, we generated randomly the corresponding in-
crements δk = wk − wk−1. The latter were generated as uniformly distributed
random values in the range of 1.0 to 2.0, except from a few (5 on average)
possibly larger increments ranged from 1.0 to n/3. Importance weights pi were
generated according to the exponential smoothing scheme, pi = α(1 − α)i−1

for i = 1, 2, . . . , m and the parameter α is chosen for each test problem size
separately to keep the smallest weight pm around 0.001.

The optimization times were analyzed for various size parameters m and q.
The basic tests were performed for the standard WOWA model with n = m.
However, we also analyzed the case of larger n for more detailed preferences
modeling, as well as the case of smaller n thus representing a rough preferences
model. For each number of decision variables q and number of criteria m we
solved 10 randomly generated problems (38). All computations were performed
on a PC with the Pentium 4 2.4GHz processor employing the CPLEX 9.1 pack-
age. The 600 seconds time limit was used in all the computations.

Table 1. WOWA optimization times [s]: primal model (32)–(36)

Number of Number of variables (q)
criteria (m) 10 20 50 100 150 200 300 400

10 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1
20 0.1 0.1 0.0 0.1 0.1 0.1 0.1 0.1
50 1.5 2.4 3.1 4.0 4.0 4.1 3.9 4.0
100 54.6 73.2 89.4 110.7 139.1 185.7 253.7 –

In Tables 1 and 2 we show the solution times for the primal (32)–(36) and the
dual (37) forms of the computational model, being the averages of 10 randomly
generated problems. Upper index in front of the time value indicates the number
of tests among 10 that exceeded the time limit. The empty cell (minus sign) shows
that this has occurred for all 10 instances. Both model forms were solved by the
CPLEX code with the standard settings. As one can see, the dual form of the
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model performs much better in each tested problem size. It behaves very well
with increasing number of variables if the number of criteria does not exceed
100, and satisfactory if the number of criteria equals 150. Similarly, the model
performs very well with increasing number of criteria if only the number of
variables does not exceed 50.

Table 2. WOWA optimization times [s]: dual model (37)

Number of Number of variables (q)
criteria (m) 10 20 50 100 150 200 300 400

10 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
20 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.1
50 0.0 0.0 0.3 0.5 0.7 0.9 1.3 1.6
100 0.7 0.8 2.8 17.3 21.5 26.6 29.7 34.7
150 1.8 2.6 6.0 69.0 145.9 177.5 189.0 183.3
200 4.6 6.2 13.6 179.3 395.5 6573.3 8593.2 –
300 16.3 24.6 82.4 7473.3 – – – –
400 42.7 77.5 239.6 – – – – –

In order to examine how much importance weighting of the WOWA compli-
cates our optimization models we have rerun all the tests assuming equal im-
portance weights thus restricting the models to the standard OWA optimization
according to [11]. Tables 3 and 4 show the solution times for the primal (32)–
(36) and the dual (37) optimization models, respectively, with equal importance
weights while all the other parameters remain generated randomly.

Table 3. OWA optimization times [s]: primal model with equal importance weights

Number of Number of variables (q)
criteria (m) 10 20 50 100 150 200 300 400

10 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
20 0.0 0.0 0.0 0.0 0.0 0.0 0.1 0.1
50 1.3 1.7 2.3 2.4 2.6 2.7 2.8 2.9
100 51.2 73.4 86.6 105.9 94.4 116.6 143.6 155.5

One may notice that in the case of the primal model the WOWA optimization
times (Table 1) are 10–30% longer than the corresponding OWA optimization
times (Table 3). On the other hand, in the case of the dual model the WOWA
optimization times (Table 2) turn out to be similar to the corresponding OWA
times (Table 4), and frequently even shorter.

Table 5 presents solution times for different numbers of the preferential weights
for problems with 100 criteria and 50 variables. One may notice that the com-
putational efficiency can be improved by reducing the number of preferential
weights which can be reasonable in non-automated decision making support
systems. On the other hand, increasing the number of preferential weights and
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Table 4. OWA Optimization times [s]: dual model with equal importance weights

Number of Number of variables (q)
criteria (m) 10 20 50 100 150 200 300 400

10 0.0 0.0 0.1 0.0 0.0 0.0 0.0 0.0
20 0.0 0.0 0.0 0.1 0.0 0.0 0.0 0.1
50 0.1 0.2 0.3 0.7 1.0 1.5 1.6 2.3
100 0.7 0.9 5.0 18.0 29.6 25.7 32.5 42.1
150 2.2 2.8 12.6 82.3 130.5 143.9 163.2 194.8
200 4.8 7.8 22.4 172.2 323.6 2452.3 4505.5 9586.9
300 18.8 28.9 186.8 9549.5 – – – –
400 44.9 96.1 417.9 – – – – –

Table 5. WOWA optimization times [s]: varying number of preferential weights (m =
100, q = 50)

Number of preferential weights (n)
3 5 10 20 50 100 150 200 300 400

0.0 0.1 0.1 0.3 2.9 2.8 1.8 2.9 5.0 7.4

thus the number of breakpoints in the interpolation function does not induce
the massive increase in the computational complexity.

5 Concluding Remarks

The problem of aggregating multiple criteria to form overall objective functions
is of considerable importance in many disciplines. The WOWA aggregation [12]
represents a universal tool allowing to take into account both the preferential
weights allocated to ordered outcomes and the importance weights allocated to
several criteria. The ordering operator used to define the WOWA aggregation
is, in general, hard to implement. We have shown that the WOWA aggrega-
tions with the monotonic weights can be modeled by introducing auxiliary lin-
ear constraints. Exactly, the OWA LP-solvable models introduced in [11] can be
expanded to accommodate the importance weighting of the WOWA aggregation.

Our computational experiments have shown that the formulations enable to
solve effectively medium size problems. While taking advantages of the dual
model the WOWA problems with up to 100 criteria have been solved directly
by general purpose LP code within less than half a minute.
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Abstract. In real life, the capacity of any distributor’s warehouse is limited. 
Excess stock must be held in a rented warehouse whenever the capacity of the 
distributor’s own warehouse is insufficient. Furthermore, we also choose to store 
in the rented warehouse if it has better facilities and/or a lower cost. In this paper, 
we consider a single-producer–single-distributor inventory model with 
deteriorating items in a two-warehouse environment. The rented warehouse 
normally has better facilities for preservation as compared with one’s own 
warehouse. Besides, there is an incentive offered by a rented warehouse that 
allows the rental fee to decrease over time. The incentive mechanism can be 
proved to perform better than the one without incentive. The object of this study 
is to develop an optimal joint economic lot size (JELS) policy from the 
perspectives of the producer and the distributor. Moreover, a criterion to consider 
the length of time of rented warehouse usage is proposed. Simulated Annealing 
(SA) method has been developed to find the global optimum for a complex cost 
surface through stochastic search process. A computer program in C-language 
has been developed for this purpose and is implemented to derive the optimum 
decision for the decision maker. Numerical examples and sensitivity analyses are 
given to illustrate the results. 

Keywords: Inventory; Deteriorating items; Two-warehouse; JELS; Simulated 
annealing. 

1   Introduction 

A supply chain is a logistic network consisting of suppliers, distribution centers, and 
retailer outlets, as well as raw materials, the work-in-process inventory and the finished 
goods that flow in the facilities. Many researchers have gone into this field of study, 
and plenty of resources have been invested in improving the supply chain management 
(SCM) system. The different facilities develop their partnership through information 
sharing and strategic alliances, in order to achieve long-term benefits and global 
optimum of the system. Collaboration of enterprises, especially in terms of developing 
strategies, is vital in reducing the overall cost of the enterprise. This is because 
decisions made independently by individual players will not result in global optimum. 
Global optimum will only be realized if the perspectives of all players are considered. 
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The joint economic lot size (JELS) approach has been studied for years. It is well used 
in the multi-echelon SCM system. Goyal [4] first considered an integrated inventory 
model for the single-supplier single-customer problem. 

Research in the management of deteriorating items is important because in real life, 
deterioration of items on stock is considerable. In this study, deterioration is assumed to 
depend on the condition of the on-hand inventory within the whole supplier chain. In 
order to reduce loss due to deterioration of the products, the members of the supply 
chain frequently implement a joint decision on the optimal number of deliveries. Ghare 
and Schrader [3] were the first authors to consider on-going deterioration of inventory. 
Since then, several researchers [14,15] have studied deteriorating inventory. Later, 
Yang and Wee [17] developed an integrated economic ordering policy of deteriorating 
items for a vendor and multiple-buyers.  

In real life, most enterprises probably purchase more goods than can be stored in 
their own warehouse (abbreviated as OW). The excess quantities are usually stored in 
an additional storage space, known as the rented warehouse (abbreviated as RW). Quite 
a lot of researchers have shown interest in this field of study and many companies also 
face this critical issue in practice. Hartely [5] was the first author to consider the effect 
of a two-warehouse model in inventory research and developed an inventory model 
with a RW storage policy. Sarma [11] developed a two-warehouse model for 
deteriorating items with an infinite replenishment rate and shortages. Later, Sarma [12] 
developed a model for a single deteriorating item where both the demand rate and the 
deterioration rate are assumed to be constant over a fixed scheduling period. Then, 
Sarma and Sastry [13] developed a deterministic inventory model with an infinite 
production rate, permissible shortage and two levels of storage. Pakkala and Achary [7] 
developed a two-warehouse probabilistic order level inventory model for deteriorating 
items. Pakkala and Achary [8] further considered the two-warehouse model for 
deteriorating items with a finite replenishment rate and shortages. Pakkala and Achary 
[9] also developed a discrete-in-time model for deteriorating items with two 
warehouses. Ishii and Nose [6] investigated the optimal ordering policies for a 
perishable product with different types of customers’ priorities, different selling prices 
and the OW capacity constraint. Benkherouf [1] extended Sarma’s model and relaxed 
the assumptions of a fixed cycle length and a specified quantity to be stocked in OW. 
He found the optimal schedule that minimized the total cost per unit time in a cycle for 
an arbitrary demand rate function. Bhunia and Maity [2] analyzed a deterministic 
inventory model with linearly increasing demand, shortages and different levels of item 
deterioration in both warehouses. Zhou [18] developed a deterministic model with 
multiple warehouses possessing limited storage capacity. The demand rate is a function 
of time. The model allows a shortage in OW. Yang [16] developed a two-warehouse 
inventory model with constant deteriorating items, a constant demand rate and 
complete shortages. 

Unlike previous researches, our study considers the perspectives of both the 
producer and the distributor and develops an integrated deteriorating inventory model 
with decreasing warehouse rental to minimize the total cost of the system. Decreasing 
warehouse rental is common in practice; it motivates long-term partnership with RW. 
Since RW normally has better preserving facilities as compared with OW, we assume it 
has a lower deterioration rate. In order to reduce the inventory costs, the enterprises 
usually store goods in OW before RW, and clear the stocks in RW before OW. But after 
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long storage, if the rent cost is less in RW than in OW due to the incentive mechanism 
offered by RW, enterprises may switch to store goods in RW instead of OW, and clear 
the stocks in OW before RW.  

The integrated two-echelon inventory model for deteriorating items is assumed to 
have a constant demand rate and a limited distributor storage capacity. We assume that 
there is a fixed part of the warehouse reserved for deteriorating items, because the 
capacity of a warehouse is generally designed on a multi-item level. For deteriorating 
items, temperature-controlled facilities must be installed in a fixed area of the 
distribution warehouse to preserve them. The production rate is finite and shortages are 
not allowed. The system under different environments has been preferred to derive the 
minimum joint cost with a low-technology solution instead of more sophisticated OR 
modeling. We propose a simple SA algorithm to solve the integrated two-echelon 
deteriorating inventory model. The optimum inventory and scheduling period are 
evaluated. A numerical example and sensitivity analysis of the joint cost policy are 
given to illustrate the theory. 

2   Assumptions and Notation  

The mathematical model developed in this paper is based on the following 
assumptions: 

1. The planning horizon is finite and composed of several equal-length time periods. 
2. Single item, one order and multi-delivery are assumed. 
3. The demand rate is constant and known. 
4. The production rate is deterministic. 
5. No replacement of deteriorated items is considered. 
6. No shortage is allowed. 
7. The stationary policy has a constant distributor order size.  
8. The replenishment of the distributor is instantaneous; the related transporting time 

can be neglected. 
9. There is a limited storage capacity for the distributor. 
10. The storage priority policy is to use OW first, and then RW if stock exceeds the 

capacity of OW. 
11. The dispatching priority policy depends on the warehouse holding cost.  
The following notation is used in this study 
q Lot size per delivery from the producer to the distributor 
W Available storage capacity in OW 
T Length of the planning horizon or the duration with order cycle time 
t Planning time 
n Number of shipments delivered from the producer to the distributor during the 

planning horizon T 
TC Joint cost  
I(t) Inventory level at time t 
θ1 Deterioration rate of producer  
θ2 Deterioration rate in OW 
θ3 Deterioration rate in RW 
d Demand rate (unit/unit time) 
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p Production rate (unit/unit time), p>d  
CR Replenishing cost per cycle for the distributor ($/cycle) 
C0 Basic administration cost in RW 
HRo Holding cost for the distributor in OW ($/unit/ year) 
HRr Holding cost for the distributor in RW ($/unit/ year) 
PR Cost of deteriorated unit for the distributor ($/unit) 
F Delivery cost per delivery for the producer ($/delivery) 
CS Set-up cost per set-up for the producer ($/set-up) 
PM Cost of deteriorated unit for the producer ($/unit) 
HM Holding cost for the producer ($/unit/ year) 

3   Mathematical Modeling and Formulation  

This study develops an integrated two-echelon inventory model for a deteriorating item 
under a two-warehouse environment. A producer manufactures products at a fixed-time 
interval and then delivers them to a distribution center instantaneously. The model 
considers the following scenario. The excess stocks will be sent to the rented 
warehouse, when the storage capacity of OW is less than the delivered lot size 
(i.e. Wq > ). The rental fee in the RW decreases with the length of storage. The 
integrated logistics flow is shown in Figure 1. Our objective is to develop a model to 
find the optimal production lot size of the two-echelon supply chain. 
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Fig. 1. The integrated supply chain system 

3.1   The Producer’s Inventory System 

IM(t) is the producer’s finished goods inventory level at time t. The producer’s 
inventory system in Figure 2 is depicted by the following differential equation: 
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Fig. 2. Inventory level of finished goods 
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Where tm is the production lead time and OW is used up at time T1. With the various 
boundary conditions IM(0)=0 and IM(tp)=q, one has 
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The producer’s inventory cost during the planning horizon T, TCM, is the sum of the 
transporting cost (TRc), the set-up cost (SC), the holding cost (HCM) and the 
deteriorating cost (DCM). One has 
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3.2   The Distributor’s Inventory System 

A distributor’s deteriorating inventory system with OW and RW is depicted in  
Figure 3. The inventory level in OW, dIRo(t), during an infinitesimal time, dt, is a  
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Fig. 3. Inventory level of the distributor with retailer demand 

function of the deterioration rateθ2, the demand rate d and the inventory level IRo(t). 
The inventory level in RW, dIRr(t), during an infinitesimal time, dt, is a function of the 
deterioration rateθ3, the demand rate d and the inventory level IRr(t). This shows that 
when the delivery lot size q is greater than the available capacity of OW, the excess 
stocks are to be kept in RW. The rent consists of a basic administration fee and holding 
cost. Based on a common practice, RW has an incentive policy if stock is kept for a 
longer period. The following analysis illustrates the incentive policy:  

(i) The administration cost for contract time t is assumed to be 
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where tmin is the least storage time desired by RW. 
(ii) The unit holding cost decreases by u% per unit of time; the unit holding cost per unit 

of time at time t is h(t). 
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where tmax is the longest storage time desired by RW and α is given by 
)100/1ln( u−−=α . The relation of h(t) with various times is depicted in Figure 4. 
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Fig. 4. Unit holding cost decreases with time 

IRr(t) is the distributor’s inventory level in RW at time t. The change in inventory 
level of RW is formulated as 

13 0,)(
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where the rented warehouse is used up at time t1. From the above differential equations, 
after adjusting for constant of integration with the various boundary conditions: 
IRr(0)=qr=q-W and IRr(t1)=0, one has 
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IRo(t) is the distributor’s inventory level in OW at time t. The change in inventory level 
of OW during an infinitesimal time can be formulated as 
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From equation (8) and (9), and with the various boundary conditions IRo(0)=W, 
IRo(t1)=I1 and IRo(T1)=0, the solution of the above differential equations is  
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The inventory level of OW at t1 is  
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From equation (10) and (11), the replenishment cycle is 
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The distributor’s inventory cost during the planning horizon T, TCR, is the sum of the 
ordering cost (ORc), the holding cost (HCR) and the deteriorating cost (DCR). One has 
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(13)  

where t1=t1(q) and T1=T1(q). (See Appendix A for the detailed derivations) 

3.3   Joint Cost Structure of Single-Producer–Single-Distributor 

The joint cost of the producer and the distributor, TC, is the sum of TCM and TCR. The 
optimization problem of TC is a constrained nonlinear programming, stated as: 
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Minimize  RM TCTCnqTC +=),(  

subject to pq <θ⋅< 10 , Nn∈  

 

(13) 

3.4   Simulated Annealing Procedures 

To apply SA to a specific problem, we must define a cooling or annealing schedule for 
the algorithm, a perturbation function and an energy function. Any annealing schedule 
should include the initial temperature, the rate at which the temperature should be 
decreased and good termination conditions for both the loops of the algorithms. In the 
scenario under investigation, the problem is to minimize the joint cost TC(q, n). The 
optimum values of q and n for which TC(q, n) is minimum are obtained using SA 
process as described below.  

Step 1. Since the number of delivery, n, is an integer value, we start by choosing an 
integer value of 1≥n . 

Step 2. Representation and initialization: a real variable q is used to represent the 
optimum lot size. A real constant q0 satisfying problem constraint is randomly 
generated and taken as the initial guess of q. 

Step 3. Perturbation function: a random number r between -0.25 and +0.25 is 
generated using random number generator. q+r is taken as neighbour solution 
of q if q+r satisfies the constraints of the problem. 

Step 4. Energy function: our problem is to find the optimum inventory level q such 
that joint cost TC(q, n) is minimum. Here -TC(q, n) is taken as the energy 
function of the solution q. 

Step 5. Cooling schedule: initial temperature T0 is taken according to different 
parameter values of the energy function and reducing factor C for T 
(temperature) is taken as 0.99. 

Step 6. Repeat steps 2 ~ 5 for all possible n values until the minimum TC(q*, n*) is 
found. 

4   Numerical Example and Comment 

A numerical example is given to illustrate the theory in the study. The related input 
parameters for the producer are: F=$20, CS=$25, PM=$40, p=24000, HM＝$5,  and u=5. 
The related input parameters for the distributor are: d＝15000, CR=$25, C0=$100, W＝
100, θ1＝0.05,θ2＝0.055, θ3＝0.045, HRo =$6, HRr =$7 and PR=$50.  

The optimal values of n, tr and total cost for the individual models and the 
coordinated model are summarized in Table 1. The major conclusions and the special 
conditions drawn from the numerical example are as follows: 

(1) The optimal solution is: q*= 190 units, n*=15 deliveries; the admissible time 
periods are: t1

*=0.006 year, tp
*=0.0079 year and T1

*=0.0127 year, the 
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corresponding yearly cost for the producer is $402, the corresponding yearly cost 
for the distributor is $711, and the minimum joint cost is $1113.  

(2) Since TC is a very complicated function due to high-power expression of the 
exponential function, a graphical representation showing the convexity of the TC 
function is given in Fig. 5. From the set of parameters considered, one can clearly 
see that TC is strictly convex. 

(3) As in Table 1, the joint-cost mode is the lowest with the integrated policy. It is 
clearly seen that if all the system players follow the integrated policy and agree on 
the global optimal transportation frequency of n* deliveries, the integrated system 
has a total cost saving of 36% or $629 from the producer’s perspectives. The 
reason is that the producer prefers to deliver a small batch to reduce the holding 
cost. But the total joint cost increases due to the increasing delivery frequency. The 
integrated system has a total cost saving of 5.8% or $69 from the distributor’s 
perspectives. 

(4) Since equation (14) is non-linear equation, the closed form solution of q and n 
cannot be obtained. However, the optimal conditions: 
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Hence, we have illustrated the convexity of equation (14). 

Table 1. Total joint cost for different policies  

 
Policy 

The optimal number
of delivery  

Per ordering 
quantity 

Per excess 
quantity 

Total joint cost 
(TC) 

Producer’s 
perspectives 

N.A. 97 0 1742 

Distributor’s 
perspectives 

23 170 70 1182 

Integrated 
policy 

 15*   190* 90  1113* 

Note: * is the global optimum that minimizes TC; N.A.= not applicable. 
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Fig. 5. Graphical representation of a convex TC (where n*=15, q*=190 and T*=0.1905) 

5   Sensitivity Analysis 

With the integrated policy, the optimal values of n, TCR, TCM, TC and q for a fixed set 
of parameters Φ = {p, F, W, θ1, θ2, θ3, d, PM, HM, CS, CR, HRo, HRr, PR, C0, u}are denoted 
by n*, TCR

*, TCM
*, TC* and q* respectively. Their changes are then considered when the 

parameters in the set Φ vary. Sensitivity analysis where the parameters in the set Φ 
increases or decreases by { -30%，-20%，-10%，0，+10%，+20%，+30%}are 
carried out. The results of the sensitivity analysis are shown in Table 2. 

Table 2. The sensitivity analysis of PICC 

% changed 
Parameter 

Base 
Column -30% -20% -10% +10% +20% +30% 

p 24000 3.49 2.07 1.35 -0.36 -0.81 -1.17 
F 20 -8.06 -5.36 -2.66 2.74 5.44 8.14 
W 100 0.19 0.19 0.19 0.19 0.20 0.20 
θ1 0.05 -2.43 -0.99 -0.18 0.57 0.69 1.06 
θ2 0.055 0 0 0 0.90 0.90 0.90 
θ3 0.045 0 0 0 0 0 0 
d  15000 -7.93 -5.68 -2.25 3.33 7.66 11.08 

PM 40 -0.36 -0.18 0 0 0.18 0.63 
HM 5 -1.35 -0.81 -0.36 0.54 1.08 1.62 
CS 25 -0.9 -0.9 0 0 0.9 0.9 
CR 25 0 0 0 0.9 0.9 0.9 
HRo 6 -1.8 -0.9 -0.9 0.9 1.8 2.7 
HRr 7 -0.8 -0.54 -0.27 0.27 0.54 0.72 
PR 50 -0.9 -0.9 0 0.9 0.9 1.8 
C0 100 -14.4 -9 -4.5 5.4 9.9 14.4 
u 5 0.297 0.206 0.205 0.203 0.201 0.200 

Note: TC*is the global optimum of the integrated total cost TC. 
PICC: Percentage of Integrated Cost Change = (TC- TC*)/TC* 
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The main conclusions from the sensitivity analysis are as follows: 

(1) When the distributors’ demand rate increases, each player’s total cost TCM, TCR, 
and the joint cost TC increase. 

(2) The most sensitive parameter is the deterioration rate of the producer,θ1.  
(3) When the production rate increases, PICC decreases and the frequency of delivery 

decreases to counteract the delivery cost. 
(4) The PICC is most sensitive to C0, the parameter of the basic administration fee in 

RW. The increase is more than 14% when d increases by 30%.  
(5) The PICC’s sensitivity related to the parameters in Φ can be ranked as:  

C0, F, d: 8 %～14 %; 
θ1, p, HM, HRo,PR: 1%～3 %;  
CS, CR, W, u, θ2, θ3, HRr, PM,: ≦1%. 

6   Conclusions 

This study develops an optimal joint-cost policy in a two-echelon producer-distributor 
supply chain inventory system. With the integrated policy, the total joint cost is found 
to be less than the independent approach by the individual players. This is because 
global optimum will only be realized if the perspectives of all players are considered. In 
the case of limited capacity, it is more profitable for the excess stock to be held in RW 
whenever the storage capacity of OW is insufficient. However, over a long rental 
period, RW storage cost might be less than that in OW. Thus, depending on the relative 
cost, the rented warehouse policy can be used. The study also enables an enterprise with 
a channel business model to coordinate the use of OW and RW, and develop an optimal 
ordering policy through the coordination of the producer and the distributor. Again for 
the first time, the two-echelon supply chain inventory problem has been solved by SA 
algorithm which always ensures global optimum. This model can be extended to 
include fixed time horizon, shortages- fully or partially backlogged, stock-dependent 
inventory costs, etc. This problem can also be formulated in fuzzy, probabilistic and 
mixed environments. 
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Appendix A. The Cost Functions of Distributor 

Since the planning horizon is divided into n equal-length cycle, each has a length of 
nTT /1 = . The administration fee and the holding cost in RW during the planning 

horizon T can be derived as 
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The holding cost in OW during the planning horizon T is 
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The corresponding deteriorating quantity in RW during t1 is 
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Re )0( dtWqdtIq Rr

nt
Rd −−=−=  (A3)  

The corresponding deteriorating quantity in OW during T1 is 
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Therefore, from equation (A3) and (A4) the deteriorating cost during the planning 
horizon T can be expressed as 
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The distributor’s inventory cost during the cycle is the sum of the ordering cost (ORc), 
the holding cost (HCR) and the deteriorating cost (DCR). One has 
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Abstract. Quality function deployment (QFD) is a product/service design and 
improvement tool which is basically a transformation of vague and imprecise 
customer needs into measurable product/service attributes. This article 
integrates compromise programming based goal programming into the QFD 
process to determine to what extent the product/service attributes should be 
improved. The fuzzy set theory is applied to the model to deal with the 
imprecise nature of data. Differing from existing QFD applications, our 
proposed methodology applies analytic network process to evaluate the inner 
dependencies among customer needs, among product attributes and also the 
relationships between them. Furthermore, it determines the best product/service 
in the market as the goal employing compromise programming. Finally, the 
methodology ends with the goal programming method which consists of this 
predefined goal and the product/service provider’s budget limitation. A real-
world application on e-learning products provided by the higher education 
institutions in Turkey illustrates the applicability of our proposed methodology. 

Keywords: Quality function deployment, analytic network process, compromise 
programming, goal programming, e-learning. 

1   Introduction 

The globalization of the economies completely changed the relationship between the 
customers and the product/service providers. The providers can no longer impose on 
the customers the products/services they are to use. As a result, both manufacturing 
and service companies intended to develop their own new product/service 
development and improvement mechanisms to assure the quality of their products and 
services. One of these strategic quality management tools is the quality function 
deployment (QFD), which simply intends to analyze customers’ needs (CNs) to 
guarantee satisfaction. The application of QFD starts with the initial design stage of 
the product/service development. In this phase, customer needs are captured and are 
consequently translated into product/service design attributes. This process can be 
regarded as the transformation of intangible CNs into tangible product/service 
technical requirements (PTRs). This phase is called the house of quality (HOQ). This 
translation is a typical decision making process as it requires an optimum assignment 
of the scarce resources to the PTRs, in order to satisfy CNs.  
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We applied our decision methodology to evaluate several e-learning applications in 
Turkey. In this work, our main objective is to propose a mechanism to improve the e-
learning products so that the customers’ satisfaction is ensured. We initially explored 
the essential criteria for a successful e-learning environment keeping in mind the 
above mentioned challenges. These criteria established the basis for a comprehensive 
model for measuring e-learner satisfaction. After this initial phase, we introduced our 
QFD approach to allocate resources and to coordinate skills and functions based on 
CNs. This methodology enables us to easily develop/improve the appropriate services 
for the customers. It neglects aspects with little or no meaning to customer; giving 
more importance to aspects meaning a lot.  

The remaining part of the paper is structured as follows: Section 2 presents the e-
learning evaluation criteria. Section 3 summarizes the main steps of the house of 
quality. In Section 4 the decision methodology is presented, examining the fuzzy 
logic concept, fuzzy analytic network process and fuzzy compromise programming. 
In Section 5, an e-learning curriculum is represented where the proposed 
methodology could be useful. Finally the last section presents concluding remarks 
driven from the case study. 

2   E-Learning Evaluation Criteria 

A successful e-learning project should consider not only the main important factors 
belonging to a traditional learning process, but also many other factors related to the 
distance and the technology. In recent studies, authors have analyzed the e-learning 
procedure and proposed several essential criteria. Wang [1] measured the e-learner 
satisfaction with a questionnaire considering evidence of reliability, content validity, 
criterion related validity, convergent validity, discriminant validity, and nomological 
validity. Chiu, Hsu, Sun, Lin & Sun [2] applied expectancy disconfirmation theory to 
predict users’ intention to continue using information technologies. Chiu et al. [2] 
defined perceived usability and its disconfirmation, perceived quality and its 
disconfirmation, perceived value and its disconfirmation, user satisfaction and 
learners’ continuance intention and used them as success criteria. Hwanga, Huanga & 
Tseng [3] divided the evolution criteria into three categories: (1) criteria for 
evaluating the design of student interface, (2) criteria for the quality of instructional 
contents, and (3) criteria for evaluating the assessment functions. 

This paper concentrates on the e-learning initiatives in Turkey, which are relatively 
new and suffer greatly from limited access to broadband connections. We combined 
the criteria given in the literature with the results of interviews with the experts from 
the educational institutes and the students. In conclusion, we explored the most 
reasonable set of evaluation criteria. They are gathered into three main categories: (1) 
content related, (2) design related and (3) interactional criteria, which are represented 
in Table 1. The PTRs related to the CNs, are grouped into four categories: Content, 
design, school and professor attributes, given in Table 2. 
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Table 1. Customer needs (CNs) 

Content Design Interactional 

Completeness Easy to use Response the request fast enough 

Up-to-date Easy to navigate Testing methods are fair 

Easy to understand Consistent 
Testing methods are provided 
promptly 

Credibility Visually attractive 
Enable to choose what you want to 
learn 

Portability  
Records the learning process and  
performance 

Price  
Provides personalized learning 
support 

  Practice opportunities 

Table 2. Product technical requirements (PTRs) 

Content Design School Professor 

Up to date materials 
Clearly defined 
sections /subsections 

Payment alternatives 
Knowledge 
about the 
content 

Adaptive difficulty 
Attractive multimedia 
implementations 

High qualified 
professors 

Fair grading of 
assignments/ex
ams 

Offering related 
links, references 

Performing / fast 
processing 

Engage online tutors 
Easy to contact 
with 

Interrelation with 
industry 

Storing grade 
information 

Acceptance of the 
program 

Having 
qualifications 

Printable  
Personalized advisor 
support 

Encourage 
discussion and 
feedback 

Conducting course 
evaluation tests 

 
Credible in 
conventional education 

 

3   QFD Methodology 

The application of QFD starts with the first of its four phases, namely the house of 
quality. In this work we will just concentrate ourselves on this particular step. For 
comprehensive background of QFD the reader should refer to Chan & Wu [4]. HOQ 
consists of eight elements, as depicted in Fig. 1. 

(1) Customer needs (CNs) (WHATs). They are the initial inputs for the QFD 
process. They define the product/service attributes that the provider should 
concentrate on. They are the initial source of ambiguity and fuzziness in this process.  
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Fig. 1. House of Quality 

(2) Product technical requirements (PTRs) (HOWs). They are referred as the voice 
of the company, design requirements, product features, engineering attributes, 
engineering characteristics or substitute quality characteristics. CNs define the goals 
for the QFD process, whereas PTRs provide the means to achieve these goals. 

 (3) Relative importance of the CNs. The diversity of the CNs usually prohibits 
satisfaction in all of the CNs. Satisfaction in one need could mean dissatisfaction in 
another. Thus, the company should concentrate on the most important needs while 
disregarding relatively unimportant ones. Therefore, customers are surveyed for each 
CN usually using 5-, 7- or 9-point scales. 

(4) Relationships between WHATs and HOWs. The relationship matrix indicates to 
what extent each PTR affects each CN. This step is crucial as it is used to make the 
transition from the CNs into PTRs. In other words; the importance of the CNs could 
now be presented in terms of PTRs using this relationship 

(5) Inner dependencies among the CNs. In this step, inner dependencies among the 
CNs are evaluated. The CNs which are supporting each other and also CNs which are 
adversely affecting the achievement of others are identified.  

(6) Inner dependencies among the PTRs. The inner dependencies among PTRs 
given in the HOQ’s roof matrix influence the evaluation process. They are used to 
measure to what extent a change in one feature affects another. 

(7) Competitive analysis. The benchmarking process indicates the improvement 
directions necessary to achieve total customer satisfaction. During the competitive 
analysis, the company’s product or service position among its main competitors is 
identified, underlining company’s strengths and weaknesses in terms of CNs. 

(8) Overall priorities of the PTRs and additional goals. Here the obtained results 
are used to establish a final ranking of PTRs. This final ranking is usually used as the 
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input for an optimizing process, considering additional constraints and goals. In our 
study, we added a budget constraint and used the goals obtained from the competitive 
analysis.  

4   The Decision Methodology 

The methodology in this article addresses the problem of evaluating customer 
satisfaction and suggesting improvement directions. It consists of four main steps as 
follows (Fig. 2): 

Step 1. The QFD process starts with the identification of the CNs, which have to be 
collected in terms of customers’ perceptions and linguistic assessments. The 
organized customer phrases are placed in the upper left part of the HOQ. Additionally 
the PTRs, the tools of the company which satisfy these CNs, are also identified in this 
step. The subjective and ambiguous information is to be dealt with great care in order 
to reflect the customers’ expectations. Thus, we implemented the fuzzy set theory, 
first proposed by Zadeh [5], to deal with the uncertainty due to imprecision and 
vagueness. Both the CNs and the PTRs, also the dependences between them and the 
inner dependencies among them are denoted using fuzzy numbers. In our study, we 
used a 9-point scale represented by triangular fuzzy numbers [6].  

Step 2. The list of the CNs is usually too diverse for the company to deal with 
simultaneously. Even if it is not the case, the limited budgets are forcing the companies 
to make tradeoffs in these CNs. At this point, there should be a mechanism to rate 
these CNs against each other and prepare a relative importance rating. Our proposed 
methodology overcomes this problem by utilizing ANP and fuzzy set theory. The 
proposed approach is based on Karsak, Sozer and Alptekin [7] where the ANP method 
is applied with crisp numbers in the QFD process. However, in this work, we 
integrated fuzzy set theory with the ANP method. The main justification for this 
implementation is to deal with the vagueness and ambiguity of the customer phrases 
and also the inner dependencies among them. Hence, the interdependent priorities of 
the CNs ( Cw ) are computed using the geometric means of the rows of the positive 
reciprocal matrices [8]. The results represent the initial ratings of the CNs.  

The ANP consists of two stages: (1) the construction of the network, (2) the 
calculation of the priorities of the elements. The structure of the problem should 
consider all of the interactions among the elements. These relations are evaluated by 
pairwise comparisons and a supermatrix is obtained by these priority vectors. A 
supermatrix is a matrix of influence among the elements. It is raised to limiting 
powers to calculate the overall priorities, and thus the cumulative influence of each 
element on every other element is obtained [9]. The supermatrix representation of the 
QFD model is as follows: 

                                       G       C       A
0 0 0Goal (G)

Criteria (C) 0
Alternatives (A) 0

=
⎛ ⎞
⎜ ⎟⎜ ⎟
⎝ ⎠

1 3

2 4

W w W
W W

 . (1) 
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where 1w  is a vector that represents the impact of the goal, namely a product/service 
that will satisfy the customers, W2 is a matrix that denotes the impact of the CNs on 
each of the PTRs, W3 and W4 are the matrices that represent the inner dependencies 
of the CNs and PTRs, respectively. 

When a network consists of only two clusters apart from the goal, namely criteria 
and alternatives, the matrix manipulation approach proposed by Saaty & Takizawa 
[10] can be employed to deal with dependence of the system elements. Thus, the 
interdependent priorities of the CNs ( Cw ) are computed by multiplying W3 by 1w , 
and similarly the interdependent priorities of the PTRs (WA) are obtained by 
multiplying W4 by W2.  

Step 3. The main improvement in our novel approach is the calculations in this step. 
Our approach aims to incorporate the performance of the selected product among its 
competitors into the development process. This performance indicator is usually 
applied using the entropy and sales point methods in the literature [4, 11]. However, 
we integrated fuzzy compromise programming (CP). The underlying idea is the same, 
but there are several differences. The entropy and sales point methods measure the 
variations among competitors for each CN and give higher priorities to similar 
performance levels. This means that when the company performs better than its 
competitors in a CN, than further improvement is not needed; likewise if the company 
performs worse than its competitors than too much effort is needed to improve this 
CN. This effect is transferred as a second weight additional to the relative importance 
ratings of the CNs. Thus, an adjusted relative importance rating of the CNs is 
obtained. CP on the other hand enabled us to define target levels for each CN, which 
are obtained with the competitive analysis. 

CP is initially proposed by Zeleny [12]. It is a distance based multiple criteria 
decision making approach, which defines the term ‘ideal solution’ and tries to emulate 
it as closely as possible. CP is an alternative to the classical utility theory when there 
are multiple objectives to be satisfied simultaneously and there is not any explicit 
knowledge of the utility function. This is the case in the QFD process, as we do not 
know the utility function of the customers. The main step is the definition of the 
metric ‘Lp’ which represents the distance of the alternatives from the ideal solution. 
The main principle underlying is the scarcity of the resources and the goal is to find a 
compromise between these conflicting objectives. It is achieved with the tradeoff and 
sharing of the resources in regard to the ideal point by trying to minimize the 
distances of each objective from this point. The formulation in terms of ‘Lp’ metric is 
given below, 

*

1/
*

*
1

pp
m

i ijp p

j i

i i i

Z Z
L w

Z Z=

−
=

−

⎧ ⎫⎛ ⎞⎪ ⎪
⎜ ⎟⎨ ⎬
⎝ ⎠⎪ ⎪⎩ ⎭

∑  . (2) 

where wi are the associated weights of each of the objectives i. *

iZ  and *
iZ  are the 

best and worst possible solutions of the alternatives in the objective space. ijZ  is the 
objective value of the jth alternative in ith objective. p is the distance metric. p = 1 
corresponds to the ‘Manhattan distance’, the longest distance between two points in a 
geometric sense. p = 2 represents the shortest distance between any two points which 
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is a straight line. As the values of p become greater than 2, the geometric 
representation of the distances fails. The extreme case of p equals to ∞, and it 
signifies the ‘Tchebycheff distance’.  

In this paper, we also employed fuzzy CP to deal with the vagueness. Thus, the 
above defined equation (2) is rewritten, now by integrating triangular fuzzy numbers, 

*

1/
*

*
1

pp
m

i ijp p

j i

i i i

Z Z
L w

Z Z=

−
=

−

⎧ ⎫⎛ ⎞⎪ ⎪
⎜ ⎟⎨ ⎬
⎝ ⎠⎪ ⎪⎩ ⎭

∑  . (3) 

The fuzzy subtractions in this formula are calculated using the distance formulation 
proposed by Bojadziev & Bojadziev [13]. They determined the distance between two 
triangular fuzzy numbers A1 = (a1, b1, c1) and A2 = (a2, b2, c2) as follows: 

( ){ }1 2 1 2 1 2 1 2

1
( , ) max ,

2
D A A a a c c b b= − − + −  . (4) 

Finally, we obtain the ideal solutions in each CN and also the best overall solution 
among the competing alternatives. If the chosen product is the best one in the market, 
then there is usually no great effort necessary to satisfy the customers. In this case, 
individual CNs could be improved in which the product is relatively unsatisfactory, 
but overall the product could be seen as a success. On the other hand, if the product is 
not the best one in the market, then there is much more room for improvement. Thus, 
the pL metric of the best alternative becomes the goal of the chosen product. Our 
proposed approach uses this pL  metric as a goal for the goal programming (GP) 
approach, which forms our final step. 

Step 4. In this final step, initially we want to establish a direct link between the CNs 
and the PTRs. The relationships between CNs and PTRs are computed by comparing 
PTRs with respect to each CN. The weights are again determined using fuzzy 
geometric mean method forming 2W  matrix. Similar to the calculation of the inner 
dependencies among the CNs, these values are determined yielding to the 4W  matrix. 
Finally, the interdependent priorities of the PTRs ( AW ) are obtained by multiplying 

4W  by 2W . Next phase in this step is the integration of the multivariate fuzzy linear 
regression into the methodology as examined by Buckley & Feuring [14].  

, 1, ..., ; 1, ...,
i ij j i

Y A X B i m j n= + = =  . (5) 

In our case, the iY  values represent the CNs performance values obtained in Step 3 
for each of the CN. The ijA values are the interdependent priorities of the PTRs. 
The jX  values are the current performance values in each PTR, which are determined 
with the help of the development team. The iB  values are the only parameter 
unknown in the calculations. They are calculated using the equation (5). The final 
phase is the fuzzy GP approach. The proposed fuzzy GP approach consists of one 
goal, namely to achieve the best performance among the competitors. This value is 
determined with the pL  metric calculated in step 3 using fuzzy CP. The main 
constraint is considered to be the budget constraint. Our goal is to minimize the 
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deviations from the pL  metric value, which is determined by the best products *pL  
metric value. That is to say, our product will be improved to achieve the best 
performance among its competitors considering the budget limitations. The general 
GP formula used in the calculations is as follows, 
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where iw are the interdependent weights of the ith  CN. *

iY  and *
iY  are the best and 

worst possible solutions of the alternative products in each CN. ijY  is the performance 
value of the jth alternative in ith CN. p is the distance metric, which is chosen as 1 in 
order to simplify the calculations. *pL  is the best products’ pL  metric value. d- and d+ 
values are the negative and positive deviation variables from the goal *pL . jb  is the 
unit cost of achieving the current performance level for each PTR. C  is the total 
budget limitation. Fuzzy linear regression equation in the model ensures that the 
relationships between CNs and PTRs are kept constant, when their values are changed 
by the optimization process. Another constraint is that the PTRs’ performance values 
could not exceed the 9-point scale best performance value. The solution to this goal 
programming model gives us the performance levels of the PTRs which should be 
attained. Thus, the company will be able to improve its product/service according to 
this finding and only make improvements in those PTRs. 

5   Illustrative Example 

In this article, we chose the e-MBA programs of Bilgi University and Sakarya 
University and, Informatics Online Master of Science program of Middle East 
Technical University to apply our decision methodology. The aim is to develop an e-
learning program that will satisfy the customers. These programs are symbolized with 
letters A, B and C since the developers do not want them to be published. Final list of 
all CNs and PTRs obtained as a result of step 1 are represented in Table 1 and Table 
2. At the end of step 2, the interdependent priorities of the CNs ( Cw ) are obtained 
using the matrix manipulation approach developed by Saaty & Takizawa [10]. These 
priorities are the matrix product of the importance ratings of the CNs ( 1w ), which are 
determined by combining the importance of the individual ratings of each group with 
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the group importance ratings, with the inner dependencies among the CNs ( 3W ), 
which are computed by analyzing the impact of each CN on the others using pairwise 
comparisons. 

The CP as explained above is simply a measure of distance with the chosen 
distance type. In our case for simplicity of calculations, we decided to choose the 
Manhattan distance and set the p value as ‘1’. The performance ratings of the products 
in each CN are obtained from the direct ratings of the customers for each product. By 
examining the results, we identified the best and worst values in each CN. We used 
the equation (3) and (4) to calculate the pL  metrics of each product. The results are 
presented in Table 3, where we can read the performances in a specific CN in terms of 
distances. If our product is the best in a CN, then its distance in this CN is equal to 
zero. The pL  metric value indicates that our product is not the best product available. 
The pL  value of our product is (0.155, 0.572, 2.088), which is clearly worse than 
product B’s pL  value, which is (0.062, 0.225, 0.854). We passed these findings to the 
next step, where we set them as the goals of GP method.  

Table 3. 
pL  metric value and distance values for each CN 

 Product A Product B Product C 

Completeness (0.010, 0.030, 0.109) (0.000, 0.000, 0.000) (0.008, 0.025, 0.091) 

Up-to-date (0.001, 0.003, 0.011) (0.000, 0.000, 0.000) (0.007, 0.021, 0.076) 

Easy to understand (0.017, 0.049, 0.155) (0.000, 0.000, 0.000) (0.022, 0.065, 0.207) 

Credibility (0.017, 0.038, 0.110) (0.000, 0.000, 0.000) (0.057, 0.129, 0.378) 

Portability (0.006, 0.022, 0.100) (0.002, 0.008, 0.038) (0.000, 0.000, 0.000) 

Price (0.021, 0.089, 0.344) (0.017, 0.074, 0.287) (0.000, 0.000, 0.000) 

Easy to use (0.008, 0.032, 0.153) (0.000, 0.000, 0.000) (0.012, 0.047, 0.230) 

Easy to navigate (0.009, 0.036, 0.169) (0.004, 0.018, 0.085) (0.000, 0.000, 0.000) 

Consistent (0.003, 0.011, 0.051) (0.005, 0.022, 0.104) (0.000, 0.000, 0.000) 

Visually attractive (0.015, 0.044, 0.143) (0.027, 0.081, 0.262) (0.000, 0.000, 0.000) 

Response the request fast 
enough 

(0.011, 0.044, 0.157 (0.005, 0.022, 0.079) (0.000, 0.000, 0.000) 

Testing methods are fair (0.004, 0.012, 0.025) (0.000, 0.000, 0.000) (0.006, 0.020, 0.044) 

Testing methods are 
provided promptly 

(0.002, 0.007, 0.026) (0.000, 0.000, 0.000) (0.008, 0.034, 0.130) 

Enable to choose what 
you want to learn 

(0.010, 0.041, 0.123) (0.000, 0.000, 0.000) (0.029, 0.122, 0.369) 

Records the learning 
process and performance 

(0.004, 0.015, 0.052) (0.000, 0.000, 0.000) (0.014, 0.061, 0.209) 

Provides personalized 
learning support 

(0.021, 0.101, 0.359) (0.000, 0.000, 0.000) (0.007, 0.034, 0.120) 

Practice opportunities (0.000, 0.000, 0.000) (0.000, 0.000, 0.000) (0.035, 0.076, 0.248) 

Lp Metric Value (0.155, 0.572, 2.088) (0.062, 0.225, 0.854) (0.206, 0.634, 2.102) 
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The last step begins with the calculation of the relationship between the CNs and 
the PTRs. In order to obtain the interdependent priorities of the PTRs ( AW ), the 
relative importance of PTRs ( 2W ) are multiplied with relative importance weights of 
PTRs ( 4W ). The last phase of the methodology is the goal programming. The 
necessary data for our goal is already calculated in the previous step (Table 3). We 
chose to improve the product A at least to the degree of the best current product B, 
which has the least distance from the ideal solutions in each CN. The budget 
limitation is determined as (500, 720, 940). The unit cost of performance for each 
PTR is given in Table 4. They are not given in monetary terms, but they correspond to 
the relative values represented by 9-point scale again.  

Table 4. The unit cost of performance for each PTR 

Product Technical Requirements Cost  

Up to date materials (2, 3, 4) 

Adaptive difficulty (3, 4, 5) 

Offering related links, references (2, 3, 4) 

Interrelation with industry (4, 5, 6) 

Printable (1, 2, 3) 

Conducting course evaluation tests (2, 3, 4) 

Clearly defined sections/subsections (1, 2, 3) 

Attractive multimedia implementations (2, 3, 4) 

Performing / fast processing (5, 6, 7) 

Storing grade information (2, 3, 4) 

Payment alternatives (6, 7, 8) 

High qualified professors (7, 8, 9) 

Engage online tutors (6, 7, 8) 

Acceptance of the program (7, 8, 9) 

Personalized advisor support (6, 7, 8) 

Credible in conventional education (7, 8, 9) 

Knowledge about the content (6, 7, 8) 

Fair grading of assignments/exams (2, 3, 4) 

Easy to contact with (5, 6, 7) 

Having qualifications (6, 7, 8) 

Encourage discussion and feedback (4, 5, 6) 

 
The parameters used in fuzzy linear regression equations ( iB ) are calculated using 

equations (4) and (5). These data are used as input to the goal programming model as 
given in equation (6). We used GAMS software to solve it. The results are presented  
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in Table 5. When we look at the differences between the initial values and the final 
proposed solutions, we can identify the necessary improvements to reach the 
performance levels of the best product in the market. The final pL  metric value for the 
product A is equal to product B, which is (0.062, 0.225, 0.854). Thus, our product has 
become as performing as the best product in the market under the current budget 
limitation. The significant improvements are made to the CNs ‘Credibility’, 
‘Portability’, ‘Price’ and ‘Consistent’. In order to achieve these improved CN 
performances, the necessary improvements are realized especially to the following 
PTRs; ‘Adaptive difficulty’, ‘Clearly defined sections/subsections’, ‘Attractive 
multimedia implementations’ and ‘Payment alternatives’. 

Table 5. Initial values and proposed solutions for CNs and PTRs 

 Initial 
i

Y  values 
i

Y  solution Initial 
j

X  values 
j

X  solution 

1 (4.000, 5.000, 6.000) (5.200, 6.433, 7.200) (5.800, 6.800, 7.800) (5.834, 6.800, 7.800) 

2 (4.800, 5.800, 6.800) (5.000, 6.000, 7.000) (4.200, 5.200, 6.200) (6.200, 6.200, 6.200) 

3 (6.200, 7.200,8.200) (6.200, 7.800, 8.600) (5.000, 6.000, 7.000) (5.000, 6.000, 7.000) 

4 (5.800, 6.800, 7.800) (7.327, 8.081, 8.800) (6.400, 7.400, 8.400) (6.400, 7.400, 8.400) 

5 (5.200, 6.200, 7.200) (6.800, 7.800, 8.800) (7.800, 8.800, 9.000) (7.800, 8.800, 9.000) 

6 (1.200, 1.600, 2.600) (5.000, 5.000, 5.000) (6.200, 7.200, 8.200) (7.200, 7.200, 8.200) 

7 (6.200, 7.200, 8.200) (6.600, 7.600, 8.600) (5.600, 6.600, 7.600) (7.624,. 7.624, 7.624) 

8 (4.600, 5.600, 6.600) (6.068, 6.800, 7.800) (3.600, 4.600, 5.600) (5.828, 5.828, 5.828) 

9 (4.200, 5.200, 6.200) (6.751, 7.873, 8.800) (6.200, 7.200, 8.200) (6.400, 7.400, 8.200) 

10 (5.000, 6.000, 7.000) (6.160, 6.160, 8.200) (7.400, 8.400, 9.000) (8.000, 8.400, 9.000) 

11 (5.200, 6.200, 7.200) (6.400, 7.400, 8.330) (1.800, 2.800, 3.800) (3.800, 3.800, 3.800) 

12 (6.400, 7.400, 8.400) (7.200, 8.200, 8.800) (4.000, 5.000, 6.000) (5.000, 5.000, 6.000) 

13 (5.800, 6.800, 7.800) (6.000, 7.000, 8.000) (4.800, 5.800, 6.800) (4.800, 5.800, 6.800) 

14 (4.600, 5.600, 6.600) (4.800, 5.800, 6.800) (5.200, 6.200, 7.200) (5.200, 7.200, 7.200) 

15 (6.200, 7.200, 8.200) (6.400, 7.663, 8.400) (4.600, 5.600, 6.600) (4.600, 5.600, 6.600) 

16 (4.000, 5.000, 6.000) (5.200, 6.586, 7.200) (4.400, 5.400, 6.400) (4.400, 5.400, 6.400) 

17 (3.400, 4.400, 5.400) (3.710, 4.400, 5.548) (5.600, 6.600, 7.600) (5.600, 7.600, 7.600) 

18   (7.400, 8.400, 9.000) (8.000, 8.474, 9.000) 

19   (7.000, 8.000, 8.800) (8.000, 8.000, 8.800) 

20   (6.200, 7.200, 8.200) (6.200, 8.200, 8.200) 

21   (7.200, 8.200, 8.800) (7.200, 8.200, 8.800) 
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6   Conclusion 

In this paper, we presented a novel decision approach for the product/service 
development process. It is based on three main methods: ANP, compromise 
programming and goal programming. The methodology starts with the identification 
of the customer needs, which are usually vague and imprecise. Thus, fuzzy set theory 
is implemented into the decision methodology. Next, the ANP method is used to 
incorporate the inner dependencies among the customer needs and the product 
technical requirements. Compromise programming approach integrated in the latter 
phases ensures that the competitive performance of the product/service is considered 
in the development process. Finally, the goal programming method optimizes the use 
of the limited budget. We believe that our approach handles all the aspects of a typical 
QFD product/service development process. The decision methodology is 
demonstrated via a real world example, which is an e-learning product development 
process with 17 customer needs, 21 product technical requirements and 3 products 
competing in the market.  

Further work could examine the behavior of the system with different p values of 
the pL  metric, which is set to 1 in this study to simplify the calculations. Also, 
additional constraints, such as manufacturability and extendibility could be added to 
the optimization phase of the methodology. 
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Abstract. In this paper, the network expanded problem (NEP) which
optimally assigns new adding and splitting cells in PCS (Personal Com-
munication Service) network to switches in an ATM (Asynchronous
Transfer Mode) network is studied. In NEP, the locations of all cells
(or Base Station, BS) in PCS network are fixed and known, but new
switches should be installed to ATM network and the topology of the
backbone network may be changed. Given some potential sites of new
switches, the problem is to determine how many switches should be added
to the backbone network, the locations of new switches, the topology of
the new backbone network, and the assignments of new adding and split-
ting cells in the PCS to switches on the new ATM backbone network in
an optimum manner. The goal is to do the expansion in as attempt to
minimize the total communication cost under budget and capacity con-
straints. The NEP is modeled as a complex integer programming problem
and finding an optimal solution to this problem is NP-hard . A heuristic
algorithm is proposed to solve this problem. The proposed heuristic algo-
rithm consists of four phases: Remaining Capacities Pre-assigning Phase
(RCPP), Cell Clustering Phase (CCP), Switch Selection Phase (SSP),
and Backbone Design Phase (BDP). Experimental results indicate that
the proposed algorithm can find good solution.

Keywords: Heuristic algorithm, wireless ATM, network expanded prob-
lem, cell assignment problem, cell splitting.

1 Introduction

The rapid worldwide growth of digital wireless communication services motivate
a new generation of mobile switching networks (such as wireless ATM[1]) to serve
as infrastructure for such services. In the architecture which based on wireless
ATM presented in [1], the base stations (BSs or cells) were directly connected to
the ATM switches. In the process of designing PCS (Personal Communication
Service) network, first, the telephone company determined the global service
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area(GSA) and divided the GSA into several smaller coverage areas. For each
area, a BS was established and connected to a switch of the backbone network to
form a two-level wireless ATM network. This topology may be out of date since
more users may joint and use the PCS. Some areas not been covered may have
users needed to be served. The service demands of some areas may increase and
exceed the capacities provided by the BSs and switches. Though, the wireless
ATM system should be expanded so that the PCS can provide better quality of
services to users. Two methods can be used to expand the capacities of system:
(1) adding new cells to the wireless ATM network so that those non-covered
areas can be covered by new cells; (2) reducing the size of the cell so that the
capacity of the system can be increased. In practice, this can be achieved by
using cell splitting[2] process. The cell splitting process establishes new BSs at
specific points in the PCS and reduces the cell size by a factor of 2 (or more).

For the given two-level wireless ATM network, cells in PCS are divided into
two sets. One is the set of cells which are built originally and assigned to fixed
switches on the ATM network. The other is the set of cells which are newly added
or established by performing the cell splitting process. Moreover, the locations
of all cells in PCS network are fixed and known, but the number of switches in
ATM network may be increased. Given some potential sites of new switches, the
capacity of the switch, and the designing budget, the problem is to determine
the number of switches should be added to the backbone network, the locations
of the new switches, the connections between the new switches and original
backbone network, and the assignment of new and splitting cells in the PCS to
switches in an optimal manner. The goal is to do the expansion in an attempt
to minimize the objective cost under budget and capacity constraints.

For the cell assignment problem (CAP), Merchant and Sengupta [3] considered
the CAP problem. In [4,5], this model of CAP was extended. Moreover, in [6], the
extended cell assignment problem (ECAP) has been investigated and formulated.
In ECAP, the new adding and the splitting cells were assigned to the switches
of the ATM network so that the objective cost can be minimized. In ECAP, the
number of new and splitting cells was not greater than the remaining capacities
provided by the original ATM network. The objective cost considered in this
paper has two components: one is the LU (location update or handoff) cost that
involve two switches, and the other is the cost of cabling (or trucking) [3,4,5,6,7].
Assume that the LU costs of intra-switch handoff involving only one switch are
negligible. In this paper, each new or splitting cell is to be connected to only one
switch. The budget constraint is used to constrain the sum of following costs:
(1) the sum of the switch setup cost, (2) the backbone link setup cost between
two switches, and (3) the local link setup cost between cells and switches.

In this paper, a more complex problem is considered. Following the objective
function formulated in [3,4,5,6,7], new cells and new switches should be intro-
duced into the two-level network. In this paper, the locations of new switches,
the connections between switches, and the assignments of new and splitting cells
should be determined so that the objective cost can be minimized under budget
and capacity constraints. This problem is denoted as network expanded problem
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(NEP) in wireless ATM environment. Obviously, finding an optimal solution for
it is impractical due to exponential growth in execution time. In this paper, a
heuristic algorithm is developed to find a near-optimal solution.

The organization of this paper is shown as follows. In Section 2, the problem
formulation is defined. In Sections 3 and 4, the outline and details of the pro-
posed heuristic algorithm are described. The experimental results are presented
in Section 5. Final, a conclusion is given in Section 6.

2 Problem Formulation

For the backbone network, assume that: (1) each cell is connected to a switch
through a local link , (2) the switches are interconnected with a specified topology
through backbone links , (3) the number of cells can be handled by a new switch
cannot exceed CAP , (4) at most one switch can be installed at a given potential
site, (5) all links of the current backbone network are kept in place, (6) a switch
site in the current network is also a switch site in the expanded network, and
(7) the backbone network topologies are preserved in the expanded backbone
network. Moreover, assume the information described below are fixed and known:
(1) the location of the new cells and the handoff frequency between cells, (2) the
potential switch sites, (3) the setup cost of switch at a particular site, (4) the
local link setup cost between cells and switches, and (5) the backbone link setup
cost between switches. The goal is to find the minimum-cost expanded network
subject to all of the above assumption, facts and constraints (described later).

Let CG(C, L) be the PCS network, where C is a finite set of cells and L is
the set of edges such that L ⊆ C ×C. Assume Cnew ∪Cold = C, Cnew ∩Cold=∅,
Cnew be the set of new and splitting cells where |Cnew | = n′, and Cold be the set
of original cells where |Cold | = n. Without loss of generality, cells in Cold and
Cnew are numbered from 1 to n and n + 1 to n + n′, respectively.

If cells ci and cj in C are assigned to different switches, then an inter-switch
handoff cost is incurred. Let wij be the frequency of handoff per unit time that
occurs between cells ci and cj , wij = wji, and wii = 0[4,5]. Let Gold(Sold, Eold)
be the currently exist ATM network, where Sold is the set of switches with
|Sold| = m, Eold ⊆ Sold × Sold is the set of edges, and Gold is connected. The
topology of the ATM network Gold(Sold, Eold) will be expanded to G(S, E). Let
Snew be the set of potential sites of switches. Without loss of generality, switches
in Sold and Snew are indexed from 1 to m and m + 1 to m + m′, respectively.

The total communication cost has two components, the first is the cabling
cost between cells and switches, and the other is the handoff cost which occurred
between two switches. Let lik be the cabling cost per unit time between cell ci

switch sk. Assume the number of calls that can be handled by each cell per unit
time is equal to 1 and CAP denotes the cell handling capacity of each new switch
sk ∈ Snew, (k = m+1, m+2, ..., m+m′). Let CAPk be the number of remaining
capacities that can be used to assign cells to switch sk ∈ Sold,(k=1, 2, ..., m).
Let qk =1, (k = 1, 2, ..., m + m′) if there is a switch installed on site sk; qk=0,
otherwise (as known, qk =1, for k= 1, 2, ..., m). Let setupk be the setup cost of
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the switch at site sk ∈ S, k=1, 2, ..., m + m′ (as known setupk = 0, for k=1, 2,
..., m). Let xik = 1 if cell ci is assigned to switch sk; xik = 0, otherwise; where
ci ∈ C, i= 1, 2, ..., n + n′, sk ∈ S, s=1, 2, ..., m + m′. Since each cell should be
assigned to exact one switch, the constraint

∑m+m′

k=1 xik = 1, for i=1, 2, ..., n+n′

should be satisfied. Further, the constraints on the call handling capacity are
that: for the new switch sk,

∑n+n′

i=n+1 xik ≤ CAP, k = m + 1, m + 2, ..., m + m′,

and for the existing switch sk,
∑n+n′

i=n+1 xik ≤ CAPk, k = 1, 2, ..., m.
If cells ci and cj are assigned to different switches, then an inter-switch handoff

cost is incurred. To formulate handoff cost, let yij take a value of 1, if both cells
ci and cj are connected to a common switch; yij = 0, otherwise. The cost of
handoff per unit time is given by

Handoff Cost =
n+n′∑

i=1

n+n′∑

j=1

m+m′∑

k=1

m+m′∑

l=1

wij(1 − yij)qkqlxikxjlDkl, (1)

where Dkl is the minimal communication cost between switches sk and sl on
G(S, E). The objective function is :

Minimize Total cost = Cabling Cost + α × Handoff Cost (2)

=
n+n′∑

i=1

m+m′∑

k=1

likxik + α
n+n′∑

i=1

n+n′∑

j=1

m+m′∑

k=1

m+m′∑

l=1

wij(1 − yij)qkqlxikxjlDkl,

where α is the ratio of the cost between cabling communication cost and inter-
switch handoff cost. Let ekl be the variable that represents the link status be-
tween two switches sk and sl. If ekl=1 then there is a link between two switches
sk and sl (sk, sl ∈ Sold ∪ Snew); ekl=0, otherwise. Let uik be link setup cost of
constructing the connection between cell ci,(i = n + 1, n + 2, ..., n + n′) and
switch sk(k=1, 2, ..., m + m′), and assume uik is the function of Euclidean dis-
tance between cell ci and switch sk. Let vkl be link setup cost of constructing the
connection between switch sk and switch sl,(k, l=1, 2, ..., m + m′), and assume
vkl is the function of Euclidean distance between switch sk and switch sl. Define
eold

kl =1 if there is a backbone link in Gold; eold
kl =0, otherwise for k, l =1, 2, ...,

m + m
′
.

The following constraints must be satisfied:

EC =
m+m′∑

k=m+1

qksetupk +
n+n′∑

i=n+1

m+m′∑

k=1

uikxikqk (3)

+ (
m+m′∑

k=1

m+m′∑

l=1

(ekl − eold
kl )vklqkql)/2 ≤ BUDGET

xik ≤ qk, for k = 1, 2, ..., m + m
′
. (4)

ekl ≤ qk and ekl ≤ ql, for k = 1, 2, ..., m
′
; l = 1, 2, ..., m + m

′
. (5)

qk, xik, ekl, e
old
kl , yij ∈ {0, 1}. (6)
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3 Outline of Solution Algorithm

In general, the network expanded problem is a multi-constraints optimization
problem; in fact, it is an NP-hard problem. That is, for the practical problem
with a modest number of nodes, only approximate solutions can be obtained
through heuristic algorithms. In this paper, a heuristic algorithm is proposed to
solve this problem. The proposed heuristic algorithm consists of four phases, they
are Remaining Capacities Pre-assigning Phase (RCPP), Cell Clustering Phase
(CCP), Switch Selection Phase (SSP), and Backbone Design Phase (BDP).

– Remaining Capacities Pre-assigning Phase (RCPP): In the Remaining Ca-
pacities Pre-assigning Phase (RCPP), the remaining capacities of the old
switches are used to assign cells so as to reduce the cost for setting new
switches. Some cells in Cnew are assigned to old switches with sparse capac-
ities.

– Cell Clustering Phase (CCP): In the Cell Clustering Phase (CCP), new cells
in Cnew not yet been assigned in RCCP are grouped into clusters according
to some grouping criterions so as to reduce the location update cost between
cells.

– Switch Selection Phase (SSP): In the Switch Selection Phase, for each cluster
obtained by performing CCP, a new switch is to be established and provided
services to cells in the same cluster. The locations of the new switches are
formed the given candidate sites. Moreover, new cells in the cluster are con-
nected to the corresponding new switch. The link between new switch and
the nearest switch in Sold is connected. After performing this phase, each
cell is assigned to a switch and a constraint-satisfied (or feasible) solution is
found.

– Backbone Design Phase (BDP): In the Backbone Design Phase, the feasible
solution obtained by performing previous phases will be improved. In this
phase, new switches may be re-connected to old switches or new switches.
Moreover, cell-exchange and backbone link appending techniques are pro-
posed and used to reduce the objective cost under budget constraint.

4 Heuristic Algorithm for NEP

4.1 Remaining Capacities Pre-assigning Phase(RCPP)

In the Remaining Capacities Pre-assigning Phase (RCPP), the remaining ca-
pacities of old switches are used to assign new cells so as to reduce the cost for
setting new switches. Some cells in Cnew are assigned to switches in Cold. To
determine the cell assignment, the proposed algorithm is described as follows:

First, some notations used in the following subsections are introduced. Given
m sets of cells Pl, l=1, 2, ..., m, assume P1 ∪P2 ∪ ...∪Pm = Cold and Pi ∩Pj = φ,
where i �= j, i, j=1, 2, ..., m. Without loss of generality, assume that cells in
set Pj are assigned to the switch sj , j=1, 2, ..., m. Let sid(ci) = l if ci is in
Pl, l is called the sid of cell ci. Let LUCS(i, l) =

∑
cj∈Pl

wij be the sum of the



A Heuristic Algorithm for Solving the Network Expanded Problem 851

location update costs between cell ci and all cells in Pl which is assigned to switch
sl ∈ Sold. Therefore, for a given partition P , the location update (handoff) cost
of the partition is:

α
∑

ci∈C

∑

sl∈S

(LUCS(i, l) · Dsid(ci)l). (7)

To evaluate the effect of cell ci in Cnew being assigned to switch sk ∈ Sold, the
cabling and location update costs derived from this event should be computed.
By the definition described above, the cabling cost of the cell assignment is lik.
Two cases should be considered in computing the location update cost caused
by the assignment, the first case is the location update cost between cell ci and
cells in Cold; the other case is the location update costs between cell ci and the
other cells in Cnew . Since the cell assignment of the cell in Cold is fixed and
known, if cell ci in Cnew is assigned to sk, the location update cost between the
cell ci and the cell cj in Cold is fixed and can be computed by

Aik = α
∑

sl∈S,l�=k

(LUCS(i, l)·Dkl), (i = n+1, n+2, ..., n+n′; k = 1, 2, ..., m). (8)

For the cells in Cnew the assigned switches not yet been determined the lo-
cation update cost between cell ci and the other cells in Cnew can not be com-
puted by a determinative formula. To estimate the location update cost, let
avgDISTk =

∑m
l=1 Dkl/(m − 1) be the average distance between switch sk and

the other switch in Sold, avgLUi =
∑n

′

j=1 wij/n be the average location update
cost between ci and the other cell cj in Cnew. It is worth noting that if two
cells are assigned to the same switch, then the handoff cost between these two
cells is ignored. If cell ci in Cnew is assigned to the switch sk ∈ Sold and the
capacity of switch sk is CAPk, i.e., if all cells are assigned to switches, then at
most n′ − CAPk cells should be computed in considering the location update
cost. Let NLi be the number of cells in Cnew which the frequency of handoff
between ci and cj ∈ Cnew is greater than zero. The total location update cost
between ci which assigned to sk and the other cells in Cnew assigned to other
switches can be estimated by

Bik = {α × (n′ − CAPk) × avgLUi × avgDISTk, if CAPk ≤ NLi

0, otherwise.
(9)

If CAPk > NLi, then NLi cells can be assigned to the same switch sk, that is,
Bik is set to 0.

After computing the cabling and the location update costs between cells, it’s
time to assign cells in Cnew to switches in Sold according to these costs. First, the
original problem can be transformed to a minimal weighted matching problem.
Then the famous and efficient algorithms for the minimal weighted matching
problem in the literature can be used to assign cells to switches. The transfor-
mation process is shown in follows. First, a bipartite graph BG(Cnew , Scap) is
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constructed, let Scap = { s11, s12, ..., s1cap1 , s21, s22, ..., s2cap2 , ..., sk1, sk2, ...,
skcapk

, ..., sm1, sm2, ..., smcapm}, i.e., for each switch sk in Sold, CAPk nodes,
sk1, sk2, ..., skcapk

, are constructed. Cnew be the set of cells have not yet been
assigned to switches. Then, for each cell in Cnew , there is one edge connected
cell to each node in Scap. The weight of edge which connected cell ci in Cnew to
skp ∈Scap, p=1, 2, ..., CAPk is set to be

lik + Aik + Bik. (10)

Obviously, the sub-problem can be formulated as a minimal weighted match-
ing problem on bipartite graph, which is known as the assignment problem [8].
Therefore, Hitchcoch Algorithm[8] can be applied to find the optimal solution
of assignment problem in O(max{|Cnew|, |Scap|}3)=O(max{n

′
,
∑m

k=1 CAPk}3).
After determining the set of cells in Cnew that is to be assigned to the switch in
Sold, the link setup cost the set of cells should be computed and the remaining
budget (BUDGET ′) should be found.

4.2 Cell Clustering Phase(CCP)

After performing the Remaining Capacities Pre-assigning Phase, some assign-
ments of cells in Cnew are determined. Thus, remove these cells from Cnew will
form a set of cells named Cnew

1 ⊆ Cnew . In the Cell Clustering Phase (CCP),
cells in Cnew

1 are grouped into clusters so as to reduce the handoff cost between
cells. To obtain better clustering result, some threshold values should be used to
constrain the clustering process. These thresholds are:

– Capacity (CAP ): This is used to avoid generating extremely large clusters.
– Average location update cost (ALUC): Define ALUC =

∑|Cnew
1 |

i=1
∑|Cnew

1 |
j=1

(wij/(|Cnew
1 |2 − |Cnew

1 |)), this is used to avoid merging very low-cost edges.
– Average cell to cell distance (ACD): Let dist(ci, cj) be the distance between

cell ci and cj , and ACD =
∑|Cnew

1 |
i=1

∑|Cnew
1 |

j=1 dist(ci, cj) /(|Cnew
1 |2 −|Cnew

1 |),
this is used to avoid merging distant cells.

Let W (Clusteri) be the number of cells in cluster Clusteri with initial value
1 (initially, each cell is viewed as a cluster), and let dist(ci, cj) be the Euclidean
distance of two cells ci and cj in Cnew

1 . To decide whether or not two cells
can be merged, three merging constraints are defined. If Clusteri and Clusterj

are merged, the following constraints must be satisfied: (1) W (Clusteri) +
W (Clusterj) ≤ CAP . (2) wij > ALUC. (3) dist(ci, cj) < ACD.

To satisfy the capacity constraint, the Cluster Packing step proposed in [5] can
be use to merge some small cells (clusters) left into the cell graph to larger cells in
order to reduce the number of clusters to m

′′
= 	(|Cnew |−

∑m
k=1 CAPk)/CAP 


= 	|Cnew
1 |/CAP 
. Note that, this value is the number of new switches should

be established.
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4.3 Switch Selection Phase (SSP)

After performing Cell Clustering Phase, cells are grouped into several clusters.
In the Switch Selection Phase, for each cluster, a new switch is to be established
for providing services to cells in the cluster. The location of the new switch is
selected from the set of candidate sites. Once the new switch is established, the
links between cells in the cluster and the new switch are connected. Moreover,
each new switch is connected to the nearest switch in Sold.

If qk = 1, then the location is selected as the site of new switch, then several
costs can be determined: (1) the switch setup cost: setupk, (2) the link setup
costs of cells in the same cluster to the switch sk, Eik =

∑
∀cj∈cluster i ujk, where

ujk is propositional to dist(cj , sk), and (3) the cost of establishing a backbone
link between new switch located in sk and the nearest switch sl on Sold, denoted
as Fk = vkl.

On the other hand, if the location of the new switch is determined then the
location update cost between (old and/or new) switches and the cabling setup
cost should be computed. Let Hik be the cabling cost occurred in the ith cluster
which is assigned to switch sk, then Hik =

∑
∀ cj∈cluster i ljk. It is worth to

notice that the location update cost between cells in the same cluster are ignored.
The cost should be considered is the location update cost between switches.
Given (m+m′) nonempty sets of cells P = {Pl}, l = 1, 2, ..., (m + m′), P is called
a (m + m′)-way partition of CG, if P1 ∪ P2 ∪ ... ∪ Pm+m′ = Cnew ∪ Cold = C
and Pi ∩ Pj = φ, where i �= j. Without loss of generality, the cells in set Pj are
assigned to switch sj , j = 1, 2, ..., (m + m′). Then for a given partition P , the
location update cost of the partition is: α

∑
ci∈C

∑
sl∈S(LUCS(i, l) ·Dsid(ci)l). If

the assignments of cells to switches are fixed and known, the location update cost
between switches is also fixed. Let LUSS(k, l) =

∑
ci∈Pk

LUCS(i, l), if k �= l;
LUSS(k, l) =0, otherwise. Then the location update cost can be represented as∑m

k=1
∑m

l=1 LUSS(k, l) × Dkl.
The cells in C = Cnew ∪ Cold can be divided into two sets denoted as Cnew

1
and C\Cnew

1 . The cell assignment of cell in C\Cnew
1 is known. Thus, the location

update cost between cluster i (whose cells are in Cnew
1 ) and the cell in C \ Cnew

1
can be computed by

Iik = α × [
∑

cj∈cluster i

∑

c
j
′∈C\Cnew

1

wjj′ (1 − yjj′ )Dsid(j)sid(j′ ) (11)

+
∑

cj∈cluster i

∑

c
j
′∈Cnew

1

wjj′ (1 − yjj′ )DISTk].

For the cells in Cnew
1 the assigned switches not yet been determined, the

location update cost between these cells can not be computed by a determinative
formula. To estimate the location update cost, let DISTk =

∑m
l=1 Dkl/m be

average distance between switch sk and the other switches in Sold. Then the
location update cost between cells in Cnew

1 which is assigned to new switch sk

can be estimated by
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Jik = α ×
∑

cj∈cluster i

∑

c
j
′ ∈Cnew

1 \cluster i

wjj′ (1 − yjj′ )DISTk. (12)

In this subsection, a heuristic algorithm is proposed to solve this problem.
First, a bipartite graph BG′(CL, SL) is constructed, let SL be the set of candi-
date sites of the new switches {s1, s2, ..., s|SL| = sm′ }, CL = {CL1, CL2, ...,
CL|CL| = CLm′′ } be the set of clusters in Cnew

1 . Then, for each cluster in CLi

(i=1, 2, ..., |CL|), there is one edge connected cluster to each node in SLk (k=1,
2, ..., |SL|). The weight of edge which connected cell CLi in CL to SLk ∈ SL,
is set to be

cik = Hik + Iik + Jik. (13)

The resource-cost of edge which connected cluster CLi ∈ CL to SLk ∈ SL,
is set to be

rik = setupk + Eik + Fk. (14)

Obviously, this sub-problem can be transformed to the singly constrained as-
signment problem (SCAP) [9][10]. The SCAP is formulated as:

minimize

|CL|∑

i=1

|SL|∑

k=1

cikzik (15)

subject to
|CL|∑

i=1

zik ≤ 1 i = 1, 2, ..., |CL|; (16)

|SL|∑

k=1

zik = 1 k = 1, 2, ..., |SL|; (17)

zik ∈ {0, 1} i = 1, 2, ..., |CL|, k = 1, 2, ..., |SL|; (18)
|CL|∑

i=1

|SL|∑

k=1

rikzik ≤ BUDGET
′
. (19)

Here the interpretation can be used, that zik = 1 implies that cluster CLi is
assigned to switch SLk at a cost of cik, that rik is the resource usage (budget
usage) when cluster CLi is assigned to switch SLk and that BUDGET ′ is the
available budget. Equations (16)–(18) are denoted as the LAP constraints and
equation (19) is denoted as the resource constraint . The SCAP can be regarded
as a knapsack problem (KP) complicated by equations (16) and (17) [10]. As the
KP is NP-complete, the SCAP is at least as hard as NP-complete. It is thus very
unlikely that a fully polynomial algorithm exists to solve the SCAP.

In this subsection, a heuristic algorithm is proposed to solve it. First, Hitch-
coch Algorithm is applied to find the minimal weight matching of assignment
problem without taking the consideration of the budget constraint. The re-
sult of this assignment is denoted as initial assignment (IA). Let cost(IA)
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and budget(IA) be the cost and the used budget of the IA, respectively. If
budget(IA) < BUDGET ′ then the assignment is found; otherwise, the IA should
be adjusted so that the budget constraint can be satisfied. To adjust the assign-
ment, cluster exchange method was proposed to reduce the used budget. For
each pair of clusters CLi and CLj in CL, assume zik = 1 and zjl = 1, that
is, cluster CLi and CLj is assigned to switch SLk and SLl, respectively. Let
CE(i, j) be the result that exchanges the assignment of cluster CLi and CLj ,
and cost(CE(i, j)) and budget(CE(i, j)) be the cost and the saving budget of
the CE(i, j). Find the pair of clusters CLi and CLj such that the budget(IA)−
budget(CE(i, j)) < BUDGET ′ and with minimal cost(CE(i, j)), if found then
exchange clusters CLi and CLj and done. Otherwise, let budget(CE(i′, j′) =
max∀i,j{budget(CE(i, j))}, if budget(IA) − budget(CE(i′, j′)) > BUDGET ′

then perform the cluster exchange to get CE(i′, j′), subtract budget(CE(i′, j′))
from budget(IA), and IA is replaced by CE(i′, j′). Repeat this process until
budget(IA) − budget(CE(i, j)) < BUDGET ′. The heuristic algorithm is de-
scribed as follows.

Algorithm: Heuristic algorithm for SCAP

Step 1: Perform Hitchcoch Algorithm to find the minimal weight matching of
assignment problem without taking the consideration of the budget
constraint. Let the assignment be the IA.

Step 2: If budget(IA) < BUDGET ′ the assignment is found then stop, else
perform Step 3.

Step 3: For each pair of clusters CLi and CLj in CL, find cost(CE(i, j)) and
budget(CE(i, j)).

Step 4: Find the pair of clusters CLi and CLj such that the budget(IA) −
budget(CE(i, j)) < BUDGET ′ and with minimal cost(CE(i, j)). If
found then exchange the pair of clusters CLi and CLj and stop, oth-
erwise perform Step 5.

Step 5: If budget(CE(i′, j′) = max∀i,j{budget(CE(i, j))} and budget(IA) −
budget(CE(i′, j′)) > BUDGET ′ then perform the cluster exchange to
get CE(i′, j′), subtract budget(CE(i′, j′) from budget(IA) and IA is
replaced by CE(i′, j′). Update cost(IA) and goto Step 4.

4.4 Backbone Design Phase(BDP)

After performing the Switch Selection Phase, a feasible solution of the NEP is
obtained. The remaining budget can be used to improve objective cost. There
are three possible methods: (1) After performing the Switch Selection Phase, the
new switch is directly connected to old switch, this can be improved by allowing
connected indirectly. (2) Perform cell exchanging under budget constraint, and
(3) append new backbone links under budget constraint. These methods are
described in following subsections.

Backbone Expanding Method. To improve the objective cost by allowing the
new switch can be connected to the exist backbone network (directly) or another
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new switch(es) (indirectly). Two steps are performed as follows. First, the exist
backbone network is expanded and connected to the near switch to form a new
backbone. Then, iteratively, the new backbone network is repeatedly expanded
to cover all the new switches.

Cell Exchanging Method. In [5], cell exchange method has been proposed
to reduce to total communication cost of the cell assignment problem. The idea
can be modified and applied to find the cell exchanging between two cells in
Cnew under budget constraint. Cell exchanging method tries to select two cells
in Cnew which are assigned to different switches and exchanges them such that
the total communication cost can be reduced under budget constraint. Cell-
exchange method exchanges cells assigned to different switches by selecting the
“most preferable” cells to exchange instead of exchanging two arbitrary cells.

Given an initial assignment, the total cost can be reduced by reassigning a cell
in current switch to another switch, or exchanging two cells which be assigned

to different switches. A set DM of
∑m

k=1 CAPk +
∑m

′′

k=1 CAP − |Cnew| dummy
cells are introduced into the CG to ensure that the reassignment of one cell
in one step is possible. Cell exchanging method consecutively selects two cells
in Cnew

⋃
DM which being assigned to different switches to exchange. At each

iteration, two cells ca and cb ∈ Cnew
⋃

DM are selected which maximize the
reduced exchanging cost exchange(a, b) where

exchange(a, b) = max
(ci,cj)∈{Cnew

⋃
DM}×{Cnew

⋃
DM}

{exchange(i, j)}. (20)

The iteration continues if exchange(a, b) ≥ 0. The details of the algorithm is
described as follows:

Algorithm: Cell Exchanging

Step 1: For each cell in CG
⋃

DM and each switch in G, compute values of
matrices LUCS(i, l).

Step 2: Find two cells ca and cb in Cnew
⋃

DM assigned to different switches
with maximal positive reduce cost and satisfy the budget constraint
(RD = (uik − uil + ujl − ujk) < BUDGET

′
), that is,

exchange(a, b)=max(ci,cj)∈{Cnew
⋃

DM}×{Cnew
⋃

DM}{exchange(i, j)}.
Step 3: Update LUCS(i, l), for each ci ∈ Cnew

⋃
DM and sl in L. Subtract

RD from BUDGET
′
.

Step 4: If (Cnew
⋃

DM �= ∅) and (BUDGET
′
> 0) go to Step 2.

Step 5: If (exchange(ca, cb) > 0) and (BUDGET
′

> 0) then go to Step 1;
otherwise terminate the algorithm.

Backbone Link Appending Method. In the Backbone Link Appending
Method, the remaining budget is repeatedly used to improve the backbone con-
nectivity and also to decrease the distance(or communication cost) between dis-
tant switches if possible. Let w(sk, sl) be the objective cost (computed by equa-
tion (2)) after adding link (sk, sl) to the backbone network. The details of the
algorithm is described as follows:
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Algorithm: Backbone Appending Method

Step 1: Let BC = ∅, for each pair of switches (sk, sl), qkql = 1 and sk, sl ∈
Sold∪Snew, if vkl < BUDGET ′ and ekl = 0 then computet w(sk, sl)
and BC = BC ∪ (sk, sl).

Step 2: While (BUDGET ′ > 0 and BC �= ∅) perform Steps 2.1 to 2.3.
Step 2.1: Find the link (s

′

k, s
′

l) which connects the pair of switches s
′

k and s
′

l with
minimal objective cost, i.e., w(s

′

k, s
′

l)=min(sk,sl)∈BC{w(sk, sl)}.
Step 2.2: Add link (s

′

k, s
′

l) to backbone network, set ekl = 1 and subtract vk′ l′

form BUDGET ′.
Step 2.3: Let BC = ∅, for each pair of switches (sk, sl), qkql = 1 and sk, sl ∈

Sold∪Snew, if vkl < BUDGET ′ and ekl = 0 then computet w(sk, sl)
and BC = BC ∪ (sk, sl).

5 Experimental Results

In order to evaluate the performance of the proposed algorithm, the heuristic
algorithm is implemented and applied to solve problems that were randomly
generated. The results of these experiments are reported below. In all the exper-
iments, the implementation language was C, and all experiments were run on a
Windows XP with a Pentium IV 3.0Ghz CPU and 512MB RAM. A hexagonal
system in which the cells were configured as an H-mesh is simulated. The handoff
frequency wij for each border was generated from a normal random number with
mean 100 and variance 20. The capacity (CAP) of new switch is set to be 25, the
potential sites of the new switch are assumed be the same as the locations of the
switches in S. The global service area(GSA) is assumed in the 2-D plane, with
width and length equal to 30 (unit). The cabling cost of the local link is equal to
the distance between cell and switch multiplied by 1 and the cabling cost of the
backbone link is equal to the distance between switches multiplied by 10. The
setup cost of the each switch is assumed to be equal to 100. Assume |Cold|=400,
|Cnew|=200. Assume 100 new cells are located at outside of the GSA, 100 new
cells are located inside the GSA. The locations of the new cells are randomly
generated. Total budget is is in {1000, 1500, 2000, 2500, 3000}. The backbone
network is randomly generated with 50 backbone links. Assume |Sold|=20, the
cell assignment of the set of cells Cold to switches Sold is determined be the algo-
rithm proposed in [4]. After performing cell assignment, the remaining capacity
of each switch can be obtained. The values of ratio α is in {0.01, 0.1, 1, 10, 100}.

To examine the effect of the proposed algorithm, the result of running ge-
netic algorithm is used. Figure 1 shows the effect of the different values of
BUDGET and α. Observe the results shown in Fig.1(a)-(e), the results ob-
tained by performing SSP can be further improved by performing BDP. The
left portion of Fig.1(f) shows the relation between reduced ratio computed
by (SSP − BDP )/SSP × 100% and the ratio α. In average, after perform-
ing Backbone Deign Phase (BDP), the cost can be reduced by 33.05%. The
right portion of Fig.1(f) shows the relation between reduced ratio computed by



858 D.-R. Din

Fig. 1. Simulated result of different values of α and BUDGET

(HA − GA)/GA × 100% and the ratio α. In average, the result obtained by HA
is in 5% of the result of GA.

6 Conclusions

In this paper, the network expanded problem (NEP) which optimally assigns new
and splitting cells in PCS network to switches on an ATM network is investi-
gated. This problem is currently faced by designers of mobile communication
service and in the future, it is likely to be faced by designers of personal commu-
nication service (PCS). Since finding an optimal solution of the NEP is NP-hard,
a heuristic algorithm is proposed to solve it. The proposed method consists four
phases, they are Remaining Capacities Pre-assigning Phase (RCPP), Cell Clus-
tering Phase (CCP), Switch Selection Phase (SSP), and Backbone Design Phase
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(BDP). Experimental results indicate that the algorithm can improve perfor-
mance, in average, 33.05%. This problem is a real problem, in the future, other
techniques (genetic algorithm, simulated annealing algorithm) can be designed
to find the optimum solution.
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Abstract. Semiconductor production turnkey service (SPTS) coordinates wafer 
fabrication with the outsourcing of the remaining processes including circuit 
probing testing (C/P testing), integrated circuit (IC) assembly and final testing for 
buyers. To reduce the production cost and lead time in the supply chain, wafer 
fabricators must be responsible for the production and distribution planning for 
the SPTS.  Therefore, this research develops an integer-programming (IP) -based 
model of collaborative production-distribution planning.  Under this model, 
multi-products, multi-stages, and multi-outsourcing factories with different 
processing capabilities are considered.  However, the IP model cannot solve the 
problem within a polynomial time when the problem becomes as complicated as 
those in real practice.  To confront this problem, we adopt and modify the 
generalized saving algorithm (GSA) so that the proposed algorithm can solve 
complicated real-world problems efficiently. The numerical results show that the 
proposed algorithm can significantly increase the solving efficiency. 

Keywords: SPTS, TPP, Network Transformation, Semiconductor 
Manufacturing. 

1   Introduction 

As the semiconductor foundry becomes more and more competitive, wafer fabricators 
tend to provide SPTS in order receive more orders from clients. For example, Taiwan 
Semiconductor Manufacturing Corporation (TSMC) promotes the e-foundry service to 
coordinate wafer fabricating, circuit probing testing, assembly and final testing for IC 
designers, as shown in Fig.1.  Wafer fabricators are in charge of the SPTS because 
wafer fabrication requires the highest capital investment and production cost and the 
longest lead time in the semiconductor manufacturing supply chain.  To be responsible 
for the production and distribution planning for the SPTS, wafer fabricators must have 
a comprehensive planning about how to allocate each order to an appropriate site under 
the environment of multi-products, multi-stages and multi-outsourcing factories with 
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variable processing capability, in order to minimize the total production cost.  The 
SPTS provider should also solve a transportation problem by putting different orders 
into the transportation routes to reduce the total transportation cost. Because the process 
capabilities of machines are different and the number of machines and the amount of 
parts in each outsourcing factory are different, each factory has a production limit for 
each kind of products, and this issue must be considered in order allocation.  In 
addition, the required process time on bottleneck machines for different products even 
under the same production process may be different.  Therefore, in calculating capacity 
loading of factories, we should examine the total process time on bottleneck machines 
to ensure the factories being operated under the total capacity constraint.  To 
summarize, wafer fabricators need to solve a supply-chain level, instead of a 
company-level, planning for the production and distribution for the SPTS. 

Semiconductor manufacturing supply chain has the characteristics of vertical 
integration.  Collaborative production-distribution planning is essential to successfully 
manage the supply chain. William [13] is the first to present simultaneous  
joint production–distribution scheduling, with the objective of minimizing the average 
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Fig. 1. Semiconductor manufacturing supply chain (e-foundry) [7] 

inventory and operation cost in the supply chain.  Cohen et al. [2][3] propose a 
collaborative production-distribution planning model to generate material requirement 
planning, production planning, and inventory and distribution planning.  
Dhaenens-Flipo and Finke [5] solve a network-based production-distribution problem 
for a production environment with multi-sites, multi-products and multi-periods. 
Among all these researches, some only concern with single process stage [2][3], and 
the others do not joint the route planning in the distribution planning even though the 
factors above are considered[5][13]. Therefore, these models cannot be applied to a 
more complicated supply chain, such as semiconductor manufacturing.  

The collaborative production-distribution planning for SPTS, with the consideration 
of both route planning and capacity allocation, is similar to the traveling purchaser 
problem (TPP).  Ramesh [11] is the first to solve the traveling purchaser problem (TPP) 
by proposing the lexicographical search algorithm, which searches the solutions by the 
product title order.  Golden et al. [6] proposes generalized saving algorithm (GSA), 
which begins the search from the market with the most product types to construct the 
preliminary route. A market can be selected into the route if the saved purchasing cost 
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is lower than the extra transportation cost.  Ong [8] proposes tour-reduction algorithm 
(TRA), which applies GSA to find the initial solution, and then drops the market if the 
saved traveling cost is higher than the additional purchasing cost.  Pearn et al. [9][10] 
modifies the current algorithms, including search algorithm (SA), generalized-saving 
algorithm (GSA), tour-reduction algorithm (TRA) and commodity-adding algorithm 
(CAA).  Numerical results verify that the modified algorithm can significantly improve 
the solving efficiency.  Even though many newly-developed heuristic algorithms can 
be implemented efficiently and effectively for solving TPP, the topic of capacity 
allocation in SPTS is rather different from the purchasing in TPP.  Therefore, in this 
research, we adopt and modify the generalized saving algorithm (GSA) by Golden et al. 
[6] to solve the capacity allocation problem, and the proposed heuristic algorithm can 
be applied for the STPS problem.  

The rest of the paper is organized as follows. The problem of collaborative 
production-distribution planning for SPTS is defined in section 2, and the 
corresponding IP model is constructed in section 3.  In section 4 and 5, a case study is 
presented, and the ILOG CPLEX is employed to solve the SPTS.  In section 6, an 
algorithm for the SPTS by transferring the SPTS problem into a TPP-based network 
problem is presented, and large-scaled data are generated randomly for examining the 
performance of the heuristic algorithm.  Conclusion and future research is presented in 
the last section. 

2   The Collaborative Production-Distribution Planning for SPTS 

Problem 

This research selects the SPTS model adopted by Taiwan Semiconductor 
Manufacturing Corporation (TSMC) as a study basis.  When the semiconductor 
company receives an order from an IC design house, not only that it needs to assign the 
order to one of its wafer fabricators, but it also needs to select and assign the 
semi-product order to appropriate outsourcing factories for circuit probing/testing, 
assembly and final testing, and to plan the distribution route.  In the selection of 
outsourcing factories, the firm needs to consider the differences in processing 
capabilities of outsourcing firms in different product types.  In other words, a product 
type can only be processed in an outsourcing factory that has a higher processing 
capability required by the product type.  In addition, different outsourcing factories 
have different processing costs on each product.  Because of different process 
capabilities of machines, numbers of machines and amounts of parts in outsourcing 
factories, each outsourcing factory has a production limit for each product type.  
Therefore, these differences among the factories must be considered in order allocation.  
In addition, even in the same production process, different product type may require 
different process time.  Thus, in the calculation of total capacity loading of outsourcing 
factories, the total process time on bottleneck machines must be calculated to ensure 
that the factories are operating under the total capacity constraint.  After the 
semi-finished/finished products are processed by the outsourcing factories, they are 
transported back to the wafer fabricators.  Because the return transportation is of 
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outsourcing factories’ responsibility, we only need to consider the departure 
transportation cost in the model.  The semi-finished products of semiconductor 
products (wafer, die or integrated circuit) are very small; therefore, one vehicle is 
needed to transport these products even when there are many different orders. 

3   An Integer Programming Model 

An integer programming model is constructed here to solve the production and 
distribution planning for SPTS, with the objective of minimizing the total production 
and transportation costs.  We have to consider the processing capability, maximum 
capacity of each product type, and total capacity, of each outsourcing factory, in order 
to assign orders to the appropriate outsourcing factories.  The transportation route that 
has the lowest transportation cost, i.e. shortest route, is found under the constraint that 
the route must cover all the outsourcing factories that have been assigned orders.  
Finding the shortest route that connects all nodes is in the category of the popular 
traveling salesman problem (TSP) [4].  In addition, each market will only be visited 
once in the optimal solution while the route distance among nodes satisfies triangle 
inequality [1]. This also means that the shortest path connecting all nodes will form a 
complete route.  As defined in the problem, the sizes of semi-finished semiconductor 
products are very small, and all the delivery in a day can be transported by a single 
vehicle once. Therefore, forming a complete closed circuit is not only a feasible 
solution, but also the optimal solution. 

Subscripts: 
i, j Index of factories, where i=1,...,n and j=1,...,n. 
k Index of product-stage, where k=1, 2, …, e, e+1, …, e+f, e+f+1, …, e+f+g. 

Index of product type in probing/testing, where k=1, 2, ..., e. 
Index of product type in assembly, where k=e+1, e+2, ..., e+f. 
Index of product type in final testing, where k=e+f+1, e+ f+2, ..., e+f+g. 

e Number of product types waiting for probing/testing. 
f Number of product types waiting for assembly. 
g Number of product types waiting for final testing. 

Decision variables: 
Xi,j If the transportation route from factory i to factory j is selected, then Xi,j =1; 

otherwise, Xi,j =0.  
xi,j ={0, 1}, (i, j=0, 1, …, n; i ≠ j). 

Yi If factory i is in the transportation route, then Yi =1; otherwise, Yi =0.   
yi ={0, 1}, (i=0,1,…,n). 

Zk,i Number of orders of product-stage k being assigned to factory i. 
zki =0, 1, 2,… (zki is integer). 

Parameters:  
bk,i Processing cost of product-stage k in outsourcing factory i.  
cpk,i If outsourcing factory i has processing capability of product-stage k, then 

cpk,i =1; otherwise, cpk,i =0.   
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cpi,k ={0, 1}. 
dk Demand of product-stage k. 
n Number of outsourcing factories.  
qk,i Capacity of bottleneck machines for product-process k in outsourcing 

factory i.  
Qi Capacity of bottleneck machines in outsourcing factory i.  
ptk Processing time of product-stage k in bottleneck machines.  
tci,j Unit transportation cost from factory i to factory j. 
v0 Wafer fabricator (Distribution start point). 
vi Index of outsourcing factories.  

Integer programming model: 
Minimize  
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The objective function (1) is to minimize the total production and transportation 
costs.  Constraints (2) to (4) are related to capacity allocation.  Constraint (2) ensures 
that the total output assigned to the outsourcing factories with the required processing 
capabilities must be equal to the total demand.  Constraint (3) ensures that the output of 
a product type assigned to an outsourcing factory must be lower than the maximum 
capacity of the product type possessed by the factory.  Constraint (4) makes sure that 
the total loading assigned to an outsourcing factory must be lower than the maximum 
capacity possessed by the factory.  Constraints (5) to (7) are related to distribution 
planning.  Constraint (5) ensures that each distribution route must pass through a wafer 
fabricator; that is, each distribution vehicle must start from a wafer fabricator.  
Constraint (6) is an assignment equation, and its goal is to make the number of routes 
passed through all outsourcing factories be even-degree.  However, with only 
constraint (5) and (6), we cannot guarantee that the distribution routes can form a 
complete closed circuit, and some separated tours may be resulted.  To prevent this 
from happening, we adopt sub-tour elimination [12] to construct a complete tour in 
constraint (7).  Under this method, all nodes are arbitrarily segregated into two groups, 
and at least two routes must connect the two groups.  In other words, in a set with any 
number of nodes, if the number of routes is smaller than the number of nodes (|S|), no 
separated tour can be formed in the set.  Constraints (8) and (9) limit the decision 
variable Xi,j and Yi , respectively, to be either zero or one.  Constraint (10) lets the value 
of Zk,j be a non-negative integer. 

In order to examine the complexity of the problem, we first let A=e+f+g to represent 
the number of product-stage types.  In the integer programming model, the total 
number of variable xi,j is n*(n-1), the total number of variable yi is n, the total number of 
variable zk,i is A*n, and the total number of decision variables is n2+A*n.  For the 
number of constraints, there are A, A*n, n, 1 and n constraints for Constraint (2), (3), 
(4), (5), (6), respectively.  Constraint (7) has the most constraints, 

22132 −−=+++ − nCCC nn
n

nn … , and the number of constraints depends on the 
combination of sets.  In addition, the numbers of constraints for Constraint (8), (9) and 
(10) are n*(n-1), n and A*n, respectively.  In sum, the total number of constraints in this 
integer programming model is 132 2 −+++ AAnnn .  We can see that when the scale of 
the problem increases, the number of variables increases by the square of the number of 
nodes, and the number of constraints increases exponentially.  Therefore, if we 
continue to use integer programming to solve the problem, the solving time will be 
extremely long. 

4   Case Study 

A case study is presented here to examine the practicality of the proposed model.  Table 
1 lists the demand on outsourcing stages of a wafer fabricator in a planning horizon, in 
which nine different-specification semi-finished products need to be processed by 
outsourcing factories.  The production and distribution information of the outsourcing 
factories are listed in Table 2 to 4.  The goal is to find the optimal planning of order 
assignment and distribution route for the semiconductor fabricator. 
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Table 1. Processing time and demand information 

Stage Product-Stage 
Processing time on 

critical machine (min.) 
Demand 

C/P Testing A-CPT 35 25 

C/P Testing B-CPT 33 27 

C/P Testing C-CPT 38 28 

Assembly A-ASM 45 25 

Assembly B-ASM 30 28 

Assembly C-ASM 30 28 

Final Testing A-FT 32 15 

Final Testing B-FT 33 20 

Final Testing C-FT 36 20 

5   Solutions for the SPTS 

The calculation results of the problem by ILOG CPLEX is as shown in Table 5. The 
optimal transportation route is WF→CPT1→CPT2→CPT3→AS1→FT1→AS2 
→FT2→WF, as shown in Fig. 2.  In this problem, there are a total of 144 variables and 
424 constraints.  The CPU solving time of the problem, using a personal computer with 
Pentium 4 2G Hz CPU and 512MB RAM, is approximately 0.34 seconds (with 14 
iterations). 

Table 2. Maximum capacity of each product type for outsourcing factories 

Capacity Limit (qk,i) for each product 

Stage
Outsourcing 

factory 
A-CPT B-CPT C-CPT A-ASM B-ASM C-ASM A-FT B-FT C-FT

Total Capacity 
Limit 

Wafer Fabrication WF - 
C/P Testing CPT1 360 720 720 1,440 
C/P Testing CPT2 1,440 2,880 2,880 
C/P Testing CPT3 720 1,440 1,440 
Assembly AS1 720 1,440 1,440 
Assembly AS2 720 1,440 1,440 1,440 

Final Testing FT1 720 1,440 1,440 2,880 
Final Testing FT2 1,440 1,440 1,440  

Table 3. Production cost (bk) for outsourcing factories with the corresponding capability 

Stage Outsourcing 
factory A-C/PT B-C/PT C-C/PT A-ASM B-ASM C-ASM A-FT B-FT C-FT

Wafer Fabrication WF 
C/P Testing CPT1 35 30 40
C/P Testing CPT2 28
C/P Testing CPT3 34 30
Assembly AS1 25 27
Assembly AS2 27 30 34

Final Testing FT1 40 39 42
Final Testing FT2 38 35  
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Table 4. Transportation Cost (tci,j) 

Outsourcing 
factory 

WF CPT1 CPT2 CPT3 AS1 AS2 FT1 FT2 

WF - 50 80 120 110 90 70 50 

CPT1 50 - 60 80 70 30 40 40 

CPT2 80 60 - 30 40 70 50 90 

CPT3 120 80 30 - 10 90 70 90 

AS1 110 70 40 10 - 50 40 60 

AS2 90 30 70 90 50 - 40 20 

FT1 70 40 50 70 40 40 - 40 

FT2 50 50 90 90 60 20 40 - 

Table 5. Integer programming solution (optimal) for the SPTS example solved by CPLEX 

The objective value and the solution time 
Objective Value: 7,518 ($) 

Iteration: 14 

Solving Time: 0.34 (sec.) 

Constraints: 424 

Variables: 144 

 

Fig. 2. Results of the collaborative production-distribution planning for SPTS 

The complexity of the SPTS integer programming model increases exponentially as 
the number of factories (n) increases.  We fix the number of product type in 15, and 
observe the trend of the required solving time to get optimal of the problem by ILOG 
CPLEX when the number of outsourcing factories changes.  Table 6 shows that when 
the number of factories is under 10, the problem can be solved very efficiently.  
However, when the problem becomes more complicated, the solving efficiency 
decreases tremendously.  In conclusion, with a complicated real-practice problem, the 
integer programming model will become very inefficient. 
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Table 6. Run times and workloads for the SPTS with various nodes 

Node Number 10 11 12 13 14 

Solving Time (Sec.) 14.8 111.4 960.0 4,590.0 >86,400.0 

Iterations 1,343 2,389 8,007 12,376 - 

6   An Algorithm for the SPTS 

An algorithm for the SPTS is proposed here based on the generalized saving algorithm 
(GSA) by Golden et al. [6], and capacity allocation equations are used to replace the 
original product purchasing equations.  Below is the procedure of the GSA [6] applied 
to SPTS: 
1. Find the outsourcing factory that can process the most kinds of product types.  With 

the origin, the initial route τ is formed.  If the number of outsourcing factories that 
can process the most kinds of product types is more than one, select the outsourcing 
factory that is nearest to the origin. 

2. For every nearby outsourcing factory i that does not belong to route τ, calculate its 
purchasing cost 

is PΔ  and transportation cost 
isTΔ .  Let i- and i+ be nearby 

outsourcing factories to route τ, the cost incurred for the outsourcing factory i  is: 

{ }∑
⎭
⎬
⎫

⎩
⎨
⎧ −+−−=

Δ+Δ−=Δ

∪∈∈+−+−
K

ijj

isisis

kjpkjpiitiitiit

PTC

),(min),(min),(),(),(
ττ

 
(11)

     Where t(i-,i+) refers to the traveling cost between node i- and node i+. The function 

),(min kjp
j τ∈

  indicates that the commodity k is purchased with the lowest price in the 

corresponding outsourcing factory within the route group τ. 
3. If the highest isCΔ  is a positive number, the outsourcing factory will be entered 

into the route τ.  Go back to step 2 for further calculations. 

4. If there is no more positive number of isCΔ , end the calculation. 

Because the capacity calculation in SPTS is different from the product purchasing in 
the conventional TPP, the calculation of p(j, k) is revised to consider the capacity limit 
of each product type in each outsourcing factory and the total capacity limit of each 
outsourcing factory.  If order assignments are over the product type capacity or total 
capacity limits of the factory, a penalty of M will be multiplied to the production cost, 
and, thus, over-capacity situation can be prevented.  The modified equation is as 
follows: 

∑ ∑∑ ∑
∈

++

=

++

= ∈

×−+
⎭
⎬
⎫

⎩
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k j
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1
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1
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(12)

Table 7 shows the results of the modified GSA heuristic algorithm for the case study.  
The total number of iterations is 7, the solving time is less than 0.0001 seconds, and the  
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gap with the optimal solution is 2.47%.  When the number of product types is fixed in 
15 and the number of outsourcing factories increases, the solving times for searching a 
near-optimal solution are obtained as shown in Table 8.  The table indicates that the 
gaps between GSA and the optimal solution, i.e. solution quality, fall from 4% to 6% 
under 13 outsourcing factories. The results also show that the algorithm can find a 
near-optimal solution very efficiently. 

Table 7. Solution for the SPTS example by modified GSA 

The objective value and the solution time 

Objective Value: 7,704 ($) 

Iteration: 7 

Solving Time: <0.0001 (sec.) 

Gap with Z* 2.47% 

Table 8. Solving time and iterations with various nodes by modified GSA 

Node Number 10 11 12 13 ... 20 30 50 100 

Solving Time (Sec.) 0.42 0.35 0.38 0.46 ... 0.88 1.80 4.80 18.5 

Iterations 8 9 10 11 ... 13.5 14.6 14.9 14.6 

Solution Quality 5.31% 4.10% 2.53% 4.2% ... NA* NA NA NA 

*“NA” means not available.  

7   Conclusion 

This paper investigates the collaborative production-distribution planning for SPTS, 
which is a very important problem in real-practice.  In such a supply chain problem, 
multi-products, multi-stages, and multi-outsourcing factories with different processing 
capabilities must be considered in finding the most appropriate production and 
distribution plan.  An integer programming model is proposed to find a plan with the 
objective of minimizing the total costs.  A case is presented, and ILOG CPLEX is used 
to solve the problem.  In addition, we propose a modified GSA heuristic algorithm to 
solve complicated real-world problems in a reasonable limited time. Some important 
characteristics related to SPTS problem, e.g. delivery time restriction, may be 
incorporated for the future works. Moreover, the other well-know TPP heuristics, e.g. 
the tour reduction algorithm, commodity adding algorithm, can also be modified for 
improving the efficiency for the SPTS problem. 
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Abstract. Product recycle and parts reutilization are two of the vital ways to 
protect environment. In recent years, more and more industries begin to adopt 
recycling as their key strategy. Koh, et al. [3] developed a model with an infi-
nite production rate and finite recovery rate without backorder. In this study, we 
focus on how a supplier makes recycling as her dominant policy of production 
and procurement. An optimal production and inventory control policy with par-
tial backordering is developed. Numerical examples and sensitivity analysis are 
provided to illustrate the theory. 

Keywords: Recycling, Inventory, Recovery, Partial backordering. 

1   Introduction 

The rapid technological development has created a lot of convenience for us. But it 
comes with a price. Global warming effects, air pollution, acid rain, and draught are 
just some of the environmental effects that deteriorate our quality of life. In recent 
years, two main focuses have become the themes of environmental protection activi-
ties. They are pollution control and the efficient utilization of natural resources. Laws 
have been enacted to deal with the first theme while recycling and reuse of resources 
are viewed as the answers for the second issue.  Many enterprises and industries have 
used recycling and remanufacturing to reduce the cost of production. The so-called 
recyclable materials include metals, papers, and plastics. Other potentially recyclable 
items are peripheral appliances of computers or cellular phones. Thierry et al. [12] 
defined “reuse” as 

(1) Direct reuse: some items can be reused after going through either minor main-
tenance or cleaning; 

(2) Repair: the original structures/outlooks of the recycled items will not be 
changed but they will be repaired to restore their original functions;  

(3) Recycling: to dissemble the recycled products with the purpose of collecting 
either the usable part(s) or raw material for further use;  

(4) Remanufacturing: to produce a brand new product out of the recycled parts. 
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Many scholars in the past have conducted inventory research for resource recy-
cling. Schrady [10] was the first researcher to introduce the concept of reusable re-
source into a deterministic inventory model. In his model, he assumed that the de-
mand and the recycle rate were constant and the lead-times for external ordering and 
recovery were fixed. Meanwhile, he divided the inventory system into two parts.  

1. The recoverable inventory system: the inventory formed by the recycled items 
collected from the consumer client;  

2. The serviceable inventory system: containing purchasing new products as well 
as the inventory formed by the recycled items in the remanufacturing process.  

Schrady [10] showed that different inventory systems adopt different holding cost 
rates.  

Later, Nahmias and Rivera [7] developed an EOQ variant from Schrady’s model 
with a finite recovery rate. Muchstadt and Issac [6] discussed a random inventory 
model for repaired products with non-zero lead-time. Richter [9] expanded the deter-
ministic inventory model into “n” setting with “m” recuperative production, and ex-
plored the relationship between the best solution and recycle rate. Fleischmann et 
al.[1] considered the lead-time for random remanufacturing and compared the total 
average costs under different demands, recycles, and cost structures. Later, Fleisch-
mann et al. [2] considered the integration of forward and reverse distributions with 
two cases of photocopier remanufacturing and paper recycling. Nakashima,Arimitsu 
and Kuriyama [8] proposed an analysis to solve the product recovery system with 
stochastic variability using a discrete time Markov chain. Listes and Dekker [4] ap-
plied the stochastic models to a real case study on recycling sand from a demolition 
waste in the Netherlands. Mitra [5] developed a pricing model to maximize the ex-
pected revenue from the recovered products 

Koh, et al. [3] proposed a model with an infinite production rate and finite recovery 
rate where the demand can be satisfied by recovered products and newly purchased 
products. Teunter [11] later simplified Koh’s model. Both models do not allow back-
ordering. This study focuses on exploring the inventory policy for recycling industries 
with backordering. Since certain portion of the raw materials comes from the recy-
cling process, the exact quantity is uncertain. In this study, we focus on “m” times’ 
recoverable production under one order placement. An algorithm is developed to de-
termine the optimal inventory level, quantities of backorder and relevant strategies for 
industrial operation. Numerical examples and sensitivity analysis are developed to 
illustrate the proposed theory. 

2   Model Development 

Suppliers have two options to meet customer demands. They can purchase the prod-
ucts from external sources, produce internally and/or recycle usable parts. This study 
focuses on “m” times’ recoverable production under one order placement. In order to 
simplify the discussion, three parts of the model are considered (see  Figure 1).  

The top panel is the inventory model for the recovery process. The second panel is 
the inventory model for a serviceable item with the recovery rate higher than the de-
mand (p > d). The third and the fourth panels are the inventory models for serviceable 
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items with different recovery rates (for example, p < d and p = d). Three case scenar-
ios (p > d, p < d, and p = d) are presented in this study. 

For convenience, some assumptions and nomenclatures from Koh, et al. [3] were 
cited. 

2.1   Assumptions and Nomenclatures 

2.1.1   Assumptions 
1.   Demand is deterministic and known (d). 
2.   Used products are collected from customers at a fixed and known rate (r). 
3.   All the collected products can be recovered as good as new ones. 
4.   The repair capacity is known constant (p). 
5.   The cost parameters are known constants. 
6.   The cost of shortage is constant and known. 
7.   Purchase and repair lead times are fixed and known. 
8.   The time for maintenance is constant and known. 
9.   It is more economical to repair items than to purchase them. 
10. Recover rate is greater than collection rate (p > r). 
11. Demand rate is greater than collection rate (d > r). 

2.1.2   Nomenclatures 
Known parameters 

r number of items collected  from customers in unit time [units]/[time] 
p capacity of recovery process [units]/[time]  
d demand rate of the item [units]/[time]  
Co ordering costs for the new item [$]/[order] 
Cs setup cost for recovery process [$]/[order] 
Ch1 inventory holding cost for the recoverable items [$]/[unit]/[time]  
Ch2 inventory holding cost for the serviceable items [$]/[unit]/[time]  
Cb shortage cost per unit back-ordered per unit time [$]/[unit]/[time] 
Cp penalty cost of a lost sale including lost profit ($/units) 

 
Variables 

R inventory level of recoverable items to start the recovery process 
Q order quantity for newly procured items 
m number of setups for one order for new items 
T cycle time of the model 
t idle time (e.g. time to serve other jobs) of the recovery facility 
I the inventory level 
J shortage demand 
Jb the backorder quantity under shortage 
Jp the loss in sale under shortage 
B the fraction of shortage demand backordered, 0 ≤ B ≤ 1 

(1-B) the fraction of shortage demand lost sale 
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Fig. 1. Recycling setups for an order 

2.2   Analysis of the Model 

2.2.1   Case (i): p> d 
When m ≥ 2 

For period T, there is one order for new item with m recovery productions. The in-
ventory flow is depicted in Figure 1. The cost per cycle consists of the following five 
items. 
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(i) The setup cost for recoverable production (m times) is 

mCs (1) 

(ii) The inventory holding cost for recoverable production is 

RT/2 Ch1 (2) 

(iii) The ordering cost for new product is 

Co (3)

(iv) The cost for shortage includes: 
(1)Lost sale shortage is 

JBJ p )1( −=  (4)

The lost sale cost is  

pCJB ⋅− )1(2  (5)

(2) Since 

dJt /1 =  (6)

and 

pBJt /2 =  (7)

The backorder (triangle α and β  in figure 1 (i)) is equal to 
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The backordered cost is: 
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(3) Trapezoid X (m-1) 
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(4) Trapezoid Y (m-2)  
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(5) Triangle Y1 
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(6) Triangle X1 
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The order cycle T= mpR /[ )( rpr − ]  and  t=R/r. Therefore, the total cost per unit 
time,  ( )JRmTVC ,, , is derived by dividing the total cost of the cycle by the cycle 
length T as follows: 
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where  A1 is calculated by software Maple 7 and  shown in Appendix A. 
In practice, the inventory at t = to must satisfy the following condition 
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Our problem can be formulated as 

Min:         ),,( JRmTVC   

                                               Subject to:  Eq. (17) 
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When m is given, the optimal value of R＊ and J＊ for optimal TVC  are derived by 

setting  0=∂
∂

R
TVC and 0=∂

∂
J

TVC . Due to the integer variable m, neither closed 

form nor analytic solution is possible. Therefore, the following search procedure is 
used. 

Search procedure 
Step 1. Determine the known parameters: r, p, d….. 
Step 2. If p > d then use Eq. (16).  

if p < d then use Eq. (32), otherwise 
use Eq. (47).(i.e. for p=d) 

Calculate TVC (m=1) when m=1. 
Calculate TVC (m=2) when m=2. 
Step 3. If TVC (m=1) < TVC (m=2) then set m*=1. 

Otherwise set m=m+1 to calculate TVC. 
until TVC (m+1) > TVC (m). 

Stop 

After obtaining m* and R* , one has 
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T
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When m=1 
For period T, there is one order for new items with one recovery process, the in-

ventory behavior is depicted in Figure 2. 
Without taking into consideration trapezoids Z, X, and Y (see Figure 1(i)), one has 
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Where A2  is shown in Appendix B. 
and 

JBtTpdTQ )1(2)( −−−−=  (20)

2.2.2   Case (ii): p<d 
We have 
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Fig. 2. One recycling setup for an order 

(i) The setup cost for m times recoverable production is 

smC  (22)

(ii) The inventory holding cost for the recoverable production is 

12/ hCRT ⋅  (23)

(iii) The ordering cost for new products is 

oC  (24)

(iv) The shortage cost is 
(1) Shortage lost sale 

JBJ p )1( −=  (25)

The lost sale cost is 

pCJB ⋅− )1(  (26)
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(2) The backorder (the triangle α in figure 1 (ii)) is 

2/
pd

J
BJ

−
⋅  (27) 

The backorder cost is 

bC
pd

J
BJ ⋅

−
⋅ 2/  (28) 

(v) The inventory holding cost for serviceable items 
(1) Triangle Y ( total numbers equal to m) 
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 (2) Triangle X (total numbers equal to m-1) 
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 (3) Triangle Y1 
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T
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⎭
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The order cycle T= mpR /[ )( rpr − ]  and  t=R/r. therefore, the total cost per unit 
time is 

( ) ( ) ( ) ( ) ( ) ( )
( ) 231

2

22

1
,, hhbp

os CAC
R

C
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rprBJ
C

mpR

rpJrB
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−
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Where A3   is shown in Appendix C. 

The inventory at t = 1t  need to satisfy the following equation: 

0)])(()[2( ≥−−+−−− t
m

T
pddtmdtQ  (33)

2.2.3    Case (iii): p=d 
One has 

JBt
m

T
mpdtQ )1()( −−−−=  (34)

The items (i), (ii), and (iii) are the same as case 2.2.2. 

(iv) The shortage cost is 

(1) The lost sale cost is 

pCJB ⋅− )1(  (35)
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(2) The backorder (triangle α and rectangle β in Figure 1 (iii)) is 

)(2/ t
m

T
BJ

d

J
BJ −+⋅  

(36) 

The backorder cost is 

bCt
m

T
BJ

d

J
BJ )](2/[ −+⋅  (37)

(v) The inventory holding cost for serviceable items includes: 
(1) Trapezoid Y (total number equal to m-1) 
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−

=

2

0
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i
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(2) Rectangle X (total number equal to m-1) 
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(3)Triangle Y1 
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The order cycle T= mpR /[ )( rpr − ]  and  t=R/r.  Therefore, the total cost per unit 
time is 
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Where A4  is shown in Appendix D. 
The following equation need to be satisfied: 

0)2( ≥−−− dtmdtQ . (42)

3   Numerical Examples 

To validate the theory, two numerical analysis are used. 

Example 1. (p > d )  Assuming    r = 100, p = 300, d = 200, Co = 10, Cs = 20, Ch1 = 1,  
Ch2 = 2, B =0.6, CP = 2.5, and Cb  = 3. 

Applying these data to the model, using software MAPLE 7 and GAMS 

If m ≥ 2, the problem can be formulated as: 

( ) (
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Subject to  0)96.9(
1200

1 ≥+− RRJ .  

For m ≥ 2, one can derive 0,6.23,2 *** === JRm  and optimal 4.141=TVC . 
For  m = 1,  

./)1048.01045.010424.0104.0106.0(10
3

1
),,1( 8282810117 RRJRJJJRTVC ×−×+×+×+×××= −

 

One has *R =36.5, *J =0 resulting in *TVC =$109.6 with Q =54.75. 
*TVC =$109.6 is the optimum with m* = 1. 

 

Example 2.  (p < d )  Assuming  r = 100, p = 200, d = 300, Co = 10, Cs = 12, Ch1 = 1,  
Ch2 = 2, B = 0.7, CP = 1, and Cb = 0.2. 

Substituting these data into the model, the problem can be formulated as 

( ) (
) ( )./6006030200

254750250003000002.0,,
222

22

mRRRJRmJRm
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−+++=
 

Subject to 03.05 ≥− JR . 

One has  

.
604023

16254800
2 +−

−=∗

mm

m
R  

and  

61,5.775.375.93 ≤≤++−= ∗∗∗ mRmRJ . 
 

When m ≥ 7, MAPLE 7 and GAMS are use to solve the problem. Table 1 lists some 
variations of R*, J*, TVC* for different m. The optimal solution derived are m*=2, 

R*=10.524, J*= 64.117, TVC*= $ 207.22,  and ∗Q = 64.957. 

Table 1. The variations of R*, J* and TVC*  for different  m 

m R*
 J*

 TVC* 

1 8.593 2.920 261.123 

2 10.524 64.117 207.220 
3 9.322 81.043 207.948 
4 8.098 88.456 220.017 
5 7.172 94.514 234.740 
6 6.476 100.526 249.848 
7 5.863 97.719 264.749 
8 5.335 88.914 279.617 
9 4.920 82.003 294.256 
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4   Sensitivity Analysis  

In order to understand how the parameter affects TVC, the sensitivity analysis of pC , 

Cb , and B are carried out in this section. The parameter of examples 2 is used as the  
 

bC ∗m ∗R ∗J ∗TVC ∗Q

0.05 2 29.67 494.58 182.29 89.02

0.1 2 14.21 152.90 200.29 67.84

0.2 2 10.52 64.117 207.22 64.96

0.4 2 9.145 30.210 210.67 64.10

0.8 2 8.523 14.745 212.43 63.76

B ∗m ∗R ∗J ∗TVC ∗Q

0.5 2 29.16 291.55 183.31 87.47

0.6 2 14.57 120.97 199.75 68.15

0.7 2 10.52 64.12 207.22 64.96

0.8 2 8.86 34.85 211.45 63.94

0.9 2 8.14 15.08 213.61 63.57

Table 2. The effect of B on R∗, J∗, TVC∗and Q∗

pC ∗m ∗R ∗J ∗TVC ∗Q

0.25 2 13.57 180.04 150.21 54.51

0.5 2 13.01 148.33 173.37 59.61

1 2 10.52 64.12 207.22 64.96

2 2 7.94 0 214.24 63.48

4 2 7.94 0 214.24 63.48

Table 3. The effect of Cp on R∗, J∗, TVC∗and Q∗

Table 4. The effect of Cb on R∗, J∗, TVC∗and Q∗

R*
,J

*,
TV

C
* 

an
d 

Q
*

Fig. 3. The effect of B on R∗, J∗, TVC∗and Q∗

Fig. 4. The effect of Cp on R∗, J∗, TVC∗and Q∗
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Fig. 5. The effect of Cp on R∗, J∗, TVC∗and Q∗.
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standard values and five different variations are chosen for the analysis. The results 
are shown as follows. 

(1) The fraction of shortage demand backordered, B: 

The various values in the analysis are (0.5, 0.6, 0.7, 0.8, and 0.9), the results are pre-
sented in Table 2. Table 2 shows the inventory level of the recoverable items for the 
recovery process (R), the shortage demand (J), the order quantity for newly procured 
items (Q) and the total cost (TVC). The results are depicted in Figure 3. 

(2) Penalty cost of a lost sale including lost profit, pC  

The various values used in the analysis are ($0.25, $0.5, $1, $2, $4), and the results 
are presented in Table 3. When the penalty cost of a lost sale ( pC ) increases, Table 3 

shows that TVC* increases when both ∗R  and ∗J  decrease.  The results are depicted 
in Figure 4. 

(3) Shortage cost per unit back-ordered per unit time, Cb  
The various values used in the analysis are ($0.05, $0.1, $0.2, $0.4, $0.8), and the 
results are presented in Table 4. When the shortage cost per unit back-ordered per unit 

time (Cb) increases, Table 4 shows that  ∗R , ∗J , and ∗Q  decrease, but TVC* in-

creases. The results are depicted in Figure 5. 

In this analysis, the m* is equal to 2, that is because the three parameters (B, pC , 

and bC ) did not influence m significantly. If we adjust Cs and p, changes will be 

more obvious. 

5   Conclusion 

In this study, we have shown the benefits of planning product recycle for a multi-
ple production model with partial backorder. A search procedure is used to derive 
the optimal solutions. Sensitivity analysis shows that TVC* increases when pC , 

bC and B  increase. The results give managerial insights in cost cutting. Future 

researches can be done for the recovery process of multi-items with stochastic 
demands. 
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Berna Haktanirlar Ulutaş and A. Attila Işlier 

Eskişehir Osmangazi University, Department of Industrial Engineering, Eskişehir Turkey 
bhaktan@ogu.edu.tr, aislier@ogu.edu.tr  

Abstract. The study introduces a Clonal Selection Algorithm (CSA), which 
depends on Artificial Immune System principles, for traditional facility layout 
problems. The CSA aims to minimize the total material handling cost between 
departments in a single manufacturing period. The determination of the 
optimum parameters for artificial intelligence algorithms is vital. Therefore a 
design of experiments study is made. The proposed algorithm is coded and 
tested by means test problems from literature based on the predefined 
parameters. The optimum solutions for small sized (5-8 department) layout 
problems are found. For larger (12, 15, 20, and 30 department) problems 
1,077%, 5,703%, 1,126% and 3,671% improvements are obtained respectively. 
Better solutions are attained within shorter times compared with enumeration 
and CRAFT solutions. 

Keywords: Facility layout problem, artificial immune system, clonal selection 
algorithm, design of experiments, CRAFT. 

1   Introduction 

Facility layout problem is an NP-complete combinatorial optimization problem that 
has applications to efficient facility design for manufacturing and service industries. 
The problem of facility layout is to decide the proper positioning of a collection of 
facilities on a planar site. Each facility has a required area and there is an 
interconnection cost between each pair of facilities. The interconnection cost between 
any pair of facilities is a quantitative flow of materials cost that respects both the 
amount of material that must be moved and the distance between the two facilities [1].  

Historically, the Facility Layout Problem has been modeled as a quadratic 
assignment problem, a quadratic set covering problem, a linear integer programming 
problem, a mixed integer programming problem, and a graph theoretic problem. [2] 
provide a comprehensive survey of the facility layout problems in their paper. The 
four basic types of machine layouts commonly seen in practice are named as linear 
single-row, linear double-row, circular single-row and multiple-row. Simply the 
single-row and multi-row patterns are examined in literature since, the circular single-
row and linear single-row layouts can both be dealed as the single-row layout. Also 
linear double-row layout is a special case of multiple-row layout. 
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[3] analyze the machine layout problem in Flexible Manufacturing System and 
demonstrate that the quadric assignment formulation can not be used to model the 
machine layout problem. Four basic types of machine layouts including single row 
layout are presented by the authors. The two constructive heuristic algorithms are 
reported to generate solutions with acceptable quality in low computational time. 

[4] introduced a mixed integer programming (MIP) model for FLP that has been 
used as the basis for several rounding heuristics. [5] states that no further attempt has 
been made to solve this MIP optimally, and give a number of applications for better 
understanding of the polyhedral structure of this difficult class of MIPs. 

A number of computer based heuristic layout algorithms, which use provided area 
information, have been developed over the years. Departments are assigned to floor 
space one at a time with a construction type layout algorithm, e.g., ALDEP [6], 
CORELAP [7], and PLANET [8] or an initial layout design is improved by an 
improvement layout design algorithm, e.g., CRAFT [9], COFAD [10], MULTIPLE 
[11] and SABLE [12]. These computerized layout algorithms provide only an 
approximate layout design solution since they may result in an undesired department 
shape or an infeasible solution. 

Different types of heuristics have been developed to address the layout problem. 
[13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23], [24], [25], [26], [27] 
developed a genetic algorithm, [28] combined GA and Electre method to solve 
facility layout problems. [29] gives a review of application of GA in production and 
operations management. [30] presents a heuristic approach that is effective and user 
friendly. [31] is a survey study considering both genetic algorithms and simulated 
annealing. [32], [33] used simulated annealing, and [34] ant colony optimization to 
solve the problem. 

The main drawbacks of the heuristic approaches are that no optimum can be 
guaranteed and the performance of a heuristic versus another method can not be 
established. However, these types of approaches appear as quite effective in solving 
several layout problems. 

2   A Clonal Selection Algorithm for Facility Layout Problems 

It is known that artificial neural network algorithms inspired from nervous system. 
Also Artificial immune systems (AIS) are inspired by theoretical immunology and 
observed immune functions, principles, and models, applied for problem solving. 

The efficient mechanisms of immune system as the clonal selection, learning 
ability, memory, robustness and flexibility make artificial immune systems a useful 
tool for combinatorial problems. The proposed algorithm in this paper was built on 
the clonal selection and affinity maturation principles of the AIS.  

The clonal selection principle can be defined as the selection of highest affinity 
elements of the population, and generating clones of these individuals proportionally 
to their affinity. Affinity corresponds to the fitness value; antibody corresponds to the 
chromosomes in genetic algorithms. 

In this study, possible layouts are represented by integer-valued strings of length n 
(departments). The n elements of the strings are the departments which will represent 
the final layout. Therefore, the strings are composed of permutations of n elements. 
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The strings correspond to the antibodies defined in AIS and the algorithm arrives at 
the solution by evolution of these antibodies. Evolution is based on two basic 
principles of the vertebrate immune system: clonal selection and affinity maturation. 
The proposed clonal selection algorithm is presented below: 

Create a population of A antibodies (A is the parameter of antibody population 
size):  

For each generation do: 
Decode the antibodies in the antibody population; 
Determine the cost (affinity) of antibodies; 
Calculate the selection probabilities (rate of cloning); 
Cloning (generate copies of the antibodies) 

For each generated clone do: 
inverse mutation (generate a new string): 
decode the new string: 
calculate the cost of the new string: 
if cost (newstring) < cost (clone) then 
clone = new string 
else, do pairwise interchange mutation (generate a new string): 

decode the new string: 
calculate the cost of the new string: 
if cost (newstring) < cost(clone) then 
clone = new string: 

else, clone = clone: 
antibody = clone: 

eliminate worst %B number of antibodies in thepopulation: 
(B is the parameter of elimination ratio of antibodies) 
create new antibodies at the same number (%B of pop.) 
change the new created ones with the eliminated ones: 
while stopping criteria = false: 

Each layout (antibody) represents a possible solution and has a cost value that 
refers to the affinity value of that antibody. The antibodies in CSA are similar to the 
chromosomes in Genetic Algorithms (GA). For example a facility with 6 departments 
can be represented as an antibody [s5, s2, s1, s6, s4, s3]. Here si is the location of the ith 
department.  

In this study, the locations that the departments will be located are assumed as 
spaces with equal areas. The traditional objective in determining the arrangement is to 
minimize the transport costs that are generated by the manufacturing activity. The 
transportation requirements between machines, departments, or manufacturing units 
can be quantified in a from-to chart. Measuring the travel distance of material 
between departments is a general method for quantifying the significance of the 
paired department relationship. Typically, the centroid of each department is used as 
the measuring point. 

fij value is the flow between departments i and j in a given time horizon. For any 
layout a handling cost of fij*dij is considered for each department pair. Their sum is the 
total handling cost of the layout for a period. Here, the unit loads are considered and 
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the unit handling cost is assumed to be constant. Unit cost to carry a unit load between 
two adjacent departments is considered as unity (cij=1, for all i and j).  

The algorithm aims to minimize the handling cost as defined in equation (1). 

ijcost ∑∑
= =

=
n

1i

n

1j
ijijdf(z)C  (1) 

Affinity value of each layout is calculated from the affinity function. Considering z 
as any antibody, the affinity function is defined as in equation (2). 

Affinity(z) = 
 (z) cost

1  (2) 

The lower cost value equals higher affinity value. The cloning rate of the 
antibodies is directly proportional to their affinity function values. The cloning 
process for the algorithm employs the roulette wheel method as explained by [35] and 
[36]. Affinity values of layouts are used for selection and cloning. Here, higher 
affinity leads to more clones of antibodies. 

The selection probability of each antibody is calculated by following procedure: 

(a) For each antibody in the population calculate the cost, 
(b) Find the maximum cost value (Max cost(z)), 
(c) For each antibody calculate the fitness value which is presented as: 

Fitness value(z) = (Max cost(z)+ 1)−cost(z)  (3) 

(d) For each antibody find the selection probability. 

antibodies of  valuesfitness total

antibody of  valuefitness
yprobabilitSelection =  (4) 

Following steps of the clonal selection procedure are: 

- Cumulatively order the antibodies by their selection probabilities, 
- Generate p random numbers between [0,1] where p is the population size, 
- Determine the antibody to be cloned by matching of random number with the 

corresponding cumulative probability interval.  

These steps are recurred to obtain clone sets which have the same size of the total 
antibody population. As the number of generated clones from each antibody, changes 
due to the selection probability of antibody, it is expected that the antibodies with 
greater selection probabilities will have more clone (copy) in the clone set. Because of 
the fixed size of the clone set, some of the antibodies with high cost values may have no 
clones in the clone set, while the antibodies with lower cost values may have lots of 
clones. 

On the other hand, this process reduces the diversity of the population. This 
situation in turn, tightens the solution space to be searched. As a result, the probability 
to be trapped into local solutions increases. A two phased mutation procedure named 
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inverse mutation and pair-wise interchange mutation are used in the algorithm to 
avoid such an inconvenient condition.  

Inverse mutation: Given a layout s, let i and j be two positions in the sequence s. A 
neighbor of s is obtained by inversing the sequence of departments between ith and jth 
positions. If the cost value of the mutated sequence (after inverse mutation) is smaller 
than that of the original sequence (a generated clone from an antibody), then the 
mutated one is stored in the place of the original one. Otherwise, the sequence will be 
mutated again with random pair-wise interchange mutation method.  

Pair-wise interchange mutation: Given a sequence s, let i and j be randomly 
selected two positions in the layout s. A neighbor of s is obtained by interchanging the 
departments in positions i and j.  

If the cost value of the mutated layout (after pair-wise interchange mutation) is 
smaller than the original layout, the mutated one is stored in the place of the original 
one. If the algorithm can not find a better layout following two mutation procedures, 
then it stores the original sequence (initial clone). 

In the early steps of the algorithm, it is more likely to find a better sequence by 
employing the inverse mutation, because the algorithm is still far beyond the good 
solutions and the large mutations may find better department layouts. In later 
steps, the algorithm will have good solutions. The possibility of finding better 
sequences by the use of large mutations is low, because large mutations may 
cause losing good partial layouts and deviate from optimal. Therefore, in the later 
steps, it is more efficient to make relatively small mutations. In the proposed 
algorithm, this efficiency is secured by using the pair-wise interchange mutation 
method when the inverse mutation does not give a better solution. The algorithm 
uses an adaptive strategy by providing a decrease in mutation rate, as affinity 
function values increase.  

Receptor editing: After cloning and mutation processes, a percentage of the 
antibodies (worst %B of the whole population) in the antibody population are 
eliminated and randomly created antibodies are replaced with them. This 
mechanism allows finding new layouts that corresponds to new search regions in 
the total search space. Exploring new search regions may help the algorithm to 
keep away from local optimal. The clone set is accepted as an antibody 
population set for the next generation after these cloning selection, mutation and 
receptor editing processes. Thus, the clones, which have had the mutation 
process, are assigned as antibodies for the next generation. In the next generation 
the clones will be generated from these antibodies. This is succeeded by the 
statement: antibody = clone in the algorithm. 

Based on the described algorithm a program is coded in Visual Basic to solve the 
facility layout problem. To run this program one needs to define input values for the 
number of departments and the parameter values. The program reads the flow data 
between departments from a file and after calculations represents the layout as a string 
and gives the minimum cost in results part of the form. A snapshot of this program for 
5 department problem is given in Figure 1. 
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Fig. 1. A snapshot of CSA based facility layout program 

3   Parameter Setting for Clonal Selection Algorithm 

The success of almost every Artificial Intelligence technique depends on the 
parameters used. Therefore, the optimal set of parameters to obtain optimal or near-
optimal solutions to any combinatorial optimization problem is crucial. In this study, 
the CSA for facility layout problems also uses certain parameters. A study for 
parameter optimization is held for the problem in concern to obtain good results in 
reasonable time. 

An experimental design is performed to determine the appropriate parameters 
for the problem. The procedure achieved is built on the analysis of variance, a 
collection of models in which the observed variance is partitioned into components 
due to different factors which are estimated and/or tested. In brief, design  
of experiment aims to determine the factors which effect the output for  
the problem. It also estimates the suitable levels for the factors that can be 
controlled. 

Independent variables that may be related to a response variable are called factors. 
The value assumed by a factor in an experiment is called a level. 

Three important design factors for the performance of CSA in layout problems are: 
number of antibodies in the population (population size), ratio of elimination, and 
iteration number. For each of the design factors, three possible levels are considered 
as shown in Table 1. During experimental study the factors are named as A, B, and C. 
 

Table 1. Design factors and levels for the layout problem 

Factor Level 
I 

Level 
II 

Level 
III 

Number of antibodies (A) 50 100 200 
Antibody elimination rate (B)   10 25 50 
Iteration number (C) 100 200 300 
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The levels considered for each factor is determined by the decision maker depending 
on the problem size and previous experiences. 

It is possible to determine the effect of any design factor on the process 
performance, apart from the other factors’ effects, by using equal number of outcomes 
for each design factor’s levels. This experiment strategy is named as orthogonality 
and able to represent the whole experiments. On the other hand by fixing a level of a 
factor, the effect (factor interaction) of differentiation in factor levels to the process 
performance can be obtained.  

It is observed that in small sized problems including 5-8 departments, the 
parameter values did not have an effect to the solution. Therefore experiments are 
held on problems for 12, 15, 20, 30 departments. By using fractional factorial design, 
9 experiments are made for each case. Table 2 summarizes the obtained facility layout 
costs and the computational time. 

Table 2. Data for design of experiments in facility layout problem 

 Number of departments 
 Factors  12 15 20 30 

Exp 
No 

A B C Cost Time 
(sec) 

Cost Time 
(sec) 

Cost Time 
(sec) 

Cost Time 
(sec) 

1 1 1 1 6729 6 10731 9 1348 13 3313 28 
2 1 2 2 6677 12 10620 17 1335 27 3141 55 
3 1 3 3 6758 18 10698 26 1317 42 3206 83 
4 2 1 2 6677 27 10601 36 1344 57 3203 115 
5 2 2 3 6634 40 10569 56 1319 86 3152 171 
6 2 3 1 6654 15 10592 21 1369 31 3195 60 
7 3 1 3 6696 96 10607 127 1324 188 3122 363 
8 3 2 1 6634 37 10548 49 1324 68 3255 129 
9 3 3 2 6654 84 10565 108 1326 152 3157 278 

 

It is apparent from Table 2 that computational time increase as the number of 
departments in the layout increase. Further analysis is made based on the material 
handling costs and computational time outcomes. 

The analysis of variance (ANOVA) is performed to determine the significant 
factors for the selected criterion. Using the ANOVA tests one may be able to observe 
the key factors that cause excessive variation.  

Only the main effects (A-B-C) of the design factors are investigated in this study.  
The interaction effects (like AB-AC-BC) can also be studied in a further study. When 
a factor has the largest effect on the performance measure, it gets a high F (Fisher`s 
test) value.  The analyses are made for different number department layouts. The F 
values from ANOVA results in order to determine significant factors for the layout 
problem for cases are given in Table 3. 
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Table 3. ANOVA results for layout cases 

Number of 
departments 

Facto
rs 

F 
values for
cost 

F 
values 
for time 

12 
A 
B 
C 

15,84 
8,88 
2,52 

13,16 
0,63 
3,57 

15 
A 
B 
C 

59,67 
19,16 
4,65 

12,72 
0,57 
3,80 

20 
A 
B 
C 

1,61 
0,83 
3,15 

12,72 
0,67 
4,76 

30 
A 
B 
C 

0,40 
0,21 
2,10 

12,74 
0,76 
4,76 

The problem cases with 12-15 department sizes are affected from the number of 
antibodies (factor A) very much while obtaining layout costs. But iteration number 
(factor C) is significant for 20-30 cases. Elimination rate (factor B) is important for 
12-15 problem cases following factor A. Factor A has a significant impact in 
computation time for all the cases in concern. 

The analysis of means (ANOM) is conduced to find the effect of each factor on the 
objective value by calculating the mean of entire data of the design factors. The optimum 
level of each design factor can be found based on its corresponding response graph. 

Based on the experiments the mean values of design factors are also calculated. 
The graphs obtained for 30 department case are stated in Figure 2 as an example. 
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Fig. 2. Main effects plot for design of experiments for 30 department problem 

The performance criterion for the problem in concern is minimization. Therefore 
the most appropriate levels for the 30 department problem are determined as A1 B2 C2 

which means number of antibodies could be taken as 50, elimination rate as 25%, and 
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the iteration number as 200. Similar graphs for other layout cases are formed and 
investigated. The optimum parameter values obtained from these graphs are 
summarized in Table 4. 

Table 4. Optimum parameter combinations for the problem 

Number 
of 

departments 

Number 
of 

antibodies

Elimination 
rate (%) 

Iteration 
number 

12 100 25 100 
15 100 25 200 
20 50 25 100 
30 50 25 200 

As also stated earlier, parameter setting is the most important problem in any 
artificial intelligence algorithm. There can be tremendous number of combinations for 
the problem parameters. The appropriate parameter values for the problem in concern 
are given in Table 4. Although number of antibodies is large in 12-15 problem cases, 
working with smaller populations is adequate for 20-30 problem cases. Most 
appropriate elimination rate is calculated as 25% for all cases. There is no standard 
rule for number of iterations. 

4   Computational Experience 

A problem set from [37] is solved to check the success of CSA. Two data set one for 
small sized problems (up to 8 departments) and the other for larger problems (upto 
12-30 departments) are studied. The results for small sized problems are compared 
with the ones obtained from enumeration and the larger problem results are compared 
with those of CRAFT.  

4.1   Results for Small Sized Problems 

When the number of departments are less than 8 it is quite easy to enumerate the 
possible permutations. For a 5 department problem 120 different layouts can be 
generated, and for 6, 7, 8 and 12 departments 720, 5040, 4032, and 479001600 
alternative layouts are possible respectively. A Visual Basic program is written to 
enumerate the permutations then to calculate the layout costs for the corresponding 
strings.  

First the number of departments’ information is introduced to the program, and 
then department permutations are generated by clicking of the “Run” button. “Stop” 
button enables to terminate the program at any time. In Figure 3 a snopshot of the 
form is given for a 8 department problem. 
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Fig. 3. Generating permutations in enumeration program 

All the layout permutations and corresponding cost values are listed. When the 
“Rank” button is pressed, the permutation strings are ranked according to their related 
cost values. The ordered values for 8 department problem can be seen in Figure 4. 

 

Fig. 4. Ranking in the enumeration program 

The results of CSA and enumeration are summarized in Table 5. 

Table 5. Enumeration and CSA results comparison 

Cost Cost

1 2 5 2

3 4 3 4

5 * 1 *

1 2 6 5

3 4 4 3

5 6 2 1

1 2 5 4

3 4 2 1

5 6 6 7

7 * 3 *

5 4 6 7

1 2 8 3

6 7 5 4

8 3 1 2

7 74 74

8 107 107

5 25 25

6 43 43

No of 
depts.

ENUMERATION CSA
Layout Layout
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It is clear that CSA has reached all the optimum solutions in the small sized 
problems. The enumeration program has found the solutions in a longer time 
compared with CSA.  

4.2   Results for Large Sized Problems 

CRAFT (Computerized Relative Allocation of Facilities Technique) as a deterministic 
heuristic improvement procedure, heuristic evaluates the cost function by making 2-
department exchanges. Exchanges continue to be made until no profitable exchange 
possible. Table 6 demonstrates the obtained results from CRAFT and CSA. The CSA 
results are the ones obtained by using the most appropriate factor values of the cases 
from design f experiments. 

Table 6. CRAFT and CSA results comparison 

Cost Cost

1 7 11 8 5 2

10 2 5 7 12 4
3 4 9 10 11 6
6 8 12 9 3 1

11 12 1 5 15 4

2 9 6 3 10 7
3 8 14 9 2 8
4 7 13 14 12 13
5 10 15 6 1 11

4 2 11 16 18 14 16 3

19 15 12 14 9 2 12 11
17 20 8 18 1 10 4 15
1 7 10 3 20 7 6 17
5 6 13 9 19 8 5 13

26 13 12 24 25 15 17 23 26 24

9 10 7 6 1 5 14 20 18 22
2 21 11 22 28 1 12 27 8 11
29 3 30 16 19 10 25 6 30 16
20 14 27 18 8 19 7 13 28 4
5 4 23 15 17 29 3 9 21 2

3.6717

Improvement 
%

1.0737

5.7036

1.1261

10548

3122

1317

Layout

CRAFT CSA

6634

Layout

20
1332

30 3241

No of 
depts

12 6706

15 11186

 

It is apparent from the table that CSA has achieved better results than CRAFT. The 
CSA searches larger solution space and does not stick to a local optima as CRAFT. 
Also this program is more user-friendly since defining of the problem data for 
CRAFT is burdensome for large problems. 
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5   Conclusion and Results  

As the number of departments in a facility grows, it gets harder to obtain the solution 
for the facility layout problem. There is tremendous number of papers studying this 
problem in literature, but no paper is noticed with a CSA application. 

This paper aims to illustrate that the clonal selection principle in the domain of AIS 
algorithms is appropriate for the problem. Following the brief introduction of CSA, 
the solution procedure developed to solve facility layout problems is explained in 
detail. A program is coded to obtain and compare the results for the test problem from 
literature. An experimental design is also conducted to determine the appropriate 
parameters for the problems held. 

Three data sets are used to test the results. The data on material flow for (5-8) 
departments range are obtained form [37]. The results are gathered both from the 
enumeration, and the CSA program. But CSA obtained the exact solutions in shorter 
times. For large problems the results are compared with those obtained from CRAFT. 
For 12 department problem CSA reached to 1,077% better result, and 5,703% for 15 
department problem. 20 and 30 department problems are outperformed by 1,126% 
and 3,671% respectively.  

The results have proven that the CSA has been successful to solve the traditional 
facility layout problem. In the following studies the problem can be extended to solve 
unequal area department problems. Also more complicated real life problems can be 
dealt by using this procedure. 
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Abstract. For the secure transmission of information in the mobile
wireless sensor network, the information between two nodes must be
encrypted. To this end, nodes must share the common key necessary for
encryption. At this time, the encryption algorithm should be symmetric
cryptography rather than public-key cryptography in consideration of
the process performance of sensor nodes, and the number of secret keys
that each node must store and manage must be minimized in view of its
memory capacity. In this paper, we propose a method of reducing the
number of secret keys in spite of using the symmetric encryption algo-
rithm. In this method, each node must store and manage by assigning
a unique ID to it, and by ensuring that only those two nodes whose
the Hamming Distance between their IDs is ”1” share the same secret
key. According to this method, each node needs to store and manage
only log2N symmetric secret keys so that two nodes participating in the
mobile wireless sensor network can obtain a common key for secure trans-
mission of information. In this paper, we also propose the protocol and
algorithm for obtaining a common key between two nodes using their
own secret keys and the secret keys acquired from their neighbor nodes,
and evaluate the performance (including node connectivity, network re-
silience against node capture, memory capacity, and key pool size) of our
proposing method.

Keywords: Sensor Network, Hamming Distance, Symmetric cryptogra-
phy, Public-Key Cryptography.

1 Introduction

Mobile wireless sensor network can be widely used for real-time traffic monitor-
ing, military sensing and tracking, patient monitoring and tracking, environment
monitoring, smart environment, etc. [2], [8], [12]. A sensor node in the sensor
network has such constraints as low-capacity battery, small memory, short-range
radio communications, low levels of data processing capabilities, etc. [10]. In ad-
dition, sensor networks are dynamic in the sense that they allow addition and
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deletion of sensor nodes after deployment to extend the network or replace failing
and unreliable nodes without physical contact. These sensor nodes are spread
randomly over the deployment region under scrutiny and collect sensor data. And
some sensor nodes may be deployed in their hostile areas where their communi-
cations are monitored. Therefore, as the sensor nodes can be exposed to diverse
threats of the enemy, it is necessary to protect the information transmitted by
sensor nodes from such threats [11].

Accordingly, in consideration of the constraints described above, we must im-
plement the security mechanism for the secure transmission of the information
between sensor nodes in the mobile wireless sensor network. A general method
of securely transmitting information between these nodes is to allow two nodes
to share a secret key and use the key to encrypt the information to be transmit-
ted. The most widely used method of sharing a secret key is PKI (Public Key
Infrastructure) [15] or Diffie-Hellman Key Exchange [16]. However, since these
methods use public-key algorithm, the sensor nodes with small size memory and
low level data processing capability will have difficulty acquiring the secret key.
As a solution to this problem, diverse key distribution methods, using only sym-
metric cryptography instead of public-key algorithm, have been proposed [1], [2],
[3], [4], [5], [6], [7], [12].

In particular, Eschenauer et al proposed key management scheme for sen-
sor networks that includes selective distribution and revocation of keys to sen-
sor nodes as well as re-keying of node without substantial computation and
communication capabilities [7]. This scheme relies on probabilistic key sharing
mechanism among the nodes of a random graph and uses simple protocols for
shared-key discovery and path-key establishment, key revocation, re-keying, and
incremental addition of nodes. The basic idea of this method is as follows. Before
the sensor nodes are deployed on the sensor network, they receive the random
subset of keys from large key pool, and two nodes in the sensor network use
the common key within their respective subsets as the shared secret information
for secure transmission of information. This method, however, requires large key
pool and memory storage for a couple of hundred keys for high node connectivity.
Node connectivity is defined as the probability that arbitrary two neighboring
nodes can share one secret key.

In addition, Du et al proposed a random key pre-distribution scheme, in
this scheme the deployment information is used to avoid allocating unnecessary
secret keys on the assumption that the deployment information of sensor nodes
can be known in advance [2]. They showed that the key distribution scheme
could use previously known deployment information for key distribution, and also
attempted to improve node connectivity and resilience node capture and reduce
the amount of memory required. In this method, however, node connectivity can
be changed depending on the number of keys that each node stores and manages.
Accordingly, each node must store and manage the number of keys between a
few dozens to several hundreds, which can be still a burden to sensor nodes.

In this paper we will propose ways to acquire a common key, guarantee-
ing the node connectivity between two nodes and considering data processing
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performance and memory capacity of sensor nodes. To this end, a unique ID is
assigned to each sensor node, and the same secret key is assigned, in advance, to
only those node pairs whose Hamming Distance [14] between their IDs is ”1”, so
that the number of secret keys one node must manage is to log2N . Consequently
we reduced the quantity of memory required by a single sensor node from several
to a few dozens. In addition, public-key cryptography algorithm is not used, and
instead the symmetric cryptography algorithm is used to fit the performance of
the sensor node. With respect of using the secret keys allocated to each node
to actually make the common key for secure transmission of information on the
sensor network, we propose a protocol and algorithm for each stage, and evaluate
the performance.

This paper has the following structure. In section 2 we describe the con-
cept for introducing Hamming Distance to the secret key distribution for secure
transmission of information, and in section 3 we propose our method of secure
transmission of information. In section 4 we evaluate the proposal method and
in the last section we offer the conclusion of this study.

2 The Concepts of Hamming Distance

We provide a brief description of Hamming Distance since the nodes in the
mobile wireless sensor network use the relationship between two integers whose
Hamming Distance is ”1” to find key-path. Here key-path refers to the array of
secret keys a node needs to encrypt and deliver a common key to another node.
At this time secret keys used to make a key-path are to be distributed to each
node by the network administrator in advance or to be changed through the
re-keying protocol between two nodes. The common key is used to encrypt the
information a node delivers to another node. Figure 1 illustrates the relationship
between those integers whose Hamming Distance is ”1” in regard to the set of
integers(Z8={0, 1, 2, ..., 7}). In other words, there are 3 integers {”000”, ”011”,
”101”} with Hamming Distance of ”1” in regard to an integer ”001”. The number
of elements whose Hamming Distance is ”1” is always the same for all elements
of the set. In Figure 1 there are always 3 elements with Hamming Distance of
”1” for all elements of the set.

In this paper, for better description, we define a set of elements with Hamming
Distance of ”1” in regard to element a(∈ ZN ) as Ra, and express the Hamming
Distance between an element a and an element b as HD(a, b) (or HD). Next,
we describe two characteristics to explain the protocol we propose.

Theorem 1. If a ∈ ZN and Ra = {x ∈ ZN | HD(a, x) = 1}, then |Ra| =
log2N . Here ZN = {0, 1, ..., N − 1}, N = 2m, m > 0, | | refers to the number
of elements belonging to Ra.

Proof. Finding the number of integers on ZN , whose HD is ”1” in regard to
an integer a ∈ ZN is equivalent to finding the number of integers on ZN whose
HW (Hamming Weight) is ”1” in regard to an integer ”0”. In general, the num-
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001R

Fig. 1. The Relationship between elements with HD=1(N=8)

ber of integers with HW of r in regard to an integer ”0” are calculated on the
basis of mCr (combinations). Here, m refers to log2N . Accordingly, the number
of integers with HD of ”1” in regard to an integer a is mC1, which is the same
as m(= log2N).

Theorem 2. It is possible to make one or more paths between any two elements
on ZN with the chain of elements on ZN whose HD is ”1”. In other words,
elements a and b on ZN have one or more paths as shown in equation 1. Here,
ZN = {0, 1, ..., N − 1}, N = 2m, m > 0.

Path : a → a′ → a′′ →, ...., b′ → b (1)

Here, HD(a, a′) = HD(a′, a′′) = HD(b′, b) = 1

Proof. If the HD between two elements a=(a0, a1, ...am−1)and b=(b0,b1, ...bm−1)
on ZN is l, the element a can discover an element a′ = (a0, ..., bi, ...am−1)
on ZN with HD = 1 from itself, here ai �= bi. Likewise, a′ can discover an
element a′′ = (a0, ..., bi, ..., bk, ...am−1) on ZN with HD = 1 from itself and
ak �= bk(i �= k). If this is repeated l times, It is possible to make one or more
paths out of elements a and b. And in these paths, each element is connected
with HD = 1.

If you use the characteristics of Hamming Distance as described above, secure
communication between all nodes is possible even if each node in the mobile
wireless sensor network stores and manages only log2N keys. We will describe
this scheme in the next section.

3 Proposed Scheme

For secure communication between two nodes in the mobile wireless sensor net-
work, we will divide the description into two stages: the key pre-distribution
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stage where initial keys, a set of keys selected from the pre-made key pool, are
distributed to the sensor nodes, and the key sharing stage where two nodes share
one common key for the secure communication.

3.1 Key Pre-distribution Scheme

The administrator of the mobile wireless sensor network allocates the initial
keys to each node before deploying the sensor nodes. This initial keys are used
as the secret information for sharing the common key in order that one node
on the sensor network communicates with another node in secure manner. The
network administrator can allocate the initial keys in the following way. First,
the network administrator creates the key pool(Kpool) to set up the initial keys
for sensor nodes in the sensor network size N . Second, ID is allocated to each
sensor node. At this time the ID is an element on ZN . Last, the initial keys are
allocated so that only those node pairs with HD=1 can share the same secret
key. At this time the size of the initial keys allocated to each node is log2N .

As shown in the description of how to allocate the initial keys, no matter
whether there are 10,000 nodes in the sensor network, each node has only to store
and manage about 14 (log216, 348) initial keys. Accordingly, this key distribution
method is appropriate to sensor nodes with small memory. Furthermore, because
only two nodes own the same secret key, even if a certain node is captured by
an enemy, which will not make any impact on other nodes

3.2 Key Sharing Scheme

In this subsection we will describe the key sharing scheme based on initial keys we
described in section 3.1. The key sharing scheme refers to a series of processes for
sharing a common key necessary for secure communication between two nodes.
The key sharing scheme consists of three stages: the common key transmission
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Fig. 2. The Key Pool and Initial Key for each node(N=8)



A Secure Communication Scheme 905

0000N

1101N

1100N

1010N

1001N

1000N

0100N

0010N

0001N

1110N

1011N
0111N

0011N

1111N

0101N

0110N

0000N

1101N

1100N

1010N

1001N

1000N

0100N

0010N

0001N

1110N

1011N
0111N

0011N

1111N

0101N

0110N

},,,{ )1111,1101()(1001,1101)1001,1000()1000,0000( KKKK

},,,{ )1111,1011()(0011,1011)0011,0001()0001,0000( KKKK
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mechanism for secure communication between two nodes [Common Key Shar-
ing], the mechanism for acquiring key-path from neighboring nodes to get the
common key [Key-path Discovery Algorithm], and the process in which neigh-
boring nodes change already used-keys into new keys with nodes of HD = 1[Re-
Keying Protocol]. In Figure 2, for secure communication between two nodes, N111
and N000, a node(N000) needs to encrypt and transmit a common key (Kck) to
another node(N111). In this case, N000 must make the key-path from N000 to N111
to encrypt the common key. For instance, {K(000,001) → K(001,011) → K(011,111)}
is one of the key-path between N000 and N111.

A. Common Key Sharing Scheme for Secure Communication. For se-
cure communication between two nodes in the sensor network, two nodes must
encrypt messages and exchange the key for message encryption each other. In
other words, two nodes must share a common key for message encryption. In
this section we will describe how to share the common key(Kck). For instance, as
shown in Figure 3, let’s assume secure communication between two nodes (N0000)
and N1111) in the sensor network. N0000 uses the key-path discovery algorithm,
to be explained later, to find the key-path to N1111 and transmit the encrypted
common key to N1111 as shown in equation 2. Receiving the common key infor-
mation, N1111 transmits the ACK (acknowledge) information as shown in equa-
tion 3. When N0000 receives the ACK information, a secure session is created
between N0000 and N1111. Here, nonce1 and nonce2 are the information neces-
sary for preventing reply attacks, and t1 is the validity period of the common key.
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EK(1101,1111) [Kck, nonce1, t1],
Hash[Kck, nonce1, t1, IDN0000 , IDN1111 , Enc Key Info(IDN1101)],

Enc Key Info(IDN1101) (2)

EKck
[nonce1, nonce2, t1],

Hash[nonce1, nonce2, t1, IDN0000 , IDN1111 ] (3)

B. Key-Path Discovery Algorithm. The key-path discovery algorithm de-
scribed in this part is the algorithm acquiring the secret key necessary for en-
crypting common keys [Figure 4 ]. As illustrated in Figure 3, let’s assume secure
communication between N0000 and N1111. To this end N0000 must transmit a
common key to N1111. First of all, N0000 uses the key-path discovery algorithm to
find the path of the key corresponding to the initial key of N1111. Figure 3 exem-
plifies 2 key-paths. One is {K(0000,1000), K(1000,1001), K(1001,1101), K(1101,1111)},
whereas the other is {K(0000,0001), K(0001,0011), K(0011,1011), K(1011,1111)}.

The key-path discovery algorithm works as follows. We will use the following
definitions for convenience’s sake. Node a in the mobile wireless sensor network
manages keys (initial keys) identical to some nodes in its own memory. Let’s
define node a as PN(Parent Node), and assume that the set of nodes with one
of the initial keys of PN is CN(Child Nodes). And let’s define an element of CN
as CNi. Each node’s ID is configured so that the relationship between PN ′s ID
and CN ′is ID is HD(PN, CNi)=1. If the PN ′s ID is ”001” in Figure 1, there
can be three IDs for CN , {”000”, ”011”, ”101”}.
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The algorithm proposed in this paper is divided into the part for calculating
whether HD(PN, Dn) or HD(CNi, Dn) is ”1”, and the part for selecting one
element of CN as the next PN in case that HD is not ”1”. First of all, if there is
a PN or CNi that satisfies HD(PN, Dn)=1 or HD(CNi, Dn)=1, the algorithm
will end successfully. Here, i = 0, 1, ...., (log2N − 1). If HD(CNi, Dn) �= 1 for
all, you must randomly select one element of CN and make it a new PN , and
use the CN of the PN to check if HD(CNi, Dn)=1. You will discover the path
to Dn by repeating this calculation. As a matter of course, you may not be
able to discover the path sometimes. Besides, as the number of actually existing
nodes (Nr) is smaller than N , the path may not exist, or you may not be able
to discover the path even if it exists. In case that you cannot discover a path
when it exists, you may repeat the algorithm to discover the path. Ordinarily,
the path discovery algorithm is similar to the routing algorithm. In this paper
we evaluated the performance of the algorithm in terms of how accurately it
discovers the path. In this paper we use the algorithm performance evaluation
method presented by Luo et al [9] to evaluate the performance of the proposed
algorithm.

Pb(PKDAHD, r, ZN )

=
|{(Sn, Dn) ∈ ZN × ZN : Sn →suc Dn}|
|{(Sn, Dn) ∈ ZN × ZN : Sn →tri Dn}| (4)

Here, TPKDAHD : Key-path discovery algorithm
r : (N − Nr)/N
Sn →tri Dn : an attempt to discover the key-path
Sn →suc Dn : In case a key-path is discovered
Nr : the number of nodes actually existing on the sensor network

C. Key-path Establishing Protocol The key-path establishing protocol is
a protocol for getting one of the initial keys of the destination node Dn, us-
ing the key-path discovered on the basis of the key-path discovery algorithm.
In this protocol, the key-path discovered on the basis of the key-path discovery
algorithm is described as{Sn → node1 → node2, ...., Dn} and the length of the
key-path is described as l, the key-path establishing protocol repeats the follow-
ing 4 steps. ① The source node Sn asks the first node node1 of the key-path for
the initial key K(node1,node2) related to the second node node2 [equation 5]. ②

Node1 sends confirmation to itself and the nodes with HD = 1 as to whether
Sn is a valid node or not. ③ After confirming the validity of Sn, node1 requests
node2 to change the initial key K(node1,node2) after t2 time [Re-key protocol].
④ Node1 sends initial key K(node1,node2) to Sn [equation 6 ]. Likewise Sn ac-
quires {K(node2,node3), K(node3,node4), ..., K(node(l−1),Dn)} keys. In these steps Sn
can acquire K(node(l−1),Dn), one of the initial keys of Dn.
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EK(Sn,node1) [Key Req Info(node1, node2), nonce3, t2],
Hash[Key Req Info(node1, node2), nonce3, t2] (5)

EK(Sn,node1) [K(node1,node2), nonce4, t2],
Hash[K(node1,node2), nonce3, nonce4, t2] (6)

D. Re-Keying Protocol. The re-keying protocol is the step for changing the
already used-initial key K(node1,node2) to a new key K ′(node1,node2) for the safety
of the initial key used by the key-path establishing protocol. For instance, in the
above-mentioned key-path establishing protocol, node1 requests node2 to change
the initial key shared between them after t2 time before sending to Sn [equation
7 ]. Node2 transmits ACK to node1 as a response [equation 8 ].

EK(node1,node2) [Key Send Info(node1 → Sn), K ′(node1,node2), nonce5, t2],

Hash[Key Send Info(node1 → Sn), K ′(node1,node2), nonce5, node2, t2] (7)

EK(node1,node2) [nonce5, nonce6, t2],
Hash[nonce5, nonce6, t2, IDnode1 , IDnode2 ] (8)

4 Evaluation

According to the secure communication scheme we proposed, the performance is
determined by the extent to which two nodes in the mobile wireless sensor net-
work can share a common key, so we evaluate this performance first. Besides, as
nodes inn the sensor network have small memory capacities, the size of the initial
keys managed by each node can also be a factor determining the performance.

4.1 Node Connectivity

Node connectivity is to make the common key by two nodes in the wireless sensor
network wishing to communicate securely. Node connectivity are determined by
whether a node can use the nodes in an actual sensor network to discover a
key-path. In order to evaluate this, in this section, we analyze the performance
of the key-path discovery algorithm, described in section 3, depending on the
number of nodes actually existing in network in relation to the diverse sizes of
sensor networks.

Figure 5 illustrates the result of simulation. In Figure 5, N refers to the max-
imum number of nodes in the wireless sensor network. In addition, as nodes can
be flexibly added or deleted, the number of actually participating nodes in net-
work can be smaller than N . Accordingly, the number of actually participating
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Fig. 5. Network Connectivity(Pb) vs. Node Reducing Factor(r).

nodes in the sensor network is represented as Nr, and the probability of node
connectivity is represented as Pb. When r is smaller than 0.4 as in Figure 5,
the node connectivity is always established. Even when r is 0.5(Nr = N/2), the
probability of node connectivity is 0.976 at 99% confidence interval [13]. As a
result, if the size of the actual network of the secure communication scheme we
propose in this paper does not get smaller than N/2, secure communication is
possible between the two nodes.

4.2 Network Resilience

To ensure network resilience against node capture, in this paper, the initial key
is shared by two sensor nodes with HD = 1, that is, all node pairs with HD = 1
will own different initial keys. In addition, a node will ask other nodes for key-
path to encrypt and transmit a common key to another node. At this time, as
nodes having the initial key corresponding to the key-path provide their initial
keys to other node with HD �= 1, They must be establish new initial keys for
the safety after providing their initial keys to other node. We described this
procedure in section 3. In other words, as unique keys are assigned to two nodes
with HD = 1 and the already used-initial key is changed into new initial key,
even if a node is captured by an enemy, the initial keys of nodes other than the
said node will not be exposed.

4.3 Memory Size

In this paper we focused on reducing memory capacity of each node in the sensor
network while ensuring node connectivity. All nodes will share initial keys with
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nodes with HD = 1. Accordingly, the memory capacity a node needs to store
the initial key is defined as shown in equation 9.

fm(N) = log2N (9)

In addition, the size of key pool necessary for network administrator to allocate
initial keys to sensor nodes can be calculated as shown in equation 10. Here,
n = log2N .

fkp(n) = n +
n−1∑

i=0

{nCi(n − i)} (10)

That is, if there are 1,000 sensor nodes, i.e. N=1,024, the number of initial
keys a node must store is 10, and the minimum size of the key pool is 5,360.

5 Conclusion

In this paper we proposed how to improve the memory capacity necessary for
each node in the mobile wireless sensor network to store and manage symmetric
keys. The proposed method of improving the memory capacity is to assign a
unique ID to each node, and ensure that the same secret key is shared between
only two nodes with HD = 1 in view of their IDs. In our method, Since each
node in the mobile wireless sensor network needs to manage several dozens of
keys at most, the memory load of the node is significantly reduced as compared
to the method of Du et al. In other words, in our method, each node partic-
ipating in the sensor network needs to manage only log2N symmetric keys to
acquire the common key for secure transmission of information between two
nodes. However, As our method relies on the intermediate nodes related with
the key-path to make the secure communication path between two nodes, the
exchanging information between two nodes may be revealed by any intermediate
node to the enemy. Accordingly, in the future, additional research needs to be
made into this area.
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Abstract. TCG (Trusted Computing Group) has defined a set of stan-
dards. The main features of the standards are protection against theft of
secrets held on the platform and a mechanism for the platform to prove
that it is in a trusted state, called attestation. However, the attestation
mechanism is vulnerable to relay attack because of the lack of linkage be-
tween the endpoint identity and attestation message. We show here how
to defeat the attack by employing a new agent, called Network Interface
Monitoring Agent (NIMA). In addition, we show that the NIMA-based
approach can render DRM more robust and efficient, especially in case
of protecting a company’s sensitive data.

Keywords: TCG, Remote Attestation, Relay Attack, DRM.

1 Introduction

The growth of the Internet infrastructure in the last few years has introduced
new technologies and new security challenges. One of these security challenges
concerns the increasing need for machine-to-machine identification and authen-
tication [1]. Machine level platform-authentication is crucial for the security and
authorization of network-access requests. Furthermore, due to the large num-
ber of attacks from malware, such as worms and viruses, service providers and
network operators need to evaluate the defensive measures against such threats
before allowing access.

The problem on endpoint integrity concerns the trustworthiness of two com-
municating endpoints. By the term integrity we mean the relative purity of the
endpoints from software (and hardware) that are considered harmful to the end-
point itself and others with whom it interacts. Many employees today connect
their mobile devices at home to the open Internet, often resulting in malware be-
ing downloaded onto the device. When connected to the corporate network, the
device becomes a distributor of the malware to other devices on the corporate
network.

The specifications defined by TCG describe new architecture to address the
aforementioned issue. The architecture provides some security functions. The
two basic functions are as follows:

O. Gervasi and M. Gavrilova (Eds.): ICCSA 2007, LNCS 4705, Part I, pp. 912–925, 2007.
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– A mechanism for the platform to prove that it is in a trusted state (operating
as expected for the intended purpose)

– Protection against theft and misuse of the data held on the platform

The process of proving its state to remote entity is called attestation. The remote
entity sends an attestation challenge message, and challenged platform creates
and sends a message showing the current platform state, which is cryptographi-
cally protected.

However, the attestation process can be exploited by an attacker. An attacker
could forward the attestation challenge to a trusted platform, while masquerad-
ing as the real challenger to the platform. Forwarding the trusted platform’s
valid attestation message to the real challenger might result in successful im-
personation [6]. In this paper, we address these issues by defining the functions
and operations of new agent, called NIMA. We show that existing proposal [6]
for defending the relay attack is not valid in case that an integrity protected
(trusted) platform is in control of attackers. With the introduction of NIMA,
attackers with the above mentioned capability can’t mount relay attack and the
overhead to attestation due to defensive measure is reduced.

One of data protection mechanism is data sealing, which is cryptographically
binding the data to a particular information, e.g., the system configuration and
software state. TCG-defined data sealing can be modified to meet the needs of
various services with the help of the NIMA. The modified data sealing enables
the finer and more efficient control of data by elaborating the condition for
unsealing and allowing the binding to be done in another platform, which are
useful in protecting a company’s sensitive data. As information theft by insiders
is considered the most damaging threat, many companies are now seeking for
secure and efficient solution. Although some solutions have been proposed, they
have limitation in efficiency, availability, and security. The NIMA-based approach
can address these issues.

The rest of the paper is organized as follows. Next, we give some overview on
TCG specification focusing on attestation and sealing. In Section 3, we discuss
the existing proposals against the attack. Section 4 shows how the NIMA can
counter the attack. The modified data sealing mechanism and its implication for
DRM is given in Section 5. We conclude in Section 6.

2 TCG Overview

TCG specification in the context of PC platform requires the addition of a
cryptographic processor chip to the motherboard, called a Trusted Platform
Module (TPM). The TPM must be a fixed part of the platform that cannot
be removed from the platform and transferred to another platform. The TPM
provides a range of cryptographic primitives including SHA-1 hash, and signing
and verification using RSA. There are also protected registers called Platform
Configuration Registers (PCR).
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Integrity Measurement and Attestation: A measurement is stored by ex-
tending a particular PCR. A new measurement value is concatenated with the
current PCR value and then hashed by SHA-1. The result will be stored as a
new value of the PCR. The extend operation works like this: (where | denotes
concatenation)

ExtendedPCRValue = SHA1(Previous PCR Value | new measurement value)
A measurement is done by hashing the entity with SHA-1. An entity in a PC
platform could be a BIOS, OS, and executables. Considering two entities A and
B. the measurement operation is as follows:

1. A measures entity B. The result is a B’s hash value.
2. This hash value and B’s related information (e.g file name) are stored in a

Measurement Log (ML) which resides in a storage outside a TPM.
3. A extends B’s hash value into a PCR.
4. A passes control to B.

An example of a ML can be found in [10]. Note that A extends B’s hash into
a PCR before passing control to it. The benefit of following this order is that B
can not hide its existence (the fact that it had been loaded and run). Imagine
that B is a malicious program, it tries to avoid being detected by removing its
information in the ML. However, B can not remove its hash from the PCR,
because the PCR is protected at hardware level. No part of the system can
set a PCR to a certain value because only extend operation is available. It is
computationally infeasible to find another program whose hash value is the same
as B. This integrity measurement mechanism does not prevent an entity from
misbehaving or being malicious. But because its presence is logged by the ML
and this is guaranteed by the TPM, one has an unforgeable record of all the
entities that have been loaded.

In case of PC specification, Core Root of Trust for Measurement (CRTM),
which is always considered trustworthy, will be run first to measure BIOS block
before passing control. The BIOS then measures hardware, option ROMs, and
OS loader and passes control to the OS loader. The OS loader measures OS kernel
and passes control to the OS. After the OS is loaded, Integrity Measurement
Agent (IMA) is always resident in a platform and monitors the event at which
an integrity measurement is needed, such as the execution of application. This
is building a Chain of Trust.

One can choose whether to trust the system based on this measurement re-
sult. For a remote system to trust an another platform, the remote system sends
attestation challenge with a 160 bit nonce. The TPM embedded in the chal-
lenged platform digitally signs the current PCR values together with the given
nonce and returns the signature to the challenger. The verification process in
the challenger side is as follows:

1. verify the digital signature on the reported PCR values
2. re-compute the PCR values that should be reported by the challenged plat-

form for each PCRs if the ML is to be trusted to accurately reflect what was
reported to that TPM
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Fig. 1. Chain of Trust

3. check that the hash values re-computed (in step 2) matches the values re-
ported by the TPM. If the PCR values and ML do not match, it implies that
the ML had been tampered, and the challenger should decide not to trust
the platform

4. If they do match, the challenger goes through the entry in ML and looks for
any untrusted entity. This can be done by a whitelist, or a blacklist.

Sealing: Sealed messages are bound to a set of platform metrics specified by the
message sender. Platform metrics specify platform configuration state that must
exist before decryption will be allowed. Sealing associates the encrypted message
(actually the symmetric key used to encrypt the message) with a set of PCR
values and a non-migratable asymmetric key. A sealed message is created by
selecting a range of PCR values and asymmetrically encrypting the PCR values
plus the symmetric key used to encrypt the message. To decrypt the message,
one must be running the same TPM, have the key, and the current PCR val-
ues have to match with the value used in the sealing process. For example, one
seals a Word document with a TPM-generated non-migratable key, and PCR
values indicating that Microsoft Word and Symantec antivirus must have been
loaded. In order to read that document, other users must have access to the non-
migratable key and be using Microsoft Word and Symantec antivirus software.
It provides assurance that a protected messages are only recoverable when the
platform is functioning in a very specific known configuration.

For more information, please refer to the documents [1] [2] [3] [4] [5].
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3 Relay Attack and Previous Solution

Fig 2 shows how an attacker can impersonate a trusted platform by relaying
attestation challenge and response message. This attack is possible because there
is no binding between attestation response message and the platform creating
the message. Attestation response message contains a data signed with AIK, but
the AIK is bound to a certain genuine TPM, not a specific platform. Thus, the
challenger can know that the response message came from a platform with a
genuine TPM, but can’t know the identity of the platform.

Fig. 2. Relay Attack Flow

The trusted platform can be of honest user or malicious user. [6] assumes
only a trusted platform which belongs to an honest user. However, malicious
user (attacker) can be the owner of trusted platform, because the attacker can
buy a PC with a genuine TPM and use the PC. As long as the attacker doesn’t
run malicious programs or libraries on the PC, attestation response from the PC
shows that the PC is in a trusted state. We use the TCG/TPM attacker model,
which does not include hardware attacks on the TPM. As the attacker can use
the PC without manipulating the TPM on it, the assumption that a trusted
platform can be of malicious user is valid.

[6] proposes to add a measurement of the endpoint static properties (e.g. SSL
public key or certificate) to the ML and PCRs. In case that only honest users can
control trusted platform, the proposal can defend against relay attack. As the
attestation response from a platform is linked to the public key or certificate, at-
tackers who are not in possession of corresponding private key can’t authenticate
itself to a challenger. However, if the trusted platform is in control of malicious
user, the proposed method can’t deter the attack, because the malicious user
can configure the public key or certificate of trusted platform to that of another
platform without causing attestation failure. The configuration of public key or
certificate doesn’t require the use of malicious executables or libraries, thus the
platform is still in a trusted state in context of TCG integrity definition. User
privilege is the only necessary condition and the attacker has the privilege. [6]
introduces platform property certificate to enhance the above mentioned method,
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but this enhancement is not also valid in situation that a trusted platform is in
control of malicious user.

4 Trusted Platform with Network Interface Monitoring
Agent

In current TCG specification, binary codes (programs, libraries, kernel modules,
and etc.) and configuration files are to be measured. The measurement result
by IMA doesn’t contain any information regarding the identity (e.g. IP address
or domain name) of the platform, which makes the attestation vulnerable to
relay attack. Therefore, we introduce a new agent, NIMA, and show how it can
prevent relay attack. In addition, the method of data sealing can be enhanced
with the help of NIMA. As shown in Fig 3, the two agents operate independently
and the process of responding to a challenge is the same as before. Thus, NIMA
can be easily incorporated into existing Integrity Measurement and Attestation
Architecture.

4.1 Description on NIMA

After the OS is loaded, the NIMA stays resident and continues to monitor the
event at which the validation of network address is required. On detecting that
new network address is configured, the NIMA checks the validity of the address,
and stores the address in ML and extends PCR before permitting communication

Fig. 3. Measurement and Attestation in Trusted Platform with NIMA
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using the address. We define that all the network addresses are extended into a
single PCR[11]. The process of validating the network address and recording it
consists of several steps:

1. A NIMA generates a nonce and sends it to TTP.
2. The TTP signs the nonce plus the network address (the source address of

the received packet).
3. The NIMA verifies the signature. If the verification fails, PCR[11] is extended

with invalidation number (e.g. OXFFFFFFFF) to cause attestation failure
and this process is terminated.

4. The network address is recorded in ML and extended into PCR[11].
ExtendedPCR[11] = SHA1(PreviousPCR[11] | Current Network Address)

Until the above process is completed, only the communication with TTP is
allowed. The NIMA needs to confirm that the configured network address is
not spoofed and it is reachable in global network. In order to do this, it seems
sufficient to see that the NIMA can receive a packet destined to the configured
network address from a TTP. However, attackers can forge the response message
from the TTP and send it to the challenger. The attacker in the same subnet
can know the nonce by sniffing the packets coming from the challenger, thus it is
easy to form a packet containing the nonce with source address of the TTP and
the spoofed address for destination. By way of ARP spoofing [11], the attacker
can send the packet to the challenger pretending to be coming from the TTP. In
a situation where attackers are in control of a system with the capability of ARP
spoofing and send a response message masquerading the TTP, the NIMA has
no choice but to believe the configured address is legitimate. By the reason of
that, the NIMA needs to confirm that the message is from the TTP by verifying
a signature. But, the protection with the signing by the TTP is not perfect and
we will discuss about it in the later part of this section.

The above mentioned process is invoked in three cases: on the initial config-
uration of network address, the change of network address, and extension into
PCR[11]. The first two are obvious events to initiate the process. The third one
becomes a triggering event because of the characteristic of PCR extend com-
mand, which takes one 160bit number n and the index i of a PCR as arguments
and then aggregates n and the value of PCR[i] by computing a SHA1(PCR[i] |
n). This new value is stored in PCR[i]. Any program can call this PCR extend
command without any authentication, which means that the NIMA is not the
only one with the capability of extending PCR[11]. If attackers add spoofed net-
work address to ML and extend the address into PCR[11] without changing the
network address of the platform, the aforementioned validation process is not
invoked and the attestation response message gives wrong information that the
platform of the spoofed network address is in a trusted state. In order to avoid
this attack, the NIMA should monitor the PCR extend command and, if the
index of the PCR is 11 and the NIMA is not the caller of the command, it must
block the command and extend PCR[11] with invalidation number.

If the network address changes after the OS is loaded, all the addresses are
recorded in ML and extended into PCR. As the main purpose of the NIMA is
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to defend against relay attack, it seems sufficient just to record current network
address. However, the only command for manipulating PCR value is PCR extend
as specified in [7], which just extends current PCR value, not setting PCR to
a certain value. Thus, all the addresses must be recorded in ML and extended
into PCR[11] in order to validate the PCR value by re-computing the aggregate
of the network addresses in ML and comparing it with the value of PCR[11].

The NIMA may be part of the OS kernel, in which case it would suffice for
the bootloader to check the integrity of the OS kernel image in order to be sure
that the NIMA operates as expected. The NIMA should have the capability of
detecting the three events explained above, thus network related kernel functions,
network device driver, and TPM device driver should be modified. In case of
Linux, this modification can be implemented in type of kernel patch and the two
drivers must be compiled into the kernel image.

4.2 Modification to Attestation

The existing attestation mechanism doesn’t guarantee that attestation response
was created on the identified platform. Due to the enhancement with NIMA,
the problem can be solved. The process of performing the challenge, responding
to the challenge, and verifying the attestation response message is almost same
as before. The difference is the interpretation of the ML. In existing attestation
process, the challenger looks for any untrusted components in the ML and, if
any untrusted component is found, the attesting platform is not to be trusted. If
the challenger wants to know the platform which actually created the response
message, it needs to do more. As part of searching for any untrusted components,
the challenger should check if a trusted NIMA is running. Specifically, in case
that the NIMA is part of the OS kernel, if the hash value corresponding to
the OS in the ML matches the known hash value taken from the OS containing
correct NIMA, the challenger is convinced that a trusted NIMA is in place. When
a trusted NIMA is running, the challenger can believe the network address in
the ML is the address of the platform which created the attestation response
message, otherwise the network address in the ML can be that of the attacking
system. Therefore, besides performing the steps of existing attestation process,
the challenger should check the correctness of the NIMA and retrieve the current
network address of the platform from the ML.

4.3 Discussion

We now discuss the following issues in our proposal.

strength against relay attack: Our proposal is robust against the attack
even in the case that an integrity maintained platform is in control of attackers.
The previous proposal [6] can be exploited by attackers when they can control
an integrity maintained platform. Thus the proposed method is more robust
than the previous solution. However, it has limitation that, in some cases, the
NIMA can be deceived. As shown in Fig 4, if an attacking system with the IP
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Fig. 4. Relayed TTP Response

address of 1.1.1.1 can relay the response from TTP, the response from the TTP
can be sent to the trusted platform. The attacking system with the IP address
of 1.1.1.1 can’t send the message directly to the trusted platform, because the
trusted platform with the spoofed IP is not globally reachable. Therefore, the
attacker should be able to control another system with the capability of ARP
spoofing in the same subnet with the trusted platform. If the trusted platform
happens to be in the subnet of 1.1.1.x, the attack becomes simpler.

Although the NIMA can be deceived in some cases, the proposed method
is still worthy if an adequate network security measure is enforced and the de-
fense measure is not compromised even in situation that the platforms inside the
network are compromised. Before sending a nonce to the TTP, the trusted sys-
tem should establish a TCP connection using three-way handshake. The trusted
system sends a synchronization (SYN) packet with a sequence number X to
initiate a connection. The TTP replies with an acknowledgment and synchro-
nization (SYN-ACK), which is routed to the attacking system. If the firewall
of the network containing the attacking system has the mechanism of blocking
the SYN-ACK packets without preceding SYN packet sent from inside, the at-
tacking system can’t redirect the packet to the trusted system. Although the
attacking system can send a SYN packet with the same sequence number X
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in order to deceive the firewall, but the TTP might terminate the connection
initiation process after detecting that two identical sequence number arrived in
very short period of time. Therefore, the connection initiation process fails and
the NIMA can detect the abnormality. In the effort of avoiding possible collision
of sequence numbers, sequence number must be chosen at random. Although
the TTP terminates the process, the NIMA may retry to open the connection
because the collision of the sequence numbers can be accidental, not intended
by attackers.

overhead to attestation: The binding between attestation message and the
underlying platform occurs at the time of network address configuration, thus
the overhead to attestation is kept minimal. The additional operation in the
challenger side is recomputing the value of PCR[11], checking the correctness of
the NIMA, and retrieving the current network address in the ML, which is just
a few number of hash operation and data matching. The proposal in [6] requires
the validation of certificates and the verification of a signature by the challenger,
thus the overhead is higher in case of previous proposal.

assumption on attesting platform: For the realization of the NIMA, OS
kernel and some device drivers need to be patched. The integrity measurement
mechanisms specified by TCG also requires updates on OS and drivers. As the
function of integrity measurement and NIMA can be implemented as one patch
file, we can easily expect that all the platforms with integrity measurement
capability will also support NIMA. The assumption on attesting platform is quite
reasonable. [6] assumes that attesting platforms have SSL certificate or platform
property certificate, which is an additional requirement. But, the NIMA-based
approach wouldn‘t appear to work very well with NAT and private addressing
since the source address that the challenger sees is not necessarily the same as
the one the TTP sees and that the attesting platform uses. We expect that this
problem will be solved when IPv6 is widely used because it will eliminate private
networks by providing enough unique IP addresses for everyone to use.

availability: The NIMA need to communicate with TTP which can be a central
bottleneck or single point of failure. If the NIMA can’t receive message from TTP,
the underlying platform can’t communicate, which prohibits platform service
availability.

user privacy: The TCG specifications take great care to protect user privacy
by providing mechanisms such as the use of Attestation Identity Key(AIK) with
the help of privacy CA or Direct Anonymous Attestation(DAA). It is the best
not to include any identification information in the attestation message, but it
is inevitable to use some sort of identification information in order to defeat the
relaying attack. The network address can be linked to a certain user, but the
sensitivity with respect to user privacy compared to SSL public key or certificate
is relatively low.
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5 Implication for DRM

5.1 Modified Data Sealing

Existing sealing mechanism associates the encrypted data with the state of a
platform, such that a TPM will not unseal that data unless the platform is in a
trusted state. In the effort of keeping the data secret, it is critical to recover the
decryption key only when the platform is functioning correctly, thus preventing
the disclosure of the key, e.g. by trojan horse or virus. In addition, it is also
important to allow the decryption of the data in only nominated area. The
usability of this mechanism is described in the next section. In order to do this,
existing sealing mechanism need to be modified by allowing the sealing to be done
outside a TPM and adding location information to the unsealing condition. The
TCG specs specify that the seal operation must be done inside a TPM because
it implicitly includes the relevant platform configuration (PCR-values) when it
was performed and uses the tpmProof value to bind the blob to an individual
TPM. As the proof of the platform configuration that was in effect when the seal
operation was performed is not of interest in our case, it is better not to include
this proof. The tpmProof value is available only inside a TPM, other entities
outside a TPM can’t access the value. In order to allow the seal operation to be
done outside a TPM, only the required future configuration is included. In case
that a remote platform seals a key to be used in another platform, the AIK of
another platform might be eligible for the key to perform seal operation. The
PCR[11] shows the network address implying the location of the platform, thus
content provider can restrict the usage area by associating the key with a set
of PCRs including PCR[11]. If the value of PCR[11] doesn’t match the value
configured by the provider, which means the platform is out of the specified
area, the key can’t be recovered. Using the current proposal, it isn’t possible to
set the range of network address allowed to recover the key. The provider can
specify only the exact address, which is a limitation. We are continuing to revise
the proposal.

5.2 Use Case of Modified Data Sealing

[8] proposes Display Only File Server (DOFS) to prevent information theft by
insiders. As information theft by insiders is considered the most damaging threat,
many companies are now seeking for secure and efficient solution. Although
DOFS is able to thwart most information theft attacks, it has limitation in
efficiency because all the executions on files should be done on the DOFS server.
The server is a potential bottleneck and the failure of it will cause financial loss
to a company. The modified data sealing mechanism can address this problem.

Content server encrypts a file and binds the key with the required platform
configuration and the network address of the client by the modified data sealing
mechanism. By configuring the network address to the one inside the company’s
subnet, the content server can render the encrypted content recoverable only
inside the company. The DRM agent on the client requests the unsealing of the
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Fig. 5. Information Protection Model with Modified Data Sealing

sealed key to the TPM and the TPM reveals the key if all the conditions for
unsealing are met. For example, content server seals a symmetric key with a
sealing key, and PCR values indicating that correct OS and DRM agent have
been loaded after a trusted boot steps, and network address of the platform
is 1.1.1.1. When the measurements for boot steps, OS, and DRM agent were
extended into PCRs from index 0 to index 10, and network address into PCR[11],
content server can set the unsealing condition with the expected values for PCRs
from index 0 to index 11. As the TPM should be able to get the platform’s IP
address from the PCR[11], IP address should not be changed. Otherwise, the
PCR[11] is the result of extending previous PCR[11] with current IP address,
thus it is not feasible to know the current IP address without referencing ML.
If the correct OS was loaded after a trusted boot steps, right DRM agent is
operating, and the network address of the platform is 1.1.1.1, the current value
of PCR[0] to PCR[11] should match with the values used in the sealing process.
After the TPM decrypted the sealed key, the DRM agent can decrypt the content
with the unsealed symmetric key and make the viewer to display it to the user.
Users can never decrypt the content outside a company network, because it is
impossible to fool the NIMA into believing the platform is attached onto the
company’s internal network using network address 1.1.1.1 when the platform is
actually outside the company. We mentioned that the NIMA can be deceived by
relaying the response from TTP, but, in this use case, this relay attack is not
feasible. In order to relay the response destined for address 1.1.1.1 from the TTP,
a system with address 1.1.1.1 should be working inside a company network and
have the capability of relaying. But, we can expect that the companies which
employ Enterprise DRM solution are enforcing the network security measure
explained in Section 5, thus the system with spoofed IP 1.1.1.1 can’t establish
a TCP connection with the TTP and the NIMA on the system can detect the
abnormality.
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As stated in [9], it makes data sealing impractical to extend PCRs whenever
new applications are run. If all executable code needs to be measured and ex-
tended into a PCR before it is loaded, the PCR values do not stabilize to a
predetermined value. The same reasoning applies in this use case. This problem
could be ameliorated by sealing a data to a subset of PCR values that only
reflects the early stages of the boot process, perhaps up to the loading of the op-
erating system kernel, and the load of DRM agent. This would be more likely to
produce the deterministic result that data sealing requires. If the OS is trusted
to enforce isolation of the DRM agent, no further measurements are required
to establish the ongoing integrity of the DRM agent and to prevent decrypted
content from being leaked. The content server can have a reasonable level of
assurance that the content can be protected even though it is stored and used
on platform that the server does not own or controls by specifying that the boot
process up to the loading of the OS was successful and the correct DRM agent
should be operating, which is done by including from PCR[0] to PCR[10] in
sealing condition.

The sealed key and encrypted content are stored locally once they are down-
loaded from the server, so the risk of central bottleneck and single point of
failure gets much lower while the access to the content is still restricted to the
company’s internal network. In case of DOFS, there is no guarantee that client
system is currently running strong self-protection mechanism, but modified data
sealing mechanism can guarantee that the content is decrypted only when the
client platform is in trusted state enough to prevent attacks. In addition, unlike
the DOFS, all the execution on content are to be done on each platform, thus
the performance of content processing can be increased.

6 Conclusion

One of main features that a trusted platform should provide is attestation. How-
ever, the attestation mechanism specified in TCG is vulnerable to relay attack.
We propose a method of preventing the attack, which imposes lower overhead to
attestation and is robust against stronger attackers than previous solution. We
also show that data sealing can benefit from the proposed method. This provides
assurance that a protected contents are only recoverable when the platform is
in a nominated secure area in terms of network topology and in a trusted state
to handle the protected contents.
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Abstract. In 2005, Harn et al. proposed three authenticated Diffie-
Hellman key-agreement protocols, each of which is based on one crypto-
graphic assumption. In particular, the first protocol is based on a discrete
logarithm, the second on an elliptic curve and the third on RSA factor-
ing. However, the current paper demonstrates that Harn et al.’s protocols
do not provide perfect forward secrecy and key freshness which are two
of the standard security attributes that key exchange protocols should
have. Furthermore, we proposes improvements of the protocols such that
they provide these security attributes.

Keywords: Cryptography, Network security, Diffie-Hellman,
Key-agreement.

1 Introduction

Authenticated key agreement is a process of verifying the legitimacy of com-
municating parties and establishing common secrets among the communicating
parties for subsequent use (such as data confidentiality and integrity). Authen-
ticated key agreement is very important for virtually all secure communication
systems such as e-commerce, wireless, wireline and Internet applications. An
authenticated key agreement protocol in general is constructed using multiple
cryptographic algorithms which are based on various cryptographic assumptions.
The most well known assumptions of public-key cryptographic algorithms are
the computational problems of a discrete logarithm (DL) [1], an elliptic curve
(EC) [2], and factoring (RSA) [3] with the same complexity as a DL.

In 2005, Harn et al. [4] proposed three single-assumption authenticated Diffie-
Hellman key agreement (AKA) protocols, that is, the first protocol is based on
a discrete logarithm, the second on an elliptic curve, and the third on RSA fac-
toring. All three protocols are described based on a general framework: a 3-pass
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message transmission. In the optimal three passes of message transmission be-
tween two communicating parties, not only are both user authentication and
shared-key authentication achieved, but also two shared secret keys are estab-
lished, one for each direction of a secure channel. However, Harn et al.’s three
AKA protocols fails to provide two standard security criteria that are required
of any key exchange protocol, namely perfect forward secrecy and key fresh-
ness [5][6]. Accordingly, the current paper demonstrates that Harn et al.’s three
AKA protocols do not provide perfect forward secrecy and key freshness which
are two of the standard security attributes that key exchange protocols should
have. Furthermore, we proposes improvements of the protocols such that they
provide these security attributes.

This paper is organized as follows: In Section 2, we briefly review the Harn et
al.’s three AKA protocols. Section 3 shows the security flaws of the protocols.
In Section 4, we present an improvement of Hare et al.’s protocols. In Section 5,
we analyze the security of our proposed protocols. Finally, our conclusions are
given in Section 6.

2 Review of Harn et al.’s Three AKA Protocols

This section briefly reviews Harn et al.’s three authenticated key agreement pro-
tocols, each integrating both user authentication and shared-key authentication
into the Diffie-Hellman key-distribution algorithm. Each of the three protocols
based on one cryptographic assumption, i.e. a DL, an EC or an RSA. Some of
the notations used in this paper are defined as follows:

– k: short-term private key
– r: short-term public key
– K: long-term private key
– R: long-term public key

Table 1. DL notations

Property Notation
(i for user identity such as A or B)

Published
information

Prime number p
√

Prime factor of p − 1 q
√

Generator with order q α
√

Short-term private key ki

Short-term public key ri = αki mod p
Long-term private key Ki

Long-term public key Ri = αKi mod p
√

Public-key certificate cert(Ri)
√

Signature si
√
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Table 2. DL computations and message passing

Round Step Computation and message passing

1 A selects kA

2 A computes rA

1 A sends {rA}
3 B selects kB

4 B computes rB

5 B computes kAB = (rA)KB mod p
6 B computes sB = k−1

AB(KB − rBkB) mod q
2 B sends {rB , sB}

7 A verifies RB by checking cert(RB)

8 A computes k′
AB = (RB)kA mod p

9 A verifies sB and k′
AB by checking RB

?
=(rB)rB (α)sBk′

AB mod p
10 A computes kBA = (rB)KA mod p
11 A computes sA = k−1

BA(KA − rAkA) mod q
3 A sends {sA}

12 B verifies RA by checking cert(RA)

13 B computes k′
BA = (RA)kB mod p

14 B verifies sA and k′
BA by checking RA

?
=(rA)rA(α)sAk′

BA mod p

Table 3. EC notations

Property Notation
(i for user identity such as A or B)

Published
information

Elliptic curve E
√

Prime number p
√

Prime divisor of the number
of points in E

q
√

Curve point generating the
subgroup of order q

α
√

Short-term private key ki

Short-term public key ri = kiα = (xri , yri)
Long-term private key Ki

Long-term public key Ri = Kiα = (xRi , yRi)
√

Public-key certificate cert(Ri)
√

Signature si
√

A key for a particular user is denoted with a single subscript, for example, kA

means user A’s short-term private key. A shared key selected by user i and sent
to user j is denoted with two subscripts i and j, for example, kAB is a short-term
secret key that is selected by A and sent to B, and shared only between A and
B. For an elliptic curve, if a parameter is in bold letters, it means that it is not
scalar but a vector with x and y coordinates.
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Table 4. EC computations and message passing

Round Step Computation and message passing

1 A selects kA

2 A computes rA = (xrA , yrA)
1 A sends {rA}

3 B selects kB

4 B computes rB = (xrB , yrB )
5 B computes kAB = KBrA = (xkAB , ykAB )
6 B computes sB = x−1

kAB
(KB − xrB kB)

2 B sends {rB , sB}
7 A verifies RB by checking cert(RB)
8 A computes k′

AB = kARB = (x′
kAB

, y′
kAB

)

9 A verifies sB and k′
AB by checking rB

?
=(xrB )−1(RB − x′

kAB
sBα)

10 A computes kBA = KArB = (xkBA , ykBA)
11 A computes sA = x−1

kBA
(KA − xrAkA)

3 A sends {sA}
12 B verifies RA by checking cert(RA)
13 B computes k′

BA = kBRA = (x′
kBA

, y′
kBA

)

14 B verifies sA and k′
BA by checking rA

?
=(xrA)−1(RA − x′

kBA
sAα)

Table 5. RSA notations

Property Notation
(i for user identity such as A or B)

Published
information

Long-term secret pi, qi are two safe primes
such that pi = 2p′

i + 1, qi = 2q′
i + 1

Long-term generator αi with order 2p′
iq

′
i

√

Long-term private key di ∈ [0, 2p′
iq

′
i − 1]

Long-term public key n = piqi

ei where eidi mod (2p′
iq

′
i) = 1

Ri = αdi
i mod ni

√
√
√

Public-key certificate cert(ni, Ri, ei, αi)
√

Short-term private key ki ∈ [0, 2p′
jq

′
j − 1]

Short-term public key ri = αki
j mod nj

√

Signature si
√

2.1 AKA Protocol Based on Discrete Logarithm Assumption

Table 1 lists the notations used by the algorithm, where an item ticked in the
last column means that it is assumed to be available to the communicating par-
ties before starting the key agreement process. Table 2 shows the computations
performed by users A and B, and the messages that are transferred between
users A and B.
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Table 6. RSA computations and message passing

Round Step Computation and message passing

1 A selects kA

2 A computes rA = (αB)kA mod nB

1 A sends {rA}
3 B selects kB

4 B computes rB = (αA)kB mod nA

5 B computes kAB = (rA)dB mod nB

6 B computes sB = (rB)dB kAB mod nB

2 B sends {rB , sB}
7 A verifies (nB , RB , eB) by checking cert(nB , RB , eB)

8 A computes k′
AB = (RB)kA mod nB

9 A verifies sB and k′
AB by checking (rB)(k′

AB)eB
?
=(sB)eB mod nB

10 A computes kBA = (rB)dA mod nA

11 A computes sA = (rA)dAkBA mod nA

3 A sends {sA}
12 B verifies (nA, RA, eA) by checking cert(nA, RA, eA)

13 B computes k′
BA = (RA)kB mod nA

14 B verifies sA and k′
BA by checking (rA)(k′

BA)eA
?
=(sA)eA mod nA

2.2 AKA Protocol Based on Elliptic-Curve Assumption

Table 3 lists the notations used by the algorithm, Table 4 shows the computations
performed by users A and B, and the messages that are transferred between users
A and B.

2.3 AKA Protocol Based on RSA Factoring Assumption

Table 5 lists the notations used by the algorithm, Table 6 shows the computations
performed by users A and B, and the messages that are transferred between users
A and B.

3 Cryptanalysis of Harn et al.’s Three AKA Protocols

This section shows that Harn et al.’s three AKA protocols do not provide per-
fect forward secrecy and key freshness which are two of the standard security
attributes that key exchange protocols should have [5][6].

3.1 Perfect Forward Secrecy Problem

Perfect forward secrecy [5][6] means that if a long-term private key is exposed,
then the secrecy of previous established session keys should be maintained. How-
ever, Harn et al.’s three AKA protocols do not provide perfect forward secrecy
as follows:
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Harn et al.’s AKA Protocol based on Discrete Logarithm Assumption:
In the Harn et al.’s AKA protocol based on discrete logarithm assumption, the
session key for direction from A to B is computed by A as:

k′AB = (RB)kA mod p, (1)

while it is computed by B as:

kAB = (rA)KB mod p. (2)

Therefore, when the long-term private key, KB of B is compromised, an at-
tacker can easily compute any previously established session key, kAB by (2).

Similarly, the session key for direction from B to A is computed by A as:

kBA = (rB)KA mod p, (3)

and computed by B as:

k′BA = (RA)kB mod p, (4)

Hence when the long-term private key, KA of A is compromised, an attacker
can easily compute kBA by (3). Therefore, Harn et al.’s AKA protocol based on
discrete logarithm assumption dose not provide perfect forward secrecy.

Harn et al.’s AKA Protocol based on Elliptic-curve Assumption: In
the Harn et al.’s AKA protocol based on elliptic-curve assumption, the session
key for direction from A to B is computed by A as:

k′AB = kARB = (x′kAB
, y′kAB

), (5)

while it is computed by B as:

kAB = KBrA = (xkAB , ykAB ). (6)

Therefore, when the long-term private key, KB of B is compromised, an at-
tacker can easily compute any previously established session key, kAB by (6).

Similarly, the session key for direction from B to A is computed by A as:

kBA = KArB = (xkBA , ykBA), (7)

and computed by B as:

k′BA = kBRA = (x′kBA
, y′kBA

), (8)

Hence when the long-term private key, KA of A is compromised, an attacker
can easily compute kBA by (7). Therefore, Harn et al.’s AKA protocol based on
elliptic-curve assumption dose not provide perfect forward secrecy.
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Harn et al.’s AKA Protocol based on RSA Factoring Assumption: In
the Harn et al.’s AKA protocol based on RSA factoring assumption, the session
key for direction from A to B is computed by A as:

k′AB = (RB)kA mod nB, (9)

while it is computed by B as:

kAB = (rA)dB mod nB. (10)

Therefore, when the long-term private key, dB of B is compromised, an at-
tacker can easily compute any previously established session key, kAB by (10).

Similarly, the session key for direction from B to A is computed by A as:

kBA = (rB)dA mod nA, (11)

and computed by B as:

k′BA = (RA)kB mod nA, (12)

Hence when the long-term private key, dA of A is compromised, an attacker
can easily compute kBA by (11). Therefore, Harn et al.’s AKA protocol based
on RSA factoring assumption dose not provide perfect forward secrecy.

3.2 Key Freshness Problem

Key freshness [5][6] means that neither party can predetermine the shared secret
key being established. However, Harn et al.’s three AKA protocols do not provide
key freshness, meaning that both A and B can predetermine the shared secret
key being established as follows:

Harn et al.’s AKA Protocol based on Discrete Logarithm Assump-
tion: In the Harn et al.’s AKA protocol based on discrete logarithm assump-
tion, A computes k′AB via (1), which depends on B’s public key, RB known
by A all the time, and a random secret value, kA chosen by A. Therefore, A
could have decided that k′AB must be equal to a predetermined value, namely
k′AB = (RB)kA mod p, where kA was chosen at that point of time in the past.
At any later time, whenever A wishes for k′AB to be that predetermined value,
he simply uses that previously chosen kA in forming the rA = gkA mod p to B.
This will cause k′AB to be equal to the predetermined value, (RB)kA . Similarly,
B computes k′BA via (4) and so he could choose this to be equal to any predeter-
mined value, k′BA = (RA)kB mod p by using a previously chosen value of kB in
forming his message rB to A. A and B therefore can predetermine at a certain
time in the past, what a future session key, k′AB and k′BA respectively would be
equal to. As an aside, note that if A or B do this, then they are putting the
confidentiality of their long-term private key at risk. This is because doing so
will necessitate two different signatures to be generated using the same random
value, if any other party spots this. Therefore, Harn et al.’s AKA protocol based
on discrete logarithm assumption dose not provide key freshness.
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Harn et al.’s AKA Protocol based on Elliptic-curve Assumption: In
the Harn et al.’s AKA protocol based on elliptic-curve assumption, A computes
k′AB via (5), which depends on B’s public key, RB known by A all the time,
and a random secret value, kA chosen by A. Therefore, A could have decided
that k′AB must be equal to a predetermined value, namely k′AB = kARB =
(x′kAB

, y′kAB
), where kA was chosen at that point of time in the past. At any

later time, whenever A wishes for k′AB to be that predetermined value, he simply
uses that previously chosen kA in forming the rA = (xrA , yrA) to B. This will
cause k′AB to be equal to the predetermined value, kARB. Similarly, B computes
k′BA via (8) and so he could choose this to be equal to any predetermined value,
k′BA = kBRA by using a previously chosen value of kB in forming his message
rB to A. A and B therefore can predetermine at a certain time in the past,
what a future session key, k′AB and k′BA respectively would be equal to. As an
aside, note that if A or B do this, then they are putting the confidentiality of
their long-term private key at risk. This is because doing so will necessitate two
different signatures to be generated using the same random value, if any other
party spots this. Therefore, Harn et al.’s AKA protocol based on elliptic-curve
assumption dose not provide key freshness.

Harn et al.’s AKA Protocol based on RSA Factoring Assumption: In
the Harn et al.’s AKA protocol based on RSA factoring assumption, A computes
k′AB via (9), which depends on B’s public key, RB known by A all the time, and a
random secret value, kA chosen by A. Therefore, A could have decided that k′AB

must be equal to a predetermined value, namely k′AB = (RB)kA mod nB, where
kA was chosen at that point of time in the past. At any later time, whenever A
wishes for k′AB to be that predetermined value, he simply uses that previously
chosen kA in forming the rA = (αB)KA mod nB to B. This will cause k′AB

to be equal to the predetermined value, (RB)kA . Similarly, B computes k′BA

via (12) and so he could choose this to be equal to any predetermined value,
k′BA = (RA)kB mod nA by using a previously chosen value of kB in forming his
message rB to A. A and B therefore can predetermine at a certain time in the
past, what a future session key, k′AB and k′BA respectively would be equal to. As
an aside, note that if A or B do this, then they are putting the confidentiality of
their long-term private key at risk. This is because doing so will necessitate two
different signatures to be generated using the same random value, if any other
party spots this. Therefore, Harn et al.’s AKA protocol based on RSA factoring
assumption dose not provide key freshness.

4 Countermeasures of Harn et al.’s Three AKA Protocols

This section proposes a simple solutions of the Harn et al.’s protocols so that both
forward secrecy and key freshness can be guaranteed, while preserving the basic
essence of the original protocols. The main idea is to ensure the computations
of the two session keys, k′AB and k′BA depend on the ephemeral secrets, kA and
kB chosen by both parties A and B.
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Table 7. Improved DL computations and message passing

Round Step Computation and message passing

1 A selects kA

2 A computes rA

1 A sends {rA}
3 B selects kB

4 B computes rB

5 B computes tB = (RA)kB = αKAkB mod p

6 B computes kAB = (rA)KBkB = αkAKBkB mod p
7 B computes sB = k−1

AB(KB − rBkB) mod q
2 B sends {rB , tB , sB}

8 A verifies RB by checking cert(RB)

9 A computes k′
AB = (tB)kA = αKAkBkA mod p

10 A verifies sB and k′
AB by checking RB

?
=(rB)rB (α)sBk′

AB mod p

11 A computes tA = (RB)kA = αKBkA mod p

12 A computes kBA = (rB)KAkA = αkBKAkA mod p
13 A computes sA = k−1

BA(KA − rAkA) mod q
3 A sends {tA, sA}

14 B verifies RA by checking cert(RA)

15 B computes k′
BA = (tA)kB = αKBkAkB mod p

16 B verifies sA and k′
BA by checking RA

?
=(rA)rA(α)sAk′

BA mod p

Table 8. Improved EC computations and message passing

Round Step Computation and message passing

1 A selects kA

2 A computes rA = (xrA , yrA)
1 A sends {rA}

3 B selects kB

4 B computes rB = (xrB , yrB )
5 B computes tB = RAkB = (xtB , ytB )
6 B computes kAB = KBrAkB = (xkAB , ykAB )
7 B computes sB = x−1

kAB
(KB − xrB kB)

2 B sends {rB , tB , sB}
8 A verifies RB by checking cert(RB)
9 A computes k′

AB = kAtB = (x′
kAB

, y′
kAB

)

10 A verifies sB and k′
AB by checking rB

?
=(xrB )−1(RB − x′

kAB
sBα)

11 A computes tA = RBkA = (xtA , ytA)
12 A computes kBA = KArBkA = (xkBA , ykBA)
13 A computes sA = x−1

kBA
(KA − xrAkA)

3 A sends {tA, sA}
14 B verifies RA by checking cert(RA)
15 B computes k′

BA = kBtA = (x′
kBA

, y′
kBA

)

16 B verifies sA and k′
BA by checking rA

?
=(xrA)−1(RA − x′

kBA
sAα)
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4.1 AKA Protocol Based on Discrete Logarithm Assumption

Table 7 shows the computations performed by users A and B, and the messages
that are transferred between users A and B.

4.2 AKA Protocol Based on Elliptic-Curve Assumption

Table 8 shows the computations performed by users A and B, and the messages
that are transferred between users A and B.

4.3 AKA Protocol Based on RSA Factoring Assumption

Table 9 shows the computations performed by users A and B, and the messages
that are transferred between users A and B.

Table 9. Improved RSA computations and message passing

Round Step Computation and message passing
1 A selects kA

2 A computes rA = (αB)kA mod nB

1 A sends {rA}
3 B selects kB

4 B computes rB = (αA)kB mod nA

5 B computes tB = (RA)kB = αdAkB
A mod nA

6 B computes kAB = (rA)dBkB = αkAdBkB
B mod nB

7 B computes sB = (rB)dB kAB mod nB

2 B sends {rB , tB , sB}
8 A verifies (nB , RB , eB) by checking cert(nB , RB , eB)

9 A computes k′
AB = (tB)kA = αdAkBkA

A mod nB

10 A verifies sB and k′
AB by checking (rB)(k′

AB)eB
?
=(sB)eB mod nB

11 A computes tA = (RB)kA = αdBkA
B mod nB

12 A computes kBA = (rB)dAkA = αkBdAkA
A mod nA

13 A computes sA = (rA)dAkBA mod nA

3 A sends {sA, tA}
14 B verifies (nA, RA, eA) by checking cert(nA, RA, eA)

15 B computes k′
BA = (tA)kB = αdBkAkB

B mod nA

16 B verifies sA and k′
BA by checking (rA)(k′

BA)eA
?
=(sA)eA mod nA

5 Security Analysis

This section shall only discuss the enhanced security features. The rest are the
same as original Harn et al.’s protocols as described in literature [4].

Theorem 1. Improved AKA Protocols provide perfect forward secrecy.

Proof. To ensure the computations of the two session keys, k′AB and k′BA depend
on the ephemeral secrets, kA and kB chosen by both parties A and B. Because
even if the long-term private key of any party is exposed, previous session keys
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cannot be computed since the ephemeral secrets, kA and kB for that session are
unknown. Therefore, improved AKA Protocols provide perfect forward secrecy.

Theorem 2. Improved AKA Protocols provide key freshness.

Proof. Because every session key is a function of ephemeral secrets chosen by
both parties, so neither party can predetermine a session key’s value since he
would not know what the other party’s ephemeral secret is going to be. Therefore,
improved AKA Protocols provide key freshness.

6 Conclusions

Recently, Harn et al. proposed three authenticated Diffie-Hellman key-agreement
(AKA) protocols, each of which is based on one cryptographic assumption. How-
ever, the current paper demonstrated that Harn et al.’s three AKA protocols do
not provide perfect forward secrecy and key freshness which are two of the stan-
dard security attributes that key exchange protocols should have. Furthermore,
we proposed improvements of the protocols such that they provide these security
attributes.

Acknowledgements

This research was supported by the MIC of Korea, under the ITRC support
program supervised by the IITA (IITA-2006-C1090-0603-0026).

References

1. Beth, T., Frisch, M., Simmons, G.: Public-key cryptography: state of the art and
future directions. Springer, New York (1991)

2. Menezes, A.: Elliptic curve public key cryptosystems. Kluwer Int. Ser. Eng. Comput.
Sci. 234 (1993)

3. Lenstra, A., Lenstra Jr, H. (eds.): The development of the number field sieve. Lect.
Notes Math. p. 1554 (1993)

4. Harn, L., Hsin, W.J., Mehta, M.: Authenticated Diffie-Hellman key agreement pro-
tocol using a single cryptographic assumption. IEE Proceedings on Communica-
tions 152(4), 404–410 (2005)

5. Menezes, A.J., Oorschot, P.C., Vanstone, S.A.: Handbook of applied cryptography.
CRC Press, New York (1997)

6. Phan, R.C.W: Fixing the Integrated Diffie-Hellman-DSA Key Exchange Protocol.
IEEE Commun. Lett. 9(6), 570–572 (2005)

7. Harn, L., Mehta, M., Hsin, W.J.: Integrating Diffie-Hellman Key Exchange into the
Digital Signature Algorithm (DSA). IEEE Commun. Lett. 8, 198–200 (2004)



Content-Based Image Watermarking Via

Public-Key Cryptosystems

H.K. Dai and C.-T. Yeh

Computer Science Department, Oklahoma State University
Stillwater, Oklahoma 74078, U.S.A.
{dai,chengti}@cs.okstate.edu

Abstract. Digital watermarking is a technique to insert an information-
carrying digital signature into a digital media so that the signature can
be extracted for variety of purposes including ownership authentication
and content verification. We examine the weaknesses against common
watermarking attacks of blockwise independent and content-based wa-
termarking algorithms for image integrity verification, and implement
a new and more secure invisible fragile public-key watermarking algo-
rithm for color or grayscale images that increases the message digest size
from the proposed 64 to 128 bits using the same small-size blocks and
maintaining high-quality watermarked images and accurate localization
of image changes. Our watermarking technique is capable to detect any
changes made to the image since the time it was stamped, any changes
to the pixel values and also to the dimensions of the image will be au-
tomatically detected and localized. Our scheme consists of a watermark-
insertion process that uses a private key to embed a watermark image
into a cover image, and a watermark-extraction process that uses a public
key to extract the watermark from the watermarked image. The embed-
ded watermark can only be extracted by someone who has possession of
a proper verification key.

Keywords: image authentication and verification, watermarking.

1 Introduction

Digital watermarks, similar to digital signatures, are encrypted electronic signa-
tures obtained from the content data to authenticate the identity of the sender
of a message, or of the signer of the document. When the authentication mark
of a digital signature is intentionally modified, the decryption of such signature
will yield content data that are completely different from the original data. On
the other hand, unlike digital signatures, the signatures of digital watermarks
enable localization properties where the exact location of possible alterations of
the content data could be determined. In addition, the objective of digital wa-
termarks is to permanently and unalterably mark the image so that the credit
or assignment is beyond dispute.

Of the classification schemes that apply to watermarks, the distinction be-
tween visible and invisible (perceptible and imperceptible) seems to be the most

O. Gervasi and M. Gavrilova (Eds.): ICCSA 2007, LNCS 4705, Part I, pp. 937–950, 2007.
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fundamental. A visible or perceptible watermark typically consists of a conspic-
uously visible message or a logo embedded within an image indicating the own-
ership of the image. On the other hand, an invisible or imperceptible watermark
when embedded into an image appears visually very similar to the original image.
In other words, the existence of an invisible watermark can only be determined
using an appropriate watermark extraction or detection algorithm. Within such
classification of watermarks, an invisible watermark can further be classified as
robust and fragile. A robust watermark is designed to survive against malicious
attacks [15] [4], because the watermark can still be extracted even if the water-
marked image has been processed by common image processing techniques such
as scaling, cropping, and compression. Fragile watermarks [18] [16] [8] [17], on
the other hand, are designed to detect (major or minor) changes to the source
image as well as localizing the areas that has been tampered. The usage of robust
and fragile watermarks depends on the type of application as proposed in [11] [9].
Among the many of them, robust watermarks can be found in copy-protection
applications such as digital video discs, fingerprinting for recipient tracing, and
content-ownership verification. Meanwhile, fragile watermarks can be used in
news broadcasting, medical, forensic, and military applications where the con-
tent verification and identity authentication become crucial in order to detect
forgeries and impersonations. Depending on the way the watermark is inserted
and the nature of the watermarking algorithm, the detection and extraction
process can take on very distinct approaches [6]. One major differentiating char-
acteristic between watermark techniques is the obliviousness of the algorithm.
A watermark scheme is considered oblivious when it does not require the con-
tents of the original image (cover image) during the extraction or detection step.
Schemes that do require the presence of the original image during the verification
step are considered non-oblivious.

Allwatermarkingmethods share the same generic building blocks: awatermark-
insertion system and a watermark-extraction system [7]. Inputs to the insertion
scheme are the watermark, cover-data, and an optional public or secret key and the
output of the watermarking scheme is the watermarked data. The cryptographic
key is used to enforce security against manipulations and removal of the water-
mark. The use of one key or combination of keys in the watermarking is a technique
referred as secret and public key watermarking. Inputs to the extraction scheme
are the watermarked data, the secret or public keys, and, depending on the obliv-
iousness of the method, the original data and/or original watermark. The output
is either the recovered watermark or some kind of confidence measure indicating
how likely it is for the given watermark at the input to be present in the data under
inspection.

Our study focuses on the design and implementation of watermarking algo-
rithms for image authentication. We study the different attacks against fragile
watermarks and describe a new oblivious, more secure, and efficient fragile water-
marking scheme for grayscale or color still-images with capabilities of detecting
geometric transformations, removal of objects, addition of foreign objects, and
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tamper localization without any a priori knowledge of the embedded watermark
image.

2 Relevant Work

An oblivious watermark scheme is desirable because it lacks the requirement of
transmitting the original image from the sender to the receiver at the time of
the extraction process. Another important aspect of oblivious schemes enables
the insertion and detection of the watermark in a block-to-block basis due to the
fact that the watermark is embedded in different blocks of the original image. A
block-based approach can be convenient in terms of simplicity and lack of com-
putational overhead. Many fragile watermarking schemes have been proposed
in recent years [18] [16] [17] [8]. Among them, Wong has proposed a blockwise
fragile authentication watermarking [16] and has improved it by using public-key
based scheme [17].

The block structures in our studied watermarking algorithms are parame-
terized as follows. Let M and N denote the width and height respectively of
an image (cover image or watermarked image) I that will be uniformly parti-
tioned into a sequence of non-overlapping blocks of b × b pixels in size. For a
non-overlapping block X in the sequence, denote by X0 the block of pixels in
which each element equals the corresponding element in X except that the least
significant bits (LSBs) of all the pixels are set to zero. Note that the watermark
image to be used in the embedding step needs to be of the same size as the
image I (that is, M × N pixels). For a bi-level image A that is used as an invis-
ible watermark to be embedded into the cover image, if the dimensions of the
watermark A and cover image I differ, the watermark A is scaled or periodically
replicated to the dimensions of I — forming an embedding watermark image
W . In the similar fashion, this newly formed watermark image W is also uni-
formly partitioned into a sequence of non-overlapping blocks following the same
partitioning scheme as performed for the cover image I.

The function components of an underlying public-key cryptosystem in water-
marking algorithms include a cryptographic one-way hash function H(·) (such
as the Message-Digest algorithm MD5 [13], the Secure Hash algorithm SHA-
256 [1], or the RACE Integrity Primitives Evaluation Message Digest algorithm
RIPEMD-160 [5]), and an encryption function E(·) and a decryption function
D(·) of a public-key cryptosystem (such as the RSA [14]). Let ⊕ denote the
element-wise exclusive-or operator between two non-overlapping blocks, and ◦
denote the LSB-assignment operator, where X0 ◦ EK indicates storing an en-
coded 64-bit key EK in the LSBs of the block X0.

2.1 Public-Key Watermarking

The authors of [16] [17] describe a block-wise fragile watermarking technique
that embeds an invisible watermark into a cover image. The watermark im-
age is embedded in the LSBs of each pixel aided by a public-key cryptosystem
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and one-way hash function — allowing the detection of any changes made in
the watermarked image feasible. In addition, their scheme can also be used for
ownership verification because it uses a secret key K that is only known by the
owner at the time of insertion to embed the watermark image. Their watermark-
ing scheme exhibits the following properties:

1. During the watermark-extraction step, if the correct key K is applied to
the watermark-extraction procedure, a proper watermark image is obtained
indicating the authenticity of the image.

2. If an image is unmarked (that is, if it does not contain a watermark),
cropped, resized, or if an incorrect key is applied during the extraction step,
the watermark-extraction process recovers an image that resembles random
noise.

3. If one changes certain pixels in the watermarked image, then the specific
locations of the changes are reflected at the output of the watermarking-
extraction procedure.

The following block-based public-key watermarking scheme [16] [17] serves as
the basic structure for our studied watermarking schemes.

Basic watermark-insertion scheme:

Step 1: Let I be an M × N image to be watermarked. Partition I into a
sequence of n non-overlapping blocks Xt of size b × b pixels, where
0 ≤ t < n and b = 8.

Step 2: Let A be a visually meaningful binary image to be used as watermark.
This image is replicated periodically or scaled to get an image W large
enough to cover I. In the similar fashion, partition W into a sequence
of non-overlapping blocks Wt following the same partitioning scheme
performed for image I. To each block Xt, where 0 ≤ t < n, there will
be a corresponding binary block Wt.

Step 3: Let X0
t be the block obtained from Xt by clearing the LSBs of all

the pixels. Using a cryptographically secure hash function H(·), com-
pute the fingerprint Ht = H(M, N, X0

t ), where Ht denotes a 64-bit
message digest output.
(Our present implementation employs the MD5 message digest that
produces a 128-bit output; see section 3.3 for its improvement. Since
each block in the sequence is 8×8 pixels in size and clearing the LSBs
of all the pixels in the block allows 64 bits of storage, then the first
or the last 64 bits of the 128-bit MD5 output is used as the message
digest for each block. Depending on the choice, the same convention
must be used during the watermark-extraction process.)

Step 4: Compute Ĥt = Ht ⊕ Wt by applying the element-wise exclusive-or
operation.

Step 5: Generate the digital signature St = E(Ĥt) using the sender’s private
key of a public-key cryptosystem.
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Step 6: Finally, perform X0
t ◦ St to form the watermarked block XW

t , where
the digital signature St is stored in the LSBs of X0

t .
Step 7: Repeat steps 3 through 6 for each block in the sequence and all the

output blocks XW
t are assembled to form the watermarked image IW

of M × N pixels in size.

Corresponding watermark-extraction scheme:

Step 1: Let IW be an M × N watermarked image. Partition IW into a se-
quence of n non-overlapping blocks XW

t of size b × b pixels, where
0 ≤ t < n and b = 8

Step 2: Let X0
t be the block obtained from XW

t by clearing the LSBs of all
the pixels. Using the hash function H(·) chosen during the water-
mark insertion, compute the fingerprint Ht = H(M, N, X0

t ), where
Ht denotes the 64-bit message digest output (corresponding to the
watermark-insertion scheme).

Step 3: Extract the LSBs of all the pixels in XW
t to form the decryption

string dst and perform the decryption function D(dst) to obtain the
digital signature St.

Step 4: Compute Ct = Ht ⊕ St by applying the element-wise exclusive-or
operation.

Step 5: If Ct and Wt are equal, the watermark is verified. Otherwise, the
marked image IW has been modified at block XW

t .
Step 6: Repeat steps 2 through 5 for each block in the sequence.

The watermarking schemes described in [16] [17] use a 64-bit key to embed
the watermark information into the cover image, and keys of this size are in-
secure because it can be factored in seconds on a modern computer. Note also
that an authentication scheme is really secure only if any change in the marked
image is detectable, even if these changes can not be seemingly used for any
malicious purposes. In addition to the transmission overhead, there are various
kinds of attacks that could be applied to a watermarking scheme. For instance,
grayscale watermarking schemes are also generalized for color images by simply
applying the same technique to the three different color planes independently.
The attacker could interchange the different color planes (red, green, and blue)
and produce a tampered image that is unnoticeable by the extraction process,
although it may be hard to image how this attack could be used for malicious
reasons but it will be more secure if this sort of alteration does not pass as unde-
tectable. A possible solution to the color-swapping attack is to take into account
the three color planes as one while computing the message digest Ht, this way,
no matter how the color planes are ordered, each ordering used as input to the
hash function will almost surely yield a totally different output.

Some more sophisticated and powerful attacks could be applied to watermark-
ing schemes such as the cut-and-paste and birthday attacks as described in [6]
[3]. In the cut-and-paste attack, the attacker uses valid non-overlapping image
blocks from legitimately watermarked images stored in the library and pastes
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them into the sender’s image to produce a forgery that will pass undetected by
the watermark verification scheme.

The complexity of this attack lies on the attacker to have a collection of
legitimately W -watermarked images from the same sender. Moreover, a whole
counterfeited but validly-watermarked image could be constructed by perform-
ing the counterfeiting attack if the cut-and-paste attack is applied repeatedly
to all image block contiguously. Birthday attacks ([10], section 9.7) is another
common watermarking attack that constitute a well known and powerful way of
threatening digital signatures. In a birthday attack, the attacker searches for col-
lision(s) (that is, pair of blocks that hash to the same value, thus having the same
signature). Using a hash functions that produces a message digest of m possible
values, there is more than a 50% likelihood of finding a collision whenever there
are approximately m

1
2 blocks available. The output of the hashing function used

in [16] [17] produces message digests of size at most 64 bits; hence collisions are
expected to be found when the attacker has collected approximately 232 blocks.

2.2 Content-Based Watermarking

The binding of a watermark with significant components of the original image
makes the underlying watermarking techniques more robust. The authors of
[6] and [3] suggest the use of contextual information to patch up some of the
weaknesses of blockwise-independent schemes. Using contextual information, the
signature of the block is considered valid if it is surrounded by correct blocks. For
instance, in the event that the signature of block B is changed, the signature
verification will fail in all the blocks that depend on B, besides in block B
itself. Thus a number as small as possible of reliance is desirable for an accurate
localization of the tampered areas of an image.

The watermarking scheme proposed in [8] is one of the first methods to use
content dependency for image authentication and integrity verification. Their
method suggests a slight variation of the scheme proposed in [16] [17]. It par-
titions each block in halves, then the right half of block Xt is replaced with
the right half of the next block X(t+1) mod n along a zig-zag scan path so that
neighboring blocks are related by blended data. Each combined block is then
encrypted and embedded into the LSBs of the block Xt. The same operations
as those done on the insertion process should be performed on the extraction
process. Although [8] proposed a watermarking scheme that extracts the local
features of the image to be used as the watermark in addition to block swapping,
their scheme is still vulnerable to the simple watermarking attacks discussed in
section 2.1. In order to succeed with a cut-and-paste attack, the attacker has
only to copy the LSB-cleared contents of two half-blocks from two neighboring
blocks, say X0

t and X0
t+1, and paste them together with the digital signature

found in the LSBs of the watermarked block Xt. For birthday attacks, the at-
tacker could perform the same operations in the similar fashion for the schemes
in [16] [17]. For this reason, [3] proposes an alternative method to introduce
contextual information to the fingerprint Ht to hinder the simple watermarking
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attacks that they called Hash Block Chaining 1 and an improved version called
Hash Block Chaining 2.

As pointed out in [10] [2], the solution to hold back many simple attacks
against watermarking schemes is to introduce contextual information. The au-
thors of [3] propose the introduction of additional dependencies to the hash
function H(·) when computing the fingerprint Ht of each block that they called
Hash Block Chaining version 1 (HBC1). In HBC1, the neighboring block of
X0

t , besides X0
t itself, is added as input to the hash function H(·) when com-

puting the digital signature Ht. In this case, if a watermarked block XW
t is

modified, signature verification will fail in all those blocks that depend on XW
t ,

besides in block XW
t itself. Thus, a number as small as possible of dependencies

(ideally, a single dependency per block) is desirable for an accurate localiza-
tion of image changes. The modified computation of the signature Ht becomes:
Ht = H(M, N, X0

t , X0
(t−1) mod n, t). Note that the block index t is added to de-

tect blockwise rotation and likewise, the width M and height N of the original
image is added is to detect image cropping. Using HBC1, the simple cut-and-
paste attack can no longer be carried out because if a bogus block is pasted in
place of XW

t , with very high probability this alteration will introduce a change
in the computation of the next fingerprint H(t+1) mod n. Similarly, if a birthday
attack is performed, the changed contents of XW

t stimulate with very high prob-
ability a change in the dependent signature H(t+1) mod n. Thus, the attacker will
have to forge the signature of XW

(t+1) mod n in order to perpetrate another attack.
But this induces a change in XW

(t+2) mod n. Therefore, the attacker will face the
problem that bad signatures propagate continuously over all blocks, eventually
destroying the forged signature of the very first faked block. Although HBC1
is effective against cut-and-paste attack, counterfeiting, and simple birthday at-
tack, but it is not secure against an improved version of cut-and-paste attack
called transplantation attack because of its limited context from neighboring
blocks [3]. HBC1 can not withstand a more sophisticated birthday attack either.
This attack aims to replace simultaneously two consecutive blocks by forged
blocks.

The authors of [3] improved HBC1 to prevent both transplantation attack and
improved birthday attack. Their enhanced version is called Hash Block Chain-
ing version 2 (HBC2) and makes use of nondeterministic signatures schemes.
Some signature schemes (for example, Digital Signature algorithm and Schnorr’s
scheme ([10], section 11.5) are nondeterministic in the sense that each indi-
vidual signature depends not only on the hash function, but also on some
randomly chosen parameter. The computation of the fingerprint Ht becomes:
Ht = H(M, N, X0

t , X0
(t−1) mod n, t, St−1), where St−1 is the nondeterministic sig-

nature of block Xt−1 and S−1 = ∅ for the first block because by the time H0
is computed, S−1 would not be known yet. The improved birthday attack could
no longer be successful in HBC2 because the signature of one block depends not
only on the content of its neighboring block, but also on its nondeterministic sig-
nature. The scheme provides secure resistance against improved birthday attacks
since the replacement of two valid consecutive blocks is much harder in HBC2
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than in HBC1 due to the nondeterministic signature and signature-dependency.
HBC2 is capable of detecting whether any blocks have been modified, reshuf-
fled, deleted, inserted, or transplanted from a legitimate watermarked image. In
addition, it has the ability to detect the altered blocks of a tampered image or
to identify the boundaries of a region if a large validly watermarked region is
copied and pasted onto signed image.

3 Improvement

An effective protection against birthday-type attacks is to increase the hash size,
for this reason, we propose and implement an improved version of HBC2 that
increases the hash output to 128 bits instead of 64 bits while using the same
block size of 8 × 8 pixels. (See section 3.3 for an improvement in the message
digest algorithm.) The hash key for the first and last block will remain as 64 bits
in length and all the remaining blocks in the sequence will use a 128-bit hash key
that will be stored in two separate but consecutive blocks of the scan path which
at the same time are exclusive-ored with the encrypted digital signature; this
way, this method will provide a more secure way to protect the digital signatures
and the contents of the cover image.

3.1 Proposed Watermarking Algorithm

Proposed watermark-insertion scheme:

Step 1: Let I be an M × N image to be watermarked. Partition I into a
sequence of n non-overlapping blocks Xt of size b × b pixels where
0 ≤ t < n and b = 8.

Step 2: Let A be a visually meaningful binary image to be used as watermark.
This image is replicated periodically or scaled to get an image W large
enough to cover I. In the similar fashion, partition W into a sequence
of non-overlapping blocks Wt following the same partitioning scheme
performed for image I. To each block Xt, where 0 ≤ t < n, there will
be a corresponding binary block Wt.

Step 3: Let S′t−1 be the nondeterministic signature of the previous block in
the sequence. Initially, set S′−1 = ∅ because the previous nondeter-
ministic signature for the first block has not been computed yet.

Step 4: Let X0
t and X0

(t−1) mod n be the block obtained from Xt and its previ-
ous block respectively by clearing the LSBs of all pixels. Note that the
previous block for the first block is the last block of the sequence.
Using a cryptographically secure hash function H(·), compute the
fingerprint Ht = H(M, N, X0

t , X0
(t−1) mod n, t, S′t−1), where Ht corre-

sponds a 128-bit message digest output.
Step 5: Partition Ht into two equal halves of 64 bits each. Denote H1

t and
H2

t as the first and second half respectively of the 128-bit message
digest obtained in step 4.
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Step 6: Compute Ĥt = H1
t ⊕ Wt by applying the element-wise exclusive-or

operation between the first half of the message digest Ht and the
respective binary block of the watermark image used.

Step 7: Generate the digital signature St = E(Ĥt) using the private key of a
public-key cryptosystem.

Step 8: If t = 0 (that is, first block of the sequence), set S′0 = S0; other-
wise, compute S′t = St ⊕ H2

(t−1) mod n by applying the element-wise
exclusive-or operation between the digital signature St and the sec-
ond half of the message digest obtained from the previous block.

Step 9: Finally, form the watermarked block XW
t by performing X0

t ◦S′t where
the exclusive-ored signature S′t is stored in the LSBs of X0

t .
Step 10: Repeat steps 4 through 9 for each block in the sequence and all the

output blocks XW
t are assembled together to form the watermarked

image IW of M × N pixels in size.

Corresponding watermark-extraction scheme:

Step 1: Let IW be an M × N watermarked image. Partition IW into a se-
quence of n non-overlapping blocks Xt of size b × b pixels where
0 ≤ t < n and b = 8.

Step 2: Let S′t−1 be the nondeterministic signature of the previous block in
the sequence. Initially, set S′−1 = ∅ because as mentioned in the
watermark-insertion step, there is no previous nondeterministic sig-
nature for the first block in the sequence.

Step 3: Let X0
t and X0

(t−1) mod n be the block obtained from XW
t and its

previous block respectively by clearing the LSBs of all pixels. Note
that the previous block for the first block is the last block of the
sequence. Using a cryptographically secure hash function H(·), com-
pute the fingerprint Ht = H(M, N, X0

t , X0
(t−1) mod n, t, S′t−1), where

Ht corresponds a 128-bit message digest output.
Step 4: Partition Ht into two equal halves of 64 bits each. Denote H1

t and
H2

t as the first and second half respectively of the 128-bit message
digest obtained in step 4.

Step 5: Extract the LSBs of all the pixels in XW
t to form the decryption

string dst.
If t = 0 (that is, first block of the sequence), set S′0 = ds0; other-
wise, compute S′t = dst ⊕ H2

(t−1) mod n by applying the element-wise
exclusive-or operation between the decryption string dst and the sec-
ond half of the message digest obtained from the previous block.

Step 6: Perform the decryption function D(S′t) to obtain the signature St.
Compute Ct = St ⊕ H1

t by applying the element-wise exclusive-or
operation between the signature St and the first half of the message
digest obtained in step 3.

Step 7: If Ct and Wt are equal, the watermark is verified. Otherwise, the
marked image IW has been modified at block XW

t .
Step 8: Repeat steps 3 through 7 for each block in the sequence.
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3.2 Experimental Results

We have tested our HBC2 implementation and our proposed watermarking
scheme on high-quality color images and the results are promising. We were
able to embed a watermark image into the test images without any visible arti-
facts, and retain faithful color and details. In addition, the embedding process
produces no bit changes beyond the LSBs.

For illustration, we show in Figure 1(a) a sample source image of 800 × 600
pixels in size. Figure 1(b) shows a periodically replicated watermark image (of a
bi-level watermark image of 70×30 pixels) to match the dimensions of the source
image of 800 × 600 pixels. Figure 2 shows the stamped source images with the
watermark image embedded using the HBC2 and our proposed watermarking
scheme. Figures 3 and 4 illustrate the extracted watermark image using the
proper and improper verification keys respectively. Figure 5 shows a library
image from the attacker’s collection and the altered version of the watermarked
image acknowledged by the receiver after performing a transplantation attack
that appears to be “original” to the naked eye. Finally, Figure 6 exemplifies the
extracted watermark by HBC2 and our proposed scheme with the regions of
alterations automatically identified.

Without the proper verification key, the watermark is very difficult to ex-
tract and almost impossible to identify. In addition to the sample test cases
presented earlier, our proposed scheme as same as the HBC2 is able to detect
geometric transformations such as scaling, cropping, and color swapping without
mentioning cut-and-paste, birthday, transplantation, and improved birthday at-
tacks. This is because geometric transformations that adjust the dimensions of
the image affects the values of M and N used in the computation of the one-way
hash function H(·). Similarly, swapping color planes in the watermarked image
would yield a different color ordering for the block, XW

t that also affects the
computation of the message digest Ht.

(a) (b)

Fig. 1. Sample source image and watermark image: (a) sample source image of 800×600
pixels in size to be used as the cover image; (b) bi-level watermark image periodically
replicated to 800 × 600 pixels
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(a) (b)

Fig. 2. Stamped source image of Figure 1(a) with the watermark image of Figure 1(b)
using the RSA key E = 5 and N = 18204938255760143519: (a) using HBC2 water-
marking scheme; (b) using our proposed watermarking scheme

(a) (b)

Fig. 3. Extracted watermark image using the proper verification key of D =
14563950597781346957 and N = 18204938255760143519: (a) using HBC2 watermark-
ing scheme; (b) using our proposed watermarking scheme

3.3 Discussion of Improved Watermarking Algorithm

When an attacker has collected approximatelym
1
2 blocks,where m=2bit-length of H(·)

is the total number of possible values produced by the hash function H(·), the at-
tacker enjoys a significant probability of finding a collision between blocks. The
hash output in the schemes proposed in [16] [8] [17], HBC1, and HBC2 is 64 bits in
length; hence collisions are expected to be found when the attacker has collected
around 232 blocks. Keeping this in mind, we took another step with the proposed
HBC2 scheme and increase the hash function output from64 to 128 bits anduse two
separate but consecutive blocks of 8 × 8 pixels as storage. Although this increase
in hash length will not permanently prevent the attacker from finding collisions, it
sure will provide a better protection against birthday-type attacks. The message
digest algorithm MD5 employed in our present implementation will be substituted
by a more secure hash function such as SHA-256 or RIPEMD-160.

Classical birthday paradox attacks are credited to the probabilistic principle of
“meeting-in-the middle” and can be carried out using one of the following three
approaches (see [12]): sampling with replacement, sampling without replacement,
and their combination. The three models agree asymptotically: the number of
naive random trials against a cryptosystem characterized by a cardinality-m
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(a) (b)

Fig. 4. Extracted watermark image using the improper verification key of D =
13761193859040633293 and N = 17201492332096682459: (a) using HBC2 watermark-
ing scheme; (b) using our proposed watermarking scheme

(a) (b)

Fig. 5. An attacker’s library image and a modified watermarked image: (a) library
image from attacker’s large collection of images; (b) altered image after performing
transplantation attack acknowledged by the receiver

(a) (b)

Fig. 6. Extracted watermark from image of Figure 5(b) using the proper verification
key of D = 14563950597781346957 and N = 18204938255760143519: (a) using HBC2
watermarking scheme; (b) using our proposed watermarking scheme

message space must be Θ(m) in order to yield a success probability p, where p
is a fixed probability bounded away from zero.

With the increase of bit-length of the hash output and using the same small-
size blocks of 8 × 8 pixels, our scheme will be able to host more embedded
data (for hash-function values) and produce high-quality watermarked images
as well while maintaining accurate localization of image changes. However, we
can measure its preservation of image fidelity by using the peak signal-to-noise
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ratio metric. Finally, our scheme alike to HBC2 is nondeterministic in nature
and also maintains the content-dependency among blocks.

4 Conclusion

We have implemented a new and more secure blockwise invisible fragile public-
key watermarking algorithm for image verification that uses 128-bit message
digests instead of 64. This increase in length does not change the proposed
block size of 8 × 8 pixels; rather, it uses two separate but consecutive blocks in
the sequence to store the key by means of the exclusive-or operation — hence
maintaining high-quality watermarked images and accurate localization of im-
age changes. Doubling the hash size provides a more secure way to protect the
contents of the image and decreases the chances for collisions to be found.

Our watermarking process produces a verification key for each stamped image
and does not introduce visual artifacts retaining the quality of the images. In
addition, our scheme detects and reports any changes made to the watermarked
image since the time the watermark was inserted. The embedded watermark
can only be extracted by someone who has possession of a proper verification
key. Alterations to a watermarked image produce output that resembles random
noise on the extracted watermark image, which can be visually and automatically
identified. This technique offers a more reliable way for image verification to
detect and localize unauthorized image modifications. Finally, our technique
provides means of ensuring data integrity; adds more security to the contents
of digital media and allows recipients of an image to verify its authenticity with
ease as well as display the ownership information embedded within an image.
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Abstract. The “anytime, anywhere” concept of human-oriented ubiq-
uitous computing and communication environment (UE) provides an
avenue for people to access to everyday devices with some built-in in-
telligent feature. This allows for them to conveniently access to vast
amounts of information including multimedia services in real time from
the comfort of their homes e.g. payTV and interactive TV, streaming
audiovisuals, video conferencing and video phones, interactive gaming
and online merchandising. With this vast amount of multimedia content
being distributed in the environment, there is a need to provide pro-
tection for the content from piracy and illegal duplication, which is an
important security issue if the UE is to gain popularity and widespread
usage. One method to provide content protection and tracing of illegal
duplications is using buyer-seller watermarking protocols. In particular,
owner-specific marks are embedded into the content to allow content
protection and buyer-specific marks are embedded to trace illegal dupli-
cations. Two such protocols were independently proposed by Chang and
Chung, and Cheung et al., at ICCT 2003 and HICSS 2004, respectively.
We show that both the seller’s and buyer’s rights are not protected in
both protocols and therefore the protocols fail to provide even the most
basic security requirement of buyer-seller protocols. It is important that
these protocols not be deployed for securing UE, but to undergo redesign
and thorough security analysis before being reconsidered.

Keywords: Security issues in UMS, Authentication in UMS, content
protection and DRM, protocol, digital watermarking and fingerprinting.

1 Introduction

All types of multimedia information, i.e. text, audio, image and video, can easily
be converted and represented in digital form. Hence, they can further be pro-
cessed and stored digitally in the computer or any digital device. The explosive
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growth of computer networks, especially the Internet and more recently that of
sensor networks have resulted in the increasing popularity of the e-commerce
and ubiquitous environments, where things can be done and information can be
accessed anytime, anywhere, even in the comfort of one’s home. Within such
environments, there is even more frequent flow of digital multimedia content on-
line. However, the duplication of digital multimedia content results in perfectly
identical copies. This has caused many multimedia content providers to hesitate
and be unwilling to sell/distribute their content over the Internet and more so
with ubiquitous environments (UE), because it is intuitive that there are much
more users in UE than there are in the older days of just the internet. Therefore,
the copyright protection issue is a main problem that needs to be addressed.
Digital watermarking [5] and digital fingerprinting [10] are mainly designed to
overcome this problem. Digital watermarking bears the same objective as tra-
ditional watermarking techniques, i.e. it works by imperceptibly embedding a
seller specific mark, which upon extraction provides provable ownership. On the
other hand, fingerprinting embeds a buyer specific mark, which upon extraction
identifies the buyer who has illegally disseminated the underlying digital con-
tent. A buyer-seller watermarking protocol is a combination of both, to protect
the rights and interests of not only the seller but also of the buyer.

In literature, many buyer-seller watermarking protocols have been proposed
[8,6,3,4], two of the more recent ones being those by Chang and Chung, and
Cheung et al. at ICCT 2003 [3] and HICSS 2004 [4], respectively. Both are non-
anonymous protocols in that the buyer’s anonymity is not provided when he
purchases content from the seller. In this paper, we comprehensively cryptana-
lyze these two protocols and then prove that they do not provide the attractive
features and exact security as claimed. In particular, we show that these pro-
tocols do not provide both the seller’s and buyer’s security; more precisely, the
seller is unable to trace illegally distributed content since the buyer is able to
remove his watermark (fingerprint), whereas, the seller is able to reproduce the
unique watermarked contents for extra gain.

Next, we describe the requirements and the cryptographic primitives com-
monly used to construct buyer-seller watermarking protocols. We then review in
Section 3 the protocols due to Chang and Chung [3], and Cheung et al. [4]. We
analyze their security in Section 4. We conclude in Section 5.

2 Preliminaries

Here, we only give some basic requirements of a sound buyer-seller watermarking
protocol (the interested reader can refer to [8] for details):

– Authentication. Any agent is able to prove the identity of others in the
protocol. This is the most basic requirement of any security protocol.

– Traceability. The buyer who has illegally redistributed watermarked con-
tents can be traced.

– No-Framing. No one can accuse an honest buyer.
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– Non-Repudiation. The guilty buyer cannot deny having created unautho-
rized copies of the content.

Note that the security of a seller-buyer watermarking protocol is dependent on
the underlying watermarking scheme. Hence, we assume that the used water-
marking scheme is collusion tolerant and robust.

2.1 Cryptographic Preliminaries

In public key cryptosystem [9], each agent, A possesses a pair of public-private
key, (PKA, SKA) which is obtainable from a certificate authority center, CA.
For convenience, we stick to PKA ≡ gSKA mod p [9], where p is a large prime
and g is a generator of the multiplication group, Z

∗
p with order (p − 1). Also,

unless otherwise specified, all arithmetic operations are performed under Z
∗
p. We

denote EK [M ] to mean the message, M encrypted with the key, K. Any agent
can encrypt a message for A using PKA, but only A can decrypt this message
with SKA. This ensures confidentiality. Furthermore, A can sign a message by
encrypting it with SKA, denoted as signSKA(M), so that anybody can verify
by using PKA the identity of A and that the message really originated from A.
This provides authentication and non-repudiation.

All parties − the seller and the buyer have registered with the certificate
authority, CA, and have their own pair of keys, which are (PKA, SKA) and
(PKB, SKB), respectively. Note that the CA also has his own public-private
key pair (PKCA, SKCA).

2.2 Notations

For ease of explanation, we use the following notations as in [3,4]:

A Alice, the seller who sells the digital multimedia content
B Bob, the buyer who buys watermarked contents

CA certification authority who can issue the certificate and (PK, SK) for
every agent in PKI, and issue watermarks to buyers

IDi identity of agent i
⊗ watermark insertion operation
X original content with m elements (x1, x2, ..., xm)
W watermark with n elements (w1, w2, ..., wn), where n ≤ m
X ′ watermarked content, where X ′ = X ⊗ W
σ random permutation function

TN transaction number
H [·] collision-free hash function

‖ string concatenation

3 Two Buyer-Seller Watermarking Protocols

We briefly describe two buyer-seller watermarking protocols: Chang− Chung
protocol, and Cheung et al.’s protocol, recently proposed at ICCT 2003 [3] and
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HICSS 2004 [4], respectively. Both consist of three phases; viz., watermark gen-
eration, watermark insertion and copyright violator identification. For simplicity,
we depict the combined watermark generation and watermark insertion phases
of the two protocols in Figures 1 and 2. We omit the copyright violator identifi-
cation phase since it is irrelevant to our attacks.

3.1 Chang−Chung Protocol

Watermark Generation. For every transaction, Bob randomly selects a new
unique watermark, WB = (wB1 , wB2 , . . . , wBn) and permutes it:

W ′
B = σ(WB) = σ(wB1 , wB2 , . . . , wBn)

= (wBσ(1) , wBσ(2) , . . . , wBσ(n)) = (w′B1
, w′B2

, . . . , w′Bn
). (1)

He signs W ′
B with his private key, SKB and then sends (IDB , PKB, W ′

B ,
signSKBW ′

B) to CA. After verifying signSKBW ′
B with PKB, CA returns

signSKCAW ′
B to Bob. This completes the watermark generation phase.

Watermark Insertion. Firstly, Bob sends (IDB,PKB,W ′
B , signSKBW ′

B ,
signSKCAW ′

B) to Alice. From the received signatures, Alice verifies both sig-
natures by using PKB and PKCA. If both pass the verification, she then gen-
erates a seller’s watermark,WA = (wA1 , wA2 , . . . , wAm) and computes the final
watermark, W = (w1, w2, . . . , wn), for j ∈ [1, m]:

wj = wAj − SKA · w′Bj
; aj = gwAj . (2)

Alice then inserts W into the purchased digital multimedia content, X to produce
the watermarked content, X ′ = X ⊗ W . Finally, she encrypts it with PKB and
sends EPKB [X ′] to Bob. Only Bob who knows SKB can decrypt it and get
the unique watermarked content, X ′. Alice publishes (g, wj , PKA, wBj , aj) and
archives (IDB, W , W ′

B , signSKBW ′
B , signSKCAW ′

B,X ,TN). This completes the
watermark insertion phase.

3.2 Cheung et al.’s Protocol

Watermark Generation. The watermark generation phase of Cheung et al.’s
protocol ismuch simpler than Chang−Chungprotocol.This is because no CA is in-
volved in this phase. In detail, for each transaction, Alice will just generate two dis-
tinct watermarks, W (1) = (w(1)

1 , w
(1)
2 , . . . , w

(1)
m ) and W (2) = (w(2)

1 , w
(2)
2 , . . . , w

(2)
m )

for Bob. Note that these watermarks can also be provided by Bob.

Watermark Insertion. In this phase, Alice firstly embeds the watermarks into
a digital content, X consisting of m frames, X = (x1, x2, . . . , xm) to obtain the
corresponding watermarked content, as follows:

X ′ (i) = (x′ (i)
1 , x′ (i)

2 , . . . , x′ (i)
m ) (3)
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Buyer, B Certification Authority, CA
Generate a new watermark:
WB = (wB1 , wB2 , . . . , wBn).
Compute:
W ′

B = (w′
B1 , w′

B2 , ..., w′
Bn

).

Sign: signSKBW ′
B .

IDB ,PKB ,W ′
B ,signSKB

W ′
B−−−−−−−−−−−−−−−−−−−→ Verify (using PKB):

signSKCA
W ′

B←−−−−−−−−−−−−−−−−−− If pass, sign:signSKCAW ′
B.

(a)

Buyer, B Seller, A
IDB ,PKB ,W ′

B ,signSKB
W ′

B ,signSKCA
W ′

B−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→ Verify (using PKCA):
If pass, generate:

WA = (wA1 , wA2 , . . . , wAM ).
Compute: wj and aj .
Embed and encrypt:

X ′ = X ⊗ W , EPKB [X ′].
EP KB

[X′]
←−−−−−−−−−−−−−−−−−−−−−−−−−−− Publish:(g,wj , PKA, wBj , aj).

Archive:
(IDB, W, W ′

B, signSKB W ′
B,

signSKCAW ′
B, X, TN).

(b)

Fig. 1. Chang−Chung Protocol: (a) Watermark Generation; (b) Watermark Insertion

where x′ (i)
j = xj ⊗w

(i)
j , for i ∈ {1, 2}, j ∈ [1, m]. Then, Alice arbitrarily selects a

random secret key KA and uses a commutative encryption algorithm1 to encrypt
the 2m-frame watermarked contents. Hence, she obtains:

EX ′ (i) = {Ec
KA

[x′ (i)
j ]}i∈{1,2},j∈[1,m] = {ex′ (i)

j }i∈{1,2},j∈[1,m] (4)

Alice will send the result of equation 5 to Bob. Upon receiving the encrypted
watermarked contents, Bob will select a random secret key KB and an m-bit
secret key K, where K = 〈k1, k2, . . . , km〉, for kj ∈ {0, 1} and j ∈ [1, m]. Note
that KB is for commutative encryption, whereas K is for randomly choosing the
final watermarked content. In particular, by using commutative encryption, he
is able to double-lock the watermarked content and obtain EEX ′ as follows:

EEX ′ = (eex′ (k1+1)
1 , eex′ (k2+1)

2 , . . . , eex′ (km+1)
m ) (5)

1 An encryption algorithm Ec is said to be commutative, if for a multiply encrypted
(decrypted) message, the same resultant ciphertext (plaintext) will be obtained,
irrespective of the order of encryption [6]. That is, Ec

K1 [E
c
K2 [x]] = Ec

K2 [E
c
K1 [x]] and

Dc
K2 [Ec

K1 [E
c
K2(x)]] = Ec

K1 [x].
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where eex′ (kj+1)
j = Ec

KB
[ex′ (kj+1)

j ]. Bob sends EEX ′ to Alice. With the knowl-
edge of KA, she can decrypt it (for first-lock) and obtains:

EX ′ = (ex′1, ex
′
2, . . . , ex

′
m) (6)

where ex′j = Dc
KA

[Ec
KB

[ex′ (kj+1)
j ]] = Ec

KB
[x′ (kj+1)

j ]. Then, Alice sends EX ′ to
Bob who performs a final decryption to get the final watermarked content,X ′ =
(x′1, x′2, . . . , x′m), where x′j = Dc

KB
[ex′j ] = x′ (kj+1)

j .
For future dispute resolution, Bob returns RB = EPKCA [K‖H [X ′]] to Al-

ice. Alice archives (TN, IDB, W (1), W (2), RB) and sends back signSKARB to
complete the watermark insertion phase.

4 Our Attacks

At first glance, both discussed protocols above look quite attractive, because
they do not require any public-key cryptosystem that must be a privacy homo-
morphism2 with respect to the watermarking embedding operation, unlike in [8].
This will make them more practical and efficient. Furthermore, they appear to
have some special features. In particular, Chang−Chung protocol involves the
private key of the seller in the watermark insertion phase as a measure to combat
against man-in-the-middle (MITM ) attacks, while Cheung et al.’s protocol does
not involve CA in the watermark generation phase. Nevertheless in this section,
we will show the interesting fact that in some cases it is exactly these “special”
features that cause both protocols to fail to provide the basic security require-
ments of a sound buyer-seller watermarking protocol discussed in section 2.

4.1 The Protocol due to Chang and Chung

Attacking the Seller’s Security. The final watermark, W is published by
the seller during the watermark insertion phase. Consequently, this watermark,
W is eventually known by the buyer. With the knowledge of W and the water-
marked content, X’, the buyer can easily remove the embedded watermark from
the watermarked content. Consequently, he can duplicate and redistribute the
content, and no one can trace who is the bad guy since the buyer’s watermark
is no longer in there. Since the buyer has obtained the original unwatermarked
content, X, he can even claim that he owns the copyright of this content. This
is a failure of traceability.

Furthermore, even if illegal watermarked content was found in the market,
the buyer can still deny that he is the one redistributed it. This is because,
having inserted the watermark, W by the seller himself, both parties will have
the identical final watermarked content. This is failure of non-repudiation.
2 A cryptosystem Eh is said to be homomorphic if it forms a (group) homomorphism

[2,8]. That is, for a certain defined operation, ⊗, then given ciphertexts Eh(x) and
Eh(y) for some unknown plaintexts x and y, anyone can compute Eh(x ⊗ y), or
vice-versa, even without the private key.
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Buyer, B Seller, A
Generate 2 new watermarks:

W (1) = (w
(1)
1 , w

(1)
2 , . . . , w

(1)
m ),

W (2) = (w
(2)
1 , w

(2)
2 , . . . , w

(2)
m ).

W (1),W (2)

−−−−−−−−−−−−−−→
Select a secret KA.
Embed & encrypt:

x′ (i)
j = xj ⊗ w

(i)
j ,

ex′ (i)
j = Ec

KA
[x′ (i)

j ].

{ex′ (i)
j }i∈{1,2},j∈[1,m]←−−−−−−−−−−−−−−−

Select a secret KB and m-bit K,
where K = 〈k1, k2, . . . , km〉,
kj ∈ {0, 1}, j ∈ [1, m].
Select and encrypt:

EEX ′ = (eex′ (k1+1)
1 , eex′ (k2+1)

2 , . . .

. . . , eex′ (km+1)
m ),

where eex′ (kj+1)
j = Ec

KB
[ex′ (kj+1)

j ].
EEX′

−−−−−−−−−−−−−−−→
Decrypt with KA:

EX ′ = (ex′
1, ex

′
2, . . . , ex

′
m),

where for j = 1, 2, . . . , m,

ex′
j = Dc

KA
[Ec

KB
[ex′ (kj+1)

j ]]

= Dc
KA

[Ec
KA

[Ec
KB

[x′ (kj+1)
j ]]]

= Ec
KB

[x′ (kj+1)
j ].

EX′
←−−−−−−−−−−−−−−

Decrypt with KB :
For j = 1, 2, . . . , m,

x′
j = Dc

KB
[ex′

j ] = x′ (kj+1)
j ;

Obtain X ′ = (x′
1, x

′
2, . . . , x

′
m).

Compute:
RB = EPKCA [K‖H [X ′]]

RB−−−−−−−−−−−−−→
Sign with SKA:

signSKARB.
Achieve:

(TN, IDB , W (1), W (2), RB).
signSKA

RB←−−−−−−−−−−−−

Fig. 2. Cheung et al.’s Protocol: Watermark Generation and Watermark Insertion

Attacking the Buyer’s Security. Though Chang−Chung protocol is claimed
to be a buyer-seller watermarking protocol in that the buyer’s rights are supposed
to be protected, this is in fact not the case. We will show that the rights of the
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buyer are totally unprotected. The buyer’s rights are claimed to be protected
because the seller does not know the original watermark, WB chosen by the
buyer. However, note from Figure 1 that it is not WB but in fact simply the final
watermark, W that is inserted into the content. Knowing what W is, the seller
can easily reproduce extra watermarked contents or transplant the watermark
to other digital contents. Then, based on these “illegal” watermarked contents,
the seller can accuse the innocent buyer. This is a failure of no-framing.

4.2 The Protocol Due to Cheung et al.

Attacking the Seller’s Security. In this protocol, although the buyer only has
one copy of the final watermarked content, X ′, he knows both the two original
watermarks (W (1), W (2)) and the m-bit K used to select all the frames of the
final watermark from either W (1) or W (2). He therefore knows the value of the
final watermark, and so he can easily remove this from X ′ to obtain the original
unwatermarked content X . With this in place, he can duplicate and redistribute
the content without any fear of being traced since his watermark is no longer in
there. In fact, he can even claim the content to be his own. This is a failure of
traceability.

Attacking the Buyer’s Security. The designers claimed that by implement-
ing a commutative encryption, the seller without the m-bit secret, K cannot
know the final watermark chosen by the buyer for insertion in the content. How-
ever, here we show that their protocol has the unbinding problem [7]− it fails to
bind a unique chosen watermark to a specific digital content. Let’s recall that
the seller has all copies of X ′(i) in equation 3, obtained from inserting all frames
of (W (1), W (2)) into the original content, X. What she does not know is the
final watermark pattern chosen by the buyer, i.e. which frames of (W (1), W (2))
are chosen. Although the seller cannot decrypt EX ′, if she obtains a pirated
watermarked content, X ′ in the market, she can compare the frames of X ′ with
his copies of x′ (i)

j to recover the secret, K used by the buyer in choosing the
final watermark pattern. Hence, the malicious seller will know the final water-
mark and K chosen by the buyer. With this knowledge, she can transplant it to
other more expensive digital content X and obtain the watermarked X

′
. Then,

she can eventually use K to compute RB = EPKCA [K‖H [X
′
]] and update his

database to be (TN, IDB, W (1), W (2), RB). Consequently, the malicious seller
can put the blame on the innocent buyer delivering unauthorized X

′
and get

more compensation. This is a failure of no-framing

Further Failures of Authentication. Note that because of the “special fea-
ture” in Cheung et al.’ protocol that uses a commutative encryption scheme and
without the presence of any CA, their protocol does not allow the buyer and
seller to authenticate each other. This is a failure of authentication, and is very
serious since the most basic requirement of any security protocol is that it must
provide mutual authentication between agents. As an example, an attacker could
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intercept the communicated message, EX ′(i) in equation 4 and then chooses for
his own KB and K. Then, by using commutative encryption, he computes EEX ′

as in equation 5 and sends this to the seller. Unfortunately, the seller has no way
to verify that this received message really came from a legitimate buyer, but will
just proceed to compute EX ′ as in equation 6 and sends this back to the buyer
which is immediately intercepted by the attacker. Upon receiving EX ′, the at-
tacker simply decrypts it and obtains X ′. The attacker therefore has a copy of
the watermarked content while the buyer is not even present in the protocol.
This MITM attack is successful because the seller has no way of authenticating
the identity of the buyer. A second example works by having the attacker im-
personate the seller instead. Since the buyer has no way of authenticating the
seller, the attacker easily impersonates the seller and sends a bogus EX ′(i) to
the buyer, who then uses a commutative encryption to generate and response
with EEX ′. The attacker simply decrypts this with his selected KA and sends
EX ′ back to the buyer, who then computes the bogus watermarked content, X ′.
The buyer thinks that he has bought a content from the seller when in fact the
seller is not present at all.

5 Conclusions

We have shown that the two recently proposed buyer-seller watermarking proto-
cols in [3] and [4] do not provide the basic security requirements; viz., authenti-
cation, traceability, no-framing and non-repudiation. We therefore conclude that
both protocols are too heavily flawed to be considered suitable for practical
deployment, including in the UE. Too often, protocol designers discover some
weaknesses in existing protocols and tweak them to produce “new” protocols
that are claimed to be “secure”. The consequence of this is that the same square
(weak) wheels are reinvented time and again [1].
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Abstract. Users are interested greatly in a user creative movie (UCM) 
production among various online contents. The UCM production using music 
and picture is the method that users make the movie easily. However, the UCM 
production service has the problem that any association does not exist in the 
music and picture. To solve this problem, we propose the UCM production 
method which uses a music analysis and picture analysis in the paper. A music 
analysis finds a picture change time according to the rhythm. This finds strong 
part of the sound which uses Root-Mean-Square (RMS). A picture analysis 
finds the association at each picture and arranges the sequence which the 
picture appears. This classifies the picture which uses structure simplicity of the 
picture (SSP) and face region detection. Therefore, if we use a music and 
picture analysis at the UCM production, users may make natural and efficient 
movie. 

Keywords: picture analysis, Picture Classification, Music analysis. 

1   Introduction 

Recently, Internet environment will be fine due to the development of data trans-
mission technique and a transmission speed was improved. Moreover, it changed user 
to stay in a consumer role into producer to be active at a multimedia contents 
production in the online that user was supported a digital machinery and tools such as 
mobile phone, digital camera and webcam. For example, the user shares with others 
as upload the picture which is taken by user at the online board or the blog. And the 
user creative movie (UCM) which is made of the music and the picture was valued to 
people. We say it user created contents (UCC) or user generated contents (UGC) that 
users make the contents for themselves: [1]. 

UCC is classified as five kinds according to a contents media. It is text, image, 
audio, movie and user packaged contents (UPC): [2]. But it can not express in the text 
or image what the user wants. On the other hand, the movie will fill the desire of the 
user and the concern of people about the movie increased gradually: [3], [4]. It offers 
the UCC frame in the portal services such as YouTube (http://www.youtube.com) so 
that unprofessional user can make the movie easily. And it offers a retrieval service so 
that people can retrieve the movie: [5]. 
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The method to make UCM is as follows. One method is to make the UCM to use 
the webcam or digital camcorder. This is the method to edit firsthand after the user 
takes the movie. This is rather true because it shows actual image to move. But this is 
difficult to use for unprofessional user because of technical problem which is an 
image edit. Another method is to use music and picture. The user chooses the picture 
in an online or individual computer. And the user can make the movie appropriately 
arrange the picture at the music to choose. This is the method that the unprofessional 
user can make the UCM easily. This has been used much at an online digital picture 
frame and movie for mobile contents. But this has the defect which the user must 
specify a picture change position and which the music and picture are easy to be 
lacked for the association. 

We propose UCM generation method which uses a music analysis and picture 
analysis in this paper. This method supplements the existing UCM production which 
uses music and picture. A music analysis is to find the part which a rhythm sound 
appears greatly in the music. And pictures are arranged in the part to be found. The 
music has the rhythm and appears max sound (MS) and min sound (NS) in rotation 
according to the rhythm: [6]. [7]. Generally people expect movement or any action 
happens in MS part. For example, we can see that a character changes the movement 
according to the MS part in the character animation: [8]. We use Root-Mean-Square 
(RMS) for finding the MS part at the music in this paper. We can get the RMS from 
Pulse code modulation (PCM) data and pursue to MS part which RMS value comes to 
be high over fixation value: [9]. 

Then a picture analysis gets the sequence among pictures to appear. The picture is 
classified into a people picture and scenery picture using structure simplicity of the 
picture (SSP) and face region detection. SSP classifies the picture efficiently as 
algorithm which proposes in this paper. It is the method to think about that people pay 
attention the place, composition, color and etc when they take the scenery picture. It 
finds the feature of a picture structure and changes the feature into the numerical 
value. Face region detection uses cascade of boosted classifiers working with haar-
like features (CBCH) which uses generally in a face recognition. CBCH is to use haar 
sorter and can distinguish that there is the people in the picture: [10], [11]. Therefore 
if we use SSP and face region detection, we can do efficient picture classification.  

We can make the picture appear to the automatic according to the music using music 
analysis. And we get the sequence among pictures to appear using picture analysis. 
Finally, if we use a music and picture analysis, we can make natural and efficient UCM. 

The rest of the paper is organized as follows: Section 2 reviews the related work on 
RMS to use at a music analysis and CBCH to use at a picture analysis. Section 3 
explains a music analysis. Section 4 explains SSP and talks about a combination rate of 
SSP and face region detection. Section 5 analyzed with experiment about the music 
analysis and picture analysis that proposed. Finally, Section 6 provides our conclusions. 

2   Related Work 

A music analysis uses RMS to get from PCM data. A standard CD tone makes 
sampling of the sound as the 44100 Hz per second. Accordingly the frequency which 
the analysis is possible by the digital becomes 22050 Hz which correspond to fn = fs /2: 



 Production of User Creative Movie Using Analysis of Music and Picture 963 

[12]. And we divided a time interval into the 0.05 second (20 milli-seconds) to get 
Peak and RMS in the most papers. This is to update the screen in real-time, when the 
music analyzes: [13]. So the expression to get RMS is the expression (1).  
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RMSt is RMS value which corresponds to a t time. And 1764 numeric characters 
are the number of PCM data which appears in 20 milli-seconds. We can get RMSt in 
each 20 milli-seconds to a square average of the PCM data. 

Picture analysis uses face detection among an image processing technique. Face diction 
is to decide that it is face or not comparing all area of the image. For example, we show 
many face images at the sorter and train the feature of the face in face detection. Then we 
make it decide in the sorter that the image of the random is the face or not. Such detection 
method has many algorithms such as Neural Network, Support Vector Machine (SVM), 
Principle Component Analysis (PCA) and Linear Discriminant Analysis (LDA). The 
algorithm to use CBCH among them has fast speed and high accuracy. 

A detection method which uses CBCH is the algorithm to mix Haar sorter. Haar 
sorter’s speed is fast, but face detection accuracy is not high because of simple 
operation. However, it is the key point of CBCH that we can make the performance of 
the sorter high according to the combination Haar sorter. We use the Adaboost 
algorithm for searching the combination of sorter suitable at face detection. The 
Adaboost draws Haar sorter in order which face distinction ability is excellent. And 
the Haar sorters which are drawn distinguish that the image of the random is the face 
region or not. Lastly, we distinguish that the picture is people or scenery picture 
according to the rate of the Haar sorter’s result value. At this time, when we use 1,000 
Haar sorters, all 1000 sorters are not compared at once. The comparing method is that 
the sorters compare gradually as increasing the sorter number. We say that this 
method is the cascade. And this method can enhance a face detection speed. 

CBCH has been used at face recognition among various an image processing 
technique of Open CV which the Intel makes. Open CV is the simplified character of 
Open Source Computer Vision Labrary. And Open CV offers the function of low 
level to a standard dynamic link library (DLL) or static library form for image 
processing. Open CV has been used in an application program such as object 
detection, face detection, action recognition, and movement pursue. CBCH was 
implemented a face detection in 2 main functions at Open CV. First, read 
haarcascade_frontalface_default.xml which is CBCH file about front face detection 
from a cvLoad() function. Second, accomplish actual face detection using 
CVHaarClassifierCascade *cascade and cvHaarDetectObject() function. Fig. 1 is a 
result example of the detection using CBCH. 

3   Music Analysis Using RMS 

Generally people expect movement or any action happens in MS part. The example 
appears well in the dance or ballet. A music analysis for UCM production is to find 
the part which a rhythm sound appears greatly in the music. And pictures are arranged 
naturally in the part to be found.  
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Fig. 1. The example a face region detection which uses CBCH 

We use RMS for finding the MS part at the music in this paper. We can get the 
RMS from PCM data and measured the variation of RMS according to the time. But 
to compare actual RMS is difficult. The reason is that one PCM data has value from -
32768 to 32767. But, to compare actual RMS is difficult. Accordingly, we calculated 
RMS data values which convert real range to normalization. The range of the 
normalization is from 0 to 100. 

The MS part means the part which the volume changes much. So the MS part is the 
part which the RMS value changes from fixed low value to fixed high value. We did 
fixed low value to 25 that is 1/4 of the total range and fixed high value to 50 that is 
1/2 of the total. The ear of the people is sensitive to the thing to change from small 
sound to big sound. On the other hand, it is not sensitive to the thing to change from 
big sound to small sound. A loss compression method of the mp3 is to use an ear 
characteristic at the people: [14], [15]. In this paper, a next instant interval value of 
the MS part did not measure also.  

Fig. 2 is the example to measure RMS and MS part of a music analysis. Fig. 2.a 
expresses actual music waveform. The lines over the white line in the Fig. 2.b express 
RMS to get from the waveform. And the lines under the white line in the Fig. 2.b 
express MS part to get from the RMS. 
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     Fig. 2. (a). Waveform of PCM data, (b). RMS waveform and measured MS part 

We can measure MS part from a music analysis which uses RMS like Fig. 2. But 
MS part’s number to appear is different according to the kind of the music. The music 
such as Hip-hop, Rock and Dance expresses the strength and weakness often in a 
fixed interval by the drum or a percussion instrument. Then the number of MS can be 
measured also much. Fig. 3 is to analyze the hip-hop music which is ‘Chris brown – 
Run it’. The white lines of the downside are to measure MS part and we can see MS 
part appear much. 

 

Fig. 3. For example measure of MS part in Hip-hop 

The music such as Ballad and R&B does not express the strength and weakness 
often in a fixed interval by the drum or a percussion instrument. Then the number of 
MS can be measured also rarely. Fig. 4 is to analyze the ballad music which is ‘Elton 
John – Something about the way look tonight’. 

 

Fig. 4. For example measure of MS part in Ballad 

The difference about the change of the MS part number is big according to the 
genre of the music. The music which the rhythm is emphasized appears the number of 
MS part much. And the music which the rhythm is not emphasized appears the 
number of MS part relatively little. Consequently we need the method to specify a 
change position of the picture according to the number of MS part.  

In this paper, we divided the music all interval into the number of the picture 
and arranged the picture in an each position first of all. And when the MS number 
is much in an each interval, we make the picture to change in the interval at the 
position which the MS value is most big. When the MS number is little in an each 
interval, we make the picture to change in the interval at the position which the 
MS part is nearest. We did the four-four time to the basis about many or small of 
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the MS number. We did it to a lot that the MS number comes out over 8 times in 
an each node. This is the computation to do to the basis the drum comes out 8 
times at a node. At this time, the reason why the drum became the basis is that the 
drum charges the rhythm. 

4   Picture Analysis Using SSP and Face Region Detection 

A picture analysis is to get the sequence among pictures to appear. It analyzes the 
content of the picture and arranges the sequence again. The picture is classified into a 
people picture and scenery picture using a picture analysis. We used SSP and face 
region detection for a picture analysis in this paper. SSP is to classify the picture 
efficiently as algorithm which proposes in this paper. It is the method to think about 
that people pay attention the place, composition, color and etc when they take the 
scenery picture. It finds the feature of a picture structure and changes the feature into 
the numerical value. A people picture takes around the people without thinking about 
the color or composition. On the other hand, a scenery picture takes around the 
composition or disposition of the color. Especially, the difference about the top and 
bottom of a scenery picture appears greatly in the color. We can calculate the 
difference of the color to the numerical value. This is SSP and is calculated as 
follows. 

First, we must get a color complexity to get SSP. A color complexity is calculated 
by dividing the picture into 9 parts. Each area to be divided calculates a difference 
average about all pixels like the expression (2).  
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Fig. 5. is to express the pixel which is to calculate color complexity 

 

Fig. 5. The pixel expression to calculate color complexity 
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An each area to be divided calculates a complexity of the area. If a complexity is 
over the fixed value, we divide again into 9 parts and calculate a complexity of the 
new area recursively. We can get the number of panes in each area which uses the 
complexity. A character a, b, c, d, e, f, g, h and i of Fig. 6 is the number of panes in 
each area. 

 

Fig. 6. The number of panes using calculate complexity 

We calculate the complexity about the area of the picture from each pane numbers at 
expression (3) and (4). 
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The expression (3) is a complexity value about the d, e, f, g, h and i of the a area. 
We calculate the complexity about b and c using the expression (3). And we calculate 
the complexity about g, h and i using the expression (4). 
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We get a complexity about an each area such as Pca, Pcb, Pcc, Pcg, Pch and Pci. 
The next, we calculate the average of such complexity and divide the average by the 
value which a pane number is most big. And then, to multiply 100 at the value to be 
calculated is the color complexity. Finally, SSP is to subtraction 100 by the color 
complexity. The expression (5) is the expression to calculate SSP and Pmax is the 
value which a pane number is most big.  
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Fig. 7.a and Fig. 7.b are to divide the picture according to a color complexity 
which is to get the SSP.  

  

Fig. 7. (a). Color complexity of people picture , (b). Color complexity of scenery picture 

Fig. 7.a is a color complexity about a people picture. SSP has small value because 
all a color value of an upside and downside complex. Fig. 7.b is a color complexity 
about a scenery picture. We can see an upside’s color complex than the downside. 
Therefore, SSP of the scenery picture is big. 

A picture analysis uses SSP and face region detection to classify the picture. If we 
use only SSP, the error could happen such as the picture without skin color is a people 
picture. The reason is that SSP classifies the picture as a structure rate of the color. On 
the other hand, if we use only face region detection, the error could happen such as 
make efforts to find the people in the picture without the people. Consequently, we 
must use SSP and face region detection for efficient classification. 

In this paper, we use the combination which is composed of SSP and face region 
detection. The rate of combination is 70% of SSP and 30% of face region detection. 
The reason is that it got most high precision, when it uses the rate.  

5   Experiment and Analysis 

We did the experiment to classify the picture which uses the picture analysis. And we 
did the experiment which the UCM is made so that the pictures which are relocated 
by picture analysis were suitable to the music. 

The picture classification experiment which uses SSP and face region detection is 
as follows. A picture data collection got a digital camera picture at random from 
internet. This data uses 250 sheets of the people picture and 250 sheets of the scenery 
picture. We did two kind experiments to verify the validity of SSP. The one 
experiment is the experiment to use face region detection only. The other experiment 
is the experiment to use SSP and face region detection. 
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Table 1 is the result to classify the picture in the experiment. The experiment 
which uses face region detection only classified the 192 sheets of picture as a people 
picture among the 250 sheets of people picture (76.8%). And it classified the 203 
sheets of picture as a scenery picture among the 250 sheets of scenery picture 
(81.2%). On the other hand, the experiment which use SSP and face region detection 
classified the 219 sheets of picture as a people picture among the 250 sheets of people 
picture (87.6%). And it classified the 213 sheets of picture as a scenery picture among 
the 250 sheets of scenery picture (85.2%). We can know that the experiment which 
uses SSP and face region detection is better than the experiment which uses face 
region detection only.  

Table 1. The result of the experiment about a picture classification  

 Correct Error Total Correct Total Error Accuracy 
People 192 58 Face region detection 
Scenery 219 31 

395 105 79.0 % 

People 203 47 SSP + 
Face region detection Scenery 213 37 

432 68 86.4 % 
       

The reason why accuracy of people picture is lower than scenery picture is 
predicted to the error of face region detection. Face region detection tries to find 
similar color with skin color and regards as a face area where it is similar color. Face 
region detection could decide that is a people picture, when the people are front. But it 
difficult to determine that is a people picture, when the people are other side or the 
part of face. 

We made the UCM to use the pictures which are classified by picture analysis and 
the music which are divided by music analysis.  

 

Fig. 8. The example an UCM production using the music ‘Los Del Rio – Macarena’ 
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Fig. 9. The example an UCM production using the music ‘Usher – You got it bad’ 

We used the music ‘Los Del Rio – Macarena’ which appeared the number of MS 
much and the music ‘Usher – You got it bad’ which appeared the number of MS little. 
The picture mixed the 40 sheets of the people and scenery picture in the one directory. 
The result to be made is seen in the Fig. 8 and Fig. 9. Fig. 8 is to use the music 
‘Macarena’ which appeared the number of MS much. We can see in the part which 
MS value is high picture be changed. In the picture arrangement, we can see the 
scenery pictures appear first and the people pictures appear later. So we can know that 
the picture has the association each other. Fig. 9 is to use the music ‘You got it bad’ 
which appeared the number of MS little. We can see that a time location to change the 
picture is different from Fig. 8.  

6   Conclusion 

This paper proposed a music analysis and a picture analysis method for UCM 
production. A music analysis found MS part of the music which uses RMS. A picture 
analysis arranged the picture to use SSP and face region detection again. We could 
make natural UCM rather than the existing one to use a music and picture analysis. 
This method will give the people to make UCM many aids. And user could make 
efficient and convenient UCM. Moreover, this method can apply immediately at a 
digital picture frame and UCM production tools which sends at a mobile phone. In the 
future, it will be able to apply at a PMP and mp3 player which uses a music and 
picture. 

We analyzed RMS among various feature of the music only in this paper. The 
music has RMS as well as the features such as Peak, Waveform, and Spectrogram. If 
we use the feature of the music, we will find more correct MS part in a music 
analysis. 
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A picture analysis classified a people picture and scenery picture only. The picture 
has to be the people as well as the features such as color, structure and focus. If we 
use the feature of the picture, we will make the association of the pictures each and 
classify pictures variously. Therefore, we will be able to arrange the picture more 
naturally. Finally, it is the research subject of the next that we will be able to make 
more natural UCM using various features of the music and the picture. 
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Realtime Hybrid Shadow Algorithm Using Shadow 
Texture and Shadow Map 

KyoungSu Oh and SunYong Park 

Abstract. Shadow plays key roles in making images look realistic and you feel 
spatial sense within the scene. Shadow map and shadow texture are the most 
famous algorithms for these effects, but both methods have some problems as is 
well-known. Shadow Map has the aliasing and stripe pattern problem whereas 
shadow texture algorithm doesn't have these problems but can not create 
shadows on themselves (self-shadows). We solved these problems by applying 
both algorithms at the same time. Our method shows more effective 
performance and higher quality compared to each existing algorithm.  

Keywords: global shadow map, self-shadow map, depth resoltution. 

1   Introduction 

Shadow is essential to express 3D effects and reality on a 2D screen. Without shadow, 
it may be difficult to know exactly where models are located. For this reason, shadow 
has been much researched from earlier times.  

Our methodology is to apply both shadow map and texture technique to the real 
time rendering at the same time so that most problems from existing algorithms can 
be solved at once.  

The shadow map algorithm draws objects or shadows through depth comparison 
with shadow map. We can make a shadow map by applying Z-buffer algorithm 
between objects and light sources and storing the nearest depth values. Points which 
distances from the light source are longer than a shadow map are judged to be in the 
shadow. This method has advantages we can represent shadow with relatively few 
operations.  

But in proportion as depth values from the near of a light source, errors get bigger. 
It is because area per unit depth increases with depth as a result of perspective 
division. In consequence, aliasing problem become worse(Fig.1(a)), that is, 
phenomena that misjudge points included in shadow cause more frequently. Fig.1(b) 
illustrates the case. These phenomena are due to discreteness of depth resolution. To 
solve this problem, we have to elevate depth resolution, but it also has its limit, so we 
cannot say it's a basic solution to the problem. 

And the shadow map has another problem that stripes pattern appears. This 
problem originates in discreteness of the map and the difference in position between 
viewer and a light source. In Fig.2(a), the purple point is not in shadow area, but the 
discreteness of texture gives rise to a comparison with the blue point. In that case, the 
bad comparison makes a misjudgement that the purple point is in shadow area. The 
smaller spatial resolution makes wider stripes pattern because errors become larger.  
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    Fig. 1. (a) Why depth aliasing occurs      (b) Depth aliasing makes self-shadow invisible 

Fig.2(b) shows stripe patterns above mentioned. The existing algorithm adds a bias' 
value to any one side to solve this problem. Because depth error is not that large, the 
problem can be prevented by adding or subtracting trivially small values on 
comparison. But this method results in increase in depth error and makes aliasing 
worsening. This brings a result that makes another problem more serious in spite of 
solving one problem. And as objects are getting more distant from light sources, bias 
values needed is getting larger because relative spatial-resolution becomes smaller. 
The best solution to this problem is to reduce discreteness of shadow map by 
increasing resolution.  

 

      
          Fig. 2. (a) How to prevent stripe pattern                (b) Stripe pattern problem  

The shadow texture method generates texture of each model in the scene and 
stores areas which are hid by object ahead of others in a shadow texture. Generated 
texture is projected onto appropriate objects while rendering. This method has no 
areal judgement process, so basically there is no depth aliasing problem and, 
because shadow texture has just image information, other processing functions can 
be added to this texture. But that method can not produce self-shadow and has too 
high time complexity(O(n2)) in proportion to the number of objects rendered. Fig.3 
shows the problem emerging when applying the traditional shadow texture method.  
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Fig. 3. Traditional method makes no self-shadow 

To improve proficiency, we use Oh et al's algorithm[12]. Because the shadow texture 
method should generate textures of all objects closer to the light source than objects 
being rendered, its time complexity is O(n2). Oh et al's algorithm get time complexity of 
O(n) through first making a shadow map of the whole scene and comparing depth 
values not with all objects(except one) but only with the shadow map. 

We could get high quality shadows as synthesizing both methods. We applied the 
texture method to objects shaded by other objects, and the shadow map only to self-
shadows. With this process, we could improve the quality greatly and better the time 
complexity(proficiency).  

2   Algorithm 

Our algorithm uses both methods in a scene, that is, shadow texture expresses inter-
object shadows and shadow map self-shadows of each model. The whole process is 
shown in Fig.4. To avoid confusion between two maps, we redefined the former 
"global shadow map", and the latter "self shadow map".  

 

 
Fig. 4. The whole rendering process 
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2.1   Generation of Global Shadow Map  

The shadow map is to store depth values on a texture using Z-buffer algorithm. To 
generate global shadow map, first we change the rendering target as a texture, and put 
the camera at the light position, and then record depth values of objects visible in the 
scene at the camera location(Fig .5).  

 

Fig. 5. Global shadow map generation 

2.2   Shadow Texture Generation of Each Model Based on Global Shadow Map  

After the global shadow map, we generate shadow texture of each model through 
comparison with the readymade global shadow map. At this point, the view and the 
projection transform have to be the same as that of the time when the global map was 
created. Otherwise, comparisons can not be made correctly because Z values 
represent different positions.  

2.3   Self-shadow Map Generation of Each Model  

Self-shadow maps of all models are made for self-shadow. Self-shadow maps 
generated here are just used for self-shadows of models, therefore there are no 
constraints on other transforms. we carry out the view transform at the center of 
model and the projection transform. During the projection transform, to raise 
resolution relatively, we use the boundary sphere to each object and then set up Fov, 
Near, Far for each wrapped(if we know about the radius and center of the sphere, we 
can get Fov by arcsin and set up Near, Far to wrap it around it tightly). In this way, 
we can enhance the quality of shadows. This method has an advantage of drawing 
shadows in more detail by considering just the least parts. Fig. 6(a) shows how to 
decide Near, Far, and FOV when we make a self-shadow map. And Fig.6(b) 
illustrates that models get their own shadow-maps.  
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Fig. 6. (a) How to decide Near, Far and FOV for relatively higher resolution (b) Self-shadow 
map generation  

2.4   Shadow Texture, Rendering Shadows Using the Self-shadow Map  

While we are rendering the scene with shadow textures and self-shadow maps 
we've got, we can draw shadows simultaneously. First, we designate a vertex color 
in diffuse and specular and then project the shadow texture onto the model through 
multi-texturing, and lastly add self-shadow to every object using self-shadow 
maps.  

3   Estimation and Experiment  

We implemented our algorithm with DirectX 9.0, HLSL, VISUAL C++.NET on the 
computer with the spec of Pentium 3.2GHz, 512RAM, NVIDIA 7600 etc., and made 
use of the plane model included in DirectX and X file format.  

Contrary to the only application of shadow texture, because this algorithm makes 
self-shadow maps and draws self-shadows using them, we could produce enhanced 
quality shadows. Fig. 7 shows those differences. we can see that our algorithm 
improved the quality by self-shadows which the original texture algorithm couldn’t 
express.  

Depth aliasing problem between objects has been radically solved by using the 
shadow texture. We have only to consider the self shadow map, but depth gaps within 
one object are very small, so the depth aliasing problem is conspicuous in self-
shadow. We solved this problem by adding pre-generated self-shadow map to global 
shadow later. To do this, we set up FOV, Near and Far to wrap around each object 
tightly. The closer distance between ‘Near’ and ‘Far’ and tight-fitting ‘FOV’ made 
errors smaller and spatial resolution increased, the aliasing problem almost 
disappeared. In Fig.8, we can see there is almost no aliasing even at the distant from 
the light source.  

In addition, the bias-related problem also has been solved, which should be 
considered just in self-shadow map. As we make a shadow map for each object, we 
can use smaller values thank to the relatively increased spatial resolution and we don't 
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(a) Self-shadows by the traditional shadow map 

 

(b) Shadows by the traditional texture map(no self-shadow) 

 

(c) The result of our algorithm, in which we applied improved algorithms simultaneously. 

Fig. 7. Comparison between traditional methods and our improved one  
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(a) Traditional shadow map algorithm.  

 

(b) Our shadow map algorithm  

Fig. 8. Improvement in aliasing problem  

have to reconsider them to variation of the distance. Fig.9 shows our algorithm doesn't 
need much bias values though the light source is located farther.  

Table 1. Comparisons of our algorithms with other methods 

Algorithms FPS Shadow Map size    Texture Size 
Shadow map 520 512x512         512x512 
Shadow texture 1100 512x512         512x512 
Our hybrid method 505 512x512         512x512 
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Fig. 9. Result 

4   Conclusion  

Each of shadow texture and shadow map has its defects in shadow expression. 
Shadow texture can not represent self-shadows, and shadow map has depth aliasing 
problem by depth error and bias problem. Our algorithm enhanced the quality of 
shadow by synthesizing each other harmoniously.  

Moreover as you see in Table 1, there is almost no noticeable difference from the 
shadow map method. 

As a future research, we can consider how we improve our algorithm using another 
algorithm or apply to soft shadow algorithm.  
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The Image Retrieval Method Using Multiple Features 

JeungYo Ha and HyungIl Choi 

School of Media, Soongsil University 

Abstract. There are various kinds’ methods to method that image retrieval 
based on shape feature. In this paper, an efficient content-based image 
information retrieval method which utilizes shape information and color 
information is proposed. CSS(Curvature Scale Space) space is used to extract 
shape information. HSI(Hue Saturation Intensity) space is used to extract color 
information. This method expresses contours of the object which is binarized 
through pre-processes in CSS space, then extract shape features of the object in 
this space. CSS space is a space that expresses curvatures of contours in 
multiple resolutions, which offers shape features invariant to shift, scale, and 
skew of the object. HSI color space offers hue and saturation information which 
is less affected by change of brightness of image. This method gets histogram 
of the object’s color, and then applies histogram intersection degree to the 
matching metric in searching process. Show result that image object retrieval 
being based on process and this that draw CSS information from reflex because 
an experiment uses ICSS method, and estimate performance by comparing old 
method and method that propose. The results of experiments show that the 
proposed method is better in accuracy of searching than existing methods. 

Keywords: CSS, HSI, Image retrieval, Histogram Intersection. 

1   Introduction 

Basically, Image can express a full of shape and color. So, on this paper propose both 
of adaptive color and shape information express mixed-features using by 
CSS(Curvature scale Space)[1][2] and HSI Color Space that is one of model for can 
comparison and retrieval the image. This paper be formed 4 steps propose, pre-
processing, extract of feature, store information of Image and retrieval the Image. 
Overall system configuration is as shown in Fig. 1. We used CSS(Curvature Scale 
Space) and HSI(Hue, Saturation, Intensity) to extract the feature points.  

On pre-processing, implement the Image processing for next step.  
Extract the RGB of pixel color information for color feature and the gray-level of 

pixel information for shape feature. 
On extract of feature, can extract feature of visual, this is retrieval. This is 

consisting of vector of feature that base on the retrieval similarity measure from color 
and shape. 

Extract process of color information (Fig 1) show up the progress that transfer 
from original image data RGB value to HSI value. On extract of shape, one of step for 
can get the CSS Image, extract edge after transfer inputted color image to gray-level. 
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Fig. 1. Overall system configuration 

Obtain the CSS image after extract contour by progress of contour tracking then, 
remove the noise by clustering. On storage information of image, efficiently can be 
storage and management the feature information of image and, store the vector and 
linked image file though the indexing progress on an image. Then, as last step, 
retrieval progress of image and measurement of similarity, extract and show up the 
best of quality. For example, user query by example image to here, first time extract 
maxima coordinates value store from between vector of feature and image database 
then, compare the vector with the CSS image of query image. After output the image 
follow the top priority. The structure of this paper is as follows: totally 6 sections. In 
section 2, CSS image is introduced and the CSS matching is briefly explained. In 
section 3, 4 proposed structure of retrieval system and extract method of feature-
vector use by proposing Image retrieval. As a result, in shape similarity retrieval, the 
method can easily find the transformed versions of an input query and retrieve them. 
Section 5 represents the results and concluding remarks are presented in section 6. 

2   CSS Image and the CSS Matching 

We know the decrease the accuracy problem on existing experiment; e.g.) compare of 
‘football’ and ‘earth’, same shape but different feature. It get the different result 
‘cause recognized backgrounds’ unknown-information on both of image then, 
measure the image similarity  

For solve this problem on this paper, propose the Color Histogram Intersection.[5] 
If user request query image, extract contour information. Then, store the shape 
information. After on, extract color information on DB. And, compare of color 
similarity. Sort out the finial candidate image (Fig 2) show the progress on this paper 
proposal. We used CSS and HSI color space for raise the efficiency of extract color & 
shape information. Extract the shape information used by curvature scale space that is 
one of extract image retrieval by shape information. 
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Fig. 2. On processing by user’s query 

 
Used by contour information on image, compared similarity with other image CSS 

have got robust to affine transform that is scale, shift and rotation. For pre-processing, 
make a smooth on detail shape image by Gaussian blurring and, fill in the detail-hole 
in a pattern and, translation to binary image for get the area of image shape. Go 
though the regular course for non-change on shift, scale and skews. After extract 
object on binary-image, get the curvature scale space from object contour 
information; normally compose a one-object contour from over hundred to over 
thousand points. On this point normalize about 250. Each of the point descripts X, Y; 
apply to Gaussian function. 

If g(μ,σ), a 1-D Gaussian kernel of width σ, is convolved with each component of 
the curve, then X(μ,σ) and Y(μ,σ) represent the components of the evolved curve, 

σΓ :  

X(μ, σ) = x(μ) ⊗ g(μ, σ) 
Y(μ, σ) = y(μ) ⊗ g(μ, σ) 

(1) 

Where ⊗ is the convolution operator and g(μ, σ) denotes a Gaussian of width σ. Note 
that σ is also referred to as the scale parameter. The process of generating evolved 
versions of Γ as σ increases from 0 to ∞ is referred to as the evolution of Γ . This 
technique is suitable for removing noise from and smoothing a planar curve as well as 
gradual simplification of its shape. 

In order to find curvature zero-crossing or extrema from evolved versions of the 
input curve, one needs to compute curvature accurately and directly on an evolved 

version σΓ of that curve. Curvature κ on σΓ is given by:  
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Where Xu(μ,σ) and Xuu(μ,σ) correspond to the first and second derivatives of x(u). 
Yu(μ,σ) and Yuu(μ,σ) are defined in similar manner.  

        
                                 (a)                                                                (b) 

Fig. 3. a) Shrinkage and smoothing of the curve and decreasing of the number of the curvature 
zero crossing during the evolution, from left: σ = 1, 4, 7, 10, 12, 14. b) The CSS image of the 
space.[2] 

3   Shape Feature Extract 

An extract method of feature-vector is following below steps.  

1. Transfer RGB color information of extract pixels to gray-level information on pre-
processing. 

2. Make a binarized by threshold after transfer. 
3. Extract contour of image by apply laplacian of Gaussian. 
4. Make a contour tracing from extract of contour 
5. Get the Circularity use by equation (2) after tracking the contour 
6. Following the sequential smoothing on contour, is doing until the curve be not 

extant. 
 

(Fig 4). (a)~ (f) shows the pre-processing progress and extract of contour for extract 
of shape feature.  

 

Fig. 4. Pre-Processing and feature Extraction 
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Fig. 5. Result of shape feature-point 

 

Fig. 6. Feature Extraction and Feature Graph 

(Fig 5) shows the result of feature-point that get the extract contour thought (Fig 4) 
and, (Fig 6) shows extract of 6 feature-points and correspond feature-point with 
graph. (b) is re-sample it by 250 equally distant points. According the increase the σ 
 

values, zero-crossing point show the moving on curvature. This means that 
maximum-point matched with zero-crossing point and disappear it. As increase in 
size of depth of concave part, maximum-point also increases. It is compare CSS 
image from those results with between object, spend more time ‘cause checking 
each by each object. So, first time compute the global parameter (Eccentricity, 
Aspect ratio of the CSS image, Circularity) then, except the values that one of high 
values image. 

area

lengthborder
yCircularit

2)(=  (3) 

(Fig 3), Circularity is that descript a round shape and, border length is that descript 
the distance round the object, area is that descript a width of object. 
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Fig. 7. CSS image on similarity comparison 

 

Fig. 8. Method of similarity comparison 

(Fig 7) show the CSS Image that scompare with each object. (Fig 8) shows the 
method of compare 2 objects on (Fig 7). In here, ordered the maximum-point that is 
base on the enormous values. As next step, do a Euclidian distance (Fig 4) with 
maximum-points. As Follow to change to the basic maximum-points, compute the 
each sum of Euclidean distance then, use the values of similarity that minimum values 
of distance. 
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4   Color Feature Extract 

The correct Extract of feature vector means extract visual feature information that 
extract pixel RGB color information and gray-level information with by pre-
processing.  

As color feature, uses the intersection of histogram by gets the values (hue, 
saturation and intensity) from translate RGB Model to HSI model. This method is that 
use indexing information that pixels into image color and, checked color histogram of 
query image and color histogram on DB (all image). Meaning is that simply compute 
method because, compute the frequency of color.  

If it similar each other histogram, can be retrieval. So, case of object shift or 
rotation on image, can be get the more result of retrieval. But, it have weakness that 
can’t use spatial information if not include it.  
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RGB set up an ideal for image. But, for the description of color restrict to use 
RGB. But HSI is can be get it. Method of image extract on HSI model use by hue and 
intensity.  

Object has brightness unlike pixels of foreground so, preferentially, find threshold 
by similarity brightness. In case of similarity brightness, it is a different that between 
object and side of one. For color histogram configuration, it use color factor (H) in 
HSI. As use by hue (H) and saturation(S), get the advantage for reduce the intensity 
(I) translation. Also, useful for get the memory and compute because, can use 
histogram on planar. Below step is the progress.  
 

1. Extract pixels RGB color on pre-processing, configuration to color 
histograms that translate to HSI color model from extract value. Translate to 
RGB from use HSI, equation (5). [6] 
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2. Check the intersection that query image histogram and candidate image 
histogram with equation (6) histogram difference and equation (7) Color 
Histogram Intersection of Histogram Intersection Distance on H value 
histogram (into HSI values) 

∑
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3. Be extract of similarity images in due order that found images use by the 
intersection method on color histogram 

5   Experiments 

We performed experiments to test the retrieval of image object and transformation of 
image. For experiments, used by desktop PC, spec Intel Pentium IV 3.0 GHz CPU 
and 1 GByte, OS is Windows XP professional, made a retrieval system by Visual 
C++ 6.0 and for DB, used Microsoft Access.  

(Fig 9) is will use for experiment by a proposal algorithm.  
As experimental image, 128 x 128 size pixel. For convenience to feature extract, 

modified, same size, 100 BMP formats and then retrieval and segmentation. 
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Fig. 9. Used Image 

 

Fig. 10. Image Retrieval Result Image 

 (Fig 10) show the similarity result of retrieval by proposal method, (Fig 11)  (a), 
(b), (c), (d) show the similarity between number of feature-point and graph of feature-
point from result image. 
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                                     (a)                 (b)                 (c)                 (d) 
 

           
                         (a)                                                                    (b) 

                      
(c)                                                                    (d) 

Fig. 11. Feature-point and graph of feature-point 

(Fig 12) is result of retrieval that used by single shape feature (Fig 13) is result of 
retrieval that used by proposal method. As you can check the (Fig 13) is get the good 
quality. Retrieval order of result image is used by that mixed similarity for CSS 
method and Hue value of HSI on this paper. As result of image, you can find we get 
the better one. 
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Fig. 12. Shape feature 

 

Fig. 13. Proposal Method 

 
Get the result the invariability robust by rotation on this system; queried the 

random rotation by the image on DB. (Fig 14) show can be retrieval the image that 
tries to query on image DB so, we can see the robust on rotation operation. 

 

Fig. 14. Result of alteration retrieval for robust test 
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6   Conclusions 

The footnotes are used like in this example. Color information on some of 
information by image makes usefulness but, as weakness of color information is that 
can search the similar color range, different image. On existing experiment, present 
method image DB retrieval by Image information. But, as new trend experiment, put 
to practical use Image by the space information. This paper proposes that get the 
single shape-feature then, increase to the complex shape-feature. 

A result of experiment, more get the accuracy compare of single feature use and, 
get the accuracy result on rotation-transition. Study the more result by some of feature 
like a color, shape and texture and, need to get quick retrieval and accuracy that 
method of figure up the similarity and improve method of store to DB.  
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Abstract. In this paper, we propose a method for robustly estimating camera 
homography using fuzzy RANSAC from the correspondences between 
consecutive two images. We use a fuzzified version of the original RANSAC 
algorithm to obtain accurate camera homography in the presence of outliers. 
The drawback of RANSAC is that its performance depends on a prior 
knowledge of the outlier scale. To resolve this problem, the proposed method 
classifies all samples into three classes (good sample set, bad sample set and 
vague sample set) using fuzzy classification. It then improves classification 
accuracy omitting outliers by iteratively sampling in only good sample set. 
Experimental results show the robustness of the proposed approach for 
computing a homography on real image sequence.  

Keywords: Homography, RANSAC, Fuzzy RANSAC, Outlier. 

1   Introduction 

Emerging topics in computer vision include augmented reality, 3D reconstruction, 
self-localization, image-based rendering and so on. They have a common feature 
which an accurate estimation of camera motion is a fundamental requirement. The 
planar homography between two views is mainly used for estimation of camera 
motion because it is very simple and can be determined by finding only corresponding 
four points on the same plane[1]. It is well known that estimation of camera motion is 
greatly sensitive to noises and outliers. In practice, a number of outliers may exist in 
correspondences between two views and can severely disturb the estimated 
homography. Therefore, these outliers should be removed from the observed data so 
that we can accurately estimate camera homography. In this situation, the need for 
robust estimation techniques which have been made to handle outliers is required. 
Many efforts have been designed to obtain efficient robust estimators. LMeds and M-
estimator are two important methods used in computer vision[2]. LMeds finds an 
optimal solution by minimizing median of square of residuals and it is very simple 
because it does not need a priori knowledge. However, if the proportion of outliers is 
higher than 50%, it can consider median of data as an outlier. M-estimator, the other 
hand, has a statistical efficiency but requires an appropriate starting point.  
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RANSAC(Random Sample Consensus) is a robust estimation method which is the 
most widely used[3]. RANSAC is an opposite method of traditional smoothing 
techniques. It uses as small an initial data as feasible and enlarges the consensus set. 
But, there are two problems of the original RANSAC as follows:  

First, RANSAC based on the statistics randomly samples data until the 
convergence is reached. Therefore, if the proportion of outliers is unknown in 
advance, the optimal solution can not be obtained. This is because when determining 
a solution at the current time, it may not use time information of previously obtained a 
solution. On the contrary, RANSAC-f maintains ordered lists of n competitive 
solutions. It does not newly find a solution at every time but determine whether a new 
solution averaging the n bests in the list is optimal. Alternatively, by using importance 
sampling in the sampling step, IMPSAC can be improved the accuracy of solutions. 

Second, it used hard partitioning to identify inliers and outliers in the observed 
data. The threshold used for classifying of data into inliers and outliers also needs an 
assumption that the square of residuals follows a chi-square distribution.  

In short, it has a sampling problem for handling outliers. For that reason, we 
propose an approach to solve the sampling problem of the original RANSAC. In the 
first place, the all data are classified into categories, which are good, bad, and vague 
sample set using fuzzy classification. And then, at every iteration through sampling in 
only good sample set, the rejection ratio of outliers is improved and then the 
homography are precisely estimated. 

We introduce a proposed approach, fuzzy RANSAC, is described in Section 2. In 
Section 3, the performance of Fuzzy RANSAC is compared to techniques from the 
previous robust estimation for computing homography, and conclusions are drawn in 
Section 4. 

2   The Proposed Method: Fuzzy RANSAC 

The proposed method can efficiently handle outliers by combining the fuzzy theory to 
the original RANSAC. The basic idea is that all data are represented by fuzzy sets 
rather than binary data that are inliers or outliers.  

Table 1. Terms and their meanings used by Fuzzy RANSAC   

Term Meaning 
Inlier Data having small residual error 

Outlier Data having large residual error 

Good Sample Set 
Data set whose the degree of membership to inlier is high and 
the rate of membership change is small 

Bad Sample Set 
Data set whose the degree of membership to outlier is high and 
the rate of membership change is small 

Vague Sample Set 
Data set whose the rate of membership change is large without 
relation to any degree of membership 

Table.1 shows terms and their meanings used by the proposed method. 
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Fig. 1. System overview 

The overall block diagram for the proposed approach is shown in Fig.1. The 
proposed approach basically follows up the original RANSAC but exploits a different 
sampling scheme using fuzzy classification. For this purpose, it divides all sample 
data into good, bad, and vague sample set and omits outliers by iteratively sampling 
in only good sample set. 

2.1   Fuzzification of Input Data 

The input vector x=[x1, x2] is composed of the degree of membership and the rate of 
membership change to inlier. The degree of membership to inlier is proportional to a 
residual error as follows.  
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where ri is a residual error of ith data and rmax is the maximum among all residual 
errors. The rate of membership change is given by 

( ) ( )11112 −−=Δ= txtxxx iiii
. (2) 

which is the difference between the degree of membership of current and previous 
time. The linguistic expression of each input is as follows: 

•Input1(x1): “The membership to inliers is small/medium/large” 
•Input2(x2): “The rate of membership change is low/medium/high” 

Fig. 2 show membership functions of each input data, as stated above. 

  
(a)  (b) 

Fig. 2. Fuzzy membership functions 

The idea in this paper is to select initial data by examining the entropy of data. If the 
entropy of a distribution of input data is high, the discriminating power decreases and 
vice versa. Thus, if the entropy is below threshold, we select input to initial data, 
otherwise do resampling.  

2.2   Fuzzy Rules and Inference for Classifying Outliers 

The fuzzy rules used for fuzzy classification are composed of conditions and 
conclusions as Eq. (3).  

iR : If 1x  is ilA  and 2x  is inB  Then y is iC  (3) 

Table. 2 shows all fuzzy rules which are represented by combinations of the degree 
of membership and the rate of membership change to inliers.  

Fig. 3 visually shows the coverage of each fuzzy rule. For example, we can see 
three rules among all fuzzy rules: rule number 13 for good sample set, rule number 3 
for bad sample set, and rule number 1 for vague sample set. 

 
Fuzzy inference is the process of formulating the mapping from a given input to an 
output using fuzzy operations[4]. Here, we use min-max fuzzy operation. And then 
the output class is determined through finding a rule which has a maximum support.  
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Table 2.  Fuzzy rules for classifying data into good, bad, and vague set 

No. A B Class(G/V/B) 
1 Small HighM Vague 
2 Small MediumM Vague 
3 Small Low Bad 
4 Small MediumP Vague 
5 Small HighP Vague 
6 Medium HighM Vague 
7 Medium MediumM Vague 
8 Medium Low Vague 
9 Medium MediumP Vague 

10 Medium HighP Vague 
11 Large HighM Vague 
12 Large MediumM Vague 
13 Large Low Good 
14 Large MediumP Vague 
15 Large HighP Vague 

 
Fig. 3. Coverage of each fuzzy rule(#1, #3, #13)  

2.3   Classification Metrics for Fuzzy RANSAC 

We use classification metrics to evaluate how well classified the data is. Those are 
compactness, isolation, and vagueness of classified data. For compactness and 
isolation, we adapt Wang[5]’s metrics used to obtain good classification results.  
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The compactness for data is given by  

( ) ( ) ( ) ( )5.0,1,0,0,1,0, 121
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where xj is jth input data and
iCμ is the degree of membership in ith class. In addition 

to, vi is the center of ith class. And v1, v2, v3 are respectively the center of good, vague, 
and bad class.  

The isolation which is the summation of distances between each center of class is 
given by 
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We additionally define vagueness of data as Eq. (6). 
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where v2 denotes the center of vague sample set.  
 
The objective function J provides an indicator for determining the correct 

classification of data and reflects compactness, isolation, and vagueness of data at the 
same time as follows.  
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Table.3. summarized our algorithm in the form of pseudo codes. 

3   Experimental Results 

We present in this section the experimental results on the problem of homography 
estimation. Fig. 4 shows a sequence of test images. The test images were taken by a 
SONY DCR-PC5 camcorder at outdoors. In this sequence, camera motions are 
involved, which are panning right and translation left. To estimate a camera 
homography, a large number of point correspondences were also established using 
KLT-Tracker [6]. The estimation process used datasets that include 4 outliers. 

In order to evaluate the performance of the proposed method in terms of accuracy of 
the resulting camera homography, we use the symmetric transfer error [7] measure as in 
Eq. (8). In Eq. (8), xi and x'i are respectively ith corresponding feature points of between  
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frame #0 frame #5 frame #9 

  
frame #13 frame #20 frame #22 

Fig. 4. Six frames of a test sequence which includes 3D plane (The feature points extracted 
using KLT-Tracker are represented by red colored points)  

 

Fig. 5. Symmetric transfer error of each method 

two images. H is a homography estimated from the corresponding points and d denotes 
Euclidean distance function in Eq. (8). 

( ) ( )∑ ⎥⎦
⎤

⎢⎣
⎡ ′+′−

i
iiii HdHd 221 ,, xxxx . (8) 
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Table 3.  Comparisons of symmetric transfer error 

Method Total Eror Avg. Error 
NOP 4223.985 162.461 
LMeds 3096.642 119.102 
RANSAC( 2.0=ε ) 2927.862 112.610 
RANSAC-f 2177.675 83.757 
Fuzzy RANSAC 1939.267 74.587 

We compared the performance of NOP(None-Operation), LMeds, RANSAC, 
RNASAC-f, and Fuzzy RANSAC. Fig. 5 and Table. 3 show the symmetric transfer 
errors obtained using each method. In the cases which have large camera motion, for 
example, 4, 7, 10, 20, and 25 frames, the results shown that the proposed method and 
RANSAC-f have relatively small errors than other methods.  

  
(a) (b) 

(c) (d) 

Fig. 6. Camera motions (a) panning angles, (b) Tilt angles, (c) Swing angles, (d) Accumulated 
panning angles  

If intrinsic camera parameters are known, we can represent homography matrix to 
euler angle. To show the influence of the errors on panning, tilt, and swing angles, we 
transform estimated homography to euler angles. In Fig. 6, we can clearly see that if  
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Table 3.  Pseudo codes for Fuzzy RANSAC  

n : number of total samples 
s : number of random samples 

ix  : ith data’s membership to inlier 

ixΔ : ith data’s rate of change of membership 
 
I. Select initial good data 

initialize all ix  and ixΔ to zero 
while 
  begin 
    for i=1 to n 
    begin 
     choose s samples from U 
     calculate ix  

    end 

    ( ) ( )( )∑
=

−=
n

i
ii ppentropy

1

log xx  

    if eTHentropy <  then 
    for i=1 to n 
    begin 
      if ix  is Large  then  G:= ix  

    end 
  end 
 
II. Determine the consensus set of samples using fuzzy classification 

while Jprev THJJ >− ∗∗  

begin 

    
∗∗ = JJ prev  

    for i=1 to n 
    begin 
      choose s samples from good set  
      calculate ix  and ixΔ   
      determine good/vague/bad set using fuzzy classification 
      compute residual r 
    end 

      vaguenessisolationscompactnesJ ⋅+⋅−⋅=∗ γβα  

End 
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the camera motion is not accurate, the error of the accumulated angle become larger 
as the frame number increases. 

To show that the accumulated angle error influences on registration errors, we 
visualized a virtual object on real scenes in Fig.7. We can see that the proposed 
approach which had natural results more than the previous approach.  

  
(a) (b) 

  
(c) (d) 

Fig. 7. Comparisons of registration errors of a virtual object (vending machine) (a),(b) the 
previous approach, (b),(d) the proposed approach 

4   Conclusions 

In this paper, we have presented a Fuzzy RANSAC method for robustly estimating 
camera homography. This method used a fuzzy classification to tackle the sampling 
problem of the original RANSAC. First, the all data were classified into categories, 
which are good, bad, and vague sample set using fuzzy classification. Next, at every 
iteration through sampling in only good sample set, the rejection rate of outliers was 
improved and then the camera homography was precisely estimated. The proposed 
method provided classification metrics such as coherency, isolation, and vagueness of 
sample sets, which evaluate how the accuracy of classification is high. It is proved by 
experiment the proposed method is superior to other methods.   



1002 J.J. Lee and G. Kim 

Acknowledgements 

This work was supported by the Seoul R&BD Program(10581 cooperate Org93112). 

References 

1. Simon J.D. Prince, Ke Xu, Adrian David Cheok.: Augmented Reality Camera Tracking 
with Homographies. IEEE Computer Graphics and Applications. Vol.22, No.6(2002) 

2. Charles V. Stewart.: Robust parameter estimation in Computer Vision. SIAM Review. 
Vol.41 No.3(1999) 513-537 

3. M.A. Fischler, R.C. Bolles.: Random Sample Consensus : A Paradigm for Model Fitting 
with Applications to Image Analysis and Automated Cartography. Commnunications fo the 
ACM, Vol.24. Issue.6(1981) 381-395 

4. Valenzuela-Rendon M.: The Fuzzy Classifier System : a Classifier System for Continuously 
Varying Variables. International Conference on Genetic Algorithms.(1991) 346-353 

5. H. Wang, C. Wang, G. Wu.: Bi-criteria Fuzzy C-Means Analysis. Fuzzy Sets and Systems. 
Vol.64(1994) 311-319 

6. C. Tomasi, T. Kanade.: Detection and tracking of point features. CMU Technical Report, 
CMU-CS-91-132, April 

7. Hartley, R. I, Zisserman, A.: Multiple View Geometry in Computer Vision. Cambridge 
University Press(2000)  



O. Gervasi and M. Gavrilova (Eds.): ICCSA 2007, LNCS 4705, Part I, pp. 1003–1013, 2007. 
© Springer-Verlag Berlin Heidelberg 2007 

Robust Scene Change Detection Algorithm for 
Flashlights* 

 Kyong-Cheol Ko, Young- Min Cheon, Gye-Young Kim, and Hyung –Il Choi 

Information Media Technology Research Institute, Soongsil University  
 1-1, Sangdo-Dong, Dongjak-Gu, Seoul 156-743, South Korea  
{roadkkc,ymjun,hic,gykim11}@ssu.ac.kr 

Abstract. Flashlights in video cause abrupt brightness changes of a scene and 
will be detected as false scene change if not handled properly. So in this paper 
propose a robust scene change detection algorithm which can detect the scene 
change correctly by skipping for the flashing period. At first, the proposed 
methods make use of histogram comparison which are simple and more robust 
to object and camera movement while enough spatial information is retained to 
produce more accurate difference values from consecutive frames. The normal-
ized works of difference values are performed to solve the optimal threshold 
decision problem. Normalized difference values are dynamically compressed by 
Log metrics and more efficient to detect scene boundary. Finally, we distin-
guish flashlights from difference values by applying a ‘flashlights features’ 
which are defined based on the temporal property of normalized difference val-
ues across a frame sequence. The proposed methods are tested on the various 
video types and experimental results show that the proposed algorithms are ef-
fective and reliably detect scene changes.  

1   Introduction 

There are many video scene changes methods already proposed in past decades [1], [2]. 
The common way for scene change detection is to evaluate the difference value between 
consecutive frames represented by a given feature. Although reasonable accuracy can be 
achieved, there are still problem that limit the robustness of these algorithms [4]. 

One of the common problems in robust scene change detection results from the 
fact that there are many flashlights in news video, which often introduce false detec-
tion of shot boundaries. Only some simple solutions to this problem have been pro-
posed in [2], [3]. There are main limitations are that they assume the flashlights just 
occur during one frame or limited window region. In real world, such as news video, 
there are many flashlight events occur during a period of time and influence multiple 
consecutive frames. 

Another problem that has not been solved very effectively well is threshold selec-
tion when comparison changes between two frames. Most of the existing methods use 
global pre-defined thresholds, or simple local window based adaptive threshold. 

                                                           
* This work was supported by the Korea research Foundation Grant (KRF-2006-005-J03801). 
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Global threshold is definitely not efficient since the video property could change 
dramatically when content changes, and it is often impossible to find a universal op-
timal threshold method also has its limitation because in some situation the local sta-
tistics are polluted by strong noises such as big motions or flashlights. 

In former papers, for the way of removing flashlight, it was suggested to detect the 
flashlight by classifying the characteristics of the flashlight using the model of flash-
light and setting the threshold value considering certain ratio of the sections by setting 
adjacent frame sections [4], [10]. 

However for above method, it is difficult to set proper length of frame section also 
it has a problem that the detection ratio drops when the flashlights are inserted con-
secutively along long section and the problem on threshold value decision to distin-
guish scene changes from flashlight point. 

In this paper, robust scene changes abstracting method is suggested distinguishing 
scene change point from flashlight point faster and more efficiently using specific 
characteristics of the frames in which flashlights are inserted. 

First, to extract the frame difference of consecutive frames, local color histogram 
will be used.  Merit of this method is to use the spatial information between frames 
not being sensitive with the movement of the object or camera. 

Extracted frame differences have wide change range and it makes difficult to decide 
the threshold value. In this paper, to reduce the size of the frame difference with wide 
change range and increase the efficiency of threshold value decision, fixing work of 
value of frame difference will be performed by dynamic compression using log formula 

The objective of this paper are: 1) to provide the metrics that are robust to camera 
and object motion, and enough spatial information is retained, 2) to provide the scaled 
frame difference that are dynamically compressed by log formula and it is more con-
venient to decide the threshold, 3) to propose a robust scene change detection algo-
rithm that are robust to many consecutive flashlight events. 

The rest of this paper is organized as follows. In the next section 2, we provide the 
flashlights features and provide a proposed algorithm that gives a detail description of 
the three new algorithms. Section 3 presents experimental results, and we conclude 
this paper and discuss the future work in Section 4. 

2   The Proposed Algorithm 

Firstly, we denote the metrics to extract the frame difference from consecutive 
frames. And we scale the frame difference by log formula which makes more dy-
namically robust to any camera or object motion, and many flashlight events. Finally 
we propose the new shot boundary detection algorithm. Our proposed algorithm 
works in real time video stream and not sensitive to various video types. 

Throughout this paper, we shall treat a shot, defined as a continuous sequence of 
frames recorded from a single camera, as a fundamental unit in a video sequence. 

2.1   Metrics in Scene Change Detection 

To extract robust frame difference from consecutive frames, we used verified x2-test 
which shows good performance comparing existing histogram based algorithm [1] 
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and to increase detection effect of color value subdivision work, color histogram 
comparison using the weight of brightness grade [5]. Also to reduce the loss of spatial 
information and to solve the problem for two different frames to have similar histo-
gram, we used local histogram comparison [6]. 

Color histogram comparison ( ),(,, jibgr ffd ) is calculated by histogram comparison 

of each color space of adjacent two frame (
ji ff , ) and it is defined as formula (1). 
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space from the formula (1), we can redefine it as formula (2). 
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γβα ,, shows the constants to change the brightness grade according to NTSC 

standard and it is defined as 114.0,587.0,299.0 === γβα  

Among static analysis method for emphasizing the difference of two frames,  x2-
test comparison ( ),(2 jiw

ffd χ
) is efficient method to detect scene change by compari-

son change of the histogram and it is defined as formula (3). 
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The histogram based method may have a problem to detect two different with simi-
lar color distribution as same image as it doesn’t use the spatial information. This 
problem can be solved by the method of comparing local histogram distribution as 
dividing frame area. 

Formula (4) shows to form the value of frame difference through color histogram 
comparison of each area according to the area division and its accumulation. 
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),( blkHi
is the histogram distribution of k position of the frame (

if ) block (bl ) 

and m is the number of total blocks. 
Using the merits of subdivided local histogram comparison applying weight to 

each color space in above formula (2), value of difference expansion using statistical 
method of formula (3) and use of spatial information of the frame by local histogram 
as formula (4), in this paper, following formula (5) which is value of difference  
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extraction formula, combining above formulas, will be used for robustness and reli-
ance of value of difference extraction. 
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In above formula, )(),( kHkH g
i

r
i

and )(kH b
i

 is histogram distribution of each 

space bgr ,,  owned by number i frame 
if , N  is total number of bean k  and m  is 

the total number of the blocks bl  
In this paper, the value of difference was created from formula (5) by histogram 

comparison of each block after dividing the frame into same block areas. Created 
value shows the extraction of robust value of difference which can be applied to both 
abrupt scene change and gradual scene change. 

2.2   Scaled Frame Difference  

Extracted frame difference from suggested formula (5) has big variation with charac-
teristic information between frames and it is very hard to get consecutive connected 
information between frames. Especially, it has a problem that the threshold value 
decision to extract scene change should meet the change of each value of difference 
actively. 

Therefore the way to reduce the variation of value of difference, to recognize the 
value of difference connected by time easily and to get the information is required. 

Existing regulation method using total pixel numbers of the frame is used as reduc-
ing the value of difference size by certain area but it has a demerit that it can’t supply 
the information on time consecutiveness and correlation of the value of difference. 

In this paper, we propose the scaled frame difference method to extract more ro-
bust scene change from frame difference as recognizing time consecutiveness and 
correlation by compressing the frame difference dynamically in certain range of the 
value. 

Proposed method is applied to frame difference as modifying log function and mul-
tiplying constant used to improve brightness of image in image processing [7]. 
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Where d is the frame difference extracted from equation (5) and c is the constant 
calculated from d.   

Square of frame difference is needed to show the difference value in dynamic 
range. Figure 1 shows distribution and normal distribution of total frame differences 
before and after its regulation from selected video. 

 

Fig. 1. Distribution of all frame difference ‘d ’ and ‘dlog’ 

Distribution of all frame differences dlog has widely spread difference values in a 
scaled region than d and each difference values are enhanced and concatenated each 
other more closely. So if we apply the simple shot cut rules, we can detect the shot 
boundaries only using the frame difference. 

3   The Proposed Scene Change Detection Algorithm 

3.1   Features of the Flashlight 

Flashlight is the flashing phenomenon (0.02/sec) which lights for emphasizing the 
person or object presented in many video types. Due to very short time light, 
independent one flashlight is inserted in one frame independently for normal 
video. This feature is applied to the case that many flashlights are presented at the 
same time and it affects of frame difference as it is inserted with different bright-
ness along with many consecutive frames by the position, distance and the time 
between flashlights. 

In this paper, Table 1 is used to classify the types of flashlights and explain their 
features. 
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Table 1. Features and types of flashlight 

Type Features 

Direct  
Flashlight 

 String light generated in the front of near place 
 Lt makes high brightness 

Indirect 
Flashlight 

 Weak light generated in far or adjacent place 
 It makes medium or low brightness 

Direct flashlight has a feature to create strong brightness value as inserted into one 
frame from one independent light and indirect flashlight is the light inserted right after 
the direct light. Generally in the video inserted with various flashlights, many frames 
continue by these direct or indirect flashlights make one frame section. 

 

Fig. 2. Distribution of frame differences which has many flashlights 

Figure 2 shows distribution and features of frame differences for the section of the 
frames created by the influence of inserted direct or indirect flashlight from selected 
news video. 

Each marked section (A, B, C and D) is the area of frame difference in which more 
than one flashlight is inserted continuously based on certain threshold value. 

Section A shows the distribution of two high frame difference created as inserting 
of one direct flashlight. It is created as abrupt brightness change in continuous frame 
section with similar information created high frame difference of adjacent two frames. 

Section B, C and D shows the distribution of frame difference of section area when 
direct or indirect flashlights are presented over more than two continuous frames. 

In B section, 5 high frame difference are created in adjacent frames as direct flash-
light is inserted into the frame again after direct flashlight is inserted into the frame 
first and indirect flashlight are inserted into adjacent frames continuously and differ-
ently each other. 
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In case of C, flashlight are appeared continuously over two frames as indirect 
flashlight is inserted into next frame after direct flashlight is inserted into first frame 
but high frame difference between frames are created.  

In section of D, it shows the distribution of frame difference created as direct and 
indirect flashlights are inserted into the frame consecutively. 

Practically, in case that flashlight is inserted consecutively, it is hard to inset by 
one independent direct flashlight and they are inserted differently each other by adja-
cent many indirect flashlight. In this case, it features that a frame difference with big 
variation is created as flashlight are interfered each other. Therefore using these fea-
tures, new scene change detection technique to solve the problem to detect scene 
incorrectly with flashlight and detect only scene change point can be proposed. 

3.2   Proposed Robust Scene Change Detection Algorithm to Flashlight  

Scene change detection is usually the first step in generic video processing. A scene 
represents a sequence of frames captured from a unique and continuous record from a 
camera. Therefore adjacent frames of the same shot exhibit temporal continuity. Both 
the real shot cut and the abrupt cut could cause a great change in frame difference 
because of the special situations such as flashlight events, sudden lightening vari-
ances, and fast camera motion, or large object movements. So each scene corresponds 
to a single continuous action and no change of content can be detected inside a scene. 
Change of contents always happen at the boundary between two scenes. Partitioning a 
video sequence into scenes is also useful for video summarization and indexing. 

With proposed scene change detection algorithm, it check whether there is scene 
change after calculating the frame difference, performing scaled frame difference 
work and removing flashlight from the features of entering value of differences. To 
solve the problem of incorrect scene change detection by flashlight, we check the 
existence of continuity of the frame difference from adjacent frames. 

Continuity of frame differences is the feature that it was distribute continuously be-
ing similar to each other with properly constant distance. It means that the frame con-
sist of similar information. Normally, in scene change detection point, as this point is 
where frames change suddenly, this continuity of frame difference stops, only one 
high frame difference is created at specific place and afterward frame differences have 
continuity again. However, the flashlight has a distinct property to continue this con-
tinuity of frame difference again in the range of high difference value. Therefore 
flashlight and scene change can be separately detected simply using this feature. 

Following proposed scene change detection algorithm is a method to detect the 
scene change more robustly using this feature of flashlight. 

Proposed Scene Change Detection Algorithm 

{ 
Step 1. Using the detection formula (5), calculate the frame difference d(j) of the 

frame (fi , fj ) of j from given video. 
Step 2. Using the regulation formula (6), scale the frame difference dlog(j) from 

extracted  d(j) 
Step 3. Calculate scene change detection point by comparison of following con-

ditions from scaled frame difference dlog(j) 
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Condition (1) maxlog )( thjd ≥  

Scaled frame difference should satisfy the global threshold value thmax . Global 
threshold value is an average value of differences extracted from scene change points. 

Condition (2) 
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Both of former and present frame difference bdlog(j) should satisfy the local thresh-
old value thmin  

Condition (3) 
)1()()(

)(

logloglog

minlog

+−=

≥

jdjdjfd

thjfd
 

Both of present and later frame difference fdlog(j) should satisfy the local threshold 
value thmin  

Condition (4) 
globalthibdibdbfd ≥+= 2

log
2

loglog )()(  

To adjust the distance value which is flexible between frame differences, it should 
satisfy a constant threshold value thglobal  

Setp 4. The frame which satisfy all conditions from (1) to (4) will be detected 
scene change point and if it can’t satisfy any condition, it will jump into Step 1 to 
create new frame difference from continued following frame. 
} 

4   Experimental Results 

We evaluate the performance of our proposed method with DirectX 8.1 SDK, MS-
Visual C++ 6.0 on Windows XP.  

The proposed method has been tested on several video sequences such as news, in-
terviews, and commercials videos that have a lot of scene changes occurs, as shown in 
table1. Each video sequence has the various types digitized in 320*240 resolutions at 
30frames/sec.  

For the experiment, news and entertainment video that contains many highlights 
relatively was selected to use. 

In table 3, it shows the features and types of the videos used in the experiment. 
Scene change cuts mean the number of detection points by setting the camera 
break points randomly and the numbers of flashlights were decided by using the 
number of frames with flashlights among frame differences that exceed the 
threshold value. 
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Table 2. Description of the Videos in the experiment dataset 

Videos # of frames 
# of scene change cuts 

(ground truth) 
# of flash-

lights 
mbc_1 2772 26 31 
mbc_2 1132 14 4 
mbc_3 2975 21 14 
kbs_1 2665 17 55 

news 

kbs_2 2167 22 6 
movie 1175 11 25 
rain 2578 15 62 
lee 960 9 58 

photo_1 1028 10 15 

entertain-
ments 

photo_2 595 5 6 

Table 3.  Experiment Results 

Videos 
# of scene 
change cuts 

# of detected 
scene change 

cuts 

Precision 
(%) 

Recall 
(%) 

mbc_1 26 26 92 96 
mbc_2 14 14 100 100 
mbc_3 21 20 100 95 
kbs_1 17 16 94 100 

news 

kbs_2 22 22 100 100 
movie 11 9 100 82 
rain 15 15 100 100 
lee 9 9 100 100 

photo_1 10 8 80 100 

enter-
tainments

photo_2 5 4 100 80 

We manually identify the ground truth by a user with frame accuracy. In our ex-
periments, the shot cut detection results are compared with the ground truth in terms 
of precision and recall. Assume N is the ground truth number of scene change cuts, M 
is the number of missed cuts and F is the number of false alarms, the recall and preci-
sion are defined as follows: 

N

MN
call

−=Re  

FMN

MN
ecision

+−
−=Pr  

(3) 

These two measures are both important. We certainly do not want to miss any criti-
cal scene changes. On the other hand, too many false alarms will compromise the 
efficiency of video segmentation 
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Overall accuracy of the video used in the experiment was 96.6% and recall was 
95.3%. In case of the video with low accuracy, the scene change was detected incor-
rectly as the feature of frame difference of the flashlight in specific position created 
similar distribution with frame difference features of abrupt scene change cut. In case 
of the video with problem in recall, it was caused by the setting sensitivity of global 
and local threshold values for the frame differences of scene change points. The big-
gest reason of this sensitivity is the change of value of difference by wrong informa-
tion of similar frame section and it is important matter to be study continued in the 
future. 

 

Fig. 3. Distribution of frame differences which has many flashlights 

Figure 3 shows the distribution of all  frame.  
The video with many flashlights insertion has a problem that it is very hard to de-

tect scene change point by previously proposed detection algorithm with existing 
threshold value and its accuracy and efficiency is very low. However, proposed scene 
change detection algorithm removes these flashlights effectively as well detect the 
frame with scene change correctly. Table and image in Figure  show that most of 
detectable scenes of given video were detected and there is no scene which was incor-
rectly detected. Especially, many continued flashlights inserted in the beginning or 
middle part was removed effectively and you can check from constructed information 
of detected scene that the scene change position between flashlights was detected 
correctly. 
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It shows that proposed scene change detection algorithm analyzed the features of 
the flashlight effectively and remove it as well as scene change points were detected 
by proposed algorithm. 

5   Conclusion 

This paper has presented an effective shot boundary detection algorithm, which focus 
on three difficult problems solutions: To provide the metrics that are robust to camera 
and object motion, and enough spatial information is retained. To provide the scaled 
frame difference that are dynamically compressed by log formula and it is more con-
venient to decide the threshold. To propose a new shot boundary detection algorithm 
that are robust to camera operation or fast object movement, flashlight events. Ex-
periments show that the proposed algorithm is promising. 

However the automatic video partition is still a very challenging research problem 
especially for detecting gradual transitions or camera fabrication, special events and 
so on. Further work is still needed. 
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Abstract. The Handwrite verification is the technique of distinguishing the 
same person’s specimen of handwriting from imitations with any two of more 
handwritten texts using one’s handwritten individuality. The handwrite 
verification technique is used for distinguishing of ghostwriting and 
handwritten text or signature verification, criminal identification of handwritten 
text or signature. This work is subject to a loss of objectivity, may consume too 
much time to obtain verification, and involves the processing costs of a 
verification advisor. To solve these problems, we suggest the solution listed 
above, and automation of the analysis of similarity of texts using a computer 
pattern analysis. Primal processes of the system which are suggested in this 
paper are abstraction of letter area, abstraction of feature, study of feature, 
analysis of studied feature, abstraction of a contrast sample, detection of 
similarity between two characters, deduction of analyzed results and so forth. It 
is expected that the system suggested will be widely applicable, and is expected 
to generate great interest because it will enable both short and long patterns 
such as signatures and handwriting samples to be processed at the same time. 

Keywords: Handwrite, Signature, Verification, Off-line, DTW, Mahalanobis 
Distance, Dynamic Programming. 

1   Introduction 

Handwrite verification is a technique of distinguishing the same person's specimen of 
handwriting from imitations with any two of more handwritten text using one's 
handwritten individuality. Currently, these verification works are conducted by 
national institutions or institutions which are admitted by nation. The handwrite 
verification technique uses a distinction of ghostwriting and handwritten text or 
signature verification, criminal identification of handwritten text or signature. There is 
some difficulty in distinguishing the similarity of writing method and signature 
between the original writer and another writer using length, thickness, angle, 
handwrite pressure. The most representative example is like this; above all, as writing 
verification is conducted by human beings, it makes no sense lack of objectivity. And, 
processing time of the solution is speedier, if drawing a solution of crime or any other 
civil, criminal affairs on time. Finally, this writing verification has so far been 



 Off-Line Verification System 1015 

conducted by professionals. However, these are very few, and there is difficulty in 
neutering more professionals. So we suggest the solution which is listed above (three 
problems) and automation of work by analysis of similarity of the texts using a 
computer pattern analysis.  

The auto analysis system of writing and signature verification is divided into On-
line analysis verification system and Off-line verification system. The on-line system, 
using input tools like tablet or digitizer, calculates similarity of handwriting and 
signature using pattern recognition work which is conducted by each letter's distance 
of center to center [1]. Off-line analysis verification system, analyzing signature of 
handwriting by converting and saving them as paint or picture through the scanner 
like input equipment, are difficult to endow it input order. So this system is equipped 
to analyze handwriting and signature by checking out other features. For example, 
there are some methods for signature verification such as, methods using similarity of 
structural character[2], methods using HMM[3], methods using HMM assortment and 
SVM assortment[4], methods using DTW to judge the similarity through Dynamic 
Programming[5]. Methods using DTW to judge the similarity of result of 
Mahalanobis Distance[6], etc.  

In the case of the methods that are explained above, they are primarily used for 
short patterns like signature, addition to this while there are so many methods for 
handwriting recognition of Korean, we can barely find examples of handwriting 
verification. It is expected that the system suggested will be widely applicable, and is 
expected to generate great interest because it will enable both short and long patterns 
such as signatures and handwriting samples to be processed at the same time.  

The primal processes of the system which are suggested in this paper are 
abstraction of letter area, abstraction of feature, study of feature, analysis of studied 
feature, abstraction of a contrast sample, detection of similarity between two 
characters, deduction of analyzed results and so forth. In this paper is methods of 
abstraction of signature of handwriting area, methods of study of abstracted character, 
analysis methods of studied character and comparison method between two characters 
are explained.  

This paper is constructed like this, in paragraph no. 2. It describes the whole 
abstract of the auto analysis system of handwriting, in paragraph no. 3. The next 
paragraph describes the steps for obtaining handwriting vision, when then the steps 
for the analyzing method, features for abstracting the area of handwriting and 
obtaining features, and then describes the procedure of comparison between one 
handwritten signature or text, and another. In paragraph no. 5. Testing and the results 
will be written, and lastly, in paragraph no. 6, results and hereafter researches are 
described. 

2   Summary of the Verification System 

This paper suggests the Off-line verification system of handwritten signature or text. 
It is constructed of two levels: training level and analysis level (Fig. 1).  

In the training level, the process is to calculate the area of handwritten signature or text 
in input image. At this moment, the training level is to analysis the area of handwritten 
signature or text. As a result of analysis in the area, the training level will be extract 
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feature. For extract to feature, the training level uses a projection profile. urhAfterwards, 
training level produces the training feature. The training level calculates covariance matrix 
and average in result of features flown the Dynamic programming.  

In analysis level the process is to analyze the result of training level processing. 
Training level processing has the information of one’s personality of handwriting. To 
calculate the similarity of handwriting, the analysis level uses information of one’s 
personality of handwriting. For comparison, Analysis level is to analyze another 
handwritten signature or text, using the same method as in the training level. Afterwards 
the analysis level compares training handwritten signature or text with another. In the 
results of comparison, analysis level defines similarity, using a Mahalanobis distance.  
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• Training level
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Fig. 1. Flowchart of the verification system 
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3   The Training Level 

3.1   Input the Text Image 

This system was to use a scanner for Off-line verification system. For the Image, we 
scanned in black and white mode. Using black and white mode, we easily divide the 
signature and background. 

 

Fig. 2. Example of Handwritten text(Korean) scanned in a black and white mode 

3.2   Extract Area of Handwritten Signature or Text 

Given an input image, for extract feature, we need to define the area of handwritten 
signature or text. This term is 3 steps. The first step is to find connected components, 
using a Labeling algorithm. Through the Labeling algorithm, we are able to obtain a 
minimum area of handwritten signature or text. Using a result of Labeling algorithm, 
we compose a minimum enclosing rectangle (MER). This step’s result is the area of 
each letter. The second step is to use MER, and we calculate a distance between each 
MER. For calculating the distance of each MER, we get the center of gravity. After 
calculation, if each MER is close by other MER, it is merged to use each distance. As 
a result of this step, we get an area of word. The next step is to get a line of text. The 
line is calculated using the second step of MER, while comparing each location. This 
paper shows this process Fig. 3. At the end of this process we will get area 
information of letter, word, and line. We extract features using each of these areas of 
information. 
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Fig. 3. (a) is input image, (b) is processed labeling algorithm, (c) is to get area of letter, (d) is to 
get area of word, (e) is to get area of line 

3.3   Extract Personality Feature for Training 

For the training process, we need to extract features in the area of the handwritten 
signature or text. To extract features in the area of handwritten signature or text, we 
use the one dimensional projection profiles. (Fig. 4) Using a one dimensional 
projection profiles, verification system is able to use dynamic programming in the 
training progress. 

 

Fig. 4. (a) is input image, (b) is one dimensional projection profiles 
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3.4   Training the Personality Feature 

Using a result of feature extract, we need to proceed to a training step for comparing 
other signatures or texts. Training step is to grasp a handwritten pattern, it is able to 
compare or analyze another pattern 

The training method is “DTW (Dynamic Time Warping) algorithm”. DTW is to use a 
dynamic programming to calculate similarity. Using a Dynamic programming, we are able 
to compare one handwritten pattern and another handwritten pattern in extracted feature.  

Because DTW has no difficulty to compare different lengths of feature vector, each 
handwritten pattern can be compared with another pattern in the training step (Fig. 5) 

 

Fig. 5. Example of DTW (n is standard pattern, p is reference pattern) 

Let extracted features of the two handwritten pattern be denoted as Q = { q1 , q2 , 
… , qk }, C  = { c1, c2, … , ck}. The warping function is denoted by wk. The value of 
matching two patterns in DTW matching is defined as (1). 

d(wk) = d(qk, ck) = |[Q(qk) – μq] – [C(ck) – μc]| (1) 

To minimize the result of DTW matching (1), it is represented as in (2). 

  

Wk = {w1,w2, … , wk} 
(2) 

The cumulative effect of (2) is represented as in (3) 

γ(i, j) = d(qi, cj) + min γ(i - 1, j - 1), γ(i - 1, j), γ(i , j - 1) (3) 
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DTW is the method for finding an optimum course m=w(n) of plane(m,n) in 
accumulation distance of two pattern. The training step is to use features to calculate 
the optimum course in two patterns. 

4   The Analysis Level 

4.1   Analyze Trained Feature 

Using an optimum course of DTW in two patterns, this step is to make a parameter of 
the analysis level. The positional variations column vectors in trained projection has 
an assembled training count of Vk,. (4) 

Vk = [wk(1) – G1, wk(2) – G2, ….. , wk(L1) – Gn]
T (4) 

During the phase G, k, t is to be denoted as in (5) 

 
k = 1, … , N -1 

t = 1, … , n 

(5) 

is a gradient of kth warping function, p is denoted the length of kth in the 
reference pattern. n denote the value of kth in the standard pattern. t denote the length 
of the standard pattern. 

For the final stage of this phase, we need to calculate the correlation for analyzing 
the trained feature. At this time, average of trained feature is denoted at (6) 

 
(6) 

Using an average, we are able to calculate the covariance matrix denoted at (7) 

 

(7) 

4.2   Extract Feature in Others 

Another part of this phase is signature or text of other people for comparison. The 
method used in this phase is like the method of the training level. 

For the verification between two features, we need to analyze feature in another 
patterns. This step is same works in training steps at another pattern. But the average 
and covariance matrix of the other people not calculated. 

4.3   Analyze Feature 

This step is to calculate similarity between one’s handwritten pattern and another 
pattern. To measure the similarity, we use Mahalanobis distance[9] algorithm. 
Mahalanobis distance is effective to measure various vectors.  
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For the calculate similarity between one’s handwritten pattern and another, we 
trained various one’s patterns in training level. Though the step no. 4.1, we can get 
training one’s data. To use this training data in this step, analyze distance between 
another pattern and training data. 

If a feature of another pattern is F(i) = w(i)-i, we denote similarity at(8) 

 
(8) 

F is denoted the feature in another pattern.  denotes average features in training data . 
d is dented similarity each data. But Difference of the result value in operation has a 
very small value. We need to makes to the weak point. So, we denote at (9) 

 
(9) 

Result shows the similarity between training data and another pattern. 

5   Experimental Result 

The method of this paper is to automate work by analysis of similarity of the text 
using computer pattern analysis. Primal processes of the system which are suggested 
on this paper are abstraction of letter area, abstraction of feature, study of feature, 
analysis of studied feature, abstraction of a contrast sample, detection of similarity 
between two characters, deduction of analyzed results and so forth. 

Our testing environment system is Pentium4 3.0GMHz, 512RAM. We used 
handwritten signature set of 5 people. We have tested many times (5times, 10times, 
15times, and 20times) training. We deducted the result of the comparison of each 
person (Table 1~4). 

The Accuracy of result is very sensitive in the training times. This problem is the 
pertinence of the count of training. If the training count is too small or too large like 
Table 1 or 4, this system doesn’t analyze the feature correctly. Because, feature are 
doesn’t to reflect personality in small or large counts of training. 

But if we find the best training count, maybe at 10 or 15 times in this case, we can 
get very high performance. And if we trained so many times, the result shows the very 
ambiguous. When same word, which one persons writes many times, learns than 
feature is various. So feature is ambiguous. We have tested very various test set. We 
can get similar result and training times. 

Table 1.  Accuracy of result when training process at a 5 times (%) 

 A B C D E 
A 99 85 79 70 82 
B 0 96 0 0 0 
C 100 100 100 100 100 
D 100 100 100 100 100 
E 100 100 100 100 100 
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Table 2. Accuracy of result when training process at a 10 times (%) 

 A B C D E 
A 100 88 89 89 80 
B 86 99 85 87 79 
C 77 78 93 58 0 
D 100 78 88 99 65 
E 82 83 88 84 98 

Table 3. Accuracy of result when training process at a 15 times (%) 

 A B C D E 
A 100 0 100 100 100 
B 95 100 97 92 85 
C 85 99 99 96 0 
D 91 93 95 100 92 
E 95 91 92 90 100 

Table 4. Accuracy of result when training process at a 20 times (%) 

 A B C D E 
A 100 100 100 100 100 
B 100 100 100 100 100 
C 100 100 100 100 100 
D 100 100 100 100 100 
E 100 100 100 100 100 

6   Conclusion 

Handwritten signature or text verification is the technology of making distinctions 
between an original writer’s sentence and another’s through individual handwriting 
characteristics. These works have been usually conducted by supervisors, but it is 
rather subjective, time consuming and it has problems of cost. In this paper, through 
the recognition of patterns using a computer, we suggested an objective and effective 
judgment for the problem written above. Handwritten signature or text verification 
using a computer has two methods called On-line and Off-line, in this paper Off-line 
verification method is described.  

Using Off-line method, for more efficiency and objectivity, we suggest abstraction 
of the letter area, abstraction of feature, study of feature, analysis of studied feature to 
use DTW (Dynamic programming), abstraction of a contrast sample, detection of 
similarity between two characters, deduction of analyzed results and so forth using 
Mahalanobis distance.  
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Results show that the suggested system is excellent. However, we find some 
problems in this system. The result is sensitive in the training steps. Therefore we 
analyze the problem in the training step. The cause of the problem is as follows. 

The first problem is the pertinence of the count of training. If the training count is 
too small or too large like Table 1 or 4, this system does not analyze the feature 
correctly. Because, feature are doesn’t to reflect personality in small or large counts of 
training. The feature is ambiguous. 

The second cause is to have a perverted text or slanted text in the text set. Because 
we extract a one dimensional projection profile, the one dimension projection profile 
has to be distorted. So, these wrong features affect the training set. It effects 
calculation of similarity. 

In conclusion, if we exclude these problems, we get very high performance. It is 
expected that the system suggested will be widely applicable, and is expected to 
generate great interest because it will enable both short and long patterns such as 
signatures and handwriting samples to be processed at the same time. 
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Abstract. Internet-based problem solving activities are becoming more 
prevalent and the resulting learning efficiency gets greater and greater. This 
paper proposes an easy-to-access active learning system in which information 
regarding the certificate of qualification, and written and practical evaluation 
questions are databased. One of the advantages of the proposed system is 
filtering user-specific questions through the use of information on the user 
profile to which weight is applied, thereby evaluating learning of individual 
users, promoting their motivation for learning, and giving them a sense of 
achievement. Another advantage lies in the fact that the proposed system 
increases the rate of acquisition of qualification certificates through giving 
guidance on acquisition of certificates in computer literacy, which will renew 
learners' attention and recognition of future career. The proposed system proved 
to enhance exam performance by up to 10%.   

Keywords: User Profile, Easy-to-access Active Learning System, Evaluation 
System. 

1   Introduction 

The information-based society, are becoming more worthy due to the fact that lots of 
information is produced, stored, and distributed by computers and communications, 
has formed a new social structure that fundamentally changes our way of living in 
varying degrees, and requires constant changes in the social structure. Therefore, 
great hopes are pinned on youths as a driving force for transforming the current 
information-based society and developing it further. At the same time, as a guide to 
enhancing their computer skills, there is a great sense of responsibility and mission 
toward young people [1].  

Currently, a number of websites offer previously given questions regarding 
qualification certificates through their real-time evaluation system. However, they 
only perform one-off evaluation of student achievement, failing to consider individual 
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student's ability or learning style. As such, when giving questions, teachers are 
required to consider students' willingness to learn and their learning and problem-
solving ability. In addition, there is a need for an evaluation system that allows 
teachers to create profiles obtained as a result of evaluating student achievement and 
reflect the evaluation result in the next evaluation test.  

In the case of the computer course, much of the course time is devoted to computer 
skills. However, in actuality, teachers are busy trying to expedite their course 
progress. That's because understanding the overall process for certificate acquisition is 
too much of a hassle, and systematic lecturing/tutoring and management are not done 
properly. In this context, this paper is intended to provide repetitive and systematic 
guidance on the certificate of qualification for students who lack self-management 
and willingness to think of their future career.  

The objectives of the proposed learning system are to:  

1) Provide information on qualification certificates and database previously given 
questions in order for students to develop a positive attitude toward self-learning  

2) Improve evaluation quality and computer literacy skills through the user profile-
based evaluation system in which individual differences among students are reflected  

3) Increase the rate of acquisition of qualification certificates by allowing teachers 
to have an easy grasp of the status of acquisition of qualification certificates in order 
for them to systematically guide students in their acquisition of qualification 
certificates.  

2   Related Studies 

An information filtering is the important course of an individualism of the 
information; traditionally, it is classified in three kinds, these are content-based, social 
and economic filtering, and mixed each other and used [2]. 

A content-based filtering calls a cognitive filtering. The object is selected by the 
relationship between the content of objects and priorities of user. Representative 
example of a content-based filtering is a keyword-based filtering [3, 4]. Social 
filtering, also called collaborative filtering, where objects are filtered for a user upon 
the preference of other people with similar tastes [5]. Social filtering systems need a 
critical mass of participants and objects to work efficiently which appear to be their 
major draw-back. Representative example is as follows. In Tapestry system [6], users 
give the comment directly and determine the judgment about an interested field. 
Then, composite filter of a program itself accomplish the filtering about the 
documents which is saved continuously. Stanford Information Filtering Tool (SIFT) 
[7] offers a filtering service on the Web; users are provided a filtering service through 
the profile over one which states the keyword to use a matching strategy. GroupLens 
[8] is a system for a distributed collaborative filtering of Usenet News; Users could 
give the weight by themselves about the news to read. Economic filtering is the 
method to filter the information based on a cost element [7]. Cost elements which are 
used here are the relationship between cost to be used and profit, or the relationship 
between network bandwidth and object size, and etc.  
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The above three kinds of filtering methods mix each other and are used. 
Representative example is the method that NewsWeeder system [9] mixes content-
based filtering and social filtering for Usenet News. 

Over the recent years, much research has been conducted using user profiles. With 
the advancement of XML, document filtering based on structure as well as on content 
is increasingly deployed in the Web environments. One of the most popular Web 
document filtering is XFilter System [10]. Franklin et al. [11] used a user profile to 
refresh data. They proposed an automatic data refreshing scheme based on the user 
profile written in a meaningful profile language. Schwab et al. [12] proposed a 
learning system based on the user profile targeted at users on potential areas of 
concern. 

3   Learner-Specific Evaluation System Using the User Profile  

The proposed real-time evaluation system has been developed to enhance computer 
literacy skills and increase the rate of acquisition of qualification certificates. Unlike 
the existing one-off evaluation system that gives non-personalized questions, the 
proposed system uses the user profile to allow teachers to take individual student's 
learning achievement into account when they give questions and evaluate student 
performance in computer skills. The user profile refers to personal information for use 
in future evaluations which is obtained after users access the evaluation system on the 
homepage, get tested and scored, and user-specific characteristics are saved in the 
database.  

The proposed real-time evaluation system is used in the following manner: First, 
questions by qualification certificate and subject are categorized on a step and 
difficulty basis, and integrated into the database as a question bank. Evaluations are 
then performed and the real-time evaluation system is constructed where users can 
view their exam scores directly after getting tested. The scoring result is used to 
update user profile information for future evaluations.  

The proposed Web-based evaluation system has the question bank database in 
place intended to offer open and multiple evaluation schemes to students, enabling 
them to learn and get evaluated at any time. To enhance evaluation quality, the 
proposed system uses the user profile containing individual student's personal 
information for question filtering, and gives questions in which individual differences 
and characteristics among students are incorporated.  

3.1   Evaluation System Architecture 

Agents were used in giving questions through the use of the user profile. The agent 
refers to the software that automatically executes the user's desired tasks on the Web 
in behalf of the user. The agent includes the following: the one for information 
retrieval; and the other for information filtering.  

The agent-based information filtering used in this paper allows the questions 
provided to users to be filtered using individual student's personal information saved 
in the user profile. This technique automatically adjusts the difficulty level of each 
item as well as the number of questions, and allows students to view their scoring 
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result directly after they answer all the questions on the test. The scoring result is used 
to update the user profile and provide filter to new questions in the next course 
evaluation.  

For the proposed scheme to be implemented, the question bank database, user 
score database, and user profile database should be constructed.  

3.2   User Profile Application 

In the proposed evaluation system, evaluation results are incorporated into next 
course evaluations. In addition, user scores are saved in the database and users' 
learning style is analyzed using their scores: Based on students' test performances, 
percentages of correct answers for different difficulty levels are analyzed and the 
result of analysis is reflected in the next course evaluation. This user profile enables 
teachers to calculate numerical values for different difficulty levels and save them. 
The percentages of correct answers for different difficulty levels that are calculated 
individually allow teachers to give questions by adjusting student-specific difficulty 
levels, contributing to enhancing learners' willingness to learn and their motivation for 
achievement.  

When giving questions, teachers can adjust difficulty levels by applying weight 
according to individual learner's characteristics. In the user profile, weight is used to 
filter questions according to individual differences among students. Therefore, the 
type of value used as weight determines the type of questions that are given to 
students. Weight can be set in such a manner that the number of questions for the 
student's strong and weak subjects is adjusted by applying weight by subject; that a 
subject is divided into several sections and the number of questions for different 
sections is adjusted by applying weight by section; and that difficulty levels are 
adjusted by applying weight by difficulty level. Further, a combination of multiple 
weights can enable filtering among various and complicated questions, thereby 
offering customized questions to learners.  

In this paper, question filtering was performed in such a way as to apply weight by 
difficulty level and consider student-specific difficulty levels. In addition, the initial 
weight was applied equally to all users. Expression 1 is used to calculate weight.  

 

For(i=1; i <= Ta(N); i++)  
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Ta(N) : The total number of sections.  
Tt(N) : The total score as the perfect points.  
Tt(S) : The total exam scores on the basis of Tt(N) as the perfect points.  
Qa(S) : The total score as the perfect points for different sections.  
Ta(S) : The total exam scores on the basis of Qa(S) as the perfect points.  
 
Such weights are multiplied by a percentage of the number of questions on the 

previous course test (rounding off to two decimal places) by the number of questions, 
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and the multiplied result (rounding off to two decimal places) is added to the number 
of questions on the previous evaluation test, being used to calculate the number of 
questions for the next evaluation test. In addition, in the case of the same number of 
calculated questions, deal with the questions the way they are. If the number of 
calculated questions is large, subtract as many as the number of questions from the 
items with low weight. If the number of calculated questions is small, add as many as 
the number of questions to the items with high weight the negative-numbered weight 
means good performance, so the number of questions should be subtracted. On the 
other hand, the positive-numbered weight means poor performance, so the number of 
questions should be added.  

In the case where the total number of exams that learners take is smaller than the 
value to which no user profile is applied, questions should be given as it is; 
Otherwise, the weight shown in Expression 1 is applied and the number of questions 
to be given is determined by the value to which the calculated user profile database is 
applied. The algorithms A, B and C presented below are routines used to determine 
whether to apply the user profile, give questions, and give marks, and modify the user 
profile.  

 

A. Determining whether to apply the user profile  

  IF the total number of exams learners take < the 
value to which no user profile is applied,  

     THEN  

The number of questions to be given for 
different difficulty levels = The value to 
which no user profile is applied  

/* The number of questions to be given is 
determined by the manager. */  

     ELSE  

        FOR(each difficulty level)  

 {The number of questions to be given for 
different difficulty levels = The value to 
which the user profile database is 
applied}  

 

B. Question-Giving Routine  

   FOR (each difficulty level)  

       {The number of questions to be given randomly 
and unduplicately for different sections is 
obtained from the database.}  

    OUTPUT Exam Paper DISPLAY  
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C. Routines that perform scoring and modify the profile  

C-1. By comparing the user's answers to given questions 
with correct answers in the database, check 
correct answers by difficulty level, and find 
points by difficulty level and the total of the 
user's marks.  

C-2. Calculate the weight to be newly applied by 
applying the weight-by-difficulty-level 
Calculation formula to the scoring result.  

C-3. Calculate the weight to be newly applied through 
the use of the current weight and resave the new 
weight by difficulty level in the user profile.  

C-4. Provide the scores and weight for the user and 
save them in the user HISTORY database.  

4   Experiments 

Experiments were performed using MySQL or Access DB on a Windows 2000 
Server, an IIS 5.0 Web Server, and the TCP/IP protocol suite. The information on 
qualification certificates and practical questions were given using Namo Web Editor, 
and the real-time evaluation system was implemented using PHP.  

As to whether the user profile stated in A is applied, if the total number of exams 
learners take is smaller than the value to which no user profile is applied, the user 
should give questions as it is; Otherwise, the user should give questions by applying 
the weight shown in Expression 1, and by using the value to which the calculated user 
profile database is applied. In the case that the user profile is applied to the first-grade 
certificate in word-processing skills, Figure 1 below shows the number of correct 
answers and scores obtained through giving questions three times.  

Figure 1 shows the number of questions and scores for the test-takers for the 
second course test to which the user profile was applied. The user profile was not 
supposed to be applied to the first course test. Based on the result of the third course 
test, the weight to be applied to the next course test as well as the number of new 
questions is determined. As illustrated in the figure, the number of questions in the 
leftmost column of the display screen is for the third course test. The number of 
questions in the rightmost column of the display screen is for the fourth course test. In 
the case of the student named Tark N. E., the number of questions given in Test 
Section: Wordprocessor Glossary Terms and Functions were originally 15. However, 
due to the total number of questions being larger than 60, one question was taken 
away from the said Test Section with low weight, and the number of questions in the 
Test Section ended up amounting to 14.  

Similar to this, for question-giving routine B, the number of questions for different 
sections with a low difficulty level were determined that can be applied to the next 
course test for the first-grade certificate in Wordprocessing Skills. As illustrated in 
Figure 2, teachers can give necessary questions at random.  
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Fig. 1. The Student Management Screen for Three-Time Exams 

 

Fig. 2. The Question-Giving Screen 

Table 1. The Change of The No. of Question from 3rd Exam to 5th Exam 

Classification 
3rd exam(No. 
Of Question) 

4th exam(No. 
Of Quesaion) 

5th exam(No. 
Of Question) 

Term and Function 17 14 14 
OS 18 19 21 

Tark 
N. E. 

Common Knowledge 25 27 25 
Term and Function 22 19 19 

OS 20 22 20 
Choi 
H. H 

Common Knowledge 18 19 21 
Term and Function 15 16 19 

OS 25 27 25 
Pack 
S. C 

Common Knowledge 20 17 15 
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In actuality, the questions provided to students are automatically set in accordance 
with the algorithm described in B. The number of questions for different sections is 
determined by the weight to be applied.  

If questions are set in a way that the algorithms A and B determine whether to 
apply the user profile, students will answer different questions by section. When they 
finish answering all the questions on the test, the algorithm C performs scoring and 
executes the routine of modifying the profile. As shown in Figure 3, new weight is 
calculated for the fourth course test and the number of questions to be set for the next 
fifth exam is determined.  

 

Fig. 3. The Student Management Screen for the Fourth Exam 
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Fig. 4. The Comparison of Actual Test Results Between the Two Student Groups. The First 
Graph: Exam Performance Produced prior to Using the Evaluation System, The Second Graph: 
Exam Performance Produced following the Use of the Evaluation System. 
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Table 1 shows the change of the number of Question from 3Rd exam to 5th exam of 
3 students. This number of question was changed each other according to the weight. 

Figure 4 graphically shows the difference in the average performance between the 
students who did not use the user profile-based evaluation system and the students 
who used the user profile-based evaluation system. In this case, the average scores 
were calculated on the basis of 10 students out of 100 students who actually took the 
exam for the acquisition of the First-Grade Certificate in Word processing Skills. In 
overall, the students who used the user profile-based evaluation system showed higher 
performance by up to 10 points than those who did not use the user profile-based 
evaluation system.  

5   Conclusion 

In this paper, we share the views on the databased information for qualification 
certificates and written practical questions which will provide ease-of-access for 
learners and allow learners to develop a positive attitude toward learning. In addition, 
the proposed evaluation system enables users to assess their learning achievement 
based on individual characteristics. Further, the proposed evaluation system offers the 
filtered questions tailored to individual user's characteristics through the use of the 
user profile. This allows teachers to evaluate learners on an individual basis, and at 
the same time enables learners to improve motivation for learning, together with a 
sense of achievement. In conclusion, the proposed evaluation system is expected to 
enhance computer literacy skills through written and practical evaluation tests, and 
increase the rate of acquisition of qualification certificates through guidance and 
management concerning the acquisition of certificates in computer skills, thereby 
allowing learners to renew their positive attention and recognition of future career.  
 
Acknowledgments. This work was supported in part by a grant from the Regional 
Innovation System of the Ministry of Commerce, Industry and Energy of Korea. 
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Abstract. We propose a face and completely facial feature extraction model for 
facial expression applications. This model applies to both face contour detection 
and face region detection. First, we introduce skin-color filtering using YCbCr 
color space to extract the skin-color of face the region. Second, the template 
ACM is modeled by the active contour model. This model is more active than 
ASM (Active Shape Model). Our algorithm has been tested in experiments with 
various subjects, producing a good extraction results. 

Keywords: template ACM, skin color filtering. 

1   Introduction 

Generally speaking, our work is quite related to areas of face recognition, facial 
feature extraction, and facial expression recognition. Facial feature extraction consists 
of face region extraction and face components (eyes, nose and mouth) extraction. 
Facial feature extraction is the earlier step of face recognition and facial expression 
recognition. Facial feature extraction is a very important part of research for human 
face understanding. The human face is very sensitive to morphological changes such 
as the direction of the human face (degree of frontal, either side), the size of the face 
image due to the distance between the camera and the face,  and external changes 
such as differences in the face region’s intensity for illumination, complex 
background or occlusion with other objects. So research of face extraction has many 
difficulties and problems, and until these days many people study in this field. 

We classify single image detection methods into four categories ; knowledge-based 
method, feature-based method, template matching-method, and appearance-based 
method.  

1. Knowledge-based method – this rule-based method encodes researcher 
knowledge of what constitutes a typical face. Usually, the rules capture the 
relationships between facial features. This method is sensitive to the 
direction of the face.[7] 

2. Feature-based method – this method aims to find structural features that exist 
even when the pose, viewpoint, or lighting conditions vary, and then use 
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these to locate faces. (facial features[8], Texture[9], Skin Color[10], [11], 
Multiple Features[12]) 

3. Template-matching method – Several standard patterns of a face are stored 
to describe the face as a whole or the facial features separately. These 
methods have been used for both face localization and detection. (predefined 
face templates[13], deformable templates-ASM[2]) 

4. Appearance-based methods – In contrast to template matching, the models 
are learned from a set of training images which should capture the 
representative variability of facial appearance. (Neural Network[14], Support 
Vector Machine(SVM)[15], Hidden Markov Model(HMM)[16]) 

In this paper, we propose a face and completely facial feature extraction model for 
facial expression applications. This model applies to both face contour detection and 
face region detection. First, we introduce skin-color filtering using YCbCr color space 
to extract the skin-color of the face region. Second, the template ACM is modeled 
using the active contour model. This model is more active than the ASM (Active 
Shape Model). 

2   Skin Color Filtering 

2.1   YCbCr Color Space 

YCbCr Color Space was defined in response to increasing demands for digital 
approaches in handling video information, and has since become a widely used model 
in digital video. It belongs to the family of television transmission color spaces. The 
family includes others such as YIQ and YUV. YCbCr is a digital color system, while 
YIQ and YUV are analog spaces for the respective PAL and NTSC systems. These 
color spaces separate Y, Cb, and Cr. Y is the luminance component and Cb and Cr are 
the blue and red chrominance components. YCbCr is sometimes abbreviated to YCC. 
When used for analog component video, YCbCr is often called YPbPr, although the 
term YCbCr is commonly used for both systems.  

RGB values can be transformed to YCbCr color space using Eq (1). Given that the 
input RGB values are within the range of [0,1], the range of the output values of the 
transformation will be [16, 235] for Y and [16, 240] for Cb and Cr.  
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Fig 1 is a distribution of conditional probability density function of skin color in 
Cb-Cr plane. And we use a intensity range of Eq (2) suggested by D. Chai [11]. 
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Fig. 1. Distribution of conditional probability density function of skin color in Cb-Cr plane.  
(by Douglas Chai.) 

     

    

    

Fig. 2. Color segmentation results, obtained by using the same predefined skin-color map 
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With this skin color reference map, the color segmentation can now begin. Since we are 
utilizing only the color information, the segmentation requires only the chrominance 
component of the input image. We can find a skin color region in the detected face 
contour by an active contour algorithm. The output pixel at point (x, y) is classified as skin 
color and set to one if both the Cr and Cb values at that point fall inside their respective 
ranges of Eq(2). Otherwise, the pixel is classified as non-skin color and set to zero.  

3   Facial Feature Model 

This section, explains the implemented algorithm in this paper. First, the snake 
algorithm for extracting face contours is explained in section 3.1 and facial feature 
template model for extracting facial features is explained in section 3.2.  

3.1   Active Contour Model (Snake) Algorithm 

The active contour model algorithm, first introduced by Kass et al., deforms a contour 
to lock onto features of interest within in an image [3]. Usually the features are lines, 
edges, and/or object boundaries. Kass et al. named their algorithm, ``Snakes'' because 
the deformable contours resemble snakes as they move. A snake is defined as an 
energy function. To find the best fit between a snake and an object's shape, we 
minimize the energy using the following equation (3). 

[ ]∫ ∫ ++==
1

0

1

0 int
* ))(())(())(())(( dssvEsvEsvEdssvEE conimagesnakesnake  (3) 

Where the snake is parametrically defined as ))(),(()( sysxsv = . ernalEint  is  

internal spline energy caused by stretching and bending, imageE is a measure of the 

attraction of image features such as contours, and conE  is a measure of the external 

constraints either from higher level shape information or user applied energy. First, 
the internal energy provides a smoothness constraint. This can be further defined as in 
equation (4).  
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dv
s

ds

dv
sE βα +=  (4) 

)(sα  is a measure of the elasticity and )(sβ is a measure of stiffness of the 

snake. The first order term makes the snake act like a membrane; the constant  )(sα  

controls the tension along the spine (stretching a balloon or elastic band). The second 
order term makes the snake act like a thin plate; the constant β  controls the rigidity 

of the spine (bending a thin plate or wire). If 0)( =sβ  then the function is 

discontinuous in its tangent, i.e. it may develop a corner at that point. If 
0)()( == ss βα  then this also allows a break in the contour, a positional 

discontinuity. 
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The image energy is derived from the image data as show by the following 
equation (5). Considering a two dimensional image, the snake may be attracted to 
lines, edges or terminations. 

termtermedgeedgelinelineimage EEEE ωωω ++=  (5) 

iω  is an appropriate weighting function. Commonly, the line functional is defined 

simply by the image function in the following equation (6). 

),( yxfEline =  (6) 

So that if lineω  is largely positive then the spline is attracted to light lines (or 

areas) and if it is largely negative then it is attracted to dark lines (or areas). The use 
of the terminology ``line'' is probably misleading.  

The edge functional is defined by the following equation (7). 

2
),( yxfEedge ∇=  (7) 

Hence, the spline is attracted to large image gradients. i.e. parts of the image 
with strong edges. Finally, the termination functional allows terminations (i.e. 
free ends of lines) or corners to attract the snake. The constraint energy is 
determined by external constraints. This energy my come in the form of a spring 
attached by the user. Or, the constraint energy may come from higher knowledge 
about the images in question.  

Figure 3 is a image of performed snake algorithm in face region. 

 

Fig. 3. Extracted face region by snake algorithm. (a) face image (c) set to initial snake point (c) 
performed snake algorithm. 

3.2   Facial Feature Template Model 

In this section, the facial feature template model used for extracting from details the 
face region is explained. We defined a facial feature template model as an ordered set  
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of  SPN  feature points, { }SPi NiSP ≤≤1| . Each iSP  is characterized by a pair of 

vectors, thus iii EPSP ,=  these are snake points of ACM. In this formula, iP  has 

the position ( )ii yx ,  of iSP . And iE represented the edge information vector 

associated with iSP . The template model description of the face is formed by the set 

of positions { }SPi NiPP ≤≤= 1| . In contrast with the Active Shape Model 

(ASM), we apply this template model using Active Contour Model (Snake). Figure 4 
illustrates our facial feature template model. The template model description P  
portrays the topology of the facial features, and edge parameters 

{ }SPi NiEE ≤≤= 1|  describe the edge information each feature point.  

We designed a template model consisting of 28 feature points.  

 

Fig. 4. Facial Feature Template Model (a) Template model overlayed on a real image. (b) 
Facial Feature Template Model. 

4   Experiment 

In this section, we explain all the stages of facial feature detection processing. In the 
first step, we extract a human face region from a real image and detect the skin region 
through skin filtering using the YCbCr color model. In the next step, the 
morphological erosion operation at the binary image achieved from first step and we 
obtained edge information through the Sobel edge operation. In the last step, we can 
extract facial feature contours with the facial feature template model using snake 
algorithm. 

We designed a template model consisting of 28 feature points. The test set 
consisted of face images from our own SSCV database. And the test faces were scaled 
to roughly same size (320 x 240 pixels). 
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4.1   Step 1 – Extract a Human Face Region 

4.1.1   Face Region Using Snake Algorithm 

 

Fig. 5. Extract to face region using active contour model (snake). (a) and (c) is a real image , 
(b) and (d) is a extracted face region using snake.  

4.1.2   Skin-Color Filtering 

 

Fig. 6. Results of skin color filtering  (a) and (b) is classified as non-skin and (c) and (d) is set 
to zero 
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Fig. 6. (continued) 

4.2   Step 2 – Morphological and Edge Operation 

4.2.1   Morphological Operation 
The result image of skin color filtering can lose the facial feature information due to 
the influences of illumination and the direction of the face. So we performed a binary 
morphological erosion operation to solve this problem. Figure 7 represents 
morphological operation results.  

 

Fig. 7. Results of morphological erosion operation 
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4.2.2   Sobel Edge Operator 

 

Fig. 8. Results of Sobel edge operator 

4.3   Step 3 – Facial Feature Template Model 

 

Fig. 9. This is a result image apply with Facial Feature Template Model in extracted face region 
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5   Conclusions 

In this paper, we suggested the method to extract facial features using a skin-color 
based template active contour model. This method is very fast and completely 
extracts the contours of facial features. But we had some problems such as the 
rotation of face and stabilization of the snake algorithm. In future work we will 
experiment with various directions of face and modify the snake algorithm to solve 
these problems.  
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Image Retrieval Using by Skin Color and Shape Feature 
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Abstract. In this paper, we propose a image retrieval method using skin color 
feature and shape feature. Section by using a method of snake, consider color 
information. Section II, image retrieval using by ICSS(Improve Curvature Scale 
Space). As a result, we show that good results can be obtained by skin color and 
shape feature.  

Keywords: snake algorithm, CSS(Curvature Scale Space), Skin color distribution 
function, similarity, image retrieval. 

1   Introduction 

Advanced in memory technologies and processing speed have made it feasible to 
store a large number of images in computers. This has given rise to the problem of 
organizing them for a rapid access to their content. An image database system aims to 
help people in this regard and enable them to find their desired images as quickly as 
possible. In many applications, the user of image database remembers something 
about the content of his desired image or wishes to find similar images to an existing 
image. In content-based image database systems, intrinsic properties of images are 
captured in some feature vectors which are indexed or compared to one another 
during query processing to find similar images from the database[1]. 

Considerable amount of information exists in two dimensional boundaries of 
objects which enables us to recognize objects without using further information. As a 
result, shape similarity retrieval plays an important role in content based image 
database systems.  

In conclusion, although the number of proposed methods is increasing rapidly, 
there are still a number of short-comings associated with each method. While the 
robustness of some methods is doubtful, other methods which exhibit a reasonable 
degree of robustness are often computationally expensive. In this paper, we introduce 
shape feature extracting method using previous learning by color information.  

2   Contour Extract 

A snake is initially placed near image contours under consideration, and then a 
procedure of energy minimization is applied to draw the snake to desirable image 
contours[2][3]. Such a model may yield different forms of image contours depending 
on an energy functional being minimized and a minimization algorithm used[4]. 
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Based on a greedy algorithm, our approach of minimization is iterative as in a 
greedy snake. In the discrete formulation of active contour models, the contour is 

represented as a set of snake points ),( iii yxv = where ix  and iy  are the 

coordinates of the snake point i. At each iteration, the energy function is computed for 

the current location of iv  and each of its neighbors. The location having the smallest 

value is chosen as the new location of iv . The iteration determines the convergence 

of energy minimization by detecting the number of points moved. Based on the 
greedy algorithm, our energy function has the form of Equation(1). 
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The continuity term }{max/)( 1
*

1
*

−− −−−−= iijjiiicont vvdvvdvE  encourages 

even spacing of points. 
1−− ii vv  is the distance between two snake points under 

consideration, and *d  is the average of the length between points, where 

}7,..,2,0|{ =jvij
for a snake point 0,ii vv =  and its eight-neighbor points )0( ≠= jvij

. 

The curvature term }2{max/2)( 1111 +−+− +−+−= iiijiiiicurv vvvvvvvE  gives a reasonable 

and quick estimate of the local curvature of the snake. The image term 
min)/(max))((min)( −−= iiimage vmagvE  is to push a snake toward edge points, where 

max and min is the maximum and minimum gradient in a neighborhood. 
From Equation 2, SCDF shows a skin color distribution function, as a same 

Equation 3. Here i with q the average against I and Q from YIQ color space which the 

training pixels have, 2

i
σ  with 2

q
σ  it means a dispersion. i and q is I and Q of input 

pixel. Y elements the lucidity, I elements and Q elements show a hue form YIQ color 
space. This space the top of color or change of chroma is few is a strong point to 
change of the lucidity. The price of Equation 3, the price where the input pixel and 
training pixel are near in the similarity percentage recording 1, shows a near price in 
case 0 of opposition. Namely, when with Fig 1,skin color distribution function against 
a training pixel is composed, the pixel which is input and training pixel price of 
similarity percentage recording function were included in middle square territory all.  

From guard part of face territory with the pixel which keeps a skin color the 
difference of skin color distribution function priced of two pixel for is big because 
like that the pixel is being contiguous. When like this quality about under using 
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Frequency 

Skin color  

Fig. 1. Skin color distribution function 

extracting the outline against a face territory, with image energy function it uses the 
lucidity price substitution skin color distribution price of Equation 3.  

3   Face Similarity Measurement Using by ICSS 

A number of shape representations have been suggested to recognize shapes even 
under affine transformation. Some of them are the extensions of well-known methods 
such as Fourier descriptors and moment invariants. The methods are then on a small 
number of objects for the purpose of pattern recognition. In both methods, the basic 
idea if to use a parametrisation which is robust with respect to affine transformation. 
In all cases, the methods are tested on a small number of objects and therefore the 
results are not reliable. Moreover, almost the same results can be achieved using 
conventional methods without modifications. 

3.1   CSS(Curvature Scale Space)  

Following the preprocessing stage, every object is represented by the x and y 
coordinates of its boundary points. The number of these points varies from 400 to 
1200 for images in our prototype databases. To normalize the arc length, the boundary 

is resampled and represented by 200 equally distant points. The curve is called σΓ , 

where σ  denotes the width of the Gaussian kernel, ),( σug . The location of curvature 

zero-crossing on σΓ  are determined at different levels of scale using Curvature 

Function. The process starts with σ =1, and at each level, σ  is increased by σΔ , 

chosen as 0.1. As σ  increases, σΓ  shrinks and becomes smoother, and the number of 

curvature zero crossing points on it decreases. Finally, when σ  is sufficiently high, 

σΓ  will be a convex curve with no curvature zero-crossing. The process of creating 

ordered sequences of curves is referred to as the evolution of Γ . 

2/322 )),(),((
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Fig. 2. 

If we determine the locations of curvature zero crossing of every σΓ  during the 

evolution, we can display the resulting points in ),( σu plane, where u  is the 
normalized arc length and σ  is the width of the Gaussian kernel. The result of this 
process can be represented as a binary image called CSS image of the curve. The 
intersection of every horizontal line with the contours in this images indicates the 

locations of curvature zero crossings on the corresponding evolved curve σΓ . For 

example, by drawing a horizontal line at σ =9.0, it is observed that there should be 8 

zero crossing points on 
9

Γ . This fact is confirmed by the smooth curve with σ =9.0 in 

the same figure.  
As shown in Fig. 2, the curvature zero crossings appear in pairs. Each pair is 

related to a concavity (or sometimes a convexity) on the boundary. As σ  increases, 
the concavities are gradually filled and the related pair of zero crossings approaches 
each other. The result on the CSS image will be two branches of a contour. Each 
branch conveys information on the locations of one of the zero crossings during the 
process. For a particular σ  the concavity is totally filled and its pair of curvature zero 
crossings join each other. At this stage a contour of CSS image reaches its maximum. 
The σ _coordinate of the maximum is the relevant σ  and the u_coordinate is the 
location of joined zero crossing pair. 

3.2   ICSS(Improved Curvature Scale Space)  

To existing CSS method the few things there is a part which it will complement. 
About under using it gets Curvature Function and it sees CSS image, there is seeing 
low maximum points plentifully from low-end part of sigma. This part the place 
where it is a distortion or a noise which appears from contour, which removes this 
part 1/6 under of the biggest maximum point do not use it regard as noise from CSS 
method. But it removes 1/6 under in noise, noise or the regional distortion is not 
completely, the accuracy falls and the problem where the calculation time is caught 
long occurs. Also different part, if the object is circle then do not occur zero crossing 
point, maximum point is do not appear; from CSS images. However which is a circle, 
about the maximum point appeared with regional distortion or the noise. The noise is 
not removed with the noise removed method which it talks from above such case. In 
this case, if we will know the object is the circle previously, does not make CSS 
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image. In this paper, we use the Improved Curvature Scale Space (ICSS) method, it 
measures similarity. 

3.3   Noise Removed Method Using by Clustering 

In Fig. 3, we seeing big 3 maximum points bigger than other things. Horizontal line 
lower part maximum points which it removes in noise from CSS method. But we can 
see the small 3 maximum points above the horizontal line, this maximum points 
appear from preprocessing or aliasing of contour extraction. Also which will not be 
removed, dropped the accuracy of similarity comparison and increased calculation 
time. In this paper, which complements this problem, we divides extract maximum 
point and removed maximum point using by clustering method. First, in standard 
point between that big maximum points and small maximum points which maximum 
point probably near clustering. After dividing in two groups, it calculates the mean 
value of each group. In standard calculated two mean value, clustering it does an  
 

�

Fig. 3. 

 

Fig. 4. 
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existing maximum points. Until when does not being change of average of two 
groups , it repeats this process. Finally it comes to divide in two groups, we able to 
classify left side part is noise and right side part is maximum. Then the maximum 
point field which is being caught to 1/6 parts of the maximum, it will be able to 
classify with a noise.  

In Fig 4, (a) is input image, (b) is contour, (c) is CSS image, (d) image of after 
clustering, it is classify noise and maxima. 

3.4   Discrimination Method of Circle Object 

If the object is circle, it is no zero-crossing point. So CSS image which it makes does 
not come out after equalization of image. But, see the Fig. 5, the object is circle 
nevertheless, it has many maximum points in CSS image. These reasons are the noise 
which gets from preprocessing or aliasing condition. So before using Curvature 
Function, it is a circle to discriminate, accuracy of search improving and also 
calculation time reducing. Discrimination method of circle image is first, prepares 
completely circle image, and calculate circularity by Equation 5. It analyzes the 
circularity which is calculated like above and the critical value probably will 
discriminate below which value with circle it decides. Second, makes CSS image 
after equalization of circle than calculate the sigma value of biggest maxima. 

�

Fig. 5. 

area

lengthborder
yCircularit

2)(=                                            (4) 

If the object is circle, will not pass over the threshold value by above two methods. 
Circularity is 12.9 and biggest sigma value is 2.4 by our experiments. It will use this 
two threshold value, we know the object is circle or not. 

4   Experimental and Result 

In this section, face contour extract from video image using by skin color distribution 
function, object retrieval using by ICSS in our experiment result. For experiments, 
used by desktop PC, spec Intel Core2 1.86Ghz CPU and 1GByte memory, OS is 
Windows XP Professional, language is Visual C++ 6.0. The experimental image 
which measures similarity of two faces with video image used the image of the same 
person. 
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 (a)                                        (b) 

   

(c)                                        (d) 

   

(e)                                      (f) 

Fig. 7. 

Fig. 6 query image and resultant image which is highest similarity. Fig 7 (a) is 
query image and (b)-(f) is result image sorted by high similarity. 

Next experimental result shows object retrieval using by ICSS method 
Fig. 8 (a) is query image, (b) is result image. Fig. 9 shows maxima by clustering in 

rectangle. In this result, it uses only the big maxima in comparison object and with 
being more accurate it will be able to search quickly.  



1052 J.-Y. Park, G.-Y. Kim, and H.-I. Choi 

 

 
(a) (b) 

Fig. 8. 

 

 
(a) (b) 

Fig. 9. 

5   Conclusions and Future Work 

In this paper, we proposed an image retrieval method which used skin color 
distribution and similarity measure. Face contour extraction using by skin color 
distribution function, shows good result.  

Fig. 8 (a) is query image, (b) is result image. Fig. 9 shows maxima by clustering in 
rectangle. In this result, it uses only the big maxima in comparison object and with 
being more accurate it will be able to search quickly. But it is weak by regional 
distortion and complex images. In the future we will use feature of in face (eye, nose, 
mouth etc..) than we will get the better result.  
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Abstract. This paper introduces a method for modification of the formula of the 
fractal box counting dimension. The method is based on the utilization of the 
probability distribution formula in the fractal box count. The purpose of this 
method is to use it for the discrimination of oil spill areas from the surrounding 
features e.g., sea surface and look-alikes in RADARSAT-1 SAR data. The 
result shows that the new formula of the fractal box counting dimension is able 
to discriminate between oil spills and look-alike areas. The low wind area has 
the highest fractal dimension peak of 2.9, as compared to the oil slick and the 
surrounding rough sea. The maximum error standard deviation of low wind area 
is 0.68 which performs with fractal dimension value of 2.9. 

Keywords: Fractal algorithm, Probability Density Function (PDF), 
RADARSAT-1 SAR image, oil spill, look-alikes. 

1   Introduction 

Fractal geometry can be used on occasion to discriminate between different textures. 
A fractal refers to entities, especially sets of pixels, which display a degree of self-
similarity at different scales. Self-similarity is the foundation for fractal analysis and 
is defined as a property of a curve or surface where each part is indistinguishable from 
the whole, or where the form of the curve or surface is invariant with respect to 
scales, meaning that the curve or surface is made of copies of itself at reduced scale 
and enlarged scales  [9].  

The most well known procedures that have been proposed for estimating the fractal 
dimension of SAR images are box counting, fractal Brownian motion [1],[14] and 
fractal interpolation function system dimension of images [4]. Initially, Falconer [8]  
introduced the fractional Brownian motion model with SAR image intensity variation, 
which has shown promise in the SAR data textures. In fact, both the sea surface and 
its backscattered signal in the SAR data can be modeled as fractals [8],[19]. 

By contrast,  Gado and Redondo [10] found that  a box counting fractal dimension 
model provided  excellent discrimination between oil spills and look-alikes, although 
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the backscatter information, which could allow a first robust localization of the oil 
spills, had not been considered. Furthermore, Benelli and Garzelli [3] used a multi-
resolution algorithm which was based on fractal geometry for texture analysis.  They 
found that the sea surface is characterized by an approximately steady value of fractal 
dimension, while the oil spills have a different average fractal dimension compared to 
look-alikes. 

This work has hypothesized that the dark spot areas (oil slick or look-alike pixels) 
and its surrounding backscattered environmental signals in the SAR data can be 
modeled as fractals. In this context, a box-counting fractal estimator can be used as a 
semiautomatic tool to discriminate between oil spills, look-alikes and surrounding sea 
surface waters. In addition, utilization of a probability density formula  in the box-
counting equation can improve the accuracy of discrimination between oil slick pixels 
and surrounding feature pixels such as ocean surface and look-alikes. 

2   Fractal Algorithm for the Oil Spill Identification 

The oil slick detection tool uses fractal algorithms to detect the self-similar 
characteristics of RADARSAT-1 SAR image intensity variations.  A box-counting 
algorithm introduced by Benelli and Garzelli [2] was used in this study. The box 
counting estimator of fractal dimension divided a convoluted line of slick, which was 
embedded in the image plane, into smaller and smaller boxes by dividing the initial 

length of the convoluted line at backscatter level sβ  by the recurrence level of the 

iteration [18]. We define a decreasing sequence of backscattering sβ  tending 

from 0β , the largest value, to less than or equal to zero. The fractal dimension D 

( sβ ) as a function of the RADARSAT-1 SAR image intensity sβ is given by:  

)log(
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                                         (1) 

where, )( sM β  denotes the number of boxes which are needed to cover the various 

slick areas with different backscatter intensity sβ  in the RADARSAT-1 SAR image.  

The number of boxes was calculated from the fractal dimension algorithm having side 

length sl , and needed to cover a fractal profile, varies as D
s
−β , where D is the fractal 

dimension that is to be estimated. If the profile being sampled is a fractal object, then 

)( sM β  should be proportional to D
s
−β , i.e., the following relation, which was 

adopted from Milan et al. [16], should be satisfied: 

D
ss CM −= ββ )(                                                         (2) 

where C is a positive constant derived from a linear regression analysis between log 

M ( sβ ) and log ( sβ ).  For different box sizes )( sβ , a number of points were 
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produced in the log-log plane. The dimension D ( sβ ) =DB can be estimated from a 

linear regression of these points [16].  

In practice it is difficult to compute )( sD β using equation (1) due to the discrete 

RADARSAT-1 SAR images surfaces, and so  approximations to this relationship are 
employed. First, the RADARSAT-1 SAR intensity image is treated as a two-

dimensional matrix )( ββ × . This ββ × intensity image matrix has been divided 

into overlapping or abutted windows of size ss ll × . For each window, there is a 

column of accumulated boxes, each box with size of ll s ×2 . The backscatter values 

)( 0β are stored at each intersection of the column i and row j of the various slick 

areas.   Then l is calculated by using the differential box counting proposed by Sarkar 
and Chaudhuri [17]  

⎥
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                                                           (3) 

Let the minimum and maximum )( sβ in the (i, j) window fall in boxes numbered n  

and m . The total number of boxes needed to cover the various slick pixels in the 

RADARSAT-1 SAR image with the box size  ll s ×2  is: 

1)()()(
,

0 +−=∑ s

l

ji
s mnM βββ                                       (4) 

Let ]),([ ss lMP β be the probability of the total number of box )( sM β with box 

sizes sl . This probability should be directly proportional to the number of boxes 

1)()(
,

0 +−∑ s

l

ji

mn ββ  spanned on the ),( ji  windows. By using equation (4) the 

expected number of boxes with size sl which is needed to cover the slick pixels can 

be calculated using the following formula: 
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1
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M ββ ∑=                                            (5) 

According to Fiscella et al.[7], the probability distribution of the dark area belonging 
to slick pixels can be calculated using the formula below: 

( ) [ ]))((/))((1][ snsnns MpMqMP βββ ∏+=                        (6) 
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Let  1)()(
,

0 +−=∑ s

l

ji

mnn ββ , q and p are the probability distribution functions 

for look-alike and oil spill pixel areas, respectively. From equations (5), (6) and (1) 
one can get a new formula for estimating the fractal dimension DB 
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In practice, the limit of M going to zero cannot be taken as it  does not produce  a 
texture image for oil spills or look-alikes in SAR data.  Using fractal dimensions to 
quantize texture for segmentation, we may divide the slick’s pixel areas into 
overlapping sub-images. Each sub-image is centred on the pixel of interest. We then 

estimate the fractal dimension )( sD β  within each sub-image, and assign the fractal 

dimension value to the central pixel of each sub-image. This will produce a texture 
image that may be used as an additional feature in slick pixel classification. 

3   Results and Discussion  

The RADARSAT-1 SAR Standard 2 beam mode (S2) image has been selected for 
testing the proposed fractal algorithm. The RADARSAT-1 SAR image detail of Fig. 1 
contains a confirmed oil-slick  which occurred near the west coast of Peninsular 
Malaysia on 20 December 1999[11]. Fig. 2  shows the variation of the average 
backscatter intensity along the azimuth direction in the oil-covered area as function of 
incidence angle for RADARSAT-1 SAR. The backscattered intensity is damped by –
10 dB to -18 dB, which is above the RADARSAT-1 noise floor value of nominally –
20 dB. The RADARSAT-1 image covered an area located in between 101° 01’ 
01.01’’ E to 101° 17’ 11.5’’ E and 2° 25’ 38.6’’ N to 2° 34‘ 23.5’’ N. This result of 
backscatter variation across oil spill locations agrees with the study of Maged and 
Mazlan [15].   

The proposed method for estimation of the fractal dimension has been applied to 
the raw RADARSAT-1 SAR data by using a 10 x 10 block at full resolution (Figure 
4).  Figure 4b shows the resulting fractal map. The fractal dimension map shows good 
discrimination between different textures on the RADARSAT-1 SAR image. The 
resulting fractal dimension map appears to correlate well with image texture regions 
(Figs. 3a and 3b). The oil slick pixels are dominated by lower fractal values than look-
alikes and surrounding environment (Fig. 3b).  

It is interesting to find that the region of oil slick has fractal values are between 1.5 
and 2.3 which might be suggested the spreading of oil spill. As well as the fractal 
dimension value increases, the oil spill becomes more thin which can be noticed in 
areas of (A to C ).  In fact, a thick oil spill dampens small scale waves and so there is 
no Bragg  resonance, which reduced the roughness of sea surface compared to thin oil 
spill [4]. In this context, the fractal dimension  is a function of sea surface level  
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Fig. 1. Locations of oil spill are indicated by small circles 

 

Fig. 2. Radar cross section intensity along oil slick locations 
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Fig. 3. (a) RADARSAT-1 SAR texture feature of oil spill and (b) fractal map 

intensities over the RADARSAT-1 SAR image which expresses the self similarity 
[12],[17].  The fractal dimension values of look-alikes are between 2.5 and 2.8 which 
can be seen in the areas F and E. The highest fractal dimension values of 3.4 and 4.0 
in the areas D and G are represented the occurrence of shear current flow and 
existence of ship, respectively. It is interesting to discover that the fractal dimension 
algorithm based probability is able to extract ship wake information in area H with a 
value of 3.6. This suggests that the corresponding value of fractal dimension for 
different categories allows a multi-fractal characterization of  the different features in 
a RADARSAT-1 SAR image. These results confirm the study of  Maged and 
Mazlan[15]. 
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Fig. 4 shows the comparison between oil slick fractal dimension curve and 
surrounding environment condition curves. The maximum fractal value of 4.0 is 
observed for a group of ships with normalized backscatter value of 0.9. This suggests 
that the strong amplitude of variation in RADARSAT-1 SAR image can be mapped as 
fractal discontinuities and small details are easily detected, e.g. ships. This result 
confirms the study of Maged and Mazlan [15]. Furthermore, it is apparent that the oil 
spill areas have a parabolic curve  with maximum fractal dimension peak value of 2.6 
and normalized RADARSAT-1 SAR backscatter value of 0.03  (Fig. 4).  It is also 
found that the sea surface is dominated by a wide steady peak of fractal dimension 
(Fig. 4), which is 2.7, while the oil spill has substantially different values of fractal 
dimension, which range between 1.9 and 2.6 (Fig. 4).  In fact, the sea surface is 
considered as a non-fractal object. According to Falconer [9], the slope measure of 
non-fractal objects corresponds to the complexity of the objects, with the natural 
implication that the sea surface would have steady value (Fig. 4). By  contrast, the 
look-alike  tends to have normal distribution curve with fractal dimension peak of 2.8 
and the normalized backscatter is between 0.15 and 0.55; this is distinguishable from  
the oil slick and the surrounding rough sea (Fig. 4).  It can also be seen  that there are 
small differences  of  0.2 and 0.3 between the fractal values of   the maximum peaks 
of look-alike, sea surface and oil spill, respectively (Fig.4). This could be attributed to 
high surface wind speed  which  was induced sea surface roughness in the 
RADARSAT-1 SAR image along the surrounding area of the  oil slicks and look-
alike areas. This was made small differences between the fractal results between oil 
spills and surrounding sea surface [5],[8],[13]. 

 

Fig. 4. Fractal dimension curve for different features 
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4   Conclusions 

This study was demonstrated the modification of the fractal box counting formula by 
involving the parameter of probability density function (PDF). The use of fractal 
dimension based on the probability distribution function (PDF) improve the 
discrimination between oil spill, look-alikes, sea roughness and low wind zones. In 
fact, involving the PDF formula in the fractal dimension map is directly related the 
textures at different scale to fractal dimension. In addition, this modification of the 
fractal equation reduces the problems of speckle and sea clutter and assists in the 
accurate classification of different textures over SAR images.   
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Abstract. In this paper, we present the development of a simple and low cost 
data glove system using tilt and flex sensors as a Korean Finger Spelling (KFS) 
recognition system. This data glove has the capability to measure the palm and 
finger gesture postures. The process of building a simple KFS recognition 
system and method for recognizing the KFS letters is also proposed in this 
paper. The k-means algorithm is used to classify the KFS letter’s based on tilt 
sensor measurement. The flex sensor measurement on each finger is divided 
into three main bending positions and quantization index rule-based is used to 
recognize the KFS letters. For the convenience of using this glove, a simple and 
efficient calibration process of the finger gesture is provided, so that all the 
required parameters for recognition can be adapted automatically. The system 
gives an average of 80% correct recognition for the 24 letters in KFS. The 
glove-based KFS is possibility to ease and encourage the Korean community to 
learn KFS by providing hands-on and minds-on learning experiences with an 
affordable data glove.  

Keywords: Glove-based, finger spelling, gesture recognition, sensors. 

1   Introduction 

Communication is composed of different kind of methods such as words, voice of 
tone and non-verbal forms. Among these methods, non-verbal forms are more 
effective in delivering a message. According to the research, in a conversation, verbal 
expression forms only 35% of overall communication, with the rest consisting of non-
verbal forms of communication such as facial expression, hand and body gesture in 
lieu of speech [1]. Gesture is a form of non-verbal communication made from a part 
of body motion or position and it commonly derives from face and hand, used instead 
of or in combination with verbal communication. 

In our social community, gesture and sign language play an important role in 
communication between verbal and non-verbal people. A sign language is a language 
without sound. It is used to convey the meaning of a speaker’s thoughts by a 
combination of hand shape, orientation and movement of the hand, arms or body and 
facial expressions. Sign language is the main communication resource for members  
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of the deaf and speech impaired community. Thus, sign language and gesture 
recognition is important in assisting human communication especially for the deaf or 
speech impaired community to deliver their messages by using sign language [1-5]. 

Finger spelling or known as dactylology is an art of communicating by signs made 
with fingers. Finger spelling has been introduced into sign language in order to serve 
as a bridge between the sign language and the verbal language. There are many finger 
letters in use and adopted as a distinct part of sign languages around the world which 
only uses hand to represent the letters of writing and numeral system. 

Many researchers aggressively invent and study effective methods or tools for 
recognizing the sign language and finger spelling [2-5]. The tracking and 
representation of the hand posture and motion is difficult to recognize using either 
glove-based or vision-based. Computer vision-based recognition is in the limelight. 
However, there are some issues such as self-occlusion and complex processing of 
recognition.  

The glove-based input is also actively researched. There are many types of data 
glove which are different in style, sensor and purposes such as MIT LED glove, 
digital data entry glove, data glove, power glove, cyber glove and space glove [6-7]. 
Data gloves are widely used in many applications such as part of input device and 
interface in virtual reality applications, robotics, and biomechanics or for the deaf and 
speech impaired community as a communication tool.  

Cemil Oz and Ming C.Leu [2] used a sensory Cyberglove and a Flock of Birds 3-D 
motion tracker to extract the gestures and report a recognition rate of 96.0% for a 26 
American Sign Language (ASL) alphabet by using artificial neural network approach. 
Honggang Wang et al [9] report a recognition rate of 95% for the 26 alphabets and 36 
basic hand shapes in the ASL using a hidden markov model after it has been trained 
with 8 samples. Jose L. Hernandez-Rebollar [10] uses an Acceleglove for recognition 
and reports a recognition rate of 99.3% for 22 signs not using a predictor and based on 
their proposed function. When he uses a predictor, recognition rate is 100% for a 7 
phrases. The delay time is always 1 sec/sign phrase.  

Farid Parvini et al [11] report more than 75% accuracy in sign recognition for the 
ASL static signs. Wen gao et al [12] use various methods for recognition. The 
Chinese Sign Language Synthesis (CSLS) system was given a readable score of 
92.98% for visual and understanding finger spelling, 88.98% for words, and 87.58% 
for sentences. Chan-Su Lee et al [5] introduced real-time recognition system of 
Korean Sign Language based on elementary components. The system recognizes 31 
Korean manual letters and 131 Korean signs in real-time with recognition rate 96.7% 
for Korean manual letters and 94.3% for Korean sign words in case of excluding no 
recognition case. 

Although the disadvantages of data glove are expensive and cumbersome device, 
we are interested in glove-based for finger spelling recognition system thanks to the 
simpler tracking work of hand posture than the vision-based, and it also provides the 
hands-on and minds-on learning experience to the beginner. Generally the 
implementation of data gloves uses more than 15 sensors to transmit the signals. If the 
number of sensors increases, the computation times to recognize the gesture is 
increasing accordingly. Therefore, we studied on the design of data glove that able to 
recognize the finger spelling gesture at an affordable cost.  
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In this paper, we focus on the development of a simple and low cost data glove 
system using tilt and flex sensors as Korean Finger Spelling (KFS) recognition 
system. According to the study and analysis of KFS system, we have concluded that 
the Korean letters can be easily classified using small number of sensors. With the 
small number of sensors, the data glove cost is reduced and make the gesture 
recognition system simple. Thanks to the simplicity of the KFS letters, the k-means 
algorithm is used to classify the KFS letter’s based on tilt sensor measurement. For 
each finger of flex sensor measurement is divided into three main bending positions 
and quantization index rule-based is used to recognize the KFS letters. The proposed 
data glove has the capability to measure the palm and finger gesture postures. A 
simple and efficient user’s finger calibration process is provided, so that all the 
required parameters for recognition can be adapted automatically and make the user 
more convenient to use the data glove in KFS system. 

This paper is organized as follows: in section 2, we present the simple glove-based 
design and overview of finger spelling recognition system. The KFS recognition 
classification using k-means and flex signal quantization is described in section 3. 
Experimental results and recognition tables are shown in section 4. Finally, the 
conclusion and future works are given in section 5. 

2   Finger Spelling Recognition System 

The finger spelling recognition system is implemented based on our proposed simple 
data glove and transmit the sensor signals to the gesture recognition system to 
recognize the Korean Finger Spelling (KFS). Fig. 1 illustrates overview of our 
proposed system for glove-based finger spelling recognition system. The data glove 
system is shown in Fig. 1 (a) and 1(b) shows the process of gesture recognition from 
receiver component to output. Microcontroller unit processor converts the analog  
 

 

Fig. 1. Proposed data glove and recognition system overview 
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signal of sensors to digital signal. The digital signal is transmitted using Bluetooth 
technology. In the gesture recognition system, the tilt sensor measurement is analyzed 
using k-means algorithm. The KFS basic components are group into three groups 
based on the KFS hand palm position. Then, the flex sensor measurement is 
represented using quantization index. The database is retrieved and matches in order 
to recognize the user gesture of the KFS. 

2.1   Glove Design – Sensor Location 

The purpose of implement a simple data glove is to let everyone affordable to have 
their own data glove for the gesture recognition application. The proposed data glove 
is referred as a simple data glove which only needs 2 tilt and 5 flex sensors in order to 
support KFS system. This simple data glove is at affordable cost due to the minimum 
numbers and type of sensors used in this data glove. The proposed data glove 
physically is made of two kinds of materials. The inner layer is made of cotton which 
is comfortable and protects the user from electric shock. The outer glove layer is 
made of nylon and synthetic leather. The outer glove layer is a place to locate the 
sensors and circuits. Each of the flex sensors is placed on the finger and the tilt 
sensors are located on the back of the hand palm (see Fig. 2). Microcontroller Unit 
(MCU) of ATmega128 Module and Bluetooth chip are placed and connected near the 
data glove. 

The flex sensor measures the change of ohm value based on the finger bending 
degree. In the proposed glove, we defined the flex sensor value as 10K ohm when the 
finger is in the flat state and 3.5K ohm for 90 degrees bending position. The flex 
sensor bending value is computed and a special look up table (LUT) has been created 
as database for particular application. 

 

Fig. 2. The proposed data glove system 
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The tilt sensor measures the slope of hand palm. The maximum range of the tilt 
sensor on the hand palm is between -60 to 60 and measurement possibility resolution 
is 0.1 degree. The tilt sensor has a non-linear property (one of important standard of 
the analog sensor) which is less than 1% and supply voltage about 3~6 volts. Sensor 
generating power voltage is not able to excess the supply voltage. Electric current 
consumption is less than 1mA and action possibility temperature is designed to use 
for any application in a general environment. Sensitive grade of the generating power 
voltage is about 6.5mV per degree of angle. As a conclusion, the generating 
impedance is 1M ohm. 

2.2   Data Collection and User’s Finger Calibration Process 

When the user generates an action, the glove starts to gather data. After convert the 
analog signal to digital signal for each sensor using AD Converter, the output value is 
transmitted through ATmega128 to the gesture recognition system using Bluetooth. 
Conversion is essentiality, because the sensor data is in analog form. The data which 
is gathered from ADC is sequentially 4 bytes and total 28 bytes for 7 sensors in which 
data is transmitted in a packet form. Then an additional 1 byte is added as a checksum 
value for transmitting using Bluetooth technology. 

In this proposed system, we also introduced a simple and efficient calibration 
process of the user’s finger motion and position. At user input mode, the user is 
required to train each of the fingers by bending the finger in sequence order from 
thumb to the last finger within 10seconds. This calibration process is to adjust the flex 
sensor measurement automatically based on individual. The trained flex sensor value 
is saved and stored into the database. 

3   Korean Finger Spelling Alphabet Recognition 

The Korean language is a language that can inscribe most pronunciation existing in 
the world.  The basic components of the Korean language are composed of 14 
consonants and 10 vowels. There are more than 24 different postures for Korean 
Finger Spelling (KFS). In our design glove-based KFS system, we only use the most 
basic 24 Korean letter postures from Fig. 3 as shown below. In KFS, some postures 
are similar and identical postures. The hand posture recognition for finger spelling is a 
challenging task. In this section, we describe the use of the sensor measurement to 
classify the hand posture efficiently. 

3.1   Feature Selection and Extraction 

In this application, we needed to train the user’s finger bending position before use of 
the gesture recognition system in order to achieve a better recognition rate. The 
training process takes about 10s and can be performed in real-time. The purpose of 
training is to generalize the standard quantization index database of KFS postures. In 
practice, every gesture is unique. Therefore, the user needs to train the fingers by 
folding and unfolding each finger in a sequence order, and then the system analyzed  
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Fig. 3. The most basic 24 Korean letter postures 

the maximum and minimum value in order to divide the bending groups based on the 
KFS postures. The current training measurement is loaded and the quantization index 
LUT is called to match with the real-time gesture. 

The gesture recognition system receives 29 bytes data from glove. First, the 
received data are divided into 3 groups based on 2 tilts data. This is because the 
Korean finger-spelling postures can be classified into 3 groups using the tilt sensors 
value. In order to have a fast computational time for classification, we chose to use K-
means algorithm for classification. Then it is followed by matching the database 
based on the quantization index LUT. The flex sensor value is too varied for matching 
the hand posture. Therefore, we divided the flex sensor measurement into three main 
bending positions and assigned quantization index values to each particular bending 
posture. For recognition purposes, we apply matching method to recognize each 
gesture posture. Through this process, computation time will decrease and the 
recognition method is simple.  

3.2   K-Means Clustering 

K-means clustering models (KM) were introduced in 1967 by J.MacQueen [8]. KM 
partitions data as k sets. In K means, the center of each set and position is changed 
step by step. While the step is progressed, k values are continuously changed by 
computing the distance between value of group and k mean.  
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We use 2 dimension data when applying KM algorithm in our classification. This 
is because the tilt sensors have only 2 value measurements for each hand posture. All 
the KFS gestures can be grouped into three main classes. Each group is grouped based 
on the similarity characteristic of the tilt sensors value.  

After clustering is finished, each posture has its own group number. From the next 
step, we use the group number instead of the tilt value. In this step, we save the 
computation time because we don’t need to find another group. The same 
quantization index value can be distinguished which depends on the group number 
that is generated by the mean value. 

3.3   Flex Signal Quantization for Recognition 

Flex signal quantization for recognition is a reasonable approach in our proposed 
system. Since the number of finger spelling is not very large, the quantization can be 
applied when the number of data is moderate. It is very easy and simple to implement 
for finger spelling recognition system. However, the computation rates depend on the 
number of data training. In our proposed system, we use signal quantization method  
for the flex sensors that are used to distinguish the finger posture. Table 1 shows the  
 

Table 1. Thumb flex signal quantization index  

Sensor value Quantization index 
540 ~ 590 0 
591 ~ 691 1 
692 ~ 741 2 

Table 2. Quantization index database for KFS for consonants and vowels 
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assumption of flex sensor value of each finger which is used to classify the finger 
bending position into three main classes after quantization (see Table 1). 

This is a quantization index database of basic Korean spelling components for 
consonants and vowels. We use only index value of quantization for matching with 
the real-time gesture to recognize the alphabet. The recognition computation time is 
faster and simple to use for the recognition system (see Table 2). 

4   Experimental Result and Analysis 

In this section, we tested and discussed the proposed glove and Korean Finger 
Spelling (KFS) recognition system results. The test was carried out by 5 beginners of 
mixed gender for three multiple times. 

4.1   Experiment Environments 

The proposed glove and recognition system is shown in Fig. 4. This shows how the 
experimental environment is carried out where the user wears the glove and the 
Bluetooth is connected before execute the program. The recognition module is used to 
train the user’s finger bending position and a standard quantization index value is 
based on individual. The experiment to test for finger spelling recognition is carried 
out right after training the individual finger’s bending position. The expert user needs 
to create an initial database and store the quantization index LUT. We tested the KFS 
recognition system on five people. In order to measure the recognition rates more 
precisely, each people needed to test the KFS recognition system three times.  

 

Fig. 4. The proposed glove and KFS recognition system 
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4.2   Experiment Result 

Before run the recognition test, user is required to calibrate the fingers in order to use 
the data glove easily and required parameters of flex are adapted to system 
automatically. The Fig. 5 shows the proposed KFS recognition system module 
interface. At the level section on the KFS recognition module, the “All” button is 
clicked for automatic fingers calibration from thumb to the last finger in order 
sequence within 10 seconds. Then the “Apply” button is pressed to pass the 
parameters to the recognition system database. The Fig. 5 module shows the 
recognition result of ‘ㅋ’ letter of finger hand gesture. 

 

Fig. 5. The KFS recognition system module 

 

Fig. 6. The experiment result of KFS 
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According to the results of the experiment, the recognition rate of our proposed 
system is 80.27% which is tested on beginners who are learning the KFS system for 
the first time. The recognition rate is achieved above 80% average.  Although the 
results show less accuracy of recognition rate compared with other existing sign 
language recognition systems [1, 5], the recognition rate for KFS using our proposed 
simple glove was appropriate. Fig. 6 shows the accuracy of the recognition rate for 
basic 24 KFS letters. In the database of KFS, there are some cases which have the 
similarity and complicate hand spelling gesture. For example the Korean letters of 
‘ㄹ’ and ‘ㄷ’ are classified in the same cluster group of the recognition database. This 
causes the recognition accuracy of ‘ㄹ’ is lower than other letters. In Fig. 5, the 
Korean letters of ‘ㄹ’, ‘ㅅ’ and ‘ㅕ’ have a poor recognition accuracy rate in 
comparison to other Korean letters. 

5   Conclusion 

In this paper, we proposed a simple and low cost glove-based Korean Finger Spelling 
(KFS) recognition system. The proposed glove is implemented using a minimum 
number of sensors to make it possible to use for a finger spelling recognition system. 
One of the advantages of using a minimum number of sensors is a fast computation 
time. The size of the database affected the computational time of the finger gestures. 
The recognition is based on the signals that sensors receive and transmit to the gesture 
recognition system through Bluetooth. Another advantage of the proposed glove is 
being able to be integrated in any kind of application which needs finger gestures. The 
proposed glove is cheaper than any other glove on the market. This is a good point 
and attracts the researcher to easily integrate the data glove with any kind of finger 
gesture application.  

However, the proposed data glove design is limited to some finger gestures and the 
average recognition accuracy rate is 80%. The data glove is not able to identify 
certain hand spelling gestures, such as for ‘ㄹ’ and ‘ㄷ’. For future works, we plan to 
solve this limitation by adding two pressure sensors between the knuckles and a 
microwave sensor at the wrist in order to generate more variety to the finger gesture 
posture and easily identify the gesture. 
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Abstract. In this paper, we present a face tracking and detection algorithm in 
real time camera input environment. To trace and extract a face image in 
complicated background and various illuminating conditions, we used 
pyramidal Lucas-Kanade feature tracker. Also we used KLT algorithm, which 
has robustness for rotated facial image, to extract the distinguishing feature of 
face area. 

Keywords: face tracking, feature point, optical flow. 

1   Introduction 

Research on face tracking has been intensified due to its wide range of applications in 
security, entertainment industry, gaming, psychological facial expression analysis and 
human computer interaction. Recent advances in face video processing and 
compression have made face-to-face communication be practical in real world 
applications. However, higher bandwidth is still highly demanded due to the 
increasing intensive communication. And after decades, robust and realistic real time 
face tracking still poses a big challenge. The difficulty lies in a number of issues 
including the real time face feature tracking under a variety of imaging conditions 
(e.g., skin color, pose change, self-occlusion and multiple non-rigid features 
deformation). 

In general, face tracking algorithm has classified a few category. First, a rule-based 
face detection algorithm [8] is based on reasoning rules from Human face research 
worker’s knowledge. However, this system is hard to apply human face reasoning 
rules exactly. Second, feature-based face detection algorithm [9] used facial feature 
for face detection. Skin color which is one of a variety of features is less sensitive to 
facial translation, rotation, scale. So this algorithm is most commonly used recently. 
Third, template-based algorithm [11] is to compare between some standard facial 
pattern and searching window. Good point is very simple. However, this algorithm is 
very sensitive to facial rotation, scale, variety of light variation and image noise. The 
last, neural network algorithm [12][13] is learning face region and other, which get 
from variety images, and detection face. This algorithm is good at front and side face. 
However, it has too computation and it is not good at variety of rotated face.[7][14]. 
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This paper describes an active face feature tracking that is not related to imaging 
conditions. Extracting feature points from facial image using KLT(Kanade-Lucas-
Tomasi)[2], and tracking these feature points with pyramidal Lucas-Kanade feature 
tracker[3].  

In general, our real time face tracking system is outlined in Fig 1, which consists of 
two big module: 

 

Fig. 1. Overall system configuration; n is the minimum number of feature points 
 
 



1076 K.-S. Kim, D.-S. Jang, and H.-I. Choi 

1. Extract feature points in facial image, using KLT (Kanade-Lucas-Tomasi). 
2. Face tracking with optical flow (pyramidal Lucas-Kanade feature tracker), using 

those feature points. 

The organization of the paper is as follows: In section 2, we will explain about extract 
feature points (about KLT). Face tracking with pyramidal Lucas-Kanade feature 
tracker will be described in Section 3, followed by experimental results and 
evaluations in Section 4. Finally the concluding remarks will be given in Section 5. 

2   Extract Feature Points Using KLT 

We used the KLT algorithm to extract the feature points from facial image. The basic 
principle of the KLT is that a good feature is a one that can be tracked well, so 
tracking should not be separated from feature extraction [3]. A good feature is a 
textured patch with high intensity variation in both x  and y  directions, such as a 

corner. Denote the intensity function by ( )yxg ,  and consider the local intensity 

variation matrix 
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The symmetric 22×  matrix Z  of the system must be both above the image noise 
level and well-conditioned. The noise requirement implies that both eignevalues of 
Z  must be large, while the conditioning requirement means that they cannot differ by 
several orders of magnitude. Two well eigenvalues mean a roughly constant intensity 
profile within a window. A large and a small eigenvalue correspond to a 
unidirectional pattern. Two large eigenvalues can represent corners, salt-and-pepper 
textures, or any other pattern that can be tracked reliably. 

In practice, when the smaller eigenvalue is sufficiently large to meet the noise 
criterion, the matrix Z  is usually also well conditioned. This is due to the fact that 
the intensity variations in a window are bounded by the maximum allowable pixel 
value, so that the greater eigenvalue cannot be arbitrarily large. 

As a consequence, if the two eigenvalues of Z  are 1λ  and 2λ , we accept a 

window if  

T>),min( 21 λλ  (2) 

where T is a predefined threshold. 
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3   Face Tracking with Pyramidal Lucas-Kanade Feature Tracker 

After extracted feature points using KLT, we have to track those points. Continuously 
tracking method with these points is using pyramidal Lucas-Kanade feature tracker. 
This algorithm has less computation. So it is good at real time system. 
A motion, caused by a real moving-face, should be highly correlated in space & time 
domains. In other words, a moving-face in a video sequence should be seen as the 
conjunction of several smoothed and coherent observations over time. In our feature-
based approach, “Pyramidal Lucas-Kanade feature tracker” can be naturally 
integrated into the whole framework, which differs from the previous approaches in 
two ways:  

• The foreground features, attached to a real moving-object in the image, should 
appear in the texture-rich regions, where the process of flow recovery is most well 
conditioned and where the information is most relevant. Therefore, our sparse 
representation of the image still keeps the most useful information while saving 
significant computation. 

• The number of features identified as foreground is always much smaller than the 
number of the corners detected in each frame. And thus, we could design a 
powerful feature tracker without incurring high computational cost. Especially, our 
tracker acts as an independent “agent”, which can deal with optical flow 
calculation, merge into another tracker and delete itself. 

3.1   Brief Description of Pyramidal Lucas-Kanade Feature Tracker [4] 

Let I  and J  be two 2D gray scaled images. The two quantities ( ) ( )yxII ,x =  and 

( ) ( )yxJJ ,x =  are then the grayscale value of the two images are the location 

[ ]Tyx=x , where x  and y  are the two pixel coordinates of a generic image point 

x . The image I  will be referenced as the first image, and the image J  as the second 
image. 

Consider an image point [ ]Tyx uu=u  on the first image I . The goal of feature 

tracking is to find the location [ ]Tyyxx dudu ++=+= duv  on the second image J  

such as ( )uI  and ( )vJ  are “similar”. The vector [ ]Tyx dd=d  is the image velocity at 

x , also known as the optical flow at x . It is essential to define the notion of 

similarity in a 2D neighborhood sense. Let xω  and yω  two integers the image 

velocity d  as being the vector that minimizes the function ε  defined as follows: 

( ) ( ) ( ) ( )( )∑ ∑
+

−=

+

−=

++−==
xx

xx

yy

yy

u

ux

u

uy
yxyx dydxJyxIdd

ϖ

ϖ

ϖ

ϖ
εε 2,,d  (3) 

To provide solution to that problem, the pyramidal implementation of the classical 
Lucas-Kanade algorithm is used. An iterative implementation of the Lucas-Kanade 
optical flow computation provides sufficient local tracking accuracy.  
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4   Experimental Result 

In this section, we present results of the face tracking. We simulated the system 
environment that is Microsoft Windows XP on a Pentium IV 3.0Ghz, Intel Corp. and 
the compiler used was Visual C++ 6.0. The camera used for experimentation was 
720× 480. Each frame has a color-value resolution of 24 bits, i.e. RGB each has 256 
levels. 

The Fig 2, shows the results of extracting the feature points by applying the KLT 
algorithm to the face. 

 

Fig. 2. Extraction of feature points  

 

Fig. 3. Face tracking using pyramidal Lucas-Kanade feature tracker 

These images show the feature points that found from face region. When face is 
translated then feature points are must translated too. Fig 3, shows the results of face 
tracking by applying the pyramidal Lucas-Kanade feature tracker when face is 
translated. 

Upper images show most of pixels are translated when face is translated. Below 
image shows the result of feature points moved. Each feature points are not exactly 
same translated. The feature point which is nearest from the chin moves well. But  
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   (a) original frame                               (b) red point: feature point(KLT) 

Fig. 4. Result of extracted feature points 

 

    (a) orginal frame(face translated)                      (b) tracking feature points 

 
(c) Compare first frame and face translated frame . Feature points are tracked 

Fig. 5. Translate image 



1080 K.-S. Kim, D.-S. Jang, and H.-I. Choi 

 

  (a) original frame (face rotated)                          (b) tracking feature points 

 

 

(c) Compare first frame and face rotated frame . Feature points are tracked 

Fig. 6. Rotate image 

 

             (a) original frame (first frame)                          (b) face region of (a) frame 

Fig. 7. Face region 
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  (c) face translated frame                                 (d) face region of (c) frame 

 

    (e) face rotated frame                                (f) face region of (e) frame 

Fig. 7. (continued) 

most of feature points are moved largely. Below images are easy to compare that 
feature points are moved. Fig 4. shows the result of tracking by pyramidal Lucas-
Kanade feature tracker when face is rotated. 

These images show some pixels are moved. Feature points which is located above 
eyes almost do not moved. However, feature point which is nearest from the chin 
moves well. Fig 5. shows the results of face region when detecting and tracking. Top 
image is detected by KLT. Middle and bottom images are tracked by pyramidal 
Lucas-Kanade feature tracker. 

5   Conclusions 

In this paper, we proposed a face tracking and detection algorithm in real time camera 
input environment. To trace and extract a face image, we used pyramidal Lucas-
Kanade feature tracker. And we used KLT algorithm, which has robustness for 
rotated facial image. In experimental result, we shows result of face detection and 
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tracking doing well. However, it has some problem that if face is hidden from other 
object or out of camera sight, after that face show again, it can’t find face again. So 
we need to think more about this problem. 
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Enhanced Snake Algorithm Using the Proximal Edge 
Search Method 

JeongHee Cha and GyeYoung Kim 
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Soongsil University , Sangdo 5 Dong , DongJak Gu, Seoul, Korea 
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Abstract. This paper proposes an enhanced snake algorithm using the proximal 
edge search method. The proposed algorithm adds a new energy term called 
“proximal edge search” to the existing greedy algorithm without any passive 
adjustment of weight. The new energy term is represented by the distance 
between the snake point and the edge when there is a proximal edge. This 
modified algorithm could improve the accuracy by acquiring the detailed 
contour of complex objects and actively resolve the passive determination of 
weight. The validity of the proposed method was proven through experiments.  

Keywords: Proximal Edge Search, Snake Algorithm, Greedy Algorithm, 
Weight Determination. 

1   Introduction 

The contour of objects in an image is important information which is used in all areas 
of computer vision[1] including specific object feature extraction, motion tracking[2], 
medical visualization, animation and many others. The Active Contour Model which 
extracts the contour of objects is better known as the Snake Algorithm [3]. Snake is a 
dynamically evolving curve, which in its effort to minimize its energy, gets attracted 
towards the object edges. The user initializes the contour somewhere close to the 
object of interest. The Active Shape Model [4] which is similar to the Active Contour 
Model, learns the information about an object’s outward form, and transforms the 
average form of the object based on this information to search the object in a new 
image. Even though this method has fast operation speed, it is difficult to find the 
accurate form of objects if the contour is not clear. The Active Appearance Method 
[5] complements this shortcoming, and finds an object in an image using the form and 
texture information of the object. Although these methods have partly solved the 
shortcomings of the Active Contour Model, there are many operations for 
experimental proof of the weight, and the contour information varies by weight 
because the user’s arbitrary weight is assigned to each of the mathematical terms that 
comprise the function. Williams and Shah[6] minimized the experimental proof of 
weight through variation of the weight β that influences the curvature energy term on 
the basis of the greedy algorithm to simplify the complexity and improve the 
performance speed. Chun Leung Lam[7] further developed this and considered the 
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variations of the image to continuity energy term and the curvature energy term, and 
to improve speed, considered only four neighboring pixels for search range instead of 
eight, and did not use the weight β. Many algorithms as those mentioned above have 
been reformed snake algorithm, but there still remain the following problems: First, 
due to the characteristic of the energy function, it heavily depends on the position and 
shape of the initial snake and can’t extract complex shape contours. Second, the 
weight must be adjusted passively through experiments. Third, the snake algorithm 
requires exhaustive computing time. To solve these shortfalls, we propose an 
algorithm which can extract object contour accurately from even complex images 
without change of weight based on greedy algorithm. The snake algorithm requires 
the adjustment of weight because the relative importance of each term of the energy 
function changes by situation. So, we add edge information to the energy function 
when there is an edge in proximity, and use it instead of the weight information, and 
gradually move the snake point to the proximal edge to accurately search the object. 
Fig. 1 shows the schematic diagram of the proposed algorithm using proximal edge 
search method.  

 

Fig.1. Proposed algorithm framework 

First, just like the existing method, we specify the initial snake point, removes 
noise and sets the search window around snake points. When an edge is detected 
between the previous snake point and the current one, the edge information is added 
to the snake energy function. If no edge is detected, the original energy function is 
applied and the search continues. When the minimum point of energy is found, the 
position is moved to the minimum point and the search is repeated until the overall 
movement of the snake point falls below the threshold. To prove the efficiency, we 
compared   proposed method with snake algorithm by Kass, the greedy algorithm.  

The structure of this paper is as follows: Chapter 2 describes the existed energy 
function. Chapter 3 describes proposed algorithm using proximal edge search. 
Chapter 4 summarizes the results of experiment. Finally, Chapter 5 states the 
conclusions.   
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2   Energy Function for Active Contours 

Snakes is an active contour model for representing image contours. The basic snake 
model is an energy-minimizing spline which can be operated under the influence of 
internal contour forces, image forces and external constraint forces. The traditional 
parametric active contour model is a curve ))(),(()( sysxsv = , ]1,0[∈s ,  where 

the arc length s  is a parameter. An energy function is defined as (1)  

∫∫ ++==
1

0

intint

1

0

* ))(())(())(())(( dssvEsvEsvEdssvEE constraimageernalsnakesnake  (1) 

The location of the snakes corresponds to the local minima of the energy functional. 
The greedy algorithm as defined in (2) allows a contour with controlled first and 
second order continuity to converge in an area with high image energy. 

∫ ⋅+⋅+⋅=
1
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* ))(())(())(( dssvEsvEsvEE imagecurvaturecontinuitysnake γβα  (2) 

Here, βα , , and γ are just scaling parameter. The first order continuity term in (3) 

acts like membrane and is intended to maintain even spacing of points in contour, 

where d  is the average distance between points.  
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The second term is the second-order curvature term like (4) causes an active contour 
to grow or shrink and can be used on a closed deformable contour. If β  is 0, the 

continuity energy term coerces an open deformable contour into a straight line and a 
closed deformable contour into a circle. If α  is 0, the curvature energy forces the 
contour to expand or shrink.  

1(2
))((
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2

=+−=== +− iforvvv
ds

svd
svE iiisscurve ~ )N  (4) 

For a point with magnitude )( agm , the image force, imageE is defined as (5), where 

)( axm and )( inm  are the maximum and minimum gradient in each neighborhood. 

The snake shape is moved toward the direction of maximum image gradient intensity.  

1( =
−

−= ifor
inmaxm

maginm
Eimage ~ )N  (5) 
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Fig. 2 shows the results of contour extraction by changing weight using the greedy 
algorithm. However, because it could not find the edge of object when the γ  value 

was zero, this was set to one, and only α  and β  values were varied. 

   

Fig. 2. Contour extraction results by varied weights βα , (left cross, right leaf(shape)) 

As we saw the above right leaf, algorithm could not extract detailed contour in 
boundary concavity, so, in this paper, we enhanced the algorithm to extract contour 
exactly from a complex image and proposed an active and flexible algorithm which is 
unrelated to weights. 

3   Enhanced Snake Algorithm by Proximal Edge Search 

3.1   Edge Map Using Gradient Vector Flow  

The existing snake algorithm cannot accurately extract the contour information when 
the object form is complex because as shown in Fig. 3, the direction of the energy 
function appears as a composite vector of the current, previous, and the next snake 
points, and shrinks toward the center of these points. To solve this problem, this paper 
proposes a method to form a edge map using the Gradient Vector Flow (GVF) 
algorithm [8][9][10], and add a new energy term that indicates the distance between 
the searched edge point and snake point so as to extract an accurate contour. 

 

Fig. 3. The direction of energy minimization search in snake algorithm 
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The GVF algorithm can measure the contour of complex objects using the gradient 
of edge, and move to the concave contour regardless of initialization. Further, the 
gradient vector of the edge map has a larger value as it is near edge, and approaches 
zero as it is farther. The left part of Fig. 4 shows a calculation of the gradient vector 
size for a leaf-shaped object, indicating the characteristic of the gradient vector flow, 
and the right part shows the leaf object represented with the largest edge information.  

   

Fig. 4. A characteristic of gradient vector flow(left) and leaf object represented by largest edge 
information(right) 

This paper uses the edge information of the gradient vector flow to search the 
proximal edge point, and when there is an edge, adds an new energy 

term( ancetdisedgeE − ) that shows the distance from the reference point to the searched 

edge as equation (6). Here, α , β  and γ  are all set to 1 without exhaustive 

adjustment . 

∫ −+++=
1

0

tan ))(())(())(())(( dssvEsvEsvEsvEE cedisedgeimagecurvaturecontinuitysnake  (6) 

3.2   The Proximal Edge Search Method  

Fig.5 shows a proposed proximal edge search method in this paper.  

 

Fig. 5. The proximal edge search method  
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First it searches edge points while rotating around the axis d  which is the 

connection between current and previous snake points iv  and 1−iv . In other words, if 

the angle formed by the three points iv , 1−iv , and 2−iv is φ , to prevent the situation 

where the axis meets with or passes by 2−iv  and meets iv  again, it searches the edge 

point '
iv  where the image strength I∇  is greater than the threshold while rotating 

only by 
2
φ

 and adds a new energy term using the value of the distance 'd  between 

iv  and '
iv  to the existing algorithm. This paper determined the rotation direction for 

accurate search by assuming the following two facts: First, it was assumed that the 
initial snake points form a closed curve that encloses the object. Second, it was 
assumed that the points were arranged sequentially in one direction. The reason for 
this was because to search proximal edge, it must move inside the contour, but the 
direction may be wrong due to the diversity of object forms if simply the direction to 
the object center is set. Fig. 6 is an example of setting the rotation direction of the 
snake points.  

 

Fig. 6. Snake’s Rotation Direction  

3.3   Calculation of nceistadedgeE −  

This chapter describes the new energy term to add to the existing algorithm using the 
proximal edge obtained above. Fig. 7 is an example of calculating the distance 

between an arbitrary snake point iv and the edge '
iv  around it. If we surround the 

arbitrary point iv  with a 9×9 window and assume that its distance with a new edge is 
'
mnd , the height and width of the window are s, and the horizontal and vertical 

positions of the snake point in the window are m and n, the '
mnd  can be obtained with 

the equation (7) by the Euclidean theorem, and the energy term to be added can be 
defined as the equation (8) by applying the distance value instead of the brightness 
value of the image term.  
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Fig. 7. Distance between a point of snake and edge 
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Therefore, each distance value obtained from the equation (7) is '
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(9). And result value in 9×9 window is shown in Table 1. 
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Calculated nceistadedgeE −  using the distance values determined above is shown in Table 2. 

From these calculated values, we can see that the energy value approaches the minimum 
as it is nearer to the proximal edge point.  
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Table 1. Each distance '
mnd  between a point in 9×9 window and searched edge point 

14.560 13.601 12.649 11.704 10.770 9.848 8.944 8.062 7.211 
14.317 13.341 12.369 11.401 10.440 9.486 8.544 7.615 6.708 
14.142 13.152 12.165 11.180 10.198 9.219 8.246 7.280 6.324 
14.035 13.038 12.041 11.045 10.049 9.055 8.062 7.071 6.082 
14 13 12 11 10 9 8 7 6 
14.035 13.038 12.041 11.045 10.049 9.055 8.062 7.071 6.082 
14.142 13.152 12.165 11.180 10.198 9.219 8.246 7.280 6.324 
14.317 13.341 12.369 11.401 10.440 9.486 8.544 7.615 6.708 
14.560 13.601 12.649 11.704 10.770 9.848 8.944 8.062 7.211 

Table 2. Calculated 
nceistadedgeE −

 by '
mnd  

1.000 0.887 0.776 0.666 0.557 0.449 0.343 0.240 0.141 
0.971 0.857 0.744 0.630 0.518 0.407 0.297 0.188 0.082 
0.951 0.835 0.720 0.605 0.490 0.376 0.262 0.149 0.037 
0.938 0.822 0.705 0.598 0.473 0.356 0.240 0.125 0.009 
0.934 0.817 0.700 0.584 0.467 0.350 0.233 0.116 0.000 
0.938 0.822 0.705 0.598 0.473 0.356 0.240 0.125 0.009 
0.951 0.835 0.720 0.605 0.490 0.376 0.262 0.149 0.037 
0.971 0.857 0.744 0.630 0.518 0.407 0.297 0.188 0.082 
1.000 0.887 0.776 0.666 0.557 0.449 0.343 0.240 0.141 

 

Fig. 8. Changed energy minimization point by proposed algorithm  
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In Fig.8, added new energy term nceistadedgeE −  is expressed together with 

continuity and curvature energy terms. When only the two terms of the existing 
algorithm were considered, the minimum point of energy was in line 3, column 5, but 
the location changed to line 4, column 6 when the energy value in consideration of the 
distance between proximal edges was included. In conclusion, the flow of the 
enhanced snake energy function to which the proximal edge energy function is added 
can extract the edge exactly in complex situations by approaching the edge more 
closely.  

Table 3 shows the pseudo codes of the proposed algorithm using proximal edge 
search method. 

Table 3. Pseudo codes of proposed algorithm 

Do   /* loop for proposed algorithm */ 

 For i=0 to n-1 /* n is number of snake points */ 

      Angle = 2/)( 12 iii vvv −−∠ ; /* search limit determination */ 

    for j = 0 to Angle 

      if 
'
iv  is Edge then bFind = true; 

    BIGE =min
; 

    for j = 0 to m-1  /* m is size of neighborhood */ 

if bFind is True then 

jancedistedgejimagejcurvjcontj EEEEE ,,,, −+++=  ; 

Else jimagejcurvjcontj EEEE ,,, ++= ;  

If  
inmj EE 〈   then 

jinm EE = ; 

jj =min
; 

    move point iv  to location inmj ; 

     if ( inmj  != current location) cnt_movedpoint += 1; 

/* following process determines where to allow corners  */ 

For i=0 to n-1 

2

11 // ++−= iiiii uuuuc ; 

For i=0 to n-1 

    If 1−〈 ii cc  and 1+〉 ii cc  ; 

/* if c
i
(curvature) is larger than neighborhood’s */  
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Table 3. (continued) 

      and 〉ic threshold1 ;/* if c
i
 is larger than threshold1 */ 

and 〉)( ivmag threshold2; 

/* if edge strength is larger than threshold2 */ 

        Then 
iβ =0; /* relax curvature at point i */ 

   Until cnt_movedpoint < threshold3; 

4   The Results of Experiment 

Proposed algorithm was tested on Windows XP O.S environment(3.0GHz) using 
Microsoft Visual C++ compiler. The weights α, β, and γ were set to 1 without 
exhaustive adjustment, and the initial snake point was arbitrarily set by user, but 
identically for the same image. For measurement of accuracy, the difference between 
the area of the object formed with the initial snake points and the area of the actual 
object was set to the minimum, and it was determined that the accuracy was high if 
this difference was closer to zero. Fig. 9 shows the contour extraction results for a box 
in an image using the Kass, greedy algorithm, and the proposed algorithm.  

In Fig. 9, we can not find difference among three algorithms because of object’s 
simplicity. Fig. 10 and Fig. 11 are the graphs that compare the accuracy and speed,  
 

 
      (a)initial snake points              (b)Kass           (c)Greedy algorithm    (d)proposed algorithm 

Fig. 9. Contour extraction results(box) 

          

Fig. 10. Accuracy comparison(box)                      Fig. 11. Speedy comparison(box) 
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respectively. From left graphs, we can see that the proposed algorithm has 17 search 
count and other algorithm has 25(kass), 20(greedy algorithm) search counts. And  
speed is equal to that of the greedy algorithm.  

Fig. 12 and Fig. 13 compare the contour extraction results and accuracy for a cup 
shape which is a little more complex than box. When the accuracy “1” means exact 
matching, the existing Kass and greedy algorithms stopped search at the 7th and 8th 

iteration, and the accuracy was 0.137 and 0.232, respectively. The extraction accuracy 
was especially low for the edge of the cup handle. On the other hand, the proposed 
algorithm continued search and showed a more accurate search result (accuracy: 
0.490).  

 
(a)initial snake points               (b)Kass                 (c)Greedy algorithm     (d)proposed algorithm 

Fig. 12. Contour extraction results(cup) 

 

Fig. 13. Accuracy comparison(cup) 

Fig. 14, Fig. 15, and Fig. 16 compares the search results, accuracy and speed for 
more complex leaf. As shown in the figures and graphs, we can see that the proposed 
algorithm has much higher accuracy and fewer repetition count, and the speed is 
equal to greedy algorithm. 

As shown in Fig. 15, the proposed algorithm stopped search at the 80th round, and 
the accuracy was 0.96 while the Kass and greedy algorithms showed the search count 
96 and 150 and the accuracy 0.78 and 0.84, respectively. Therefore, we can conclude 
that the proposed algorithm has higher performance than existing algorithms. The 
search speed of the proposed algorithm was 1.65 seconds, which is equal level to the   
greedy algorithms.  
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(a)initial snake points   (b)Kass        (c)Greedy algorithm  (d)proposed algorithm 

Fig. 14. Contour extraction results(leaf) 

  

    Fig. 15. Accuracy comparison(leaf)                    Fig. 16. Speedy comparison(leaf) 

5   Conclusions 

This paper proposed a new algorithm which has added distance information of 
proximal edge to the existing algorithms to accurately extract contours from complex 
images without weight adjustments. Experimental results showed higher accuracy of 
the proposed algorithm. And it searched edges in more detail using the distance 
energy from proximal edges so that the edge search will play the role of weight 
adjustment. However, its speed per repetition count was equal to or slower than that 
of the greedy algorithm, because the calculation volume is large for the proposed 
algorithm. Therefore we need to study a method to improve the speed by reducing the 
internal calculation volume. 
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Abstract. This paper discusses a large number of logic circuit mapping meth-
ods for complex systems, focusing on network hardware system designs. This 
logic mapping technique enables significant logic simulation time savings by 
mapping identical logic processor modules. Under the logic mapping method 
which is called the time division multiplexing (TDM) logic mapping method, 
the speed of the required to simulate it is significantly reduced, compared with 
conventional mapping methods, when folding the identical modules into a sin-
gle module copy is done at the hardware description language (HDL) level. In 
principle, this method can be applied to any type of a network design platform, 
e.g., communication data stream through physical channel (fiber optic line), 
video signal transfer logic display environment, etc. In this paper, we demon-
strate this method using several configurations of the IBM Serial Link architec-
ture.     

1   Introduction 

The integration of network chips has been rapidly and dramatically increasing, a trend 
which is expected to continue longer than the frequency growth in logic circuits. In 
order to gain more computational high performance, the current movement in micro-
processor chip design is to put all the modules and cache on the same chip (the Sys-
tem-on-Chip (SOC) concept) [1]. These days, increasing the architectural complexity 
hardly improves the performance beyond the current maturation [2]. 

SOC systems are becoming widely used and more important not only for general 
purpose microprocessor chips, but also in computation-intensive embedded applica-
tions such as communication data stream devices and video-communicative mobile 
equipment [3]. Highly integrated network chips also serve as building blocks for con-
structing mobile computers based on network architecture [4]. These highly integrated 
chips are used as design components for network applications [4, 5]. 

In this paper, our objectives are to demonstrate fast simulation of network proces-
sor logic blocks, while still achieving sufficient system performance to execute 
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benchmark programs on network processor. Our results have been verified with a new 
FPGA-based hardware platform which we have developed to experiment with large 
logic systems incorporating a number of identical functional modules [7]. The ex-
perimental results with the newly extended functions utilize more memory to simulate 
much larger systems. The techniques are further illustrated in the mapping of a TDM 
logic example along with simulation results onto the IBM Serial Links 

This paper is organized as follows: Section 2 introduces the key idea of the TDM 
logic mapping method.  Section 3 presents an experimental analysis of TDM logic 
mapping. Section 4 shows a hardware implementation of network applications as well 
as an edge-wise logic mapping process. Section 5 describes a validation of the IBM 
Serial Link architecture and discusses results. Section 6 concludes this work. 

2   Methodologies 

In this section, we present a logic mapping technique that implements a network chip 
design, resulting in significant savings of physical size, capacity and system speed  

2.1   Time Domain Multiplexing (TDM) Scheme 

The essence of our TDM logic system is a combinational logic circuit extracted from 
a traditional single module circuit. Our circuit is sequentially mapped onto logic mod-
ules using TDM. Therefore, the entire set of modules is mapped cycle by cycle with 
each logic cycle from each virtual cycle occurring in sequence. Each sequential step is 
mapped to the first module of the first virtual cycle. 

Figure 1 shows the basic concept of the logic mapping scheme with a virtual queue 
which is invisible since it is located inside of microprocessor [7]. Each of the identical 
modules that serve as a candidate for treatment by the logic mapping scheme is con-
sidered an iterative logic module (ILM). The virtual queue shown in Figure 1 forms a 
ring-queue and it holds all the state memory elements of all of the same ILMs. The 
virtualization eliminates the combinational logic parts of all the ILMs but one. The 
logic mapping technique applies one of the n-ILM states in the queue to the combina-
tional logic of the single ILM instance iteratively, cycle by cycle. Every new state is 
stored into the queue correspondingly. 

 

Fig. 1. Logic mapping methodology with virtual queue 
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We define the cycle time for replacing a member of the virtual queue on the re-
tained ILM as a logic cycle. We also define the cycle period operated in the virtually 
mapped whole design as a virtual cycle. As the mapping takes n-iteration cycles, the 
whole design will have finished all its operations to be determined in a virtual cycle. 
Because v is defined as a total value of information over a virtual cycle, we get 

∑
−

=

=
1

0

n

i
ilv  (1) 

where v is the sum of the multi-module virtual cycles. v is incorporated in virtual 
queue and li is a set of logic values in ILM and/or a set of state bits. Therefore, li is an 
element of the virtual queue. 

A total value of the information communicated over an virtual cycle Ejtotal  is de-
fined by 

∑
−

=

=
1

0

n

i
ij

total
j lE  (2) 

where lij is denoted for the ith member of the virtual queue in the jth virtual cycle. 
Therefore, the content of the whole virtual queue is vj and it can be expressed (v0, v1, 
v2, . . . vn-1). Therefore, we get 

j
total
j vE =  (3) 

As this scheme approaches, the high bit rate of wired communication (such as typi-
cal phone line or multi-user involved data transfer, it can be considered as a form of 
TDM [11]. Therefore, the methodology of logic mapping is applicable to a set of any 
identical synchronous logic modules, such as a network switch, DSPs, an FFT array, 
and so on. These are all considered ILMs, so that there may be several ILMs of dif-
ferent functional modules in a SOC design. 

2.2   TDM Logic Mapping Process 

Simulation has been a preferred method for verification of the logical correctness of 
complex electronic circuit models that respond in a similar way to previously manu-
factured and tested designs. Logic mapping is similar to simulation, but faster, reduc-
ing both simulation time and required resources. Both simulation and logic mapping 
techniques enables designers to detect design errors before the expensive manufactur-
ing process is undertaken. Moreover, the design process itself can be viewed as a 
sequence of steps where the initial concept of a new design is turned into a detailed 
result. Detecting errors at the early stages of this process also saves time and engi-
neering resources.  

One logic processor in a network switch might be so large as to require several 
programmable logic (also known as reconfigurable logic) modules to be mapped. 
Therefore, the logic mapping method saves a large number of FPGAs in building a 
logic mapping system for network applications [7]. It should be noted that the logic 
mapping scheme is by nature applicable only to homogeneous systems. 

This method allows the following optimizations to the SOC chip: First, it alleviates 
many of problems associated with system designs that are too large to fit onto a single 
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FPGA. The development of a new TDM mapping system, which may be faster due to 
saving simulation resources, is expected to indicate the highest performance possible; 
Second, it is obvious that the speed of a logic mapping can be increased significantly 
by mapping most of the FPGAs from the specifications versus traditional no-
mapping. In addition, we also benefit from taking advantage of the state-of-the-art 
memory technology that provides low-cost and high density devices for accumulating 
the state bits. The amount of memory directly reflects the rate at which computations 
can be performed. Extra memory for possible future extension should be easily avail-
able. Even if the number of mapped processors decreases, the memory space gained is 
not very useful. Third, the design requirement of wired communication line is met as 
long as enough memory is supplied to hold all the states of all the processors. This 
logic mapping technique allows a designer to map a communication router design 
onto a logic processor or FPGA and connect it to a network platform (such as 
Ethernet). Thus, the designer can validate the design faster compared to traditional 
simulation methods. 

We investigated a logic mapping system which employs a TDM logic mapping 
method with the communication data stream through a physical line. This mapping 
method has the advantage of reducing both required simulation process time, and 
reconfigurable logic simulation resources. Therefore, the systems will expedite the 
folding time by moving together each logic cycle during every virtual cycle. 

3   Experimental Analysis of TDM Logic Mapping 

In this section, we discuss a network processor, the IBM Serial Link, which is imple-
mented by the logic mapping method to validate it as a case study. This validation 
method is superior to existing methods in that it is faster and uses fewer resources. 

3.1   Logic Translation Process 

In general, conventional (logic) mapping methods do not speed up when the plurality 
of identical modules are simulated, and have limited in speed and performance, for 
large logic designs containing a number of identical cycles and logic resources. We 
assume that a TDM logic mapping system consisting of tens or hundreds of recon-
figurable logic blocks would be very large. The number of the FPGAs in a logic map-
ping system absolutely limits the number of processors that can be simulated. RTL-
level translation covers the key techniques of iterative mapping. Its main purpose is to 
translate an original microprocessor design written in a HDL into an iteratively logic 
mapping representation. 

In this case, an original microprocessor design is given in an RTL representation, 
rather than a behavioral level representation. Furthermore, it must be written in a 
structural description in which each flip-flop or register is instantiated as a sub-
component and connected to each other in a higher layer. This requirement simplifies 
the translation processes. 

We have developed a translation toolkit for the logic mapping scheme. It translates 
a structural description of the original microprocessor in SOC design into a high-
density folded design module. The logic translation process is divided into several 



1100 T. Jeong et al. 

sub-processes such as ILM translation, logic mapping, connecting different ILMs, and 
adding miscellaneous circuits. 

3.2   Sequential Mapping Process 

The TDM logic method indicates that taking advantage of the newly incorporated 
external memory is crucial to achieving a fast logic mapping process since the net-
work processor of IBM Serial Link has a L1/L2 cache associated with a network chip 
[6]. Regular memory structures such as register files, cache memories and communi-
cation buffers in the original design can be replaced with the specific memory re-
sources: embedded block memory and/or external memory. It should be noted that the 
logic mapping scheme is a subject to be determined, including trade-offs of state bit 
accommodation for the sake of sharing the same resources.  In such a case, most regu-
lar memory structures in the target design need to be placed in external memories 
through dedicated data paths. 

Figure 2 illustrates a block diagram of a sequential-mapping scheme as well as the 
state bit selection scheme. In this case, all elements have been implemented except the 
state bit path to the external memory and automated reconfiguration to various origi-
nal design configurations. 

 

Fig. 2. Sequential-mapping method and state bit selection process 

In the original design, such on-chip regular memory structures associated with each 
member of the identical ILMs have wide data buses, and can be accessed every clock 
cycle. When these memory access paths are mapped with the TDM logic mapping 
method, the stored data for each ILM may need to be transferred in every virtual cycle. 

4   Implementation of TDM Logic Mapping Method 

The great effort required to successfully build and fabricate a network-oriented chip, 
i.e., network router and switch, one or more digital signal processors, and embedded 
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memory has led to a natural progression toward reconfigurable System-On-Chip 
(SOC) technology [8]. Through shift-register implementation, logic control informa-
tion is moved from one register to the next in assemble-line fashion. The demands of 
this logic mapping and synthesis may vary with the number of processors. 

 

Fig. 3. An implementation of shift register design. (a) Cascaded flip-flops and ring buffer on 
dual port memory; (b) 4-input LUT and 16-bit shift-register. 

This example identifies a single ILM and extracts it, and then each flip-flop on the 
extracted ILM is replaced with an n-bit shift register. Selecting the TDM logic map-
ping method for the shift registers involves several options. In each iteration cycle, 
every shift register receives a shift enable signal to rotate the state bits of the ILM. 
Depending on the shift register implementation, each iteration cycle may have to be 
further divided into several memory cycles due to their limited data bus width. Since 
this impacts the simulation performance, the introduced memory cycles should done 
as little as possible. 

Figure 3 shows different types of implementation models for shift registers.  The 
shift register can be implemented with either (i) a set of cascaded flip-flops, (ii) a 
shift-register primitive in the programmable-logic, (iii) embedded block memory in 
the FPGA, or even (iv) external memory, with corresponding trade-offs between the 
resource amount and performance. 

In principle, useful applications of the mapping method include: (i) verifying the 
correctness of a newly designed network chip or processor and logic signal involved 
system (e.g., communication data stream) before actual silicon-chip production starts 
(ii) situations where hardware and software (such as operating systems and compilers) 
need to be developed in simultaneously. A high-performance, precise and complete 
logic mapped system makes these uses possible and a TDM method is suitable for 
testing environment for new ideas in system on panel design and high performance 
signal distribution.  

In addition, the method directly applies to the mapping of a network chip or digital 
signal processing (DSP) chip prior to practical manufacture (i) to compensate the 
color correction ratio by video signal of liquid crystal display (LCD) panel and sys-
tem. The proposed logic mapping method can also apply to video signal transferring 
to LCD display when each vsync signal is considered a logic cycle, as we mentioned 
section 3.2. Therefore, line-by-line sequential driving should be done by the same 
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manner of TDM queuing mapping mechanism (see Fig 4). This procedure also applies 
to the data communication area (iii) to support a telecommunication data stream 
through physical channel (fiber optic line) including a low-bit stream, a high-bit 
stream with wireline telephone networks, network SOC chip system, and other signal 
involved devices and display panels.  

Figure 4 illustrates a new logic mapping process which shows the use of a time di-
vision multiplexing to create a queuing mechanism.  The cascaded flip-flop method 
shown in Figure 4 is straightforward. The TDM logic mapping method requires that 
the number of flip-flops corresponding to the number of processors per simulation 
cycles would be used in mapping of a network processor system. 

 

Fig. 4. A block diagram of TDM Logic mapping process for queuing process 

We have implemented some configurations of the IBM Serial Link architecture us-
ing these TDM logic mapping techniques.  The Serial Link is a massively parallel 
multilinked chip and a building block for a network chip [6]. The Serial Link incorpo-
rates both multi network users and simultaneous linked data bus features. Also, a 
variant of Serial Link can be used as an embedded multiprocessor IP for network 
chips and system design [11]. 

The Serial Link is designed to be used as a SOC, consisting of a number of links, 
L1 and L2 caches, and embedded-memory banks connected [6]. Each processor sup-
ports hardware multiprocessing with 16 serial links per chip. It is also equipped with 
16 KB of DDR memory and a network interface. And, each link has a simple RISC 
pipeline with a 16 x 32-bit general-purpose register file. It features 8-way set-
associativity, as well as a 512-bit line size.  

Furthermore, we implemented the logic mapping of a network processor on the 
IBM Serial Link without any use of external memories [11]. As required by the trans-
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lation process, the design is described in RTL and structured VHDL. All the identify-
ing and translation processes relating the following description are based on the struc-
tured VHDL representation.  

5   Result and Discussion 

In applying a logic mapping scheme to a specific processor, we may choose to parti-
tion the modules of the processor into different sub-modules. The network processor 
contains a compact board and uses sub-modules so that the processor design results in 
being faster simulation time. While those sub-modules are mapped sequen-
tially/concurrently, the number of logic cycles to complete each virtual cycle for dif-
ferent sub-modules can thus be different. The mapping process for the regular mem-
ory is done using this sub-process as well.  

For the cross-layer design of a network processor, it is required to develop a new 
logic mapping methodology and is important for preventing the delay mapping due to 
re-manufacturing. Our design method brings a much fast design that saves a lot of 
resources. 

We validated the efficiency of TDM logic mapping method by simulations. The 
simulations were preformed with two kinds of benchmark suites: SPLASH-2 and 
ALPHBench suites, which evaluate the performance of digital signal processing 
(DSP) and network applications which contain streaming-type data.  We choose six 
application benchmarks from two different problem domains: Volrend, FMM, Ray-
Trace and Water-NS, which represent volume rendering using a ray casting tech-
niques (50 viewpoints), fast multipole method (16k particles, 10 steps), 3-D scene into 
a 2-D image plane using optimized ray tracing, and molecular dynamics applications 
(512 molecules, 50 steps), respectively, from the SPLASH-2 suite [9]; MPGenc and 
MPGdec which are video encoding/decoding applications containing 60 frames 
(flowg.mpg; 352 x 240 size), from ALPBench suites [10]. The results of the experi-
ments are shown in Figure 5. 

 

Fig. 5. Execution time of TDM logic mapping configurations using applications from the 
SPLASH-2 and ALPHBench suites: Volrend, FMM, RayTrace, Water-NS, MPGenc and 
MPGdec 
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We normalize all execution measurements with respect to the chip’s cycle time and 
each benchmark execution time. Figure 6 shows the results. For comparison purposes, 
we use the same performance target as before. All bars are normalized with respect to 
the execution time. We plot the normalized execution measurements of the best case 
(Best: critical) and worst case (Worst: non-critical) configurations from the earlier 
experiment. In particular, dotted bars indicate configurations that cannot meet the 
specified performance target within the execution time. In addition, each processor 
state is replaced on the logic block though a logic mapping system using the TDM 
method. Since the required amount of processor logic is theoretically constant, regard-
less of the number of processors to be mapped, the TDM method brings considerable 
reduction in simulation implementation time. Utilization of dense memory simulator 
implementation technologies, instead of individual flip-flops, for storing all the state 
bits also supports this performance improvement. 

 

Fig. 6. Normalized execution time, of configurations with different logic processor counts for 
all the applications, performance targets. Plotted the TDM method against the worst (Worst: 
non-critical path) and the best (Best: critical path) configurations of the earlier experiment. 

For reasons described above, the TDM logic mapping method significantly reduces 
simulation time. It is possible to simulate within a distributed network domain, i.e., a 
high-bit data transferring system in multi-user involved system with significant proc-
essing time improvement. All configurations successfully execute within 3-4 % of the 
performance target in steady state. These results are very encouraging: In virtually all 
cases, the proposed methods (with or without TDM mapping) are capable of achiev-
ing the same level of performance improvement.  

Considering the properties of the TDM mapping method, the present paper is novel 
and we expect that the following aspects would be extended: (1) while the resource 
usage in “conventional mapping methods” overflows the limit, clearly, the “TDM 
mapping method” successfully reduces simulation time. (2) the TDM mapping 
method based on the signal transferring of physical layer communication chip design, 
and video signal of liquid crystal display (LCD) system would appear as a block dia-
gram of a circuit board with processors surrounded by several memory elements. A 
sequential map logic simulator can run at tens of megahertz constantly with plenty of 
hardware simulation resources. The development of a new logic mapping system is 
expected to indicate the highest speed possible. (3) we have a benefit from taking 
advantage of the state-of-the-art memory technology that provides high density de-
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vices for storing the state bits and this logic mechanism can be reduced significantly 
by eliminating most of the FPGAs from the specifications. The amount of memory 
directly links to the microprocessor and consequently determines the limit of the 
number of processors to be mapped. Through this paper, we verified a lot of the func-
tionality of the novel design, by executing a number of benchmark programs. This 
method will apply to the next-generation communication SOC logic mapping system. 

6   Conclusions 

This paper presented a novel method for logic mapping, in which large numbers of 
modules are connected together. Each module consists of a special network computer 
system, such as network switch, physical channel of a communication chip or embed-
ded network SOC processor. This new method is significant in a multi-user network 
system, particularly a system which contains replicated functional modules, allowing 
much faster processing time of mapping resources. 

We have developed a new logic mapping method for the Serial Link architecture 
which includes a SOC processor. We have also discussed the major benefits of the 
logic virtualization techniques, resulting in verification and system performance esti-
mation of data communication system architecture. The key concept exploited in 
Serial Link is the TDM logic mapping method, which makes it possible to virtually 
simulate the constraints on large network application design using restricted logic 
resources. 
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Abstract. Rapid advances in computer and database technologies have enabled 
organizations to accumulate vast amounts of data recently. These huge data 
make the data analysis task become more complicated. Feature selection is an 
effective dimensionality reduction technique by removing irrelevant, redundant, 
or noisy features. This research proposes a novel feature-selecting measure to 
evaluate feature importance for clustering process. The proposed measure aims 
at extracting useful information from the dissimilarity between two data objects 
since data dissimilarity is a common principle to determine whether data objects 
can be located within the same cluster or not. Therefore, the dissimilarity 
between a pair of data objects is used to develop the proposed feature-selecting 
measure. In the research, the probability distribution of the dissimilarity 
variable is considered as a mixture model consisting of the two “intra-cluster” 
and “inter-cluster” dissimilarity Gaussian distributions. The means of the two 
Gaussian distributions can be inferred by the EM algorithm. Accordingly, the 
difference between the two means is regarded as a meaningful measure to select 
important features for clustering. The effectiveness of the proposed feature-
selecting measure for clustering is demonstrated using a set of experiments.  

Keywords: Clustering, Feature selection, Gaussian mixture model, Expectation 
maximization.  

1   Introduction 

Clustering is a process of grouping a set of data objects into clusters based on the 
information found in data objects [1]. After completing clustering process, data 
objects in the same cluster are similar to each other and are different from data objects 
in other clusters. Because the grouping phenomenon of data objects can be captured 
through the clustering process, clustering plays an important role in various data 
analysis fields including statistics [2], pattern recognition [3], machine learning [4], 
data mining [5], and information retrieval [6].  

Recently, rapid advances in computer and database technologies have enabled 
organizations to accumulate vast amounts of data, including data dimension and size.  
These huge data make the clustering process become more complicated and time-
consuming. In fact, a meaningful clustering phenomenon of data often occurs in a 
subspace defined by a specific subset of all features [7]. It means the clustering 
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quality and efficiency can be further enhanced by only considering the important (or 
representative) features when performing clustering [8]. Therefore, many studies have 
proposed various feature selection methods for clustering [9], [10], [11], [12], [13], 
[14]. Typically, these admirable methods can be classified into two categories. The 
wrapper model-based feature selection methods require one predetermined clustering 
algorithm and use its performance as the evaluation criterion to select representative 
features [10], [11], [14]. On the other hand, the filter model-based feature selection 
methods develop one evaluation measure based on general characteristics of the data 
to select representative features without involving any clustering algorithm[9], [12], 
[13]. Although the wrapper model enables the predetermined clustering algorithm to 
yield superior clustering quality, it also reveals several disadvantages including high 
computational cost, lack of robustness across different clustering algorithms, and 
sensitive to the parameters assigned in the clustering algorithms [15]. By contrary, the 
filter model attempts to evaluate the effect of features without involving any 
clustering algorithm. Therefore, the filter model is considered as a generalized pre-
process for all clustering algorithms [15]. Dash et al. [9] developed an entropy-based 
measure for determining the relative importance of features. They considered if a 
feature is important for clustering, removing the feature may change the clustering 
phenomenon of data. Therefore, they adopted a sequential backward selection 
algorithm to removing trivial features gradually. Dash et al. [12] continued their 
research and further refined their original feature-selecting measure. A new measure 
was developed based on the observation that data with clusters has very different 
data-to-data dissimilarity histogram from that of data without clusters. Mitra et al. 
[13] developed a maximum information compression measure to evaluating the 
similarity between features whereby redundancy therein was removed.  

In this research a novel feature-selecting measure, which can be classified as a 
filter model-based method, is proposed for clustering. As stated before, the objective 
of clustering is that data objects in a cluster are similar to each other and are different 
from data objects in other clusters. For two data objects, their dissimilarity is a 
common principle for determining whether they can be located within the same 
cluster or not. Therefore, the dissimilarity can serve as the base to develop the 
proposed feature-selecting measure. The dissimilarity between any pair of two data 
objects in terms of a feature is considered as a random variable in this research. The 
probability density function of the dissimilarity variable can be modeled through 
calculating the dissimilarities of all pairs of data objects in terms of the feature. When 
two data objects are located within the same cluster, their dissimilarity should be 
relatively small among all dissimilarities in the dissimilarity distribution. By contrary, 
when two data objects are located in different clusters, their dissimilarity should be 
relatively large.  

Based on the above concept, the dissimilarity random variable can be drawn from a 
mixture distribution consisting of two Gaussian distributions. One Gaussian 
distribution represents the random variable of “intra-cluster” dissimilarity, whereas 
another Gaussian distribution represents the random variable of “inter-cluster” 
dissimilarity. As a result, the probability density function of the original dissimilarity 
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variable can be fitted with the combination of the probability density functions of 
these two Gaussian “intra-cluster” and “inter-cluster” dissimilarity variables. The 
expectation maximization (EM) algorithm [16] is adopted to estimate all parameters 
of the two mixture Gaussian variables simultaneously, including the means of the 
intra-cluster and inter-cluster dissimilarity variables respectively. In theory, the mean 
of the intra-cluster dissimilarity variable is less than the mean of the inter-cluster 
dissimilarity variable. According to the objective of clustering, when the mean of the 
intra-cluster dissimilarity variable is smaller and the mean of the inter-cluster 
dissimilarity variable is larger, i.e. the difference between the two means is more 
distinct, the clustering quality should be better. For each feature, therefore, its 
importance to clustering quality can be evaluated by the difference between the two 
means estimated from EM. The effectiveness of the proposed feature-selecting 
measure is testified through our experiments.  

2   The Proposed Feature-Selecting Measure for Clustering 

Let a dataset } , , , ,{ 1 Ii xxxX =  include I data objects and a feature set 

} , , , ,{ 1 Mm fffF =  comprise M features that describe the characteristics of each 

data object. A data object ) , , , ,( 1 iMimii xxx=x  is composed of M feature values 

where xim is the feature value of the ith data object xi in terms of the mth feature fm. 
For the mth feature fm, the dissimilarities of all pairs of data objects in terms of fm 
serve as the base to develop the proposed feature-selecting measure for clustering. 
The dissimilarity between a pair of two data objects xi and xj in terms of fm, termed as 
Dissimilaritym(xi , xj), is formulated as:  

jmimjim xx −=),(ityDissimilar xx  (1) 

With Equation (1), we can obtain ( ) 2)1(2 −== IIN I  dissimilarities for each feature. 
Let the nth calculated dissimilarity value for fm be 

m

ndiss  where n = 1, 2, …, N. In this 
research these N dissimilarity values are considered as the samples drawn from a 
mixture distribution consisting of two Gaussian distributions. One Gaussian 
distribution G1 represents the random variable of “intra-cluster” dissimilarity, whereas 
another Gaussian distribution G2 represents the random variable of “inter-cluster” 
dissimilarity. Assume that 1μ  and var1 are the mean and variance associated with G1, 
and 2μ  and var2 are the mean and variance associated with G2. Therefore, the mixture 
probability density function of the dissimilarity variable 

m

ndiss , termed as )( m

ndissp , 
can be further expressed as:  

),|(),|()( 222111 vardisspvardisspdissp m

n

m

n

m

n μαμα ×+×=  (2) 

where 1α  and 2α  are the occurrence proportions of G1 and G2 in the mixture 
distribution, and 01 ≥α ; 02 ≥α ; 121 =+ αα . Let the set of all six parameters in the  
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mixture distribution be } ,,,,,{ 212121 varvarμμαα≡θ . Given these N dissimilarity 
values in terms of fm, the likelihood function for θ  in the mixture distribution is shown 
as Equation (3):  

( )∏
=

×+×=
N

n

m

n

m

n vardisspvardisspL
1

112111 ),|(),|()( μαμαθ  (3) 

In this research we apply the expectation maximization (EM) algorithm [16] in 
order to infer the parameter set θ  that maximizes θ)(L . In the EM algorithm, the 
likelihood function in Equation (3) is transformed as Equation (4) through taking a 
logarithm transform.  

( )∑
=

×+×=
N

n

m

n

m

n vardisspvardisspL
1

112111 ),|(),|(log)(log μαμαθ  (4) 

Let pn1 and pn2 be the likelihood that the nth dissimilarity originated from the two 
Gaussian distribution G1 and G2 respectively where pn1 + pn2 = 1. Therefore, the 
likelihood function of Equation (4) can be further transformed as Equation (5):  
 

( ) ( )[ ]∑
=

+++=
N

n

m

nn

m

nn vardissppvardissppL
1

22221111 log),|(loglog),|(log)(log αμαμθ  

(5) 

To infer the optimal θ , the expectation (E) step and maximization (M) step are 

alternately performed in the EM algorithm. Let ),(),(),(),({)(ˆ
2121 ttttt μμαα=θ  

)}(),( 21 tvartvar  be the estimate of θ  at the iteration t of EM algorithm. At the 

beginning, the initial estimate of θ , )0(θ̂ , is generated randomly. Accordingly, at the 

iteration t, the E step computes the expectations of likelihood pn1(t) and pn2(t) at the 

current iteration t (n=1, 2, …, N) by including the current estimate of )(ˆ tθ  into the 

likelihood function of Equation (5). The equations used to calculate pn1(t) and pn2(t) 
for the nth dissimilarity are shown as Equation (6) and Equation (7) respectively.  

( ) ( )
( ) ( )[ ]

Nn
tvartdisstvart

tvartdisstvart
tp

a
aa

m

naa

m

n
n ,,1for     

)()]([exp)(1)(

)()]([exp)(1)(
)( 2

1

1111
1 =

−−××

−−××
=
∑

=
μα

μα
 

(6) 

Nntptp nn ,,1for     )(1)( 12 =−=  (7) 

Then, the M step infers the estimate )1(ˆ +tθ  which will be used in the next iteration 

(t+1) by including the expectations of likelihood pn1(t) and pn2(t) found in the E step 
at the current iteration t into the likelihood function of Equation (5). The equations 

used to calculate the six parameters in )1(ˆ +tθ  are shown as Equation (8), Equation 

(9), and Equation (10):  
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The EM algorithm repeats the E and M steps alternately until 

ε≤+ |))(ˆ(log-))1(ˆ(log| tLtL θθ  where ε  is the user-specified stop criteria. When the 
EM algorithm has been stopped in the iteration t, the inferred estimate )(ˆ tθ  can serve 
as the optimal parameter set θ  because it can maximize the likelihood function of 
Equation (5). As a result, the mixture probability density function of the dissimilarity 
variable m

ndiss  in Equation (2) can be depicted successfully since θ  is known.  
In terms of a feature fm, each of the N dissimilarities between all pairs of two data 

objects in fm can be decomposed as two types of components. One is the “intra-
cluster” dissimilarity with a relative small value, which means the two data objects 
could be located in the same cluster. Another is the “inter-cluster” dissimilarity with a 
relative large value, which means the two data objects should be located in different 
clusters. Importantly, the mean of the N “intra-cluster” dissimilarities in fm, termed as 

m

1μ , and the mean of the N “inter-cluster” dissimilarities in fm, termed as m

2μ , are both 
inferred after performing the EM algorithm. Noted that 

m

1μ  is less than m

2μ  in theory. 
According to the objective of clustering, when 

m

1μ  is smaller and 

m

2μ  is larger 
simultaneously, i.e. the difference between 

m

1μ  and 

m

2μ  is more distinct, the importance 
of fm to clustering quality should be higher. Therefore, the proposed feature-selecting 
measure for a feature fm is defined as Equation (11):  

MmFS mm

m ,,1for     )( 12 =−= μμf  (11) 

With Equation (11), the importance of M features to clustering are sorted in a 
descending order. Users can easily select the top features which have the superior ranks 
as important features, so that the follow-up clustering process can be performed 
successfully using the selected important features. The pseudo-code of the proposed 
feature selection method is shown as Fig. 1.  
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} , , , ,{ 1 Ii xxxX = } , , , ,{ 1 Mm fffF =

),(),(),(),({)(ˆ
2121 ttttt μμαα=θ )}(),( 21 tvartvar

ε≤+ |))(ˆ(log-))1(ˆ(log| tLtL θθ ε
)(1 tpn )(2 tpn

)1(ˆ +tθ

)(11 tm μμ ← )(22 tm μμ ←

1+← tt

0←t

 

Fig. 1. The pseudo-code of the proposed feature selection method 

3   Experiments  

In this section, a set of experiments are conducted using man-made and real world 
data to show the effectiveness of the proposed feature-selecting measure. For each 
dataset, the quality of clustering result using the selected important features is 
compared with the one using the all features.  

3.1   Experiments on Man-Made Datasets 

Each of the three Gaussian mixture synthetic datasets retrieved from [17] contains 
500 data objects where each data object is described by two “relevant” and three 
“irrelevant” features. For all data objects, their values in the two relevant features f1 
and f2 are created using a K-component mixture model, while their values in the three 
irrelevant features f3, f4 and f5 are generated using Gaussian random variables whose 
means are 0 and standard deviations are 1. The three synthetic datasets are described 
as follows:  

 2-class dataset: the dataset, as shown in Fig. 2(a), consists of two Gaussian 
clusters created in f1 and f2. The means of the two clusters are )0,0(1 =μ  and 

)3,0(2 =μ , while the covariance matrixes of the two clusters are equal to an 
identical matrix, i.e. 221 I==ΣΣ .  

 3-class dataset: the dataset, as shown in Fig. 2(b), consists of three Gaussian 
clusters created in f1 and f2. The means of the three clusters are )0,0(1 =μ , 

)0,0(2 =μ  and )3,0(3 =μ , while the covariance matrixes of the three clusters 

are ⎥
⎦

⎤
⎢
⎣

⎡
−

−
=

5.05.0

5.05.0
1Σ , ⎥

⎦

⎤
⎢
⎣

⎡
=

5.05.0

5.05.0
2Σ  and ⎥

⎦

⎤
⎢
⎣

⎡
=

10

03.0
3Σ . The first two 

clusters are orthogonal to each other and the third cluster is close to the right 
tails of the other two clusters.  
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 4-class dataset: the dataset, as shown in Fig. 2(c), consists of four Gaussian 
clusters created in f1 and f2. The means of the four clusters are )0,0(1 =μ , 

)4,1(2 =μ , )5,5(3 =μ  and )0,5(4 =μ . The covariance matrixes of the four 
clusters are equal to a identical matrix, i.e., 24321 I==== ΣΣΣΣ . The four 
clusters are located separately to each other.  

   
(a) 2-class dataset (b) 3-class dataset (c) 4-class dataset 

Fig. 2. Data distributions of the three synthetic datasets on the two relevant features 

For each synthetic dataset, the importances of its five features to clustering are 
evaluated based on the proposed measure and listed in Table 1. Noted that the larger 
the value of FS(fm), the more important the feature fm for clustering is.  

Table 1. Evaluation results of the feature importance to clustering in the three synthetic 
datasets 

Dataset Importance of the 5 features to clustering sorted in a descending order 
2-class dataset FS(f2)=2.20 > FS(f5)=1.14 > FS(f1)=1.12 > FS(f3)= 1.10 = FS(f4)=1.10 
3-class dataset FS(f1)=2.17 > FS(f2)=1.48 > FS(f3)=1.13 > FS(f4)= 1.12 > FS(f5)=1.10 
4-class dataset FS(f1)=3.26 > FS(f2)=3.12 > FS(f3)=1.12 > FS(f5)= 1.11 > FS(f4)=1.10 

From Table 1, we can know in the 2-class dataset the importance of the relative 
feature f1 to clustering is close to the importance of the three irrelative features f3, f4, 
and f5. From Fig. 2(a), we observe the relative feature f1 indeed reveals no judgment 
information for clustering, which confirms the evaluation result based on the 
proposed measure is reliable for the 2-class dataset. Furthermore, Table 1 manifests 
that in the 3-class dataset the importance of f1 to clustering is obviously higher than f2, 
which are both higher than the three irrelevant features f3, f4, and f5. The evaluation 
result can be verified from Fig. 2(b) in which f1 and f2 both contribute clustering 
judgment but f1 is much more important than f2. Again, when we observe the 4-class 
dataset in Fig. 2(c), the two relevant features f1 and f2 share similar importance to 
clustering. This is similar to the evaluation result, i.e. FS(f1) is close to FS(f2) shown 
in Table 1.  

As demonstrated in the above experiment, the important features which conceal the 
clustering phenomenon of data can be distinguished from the trivial features based on 
the proposed feature-selecting measure. Accordingly, an experiment is conducted 
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using an artificial dataset in order to test the effectiveness of the proposed feature-
selecting measure with respect to different numbers of clusters revealed in a feature. 
The artificial dataset contain 100 data objects where each data object has five features. 
The value range of each feature is between 0 and 1. In terms of the first feature f1, the 
100 data objects are grouped into two clusters in f1. Similarly, the 100 data objects are 
grouped into three clusters in f2, four clusters in f3, five clusters in f4, and 100 clusters 
on the f5, respectively. For each feature, the numbers of data objects in its all clusters 
are the same. Furthermore, all clusters in a feature are distributed uniformly within the 
value range of the feature. For example, each of four clusters in f3 contains 25 
(=100/4) data objects, and the locations of the four clusters in f3 are 0, 0.25, 0.50, and 
1 respectively. Based on the proposed measure, the evaluation result of importance of 
the five features to clustering is shown in Table 2. From Table 2, we observe that the 
more the number of clusters in a feature, the less the importance of the feature to 
clustering is. The evaluation result is reasonable and trustworthy in practice since it is 
relatively difficult for human percipience to identify numerous clusters.  

Table 2. Evaluation result of the feature importance to clustering in the artificial datasets 

Feature Number of clusters  Locations of all clusters Feature importance to clustering  
f1 2 0, 1 FS(f1)=0.99 
f2 3 0, 0.5, 1 FS(f2)=0.71 
f3 4 0, 0.33, 0.66, 1 FS(f3)=0.54 
f4 5 0, 0.25, 0.5, 0.75, 1 FS(f4)=0.44 
f5 100 0, 0.01, 0.02, …, 0.99 FS(f5)=0.32 

Finally, an experiment is conducted using another artificial dataset in order to test 
the sensitivity of the proposed feature-selecting measure with respect to noisy data 
occurring in a feature. The artificial dataset originally contains 100 data objects where 
each data object has four features: f1, f2, f3, and f0. The data distribution of the all 100 
data objects in f1 , f2, and f3 are shown as Fig. 3(a), Fig. 3(b), and Fig. 3(c) 
respectively. Obviously, the importance order of the three features f1, f2, and f3 to 
clustering is f1 > f2 > f3 since FS(f1)=8.69 > FS(f2)=5.67 > FS(f3)=2.64.  
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Fig. 3. A dataset for testing the sensitivity of the proposed measure with respect to noisy 
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Then, we add 30 noisy data into the original features f1, and f2 respectively, so that 
two new features f4 and f5 are additionally generated and involved into the dataset. 
The data distribution of the all 130 data objects in f4 and f5 are shown as Fig. 3(d) and 
Fig. 3(e). Noted that each red point in Fig. 3(d) and Fig. 3(e) represents an added 
noisy data. Again, the importance order of the five features to clustering is f1 > f4 > f2 

> f3 > f5 since FS(f1)=8.69 > FS(f4)=7.58 > FS(f2)=5.67 > FS(f5)=5.21 > FS(f3)=2.64. 
The evaluation results of FS(f4) > FS(f2) and FS(f5) > FS(f3) inform us that the 
proposed feature-selecting measure is insensitivity to noisy data, so that it is reliable 
for users to believe the feature selection result based on the proposed measure.  

3.2   Experiments on Real World Datasets 

In this section, three well-known datasets in pattern recognition literatures (i.e. Iris, 
Wine, and Auto-mpg) are used as benchmark datasets. The three datasets are retrieved 
from UCI machine learning repository [18] and their properties are listed in Table 3. 
With the proposed feature-selecting measure, the importance of all features in each 
dataset are listed Table 4.  

Table 3. The properties for the three real world datasets 

Dataset Number of data objects Number of features Number of classes  
Iris 150 4 3 

Wine 178 13 3 
Auto-mpg 398 7 3 

Table 4. Evaluation results of the feature importance to clustering in the three real world 
datasets 

Dataset Importance of the all features to clustering sorted in a descending order 
Iris FS(f3) > FS(f4) > FS(f1) > FS(f2) 

Wine 
FS(f2) > FS(f13) > FS(f12) > FS(f5) > FS(f10) > FS(f7) > FS(f8) > FS(f1) >  
FS(f4) > FS(f9) > FS(f3) > FS(f11) > FS(f6) 

Auto-mpg  FS(f2) > FS(f3) > FS(f4) > FS(f5) > FS(f7) > FS(f6) > FS(f1)  

For each real world dataset, the data distribution of all data objects on the first 
three most important features are depicted in Fig. 4. As shown in Fig. 4(a) and Fig. 
4(b), three clusters in the Iris and Wine dataset are not mixed with each other, and 
each cluster only contains one kind of data objects. It means three clusters can be 
recognized using the three selected important features only for the Iris and Wine 
datasets. Even if one of the three clusters in the Auto-mpg dataset, shown as Fig. 4(c), 
contains three kinds of data objects, it is clear that three clusters are obviously 
separated with each other. Therefore, the effectiveness of the proposed feature-
selecting measure is valid through the visual verification for the experiment result.  
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(a) Isis dataset (b) Wine dataset (c) Auto-mpg dataset 

Fig. 4. Data distribution on the first three most important features in the three real datasets 

3.3   Effectiveness Evaluation Using the Quality of Clustering Result  

The proposed feature selection method belongs to the filter model, so that it can serve 
as the pre-process for all types of clustering algorithms. In this section, the K-means 
algorithm [19], which is one of classical clustering algorithms, is used to partition 
data objects into clusters according to the selected important features through the 
proposed method. For the proposed method, its effectiveness of feature selection can 
be evaluated based on the quality of clustering quality.  

Entropy and Rand statistic are two typical measures for clustering quality 
evaluation [5]. Entropy is a classification-oriented measure which calculates the 
degree that each cluster consists of data objects come from a single class. Let 

iijij IIp =  be the probability that a member of cluster i belong to class j where iI  is 

the number of data objects within cluster i and ijI  is the number of data objects of 

class j within cluster i for Kji ≤≤  ,1  where K is the number of clusters. Based on the 

probabilities, the entropy of each cluster i is calculated by  

KippiEntropy K

j ijij ,,2,1for     log)( 1 2 =×−= ∑ =  (12) 

Therefore, the total entropy for the set of all K clusters is calculated by 

    ))((1∑ = ×= K

i
i iEntropy

I

I
Entropy  (13) 

where I is the total number of data objects in the dataset. The less the Entropy value 
the K-means algorithm generates, the better the clustering quality is. Different to 
Entropy, Rand statistic is a similarity-oriented measure which calculates the degree 
that two data objects within the same cluster also belong to the same class. Therefore, 
Rand statistic is calculated from the ( ) 2)1(2 −= III

 similarities between all pairs of 

data objects. Let f00 be the number of pairs of data objects having different classes and 
different clusters, f01 be the number of pairs of data objects having different classes 
but the same cluster, f10 be the number of pairs of data objects having the same class 
but different clusters, and f11 be the number of pairs of data objects having the same 
class and the same cluster. Notes that f00+ f01+ f10+ f11= I(I-1)/2. Based on the four 
quantities, Rand statistic can be calculated as:  
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The larger the Rand statistic value the K-means algorithm generates, the better the 
clustering quality of the algorithm is. The three synthetic datasets in Section 3.1 and 
the three real word datasets in Section 3.2 are used as benchmark datasets in this 
experiment. When executing the proposed feature-selecting method for each dataset, 
the number of selected features is equal to the half of the number of all features. Then, 
the selected features and the all features are used in the K-means algorithm 
respectively, and their individual generated cluster qualities are compared with each 
other. Their clustering quality evaluations generated by K-means for the six datasets 
are shown in Table 5.  

Table 5. Clustering quality evaluations generated by K-means for the six datasets 

Selected features through  
the proposed method 

All features Dataset 
Entropy Rand statistic  Entropy Rand statistic  

2-class dataset 0.336 0.885 0.372 0.859 
3-class dataset 0.726 0.584 0.735 0.571 
4-class dataset 0.242 0.643 0.379 0.619 

Iris dataset 0.343 0.685 0.484 0.645 
Wine dataset 0.271 0.709 0.395 0.668 

Auto-mpg dataset 0.338 0.744 0.372 0.693 

From Table 5, we know that K-means with the selected features can generate better 
clustering quality for each of the six datasets since it can obtain the smaller Entropy 
and larger Rand statistic in all six datasets. Therefore, the effectiveness of the 
proposed feature-selecting measure is again testified in this experiment.  

4   Conclusion  

This research proposes a novel feature-selecting measure to evaluate feature 
importance for clustering process. In comparison to three filter-model based feature 
selection methods [9], [12], [13], the notable characteristics of the proposed feature-
selecting measure include:  

1. Equally, the proposed measure also belongs to the filter model without 
involving any clustering algorithm. Therefore, it is well suited as the pre-
process to select important features for any types of clustering algorithms.  

2. The proposed measure evaluates the importance for each feature to clustering 
independently, while the other methods all adopt a greedy strategy to select 
important features or remove trivial features gradually. Therefore, the 
proposed measure is more efficient when the number of feature is large.  

3. Users do not need to assign any parameter when using the proposed measure. 
By contrary, a parameter α  in [9], two parameters β  and μ in [12], and a 
parameter k in [13] should be provided in advance. Therefore, it is more 
accessible for users to use the proposed measure to conduct feature selection 
for clustering.  
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Our experiments show that great performance of the proposed feature-selecting 
measure is expected. However, during conducting the experiments we observed that 
the efficiency of the EM algorithm for parameter estimation is debasing as the 
number of data objects is increasing. In the future, we will study how to improve the 
efficiency of the EM algorithm so that the proposed feature-selecting measure can be 
further efficient for large data.  
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Abstract. Web tutoring provides teachers with a variety of pedagogical options 
and is a convenient platform motivating learning materials for learners. This 
paper begins by retrieving relevant blog articles, and then integrating a learning 
map as a dynamic social learning model. Because these retrieved blog articles 
pertain to course materials, they can be used to promote learner engagement in 
their interactions with a learning map and hence, achieve their goals more 
easily. An experimental course has been launched and the results show that 
learners do make use of the blog-based learning and can eventually cross the 
specified test thresholds. Lecturers using the proposed approach can apply the 
principles of dynamic learning in ways which not only reduce teacher 
workload, but also enhance student learning through the active construction of 
knowledge supported by alternative perspectives within meaningful blog 
contexts.  

Keywords: Problem-based Learning, blog, information retrieval, dynamic 
learning map. 

1   Introduction 

Owing to the abundance multimedia and digital learning materials that are available on 
the Internet, the web-based learning environment has changed the traditional ways of 
teaching and learning. Today’s learners are expecting to find a wide variety of 
intelligent learning tools on the Internet. Over the past two decades, technology-
supported systems have increasingly served the needs of learners in customizing courses 
[1], curriculum sequencing, interactive problem solving supporting, and providing 
students with intelligent analysis of their posted solutions, all of which are 
characteristics of a web tutoring system intended to create a more intelligent and 
interactive learning environment [2]. Many researchers have noted that the accessing of 
experts’ documents, engaging in conversations with peers, and making use of authentic 
contents provide many benefits to students who are members of articulated learning 
communities, not the least of which is acquisition of deeper knowledge [3], [4],.  

In an e-learning environment, overloaded with information and filled with 
distractions, the development of tools to enable students to identify relevant materials 



1120 K.-T. Wang et al. 

and motivate them use them becomes critically important. Using popular search 
engines, many students have endeavored to augment their classroom experience with 
relevant materials from a more “real world” context. Applications such as Google 
groups [5] and Wikipedia, Yahoo! Answer can provide interesting opportunities for 
the discovery of knowledge above and beyond that which is available in standard 
libraries. Additionally, many computer assisted tools such as Listservs [6], Weblog 
[7] and Knowledge Forum [8] also focus on helping learners gain more problem-
solving skills through the use discussions and feedback. Many teachers assume that 
students can naturally make sense out of what they find through information searches. 
However, simply asking students to find information on the web may not result in 
their acquisition of desired learning outcomes. In planning a learning sequence, 
learners are first required to identify what they need to know from a broader 
perspective.  In other words, they need to see the big picture clearly in order to ensure 
that the information they find on the web is both accurate and appropriate to their 
specific needs. Then and only then can truly effective additional queries be made to 
clarify any uncertain aspects of a problem, enabling students to logically and 
methodically formulate appropriate solutions. Most search engines are designed to 
include in the search results as many potentially related items as possible; however, 
the sheer quantity of “hits” is often too large to be useful, with learners tending to 
merely focus on the items on the first few pages. Clearly, more refined searches for 
planned learning are necessary on the Internet, since it delivers information in ways 
designed primarily for corporate profit rather than student success. Therefore, given 
the proliferation of internet sources and the boom in student use of the internet, 
teachers can and should include activities in their instruction to guide students toward 
achievement of learning objectives using digital resources.  

In this paper, we give attention to auxiliary articles that come from Weblogs, 
which encourage learners to learn in diverse social contexts. Web logs (usually 
shortened to blogs) have become increasingly popular and, most importantly for this 
discussion, are being used by experts and academics to publish their articles. Not only 
are blogs sources of information and opinion, but by their interactive nature, can serve 
as the information hub for a learning community. To do this, we propose the use of a 
schedule-automated learning map, Dynamic Fuzzy Petri Nets (DFPN), and the 
integration of this map with information retrieving (IR) techniques to retrieve blog 
articles for supplementary reading. The use of this approach should enhance the way 
in which lectures plan their instruction and create opportunities for students to engage 
in activities leading to meaningful learning. 

2   Related Studies 

First of all, we offer some fundamental views to illustrate the Dynamic Fuzzy Petri 
Nets, a schedule automated technique regarding the learning map, and then apply the 
Information Retrieval approach for retrieving blog articles. These are used in this 
study to support a pedagogical model, and the modeling is summarized to highlight 
the methodology used. 
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2.1   Learning Map and the Use of the Petri Nets 

A learning map (LM) is one of many visualization tools. Successful learners usually 
make use of some kind of course overview before starting a course. By keeping their 
learning objectives in mind with a mental learning map, learners can accelerate their 
comprehension of course material and take steps to deal successfully with any potential 
problems before they arise. Therefore, learning maps are explicitly designed for 
curriculum sequencing. Many researchers have started to use the Petri Nets (PN) to 
build student modeling [9],[10],[11]. PN were created by C. A. Petri [12], and are 
graphical and mathematical representation tools that consist of place nodes, transitions 
nodes and directed arcs connecting places with transitions. PN describe systems that 
are characterized as being concurrent, asynchronous, distributed, parallel, 
nondeterministic, and/or stochastic [13],[14]. Therefore, Petri Nets have been used 
successfully in process control and monitoring [15],[16]. Chen introduced a DFPN 
(Dynamic Fuzzy Petri Net)[17] model to improve the flexibility of the learning process 
by using browsing time and browsing count. Thus his model increased the flexibility of 
the tutoring agent’s ability to monitor the learners for achieving each course.  

DFPN can be considered as a graphical-communication aid similar to a dynamic 
learning map. Following the SCORM-based learning specification [18], Web contents 
can be packaged as a set of learning objects, and then a learning map is created using 
these learning objects to guide learners’ behaviors through a curriculum sequence. 
Thus, the DFPN approach to design learning maps is a powerful tool to help 
instructors design a course of instruction easily. We demonstrate how to apply DFPN 
model to design a learning map below.  

 

Fig. 1. The part of the learning map by DFPN 

In the DFPN model, a node (or a place) represents a learning activity, such as 
reading a unit, taking a test, or linking to supplementary materials. A learning arc (or 
an input arc) represents moving a learning activity from node a to node c, and then an 
assistance arc links to an assistant node, node b, which helps pass a threshold. 
Additionally, a token in a node represents the current learning state, and it requires a 
sufficient truth value to be satisfied to cross a threshold and then change its learning 
state. However, if the truth value is less than the threshold, all dynamic propositions 
need to be triggered ( idP  is enabled). For this reason, a learner might take a lot of 

time to enable the transition. Equation 1 defines a dynamic fuzzy production rule 
below,  
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2.2   Information Retrievals for Finding the Relevant Articles  

Finding learning resources in a Web-based learning environment can be easily done 
by browsing from the prelisted entry points in hierarchical directories or a list of 
keywords in a search engine (like Google.com or Yahoo.com); however, it is worth 
noting that many learning resources are scattered across the Web. To retrieve the 
relevant materials from such widely distributed resources we must count the 
frequency of “keywords” and use a similarity measure based on the vector-space 
model [19], [20] which rates similarity based on the occurrence frequencies of 
keywords between query and document. These measures reflect a model of the 
document, and have been well studied in the domain of Information Retrieval [21]. 

However, use of such keyword-based ranking approaches has a semantic gap 
between users and the document providers. Therefore, query expansion is an effective 
way to improve short query and word mismatching problems. Query expansion 
involves adding terms to an original query so a document can be retrieved more 
effectively and more predictably. One term expansion technique is to analyze the 
document terms and group them into clusters based on their co-occurrence. Many 
studies have proposed several approaches such as Latent Semantic Indexing [22] and 
similarity thesauri [23] for improving the selection of expansion terms. Another well-
known approach is relevance feedback [24][28], which modifies a query based on 
users’ relevance judgments of the retrieved documents. Using expanded query to 
measure the query and each document tends to work better in finding the relevant 
documents than just using the original query.  

2.3   Summary of the Related Studies and Techniques  

The development of web-based learning environments has created a domain trend in 
technology-enhanced education for many years. The standardization of the learning 
content in e-Learning has led to a common requirement for reusable and sharable 
learning objects, and it is a modular data unit that encapsulates information to describe 
a concept, skill, operation or procedure [25]. Although using the specification of 
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SCORM Sequencing and Navigation [18] to develop a course has multiple sources to 
provide a comprehensive suite of e-Learning capabilities that support the 
interoperability, accessibility and reusability of web content, it only provides a data 
communication model to enable the lecturers to apply the specification for developing 
the course. Moreover, information retrieving for finding the relevant articles, 
specifically the blog articles, is a step the right direction towards providing on-line 
learning assistance, and attention to methods of adaptive content navigation is an 
interesting issue to keep in mind in the development of a learning map.  

Hence, to begin this study we present an attempt to guide a dynamic learning map 
by the extension of Dynamic Fuzzy Petri Nets (DFPN)[17]. This study also serves as 
a supplement to existing studies of blog-based learning using information retrieval 
techniques. To reduce the semantic gap in users’ query, we further expand users’ 
original query and apply a term-similarity measure [26] to construct a thesaurus, 
which is used to speed the query term process for finding useful information to 
provide the relevant articles when required. This study is similar to the studies 
discussed above in that the focus is on utilizing the approach of information retrieval 
to improve the content filter. It is different from the existing research in that the 
relevant articles are involved and they play a key role in the learning map mechanism 
for helping learners to achieve their goals of learning. 

3   A Dynamic Blog-Based Learning Map  

With regards to individual learning assistance, this study proposes a dynamic blog-
based learning map (DBLM) (see Fig 2.) to be built as a pedagogical model for 
supporting Web tutoring. DBLM is contains several operations and communications 
between Learning Management System (LMS) and Learning Content Management 
System (LCMS), which is used in prevalent e-Learning ecosystems. Hence, Learners  
 

 

Fig. 2. The dynamic blog-based learning process which illustrates a LMS-LCMS ecosystem 
employing a learning map and aiding the learners by the auxiliary blog articles 
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who approach LMS can choose the set of curricula they want to learn and then one of 
specific learning maps are delivered to them via LCMS. According to a SCORM 
specification [1], a set of learning units or document can be packaged into learning 
objects representing a curriculum and placed in a learning repository. These 
“bundled” objects can be shown in a learning map and applicable bundles delivered to 
learners. Furthermore, the learning achievement of each learner is assessed by a 
refined learning rule, when the student can not pass through a testing situation present 
on the learning map. That is, the learning system should be able to provide a dynamic 
learning assistance, a set of relevant blog articles pertained the course issues will be 
retrieved as the supplements. Besides, LCMS contains four systematic functions, 
which are responsible for (a) producing the standardized learning objects by the 
authoring tool, (b) reorganizing them as a learning map according to the lecturers plan 
and DFPN tool (c) with a RSS aggregator, collecting blog articles of interest on the 
Internet and then adding them to the blog knowledgebase. And (d) with a user’s 
assistance model generated with IR modeling identify and retrieve appropriate articles 
and add them to the learning map. 

In DBLM, the learners plan to complete their learning in order across each 
threshold along a learning map. Likewise, if they have not passed through and feel 
daunted, the DBLM will be provide some relevant articles to help attain the higher 
supplement. Although planning the learning map in advance must be done by 
lecturers, it can be dynamically controlled by a refined learning rule (see section 3.2) 
so that the map will decided whether or not the present learning situation could be 
changed to the next. Because of the character of hyperlinks on the system, learners 
can jump to each item of the map they are interested in. However, a threshold could 
also be able to appear in those items which the learner has mastered so that the 
DBLM can dynamically navigate learning map forwarding.  

Additionally, regarding the collections of blog articles, a specific RSS aggregator 
and blog knowledgebase are proposed by our system. First, the learners locate the 
URL (or RSS feeds) via the interface of the aggregator for subscribing their 
interesting blogs. Secondly, all of blog articles can be added to the blog 
knowledgebase and can be preprocessed according to the terms of each article as a 
correlation matrix (see section 3.3).  

3.1   A Refined Learning Rule Applied to Navigate a Dynamic Learning Map 

The notion of assessment is satisfied to make it a rule to assess web curriculum so that 
we can choose what the “next” learning content is to move forwards. Firstly, we can 
take 1 2{ , ,..., }iR r r r= as the dynamic rules of learning map, and it is defined as  

(1 ) ( )i i i ir c c s v= + − ⋅  (2) 

We see the ir is the ith assessing function consists of two parameters: ic  is 

expressed as ith node of score of posttest and it is normalized as a value between 0 to 

1; ( )is v is denoted as the number of assistance events and is consistently in 

accordance with a sigmoid-form function as the definition: 
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In Equation 3, k is an adjustable parameter to control the convergence scaling of 

the sigmoid curve. The variable iv stands for the total number of the assisted times in 

ith node, and triggered several learning auxiliary articles to be accessed. Therefore, 

the rate ( )is v  depends on the frequency of auxiliary articles and then corresponds to 

across each threshold. 

 

Fig. 3. A part of learning map by Dynamic Fuzzy Petri Nets 

*The activity can move forward from Place a to Place b, if Node a got the posttest iμ  has 

sufficient value for trigging the threshold. 
**The assisted activity is added, when learners can not get the sufficient value iμ to trigger 

the threshold. 

In Fig. 3, to use a simple example, a process of dynamic learning rules is depicted. 
Firstly, the lecturer would arrange the course material for a particular topic and 
establish the related values involved with the thresholds of the learning map. If a 
student tries to challenge the test for learning objective a, and obtains a test score of 

80, he will successfully pass through a with its threshold of 70 ( iμ = 0.7), and he will 

subsequently be presented with learning objective b. At the same time, the transition b 
which is set up as a minimum threshold of 75 is enabled. If the student scores lower 
than 50 on learning objective b, he clearly doesn’t understand the course content, and 
is in need of assistance. If this happen, then the assistance arc can be activated by 
using the DFPN model. According to Equation 2 and 3, the value needed to cross a 
threshold must be at least 75 and the assistance value should have a minimum value 

of 0.25 (k=0.15, ( )is v =0.537, ir =0.769) to be activated. In other words, students 

who activate this function on the learning node will have access to at least seven 
related blog articles to help them master the original lesson or objective and thereby 
pass on through the threshold to the next one.   
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3.2   A Retrieving Approach of Blog Articles 

In this section, a user assisted model using information retrievals techniques [3] is 
supported on the DBLM to tackle the retrieval problem of useful blog articles below.  

(a) Constructing the Term-Article Correlation Matrix: Given a set 
{ , ,..., }1 2D d d dn= contains all of blog articles, which each blog articles id is regards 

as a set of index terms. It can be presented as { , ,..., }1 2d T T Tmi = . A collection of the 

articles, D can be constructed as the term-article set, A. Each term, jT  in articles, di  is 

given a real-valued weight. A weight wij can be seen as the important of an index term 

jT  to articles di . It can be estimated by Equation 4, which is similar to the popular 

ranking measure tf idf×  [27] (see Equation 4.).  

  , where is frequency of term  in blog article  
max{ }

  log  ( ),where is a total number of blog articles and  2

             is blog articles frequency of term   

t
fij

f f i jij ijfij

N
idf N dfi idf

i

w tf idfij ij i

=

=

= × = log ( )2
N

tfij df i

 (4) 

(b) Expanding the original query term: Let query { , ,..., }1 2Q qt qt qtk= be a set of 

query terms, where qt Qk ∈ , and k>0. Basically, the thesaurus of term by term 

correlation can be constructed by a terms correlation matrix. However, such a matrix 
is too big with higher time costs for computational practically. We are assuming that 
the terms with similar meanings will co-occur with its neighbors. We can inference 
the term-pair list as a graphical topology of the collocation map by extracting term 
relations mechanically [26]. Therefore, Equation 5 uses conditional-probability 
distributions to measure the interrelationships between Ti and T j . An automatic 

thesaurus can be easily constructed and maintained.  

( , )
( | )

( )
frequency i j

P T Tij j i frequency i
μ = =  (5) 

An example, assume there are two keywords, “police” and “transport”, used to 
present a topic of curriculum, and given a 1 2{ , }EQ qt qt= be a query consists of two 

terms. By Equation 5, we can extra the expanded terms from the thesaurus given a 
fixed window size (about the 30 percentage), encode the term-pair list is {kill, day, 
fire, people} into a collocation map (see Fig. 4).  
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Fig. 4. An example of collocation map 

In some cases, the index term iT  may appear in the blog article id , but does not 

appear in other article. Therefore, there is no information to estimate a weight of the 
interrelationship between two index terms. In the collocation map, however, the 
estimated weight still can be calculated using Bayesian inference, in order to obtain 
the weight of each expanded terms with the set of query terms.  
(c) Generating relevant articles set: In the above section, a new query terms is made 
up of the original one and the expanded terms. We can find out the corresponding 
article jd  with each query term and tabulate the weight scheme, ijw measured to 

consider the relative degree between each query term and articles,  

1 11 1 12 2 1

1 1 2 2

{ , ,..., },...,

{ , ,..., }

m m

n n n nm m

qt w d w d w d

qt w d w d w d

=

=
 

By then using a scoring function Equation 7, we can score the sum of the terms 
between each articles and a query, as well as selects those articles with the higher 
score to be a set of presumed relevance. This approach is depicted in Fig. 5.  
The scoring function: 

1, 1

( )i ij l h
i j

S d w μ +
= =

= ⋅∑ ,  where1 ( ), and 1i l h j n≥ ≥ + ≥ ≥  (6) 

 

Fig. 5. An inference network comprise the elements of the original query, query term, expanded 
query terms, and blog articles 
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It is important not to let the inductive bias leads to error if the results of the query 
do not hold for the data. Therefore, in Equation 6, the original query and the 
expansion query have different weights. The user could be able to tune a weight for 
each original query by semantic degree, close to 1 in its region. Another one, the 
value ijμ  can be assigned depends on Equation 5. Using this method, the query 

inquired of a learner may be fine-tuned to get the highest possible accuracy on a 
validation set. 

4   Experimental Results and Demonstration 

4.1   The Operations of Producing Learning Map  

To produce the learning map of a curriculum, lecturers first use a visual interface to 
devise a new map. Fig. 6 shows the graphic items containing nodes, dotted/fixed arc 
and rectangle, and then drag and drops these components to easily lay out the map. 

  

Fig. 6. A Dynamic Fuzzy Petri Net (DFPN) tool for devising the dynamic learning map, the 
interface of the tool shows nodes, fixed arcs, dotted arcs and rectangles. They can be considered 
as the learning objectives of a course, the forward path, the assistance path and a transition for 
setting a threshold across a test, respectively.  

Based on the idea of DFPN, a node represents a learning object for a learning unit. 
Lecturers can establish the connection between the object and a physical learning 
unit; it also could contain those keywords related to a learning unit issue. Next, for 
controlling the learning map, lecturers have to set a minimum score as a threshold by 
creating the rectangle, and then the map is able to link to a learning unit with a dotted 
line as an assistance node. When the map activated, our system can find appropriate 
blog articles according to the previously given keywords.  

4.2   The Demonstration of a Course 

We have implemented an experimental course, named “The White Bell Tower”, to 
verify that our mechanism can be used effectively. To date, this course has been 



 Applying Dynamic Blog-Based Learning Map in Web Tutoring Assistances 1129 

published on our learning portal to provide personalized learning services. This 
course includes several learning activities such as using video and animation to 
present a story, questionnaires, FAQ’s, post-test and discussion. These activities are 
reorganized for each learning object, then connected together as a learning map. There 
are four modules in the learning interface (see Fig. 7): (a) Stages: the main body of 
the course employing flash and multimedia capability, (b) Activities and Scaffolding: 
according to the segment’s objectives, these involve activities to help students 
manage what they need to achieve, such as small quizzes, questionnaires, and 
supplemental content. (c) Blog Aggregation: this can provide a linkage to give 
relevant RSS feeds about the topic depending on the stage to learner. (d) Forum: 
learners post articles to blog server when they want to ask or express something 
relating to the topic. 

 

Fig. 7. The interface of a experimental 
course, “The White Bell Tower” 

Fig. 8. The layout of RSS aggregator 

a. Stage: the primarily content display area 
b. Activities and Threshold: a list provided all of the learning activities about this unit and 

anther list provided learners to select a test or a questionnaire. 
c. Blog Aggregation: a linkage to show a convenient interface for collecting blog articles of 

interest. 
d. Forum: a list shows the course’s blog linkage 
 
Firstly, a learner selects a chapter of ‘The White Bell Tower’ and clicks it to start 

learning. After the student has gone through materials that are presented in the 
learning interface, the relevant test item will be listed at the bottom of the learning 
interface (see Fig 7. the item b). Secondly, if the learner does not pass the current 
strand, the auxiliary articles will be provided automatically at the bottom of learning 
interface, which it is listed in the item b of Fig. 7. After accessing assistance from the 
auxiliary articles, the learner repeatedly tries the test item until successfully 
completing the strand. Thirdly, the learning activities are also included in the course’s 
blog onto which the learners can post their comments and from which they can collect 
the learning information via the RSS aggregator (see the hyperlink on the top-left 
corner of the learning interface shown in the item c of Fig. 7). The information 
retrieval agent retrieves RSS articles from the learning corpus and centralizes them 
into the RSS aggregator as shown in Fig. 8.  
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5   The Learning Effect with the Dynamic Blog-Based Learning 
Map 

The usefulness of learning via the dynamic learning map is analyzed utilizing data 
from the recorded user profile, which were collected during the three months period 
after the experimental course was uploaded on our system. The course was ranked by 
68 learners during this time period. We were very interested in the relationship 
between the test grades and the number of times learners use the dynamic learning 
map for assistance. Fig. 9 shows such a relationship.  

The threshold value of the sample course was 80; the learners of 81-100 group 
would be moved forward directly to the next learning objectives.  For scores below 
81, the system classifies users into one of four groups, and gives them assistance since 
their scores are below the threshold. We see that there is a correlation between the 
level of the learners, based on test scores, and the number of times in which they 
accessed assistance, with the average number of times for the groups being 5, 9, 10 
and 13 respectively. To sum up this experiment, the actual dynamic learning 
assistance in our proposed tutoring system was clearly an effective way to realize the 
underlying pedagogical model we began with, and our results prove the usability of 
the tutoring system.  
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Fig. 9. The times of assistance required by learners of different grade group 

6   Conclusions 

Supported by a dynamic learning map, lecturers do not waste precious time sifting 
through undifferentiated internet resources looking for relevant learning articles or 
blogs. Instead, they can readily identify auxiliary articles to add to their lesson plans 
and to direct their students efficiently and quickly to many valuable learning 
resources. It is worthwhile to mention that effective maps must meet two key criteria: 
they must be relevant and they must be interactive. First of all, a good map enhances 
intentional searches for blogs which contain articles pertaining to the course 
materials. The retrieved information might provide an explanation, an example, some 
alternative perspectives, or additional pieces of authentic information. Then possible 
solutions to any problems encountered can be formulated, with the goal of assisting 
the learner to construct a meaningful and durable foundation of knowledge of the 
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course material. In this way learners begin to shift from learning in isolation to 
learning as a part of a learning community. It is as members of such a community that 
their problem solving skills are developed and they become more reflective, self-
regulating learners, requiring less and less supervision from their instructors. The 
interactive features of our model provide students with an entry point into the world 
of learning communities by giving them opportunities to publish their own notes and 
thoughts, use an annotation feature to refine and extend their studies to see how their 
current work fits into a “bigger picture”, and access the work of expert learners.  

In this paper, we have presented an assistance tool, the dynamic blog-based 
learning map, which retrieves auxiliary articles published as blogs. Much of the 
learning that occurs as students use the map is a direct result of their pursuit of 
predetermined learning goals or outcomes.  Use of the blogs encourages learners to 
build a repertoire of effective strategies for learning and peer-to-peer teaching in 
diverse social contexts. With the automatic-scheduled learning map, instructors can 
handle instructional content easily; and with the described method of information 
retrieval, learners can engage interactively with cutting edge information in relevant 
blog-based articles. We believe that a dynamic, blog-based, learning map supported 
tool, if designed efficiently, can support students’ learning by providing a flexible 
interface between students and course content, and enrich the quality of the content 
for instructors who strive for excellence in their teaching.  
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Abstract. Especially in the first decade of this century, learner adapted 
interaction and learner modeling are becoming more important in the area of 
web-based learning systems. The complicated nature of the problem is a serious 
challenge with vast amount of data available about the learners. Machine 
learning approaches have been used effectively in both user modeling, and 
learner modeling implementations. Recent studies on the challenges and 
solutions about learner modeling are explained in this paper with the proposal 
of a learner modeling framework to be used in a web-based learning system. 
The proposed system adopts a hybrid approach combining three machine 
learning techniques in three stages. 

Keywords: adaptive web-based learning, learner modeling, machine learning. 

1   Introduction 

Although the concept of learning from distance have been around for a long time, 
recent developments in communication technologies and internet itself have opened 
up a wide variety of possibilities of people who are in need of learning. The concept 
of web-based learning has been studied for more than a decade and it is closely 
related with developments in the Internet technology. 

Considering the current stage of web-based learning as a preparatory period for the 
future, most striking advantages of asynchronous distance learning can be emphasized 
to be used in web-based learning systems [1]. Asynchronous distance learning is 
based on the fact that the learner should learn at his / her own pace, from any place, 
and at any desired time. The idea of being able to learn anytime and from anywhere 
could easily be the most interesting aspects of web-based learning systems. However, 
the nature of anytime-anywhere learning also opens up new problems such as 
solicitation of the learner. This handicap can be engaged by deploying proper 
individualization and personalization mechanisms, which can also be called adaptive 
web-based learning. 
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Adaptivity issue is not only crucial for academic purposes. Popular web-based 
learning solution providers are also working on improving interaction possibilities for 
individualization and customization of their service [2]. The adoption of advanced 
presentation technologies are definitely easier than adopting and / or integrating 
similarly advanced adaptive mechanisms. Self [3] also remarks on the importance of 
artificial intelligence techniques in the future of education. 

Learner modeling and related issues are explained in the following section of the 
study. Machine learning for the use of learner modeling is discussed, a survey about 
proposed solutions on machine learning based learner modeling is given, and a 
proposal of a learner modeling framework for adaptive web-based learning is given in 
section 4. 

2   Learner Modeling in Web-Based Learning 

The generation of learner models resides in the heart of enhancing interaction 
between the learner and the web-based learning systems. Without the use of proper 
learner models, web-based learning systems might easily fall into the fallacy of 
drowning the learner with information flooding in the name of enhancing interaction. 

Sison and Shimura [4] define learner modeling as the construction of a qualitative 
representation called learner model that accounts for learner behavior in terms of a 
system’s background knowledge. Here, learner behavior refers to a learner’s 
observable response to a particular stimulus in a given domain that serves as the 
primary input to a learner modeling system. The background knowledge consists of 
the correct facts and principles of the domain, and the misconceptions and errors 
committed by learners in that domain. The resultant learner model would be an 
approximate primarily qualitative representation of learner knowledge and skill level 
in the domain or corresponds to specific aspects of the behavior of the learner. 

Webb et al. [5] categorize the purposes for which user models are developed as; 

• The cognitive processes that underlie the user’s actions, 
• The differences between user’s skills and expert skills, 
• The user’s behavioral patterns, 
• The user’s characteristics. 

They also emphasize that first two purposes are usually handled in early 
applications while user’s preferences and behavioral patterns are having been 
developed since a decade before. The user models that are aimed at exploiting the 
user’s characteristics are rare. 

The generation of useful learner models is both a necessity, but also very 
troublesome to achieve in practice. Aiken and Epstein [6] address this problem by 
considering that web-based education practices should accommodate diversity and 
acknowledge that learners might have different learning styles and skill levels. This 
has been a major goal in many of the education systems that have been developed. 
Here, they argue that this goal hasn’t yet been met because it is a very hard problem. 
They emphasize on the importance of learning styles with the teachers’ point of view, 
and note that the objective of influencing humans for the better without 
acknowledging diversity and different learning styles is not possible. Diverse teaching 
styles are required to stimulate maximum learning and creativity. 
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Deploying machine learning techniques over the hard problem of learner modeling 
also unfolds the concept of intractability. Hence, learner modeling could be 
considered as a problem that is solvable in theory, but may not be solved in practice 
for a relatively simple modeling task is clearly intractable. Self [7] considers the case 
of learner modeling by means of machine learning as a search problem underlying 
direct machine learning approach to inferring possible cognitive process models. 

The debate about learner modeling can be extended to the point of considering the 
role of the model generated by means of machine learning. Baker [8] describes a 
learner model as a computational model corresponding to some aspect of the teaching 
or learning process which is used as a component of an educational artefact. A 
computational or cognitive model of the learner’s problem solving can be integrated 
into a computer-based learner environment as a learner model. The idea is enabling 
the system to adapt its tutorial interventions to the learner’s knowledge and skills. 
Such a model-component can be developed on the basis of existing artificial 
intelligence techniques, and refined by empirical evaluation. The computational 
model of learner reasoning or problem-solving in a restricted knowledge domain can 
be used as a component of an intelligent tutoring system that attempts to model the 
evolution of an individual learner’s problem solving processes throughout an 
interaction between the human learner and the intelligent tutoring system of which the 
learner model is a component (e.g. the model-component should be able to predict 
changes in the learner’s cognitive states that result from providing some specific 
knowledge. Baker [8] especially underlines the model-component is precisely a 
functional component of a tutoring system architecture. 

In short, several different studies in literature indicate that learner modeling is the 
most important yet hardest part of a web-based learning system. The next section of 
this study approaches this problem from machine learning perspective; pointing out 
the challenges in using machine learning for learner modeling, and surveying several 
proposed solutions in literature. 

3   Machine Learning for Learner Modeling 

The main aspect of modeling itself relies on building up a theoretical construct over 
any kind of process from the real world. Once a model is constructed, reasoning from 
that model could be made possible with a degree of diverging from real world as 
several assumptions are held in the generation of that model. Machine learning 
approaches are widely used for modeling both in industry and academic environments 
because of the complex relationships that are hard to be represented in mathematical 
formulation. Considering the variety of information that could be made available 
when a learner effectively gets involved in a web-based learning system, the modeling 
of the learner might easily become a quite complicated task. Hence learner modeling 
by means of machine learning could be an interesting issue for the benefit of adaptive 
web-based learning systems.  

3.1   Challenges 

Webb et al. [5] also argue that situations in which the user repeatedly performs a task that 
involves selecting among several predefined options appear ideal for using standard 



1136 B.G. Aslan and M.M. Inceoglu 

machine learning techniques to form a model of the user. The information available to 
the user can describe the problem and the decision made can serve as the training data for 
a learning algorithm. The main idea is creation of a model of a user’s decision making 
process that can be used to emulate the user’s decisions on future problems. 

In spite of such an encouraging point of view for machine learning based learner 
modeling, it also opens up several serious challenges that should be taken into 
account. Webb et al. [5] name four main issues of these challenges as: the need for 
large data sets, the need for labeled data, concept drift, and computational complexity. 
The learning algorithm does not build a model with acceptable accuracy until it sees a 
relatively large number of examples, and it imposes a significant importance for the 
initialization of a proper initial model in the absence of large data sets. The need for 
labeled data is also an important factor because the supervised machine learning 
approaches being used require explicitly labeled data, but the correct labels may not 
be readily apparent from simple observation of the user’s behavior. The issue of 
concept drift takes the potential changes in user’s interests and profile into account. 
As Widmer and Kubat [9] remark in their study, it is important that learning 
algorithms should be capable of adjusting to these changes quickly. Webb et al. [5] 
also argues that while academic research in machine learning is often dominated by a 
competitive race for improved accuracy, computational complexity is a very critical 
issue for deployment in high-volume real-world scenarios. Computationally 
expensive algorithms could be interesting if they can be applied in scenarios where 
models can be learned offline. 

3.2   Proposed Solutions 

There are various implementations of machine learning approaches on learner 
modeling in literature. The implementations also cover a wide range of educative 
purposes making use of the data about the learner. The significant studies in literature 
rely on namely Bayesian networks, neural networks, fuzzy systems, nearest neighbor 
algorithms, genetic algorithms, etc. and also hybrid systems which consist of 
combinations of different machine learning techniques. 

Bayesian Networks 
Garcia et al. [10] propose a Bayesian network model for detecting learner learning 
styles based on the learning styles defined by Felder and Silverman [11]. They 
implemented their study over 27 computer science engineering learners taking an 
artificial intelligence course. They compared the results of their approach with Index 
of Learning Styles questionnaire proving that Bayesian networks are effective in 
predicting the perception styles of the learners with high precision. 

Xenos [12] proposes a Bayesian network model to support education 
administrators and tutors in making decisions under conditions of uncertainty. They 
implemented their study in one of the modules of an informatics course over 
approximately 800 learners. The idea is modeling learner behavior in order to make 
predictions about the success and drop-out rates of the learners for assisting 
administrators’ decisions. They remark on the satisfactory results of the proposed 
system and proved that it can be a valuable tool in decision-making under conditions 
of uncertainty. 
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Millan et al. [13] propose a Bayesian learner model to be integrated with an 
adaptive testing algorithm. They tested their study over simulated learners which also 
had been used in literature before [14], [15], [16]. The results obtained indicate that 
Bayesian integrated model produces highly accurate estimations of the learners’ 
cognitive states. 

Van Lehn and Niu [17] studied the effectiveness of a learner modeler based on 
Bayesian networks which is used in Andes physics tutoring system [18]. Andes 
implement a Bayesian solution to the assignment of credit problem by converting the 
solution graph to a Bayesian Network. The basis of their research is making a 
sensitivity analysis on the effective performance of the learner modeler in order to 
understand it better. 

Bunt & Conati [19], [20] studied on the generation of a learner model that can 
assess the effectiveness of a learner’s exploratory behavior in an open learning 
environment. The learner model is based on Bayesian network, and developed to be a 
part of The Adaptive Coach for Exploration System [21]. The study is realized with 
the cooperation of five first-year university learners who have not taken a university 
math course before. They explain that observations from test results are encouraging. 

Reye [22] proposes a learner model structure based on Bayesian belief networks. 
The idea is gathering information about learners’ interactions with the system, and at 
the same time the model follows the changes in learners’ knowledge levels 
independently of interactions with the system. He remarks on the computational 
efficiency of a Bayesian belief network based learner model, and points out the 
advantages both for intelligent tutoring system designers, and for efficient local 
computation in an implemented system. 

Castillo et al. [23] propose an adaptive Bayesian learner modeler rather than a 
Naïve Bayesian one which has been integrated in the learner modeling module of a 
web-based learning system named as GIAS. The learner modeling process is based 
upon Felder and Silverman’s Learning Styles [11], and Felder and Solomon’s Index 
of Learning Styles Questionnaire [24]. They compared the adaptive Bayesian learner 
modeler with the non-adaptive by simulating concept drift [5], [9] scenarios using 
artificial datasets. Their experimental results proved that implementing an Adaptive 
Bayesian modeler leads to improvement in dealing with the problem of concept drift. 

Neural Networks 
Yeh and Lo [25] demonstrates a neural network based learner modeling approach to 
be used in computer aided language learning. The learner model processes the 
learner’s browsing behavior over the system using a multi layer feed forward neural 
network. The number of neurons to be used in the network is settled by means of 
applying a genetic algorithm for decision. The proposed system is implemented with 
46 college freshmen in a freshman English course. The analysis of variance that has 
been implemented indicates the suitability of the proposed neural network model. It 
has been addressed that fast execution of neural network makes it possible to assess 
the learner’s meta-cognitive level with real-time immediacy, and it could be used to 
developed adaptive educational systems. 

Villaverde et al. [26] proposes a feed-forward neural network model for exploiting 
the learning styles of learners. The system aims at classifying the learners based on 
their learning styles defined by Felder and Silverman [11]. An artificial dataset is 
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generated for experimentation by simulating the actions of learners. They emphasize 
that the information gathering mechanism is imperceptible to learners and the system 
can recognize learning styles changes over a time period. 

Curilem et al. [27] propose a formalization of intelligent tutoring systems, and 
models the learner preferences with neural networks to be used in an adaptive 
interface mechanism. The application of the formalization focuses on interface 
configuration. They emphasize on the importance of implementing didactic ergonomy 
[28] relevant in the actual context where personalization is considered fundamental 
for education. Overall system administrates the resources, strategies, and learner 
models used to build activities. 

Other Approaches 
Tsiriga and Virvou [29] propose a framework for the initialization of learner models 
in web-based educational applications. The main idea is initializing a learner model 
with the combination of stereotypes, and then the new model of the learner is updated 
by applying the distance weighted k-nearest neighbor algorithm among the learners 
that belong to the same stereotype category with the new learner. They implemented 
the framework on a language learning system called Web-based Passive Tutor [30] 
with 117 learners belonging to different stereotype categories. The results of the 
evaluation indicates that with the use of framework, more detailed learner models 
could be built more quickly as opposed to the non use of such framework. 

Andaloro and Bellomonte [31] propose a system called ‘Forces’ for modeling the 
knowledge states, and learning skills of the learners in Newtonian Dynamics. The 
learner data is being recorded, and a fuzzy algorithm is applied to follow the cognitive 
states the learners go through. The evaluation of the learning process is carried out 
using an algorithm based on fuzzy set theory. 

Huang et al. [32] propose an intelligent learning diagnosis system that supports a 
web-based thematic learning model. The system processes the log files of the learners 
and guides the learners in improving their study behaviors as well as helping the 
instructors on grading with online class participation. While support vector machines, 
naïve Bayesian, k-nearest neighbor algorithms process the data on learner profile 
database to update the learner assessment database, the fuzzy expert system works on 
the learner profile to update both the learner assessment database and learner 
diagnosis database. The system also predicts the achievement of the learners’ final 
reports. The system is implemented on two fifth grade classes at an elementary 
school. The experimental results indicate that proposed learning diagnosis system can 
efficiently help learners on theme-based learning model. 

Stathacopoulou et al. [33] propose a neuro-fuzzy learner modeling system to 
diagnose the errors of high-school learners by collecting the data with simulation 
tools related to a course, namely vectors in physics and mathematics. The system is 
tested with simulated learners with different knowledge level categories and their 
behaviors correspond to fuzzy values. A feed-forward neural network was also trained 
to for error classification purpose. 

3.3   Future Projections 

Considering that the adaptivity and individualization issues are at utmost importance 
in today’s web-based learning solutions, it will not be surprising that learner modeling 
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will be not less, even more important in future studies. Here, McCalla [34] argues that 
the ability to adapt to users will be a prime feature of any intelligent information 
system in future, and with vastly enhanced bandwidth, user modeling will be 
transformed into making sense out of too much knowledge, rather than trying to do 
with too little. He also argues that since learner modeling activity will be associated 
with the end application itself, learner models created by end application will exist 
only as long as the application is active; so many learner models will be created over 
a span of time as a learner moves from task to task. He also remarks that the need for 
realistic response times will mean that the ability to reason under resource constraints 
will be an essential aspect of any model, which is also similar to computational 
complexity challenge emphasized by Webb et al. [5]. 

Papatheodorou [35] also remarks that; machine learning offers a suite of powerful 
techniques either for user model acquisition or for user community induction while 
supporting complex decision making tasks. He concludes that user modeling should 
focus on rapid and online learning techniques in future so that small sets of training 
cases should be evaluated whenever a learner interacts with the system, and the 
updated user models could be used in upcoming sessions. 

4   Proposed Learner Modeling Framework 

We assume that the structure of web-based learning system should be in multi-layered 
sense. The multi-layered architecture comprises three layers, namely; the learning 
management system (LMS), the learner modeling system, and the user interface. As 
depicted in Fig. 1., the learner modeling system layer is planned to act as a mediator 
between the user interface and learning management system. 

 

Fig. 1. Layered structure of web-based learning system 
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Fig. 2. Another view of web-based learning system proposed in this study 

The system works on the basis of processing the incoming learner data from the 
user interface by the learner modeling system, and triggering the learning 
management system with the help of learner models generated on the middle layer. 
Another view of the web-based learning system in layered structure is given in Fig. 2. 
The main idea is providing the learner with proper education material to meet his/her 
learning model. 

Designing a learner modeling framework with considerations above can bring up 
three main questions: 

• What should be taught? 
• Which learning theory should the learner model be based upon? 
• How should the learner model be updated via machine learning? 

4.1   What Should Be Taught? 

Assuming that the below parameters could be important for practicability: 

• It should be an interdisciplinary area within the interest of many learners 
with from very different age groups, so that there will be enough candidates 
for implementation, 

• A wide range of possibility for individualization when compared to other 
concept areas, 

• and the ease of acquiring different teaching materials serving different 
learning styles. 

Considering the above parameters, the teaching of English as a second language 
(ESL) has been chosen for the first implementation. 
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4.2   Which Learning Theory Should the Learner Model Be Based Upon? 

Felder & Silverman’s learning and teaching styles [11] have been chosen as basis for 
creating the learner models. This model categorizes the characteristics of learners in 4 
sections which are; active/reflective, sensing/intuitive, visual/verbal, and 
sequential/global. The parameters are not actually binary, e.g. learners are both active 
and reflective at the same time, but with various tendencies on each side. This model 
has also been adopted and implemented successfully in several studies [10], [23], 
[26]. 

4.3   How Should the Learner Model Be Updated Via Machine Learning? 

The system proposed consists of three stages. Bayesian networks, fuzzy systems, and 
artificial neural networks are planned to be implemented as a hybrid system. The 
overall system architecture is shown in Fig. 3. 

 

Fig. 3. Overview of learner modeling architecture proposed in this study 

4.3.1   Stage I (Bayesian inference) 
There will  be three different parameters to be used in generating a prior belief about 
the learning style of each user; the self-test, the knowledge from other scientific 
studies, and the arithmetic mean of the self-test results of the learned group. 
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4.3.1.1   Self-test. The learner will be given a self-test (e.g. Index of Learning Styles 
Questionnaire – ILS [24]) and the results of the test are saved as Ai parameter vector 
of the learner model. 

4.3.1.2   The Knowledge from Other Scientific Studies. The learner model will be 
provided with Bi parameter vector which has the learner parameters of similar 
background and age groups exposed in other studies, such as the study of 
Montogomery [36] which gives information on the learning styles of junior 
engineering students. 

4.3.1.3   Group Parameters. This is the mean of self-test parameters Ai vectors of all 
students who are enrolled for the same course at the same time. This parameter 
vector, namely Ci, will be saved as another input for the learner modeling system. 

• Ai vector affects with the weight of k (0 < k < 1) 
• Bi vector affects with the weight of m (0 < m < 1) 
• Ci vector affects with the weight of [1 – (k+m)] 

and the summation of above three will give the overall prior belief (Pi) about the 
learning style of the learner. The parameters k and m can be initialized as k=0.33 and 
m=0.33 at the startup the learner modeling system. 

Assuming that the course consists of modules, (such as 1.1, 1.2, 1.3 etc…) learner 
behaviors and learner preferences on each module will be recorded and the learning 
style belief will be updated after the completion of each module as Ri vector with the 
help of Bayesian inference. (It was Pi = Ri at the startup) 

4.3.2   Stage II (Fuzzy Logic) 
The learner model parameter vector at startup was named as Pi, and the last parameter 
vector after Bayesian updates was named as Ri. When the module is completed, the 
difference between Ri and Pi vectors will be depicted as an error vector Ei and will be 
fed as input into a fuzzy system with a proper rule base to update the k and m 
parameters depending on the amount of errors in parameter vector. The fuzzy system 
will update the Pi vector depending on the new k and m parameters and this new 
vector will be the startup learning model parameter vector for the next module. 

4.3.3   Stage III (Neural Network) 
The initial Pi parameter vector of each learner, and the last updated Pi parameter 
vector of the learner after all of the modules of the course has been completed will be 
recorded in the system. Following the collection of a data set of at least a few course 
completions, these input-output pairs will be fed into a neural network system as 
training input. Accordingly when a learner is registered in the system for the first 
time, his/her first initial Pi vector will be processed via trained neural network the in 
order to predict the updated version of learning model parameter after the course. In 
that way, instead of initializing the k and m parameters as 0.33 and 0.33 at startup, the 
predicted neural network weights will be used as initial conditions of k and m. 

However, the stage three is optional, because there has to be enough training data 
in order to train the neural network. So the third stage is not applicable unless there is 
sufficient number of completed course data. If there is not enough data for prediction, 
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it would be better to apply only the first and the second stages for creating the learner 
model. 

5   Conclusion 

Individualization and customization issues are becoming more popular in web-based 
services that have direct interaction with users. Enhancing the computer-learner 
interaction to increase adaptability of web-based learning systems in the light of 
proper learner modeling studies is very important for successful implementations of 
web-based learning systems. It has been proven by the previous studies that adaptivity 
and adaptability of web-based learning systems positively enhance the interaction 
with the learners. Considering modeling of the learner as a hard problem, several 
techniques have been used for different purposes in literature. This paper briefly 
surveys current trends in machine learning based learner modeling approaches for 
adaptive web-based learning platforms, and also consists of the challenges and 
arguments about the future of learner modeling. 

In this study, the structure of a web-based learning system is considered in modular 
sense. The learner modeling framework proposed in this study can have a crucial role 
as a mediator between the learning management system and user interface. The 
collected data from the user interface is planned to be processed by learner modeling 
system for the generation of learner models. In that way, the learner models can 
trigger the adaptive content organization mechanisms embedded in the learning 
management system.  

While the learner directly interacts with the user interface, the incoming data from 
the user interface is saved in the system as learner behaviors and learner feedbacks in 
a given time period. The system is planned to support the modern content delivery 
standards and to possess intelligent adaptive functions. 
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Abstract. Even if the keyword-based search played an important role in finding 
the learning resources, it cannot satisfy users’ needs because of lack of the 
semantics of learning resources. This paper used two kinds of ontologies, core 
and domain, to search learning resources relevant to given users’ query. The 
general semantics of learning resources are represented by the core ontology, 
constructed from the metadata of learning resources. In our prototype, we built 
the domain ontology about middle school Mathematics with help of domain 
experts. And our system used the OWL-DL and SWRL to represent ontologies, 
and the reasoning engine, KAON2 and BOSSAM to handle these ontologies. 
This system will be used by the EDUNET - the largest nationwide service of 
sharing learning resources, that is operated by KERIS for students and 
instructors throughout Korea. Our performance results show that the proposed 
mechanism is better than the keyword-based mechanism.  

Keywords: e-learning, information retrieval, metadata, ontology, semantic 
web. 

1   Introduction 

In the last few years e-Learning such as cyber universities or ubiquitous learning have 
benefited from technological advancement and is widely adopted resulting in 
increased usability of learning resources. This rapid progress of e-Learning calls for 
the necessity of a system that enables more systematic management, search and reuse 
of learning resources. 

Currently e-Learning resources are developed and provided by separate processes 
and from different organizations in which they use keyword-based search system in 
order to retrieve the learning materials. 

Today, the largest nationwide e-Learning contents provider in Korea is 
EDUNET[1] of KERIS (Korea Education & Research Information Service)[2]. As 
seen on many other e-learning contents search systems, EDUNET provide keyword-
based search system with highly organized construction of metadata using KEM 
(Korea Education Metadata)[3] which has been developed and extended based on 
                                                           
* Corresponding author. 
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LOM (Learning Object Metadata)[4]. With this metadata, not only EDUNET provide 
synthetic keyword search but also featured search in accordance with the grades in 
school, types of resources, registration date and managing organization of the 
contents. Therefore, continuous research on LOM and the direction for future 
development are one of the most important factors in the progress of e-Learning in 
Korea[5]. However, current keyword-based search system using metadata such as 
LOM falls short on several aspects as follows[6,7,8]:  
 

 Unsophisticated search due to lack of relativeness between properties of 
metadata 

For example, given situation where a student wants to acquire prerequisites to learn 
‘Solid Geometry’ in Mathematics, the relativeness between concepts have to be 
described and search using deduction must be available which is difficult to 
achieve within the keyword-based search engine. In other words, students are only 
able to get results that match ‘Solid Geometry’ being unable to find prerequisite of 
‘Solid Geometry’ such as ‘Plane Geometry’. 

 

 Inefficiency in search results due to lack of keyword semantics 
Current Keyword-based search engines return too many results and many of them 
are unmatched or hardly related to the end-user’s intention. The user also has to 
classify and sort desired results by themselves. Consequently, end-users often fail 
to retrieve desired search results in many cases. 

 

The end-user survey conducted in this study showed that many users expressed 
their frustration on the results from the keyword-based contents search engines such 
as EDUNET and responded as ‘I get too many unwanted results’, ‘There are too many 
search results’, ‘There are too many useless results’, ‘I have to put all the relevant 
keywords in order to retrieve accurate results’, ‘There are too few information that I 
wanted’, ‘Some of the keyword matching results often end up with irrelevant data. 
The in depth interview with instructors and students and the user query pattern 
analysis on the keyword-based search system also showed that they want to facilitate 
their knowledge structure or relationships between contents while searching for e-
Learning contents.  

However, in many of current keyword-based search systems such as EDUNET, 
retrieving information with knowledge structure or relationship of contents is 
difficult. For example, suppose an end-user looking for contents related to the 
properties of ‘Trapezoid’ in 8th grade at middle school. In terms of structured 
knowledge, to get more structured and meaningful data, subclass concepts such as 
‘alternate angles’, ‘opposite angle’ related to the ‘Parallelogram’ should be presented 
together in order to achieve more systematic and effective learning. 

In this study, we designed and implemented ontology based search engine for 
EDUNET to serve end-users with enhanced e-Learning contents search system and to 
achieve more efficiency on learning, reusability and exchange of learning contents. 
The learning contents ontology is consisted of contents metadata ontology and 
domain ontology containing properties of contents. We used OWL-DL to bind LOM 
of current keyword-based system to build ontology of contents metadata and built 
domain ontology of middle school Mathematics contents to provide more meaningful 
search results with structured knowledge representation. For the deduction of 
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constructed ontology, we built search engine prototype with existing deduction 
engines namely KAON2[9] and Bossam[10]. The system we built in this study is 
scheduled to be implemented and tested on the EDUNET – the largest nationwide 
learning contents search system operated by KERIS in order to serve students and 
instructors throughout Korea. 

2   LOM(Learning Object Metadata) 

The data about data, Metadata is structured, encoded data that describe characteristics 
of information-bearing entities to aid in the identification, discovery, assessment, and 
management of the described entities to help end-user in contents search and to 
support contents providing institution in control and management of resources[4].  

LOM was developed in collaboration with Learning Object and Working Group of 
IEEE LTSC (Learning Technology Standards Committee), IMS Global Learning 
Consortium and ARIADNE (Alliance of Remote Instructional Authoring and 
Distribution Networks for Europe).  In July 2002, IEEE approved the first version of 
the Learning Object Metadata (LOM) standard. The LOM standard specifies the 
conceptual data schema that defines the structure of a metadata instance for a learning 
object. For this standard, a learning object is defined as any entity – digital or non-
digital – that may be used for learning, education or training. For this standard, a 
metadata instance for a learning object describes relevant characteristics of the 
learning object to which it applies and such characteristics may be grouped in 
classification categories.  

Table 1. LOM Category[4] 

Category Element 

General 
Identifier, Title, Language, Description, Keyword, Coverage, Structure,  
Aggregation Level 

Rights Cost, Copyright and Other Restrictions, Description 

LifeCycle Version, Status, Contribute 

Relation Kind, Resource 

Meta-metadata Identifier, Contribute, Metadata Scheme, Language,  

Annotation Entity, Date, Description 

Technical 
Format, Size, Location, Requirement, InstallationRemarks,  
OtherPlatformRequirement, Duration 

Classification Purpose, Taxon Path, Description, Keyword 

Educational 

Interactivity Type, Learning Resource Type, Interactivity Level, Semantic  
Density, Intended End User Role, Context, Typical Age Range, Difficulty,  
Typical Learning Time, Description, Language, 
Pedagogy 
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The purpose of LOM standard is to facilitate search, evaluation, acquisition, and 
use of learning objects, for instance by learners or instructors or automated software 
processes. By specifying a common conceptual data schema, this standard ensures 
that bindings of Learning Object Metadata have a high degree of semantic 
interoperability.  

This standard does not define how a learning technology system represents or use a 
metadata instance for a learning object.  

LOM describes resources using a set of attributes, divided into nine categories as 
seen on Table 1. 

3   Building Ontology 

3.1   Basic Issues  

Metadata Meta-models. In order to describe metadata model such as LOM to a 
particular expression such as OWL written in XML, it is necessary to understand the 
concept of metadata “metamodels.” The LOM used in this study has unique 
characteristics which are differentiated from other metadata. As it is mentioned in the 
research on the LOM RDF[11] binding conducted by Mikael Nilsson et, al[12], about 
the unique characteristics of LOM metamodels, LOM metamodels is a difficult 
concept in OWL LOM binding. The metamodel for Dublin Core (DC), as it is 
elaborated in [12] an element of DC metamodel is a property of resource that is being 
described. So, binding of all the DC metadata elements can be easily achieved if they 
are processed as properties in OWL binding. LOM, on the contrary, do not express an 
element as a property of certain data type describing certain property of a resource. 
For instance, because <date> element of <annotation> category in LOM is not the 
date of creation of a resource but the date of annotation, we cannot say that the 
element <date> is the property of the resource. Furthermore, since LOM is a 
container-based metamodels in contrast to DC, it requires much more complicated 
binding method compared to DC. Since the problem related to metamodel is the most 
challenging part of our study, we have decided whether to bind LOM element with 
class, or to bind with datatype property or object property taking each element into 
account.  
 
Metadata Frameworks. The fundamental unit in OWL is statement as well as RDF. 
The statement expresses the value of one property of one resource. Thus, one 
statement for one resource in OWL cannot contain all properties of the resource. 
OWL statement in LOM OWL binding is not expressed in self-contained method in 
contrast to XML LOM expression, and a set of statements forms a network that 
expresses one resource of LOM.  
 
Representation of Dublin Core. Some of the LOM elements are corresponding to 
the Dublin Core elements as described in [12]]. Therefore, our OWL-DL binding 
adopted Dublin Core elements in a way similar to [12] adopted Dublin Core 
representation in RDF. Where applicable, LOM elements are described as 
rdfs:subPropertyOf the corresponding DC/Qualified DC elements. In this sense, LOM 
OWL in this study is compatible with Dublin Core. 
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3.2   The LOM OWL Binding  

In this section, we will explain the result of OWL binding of LOM elements. There is 
no need to explain in detail about the bindings of each and every LOM elements, as 
there are as many as nine LOM categories and subclass elements. The complete set of 
binding results of LOM elements is covered in Reference [14].  

The generic principles of LOM Ontology binding in this study are as follows.  
 

 In order to acquire effective search results for the user query, we conducted user 
survey and made Competency Question to bind the LOM with OWL. 

 Learning resources described with LOM in a whole are defined as 
LearningResource class and each resource is represented as instance of 
LearningResource class. 

 By making most of OWL-DL features, we deployed various cardinality related 
predicates in each class to represent explicit semantics of LOM. 

 

Among the principles above, the last one is the distinctive characteristic of our 
study compared to [12]. Due to the limited expressiveness of RDF construct, not 
all of cardinalities can be expressed in LOM RDF binding. For that reason, RDF 
clearly had limitations to express complete semantics and constraints in part of 
LOM so that it is difficult to build accurate LOM modeling. However, OWL-DL 
successfully expresses most of original constructs of LOM with maximum 
expressiveness. 
 
Langstring. In the OWL binding of LOM with ontology the actual value of given 
LOM datamodel have to be transformed in some cases. Although in most cases the 
namespace indicating the actual value is tagged and the value is located within the 
tag, when it is difficult to declare with tags or the value indicates the generic form of 
noun, we made it useable by declaring property of langstring. The elements constructs 
LOM datamodels are: 

 Identifier  
 Restricted or Best-Practice Vocabulary  
 Vocabulary Source 

Contribute. This category elaborates the contributed individuals or organizations in 
the course of resource evolution (including the process of development, editing and 
printing). In this category, complete list of types of contribution, participating 
individuals and dates of the process must be described. The datamodel in previous 
chapters described one value or the source of the value whereas the datamodel in this 
chapter describes the method to describe multiple persons all contributed to the Roles 
of contribution in the course of the resource evolution. Figure 1 shows construct of 
contribute element. 

Identifier. The catalogue for metadata identifier in this study is consisted of the 
common values that LOM list creation system creates in general, thus we created the 
class in an assumption that there is only one KerisMetadataEntry on this level.  
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Fig. 1. Construct of HyLOM:hascontribution property 

  

Fig. 2. Construct of Identifier Class 

Classifications. Classifications is one of the most difficult categories to bind with 
OWL because the element named “taxon” in the Classification category has 
hierarchical redundancy and there is no limit in number of “taxon” element. There are 
number of ways to bind “taxon” element: one is to bind “taxon” of each category with 
new ontology and to point into nodes to LOM, and another is to describe the “taxon” 
as a property. Also, there is a way to represent the “taxon” as string. Even though it is 
general to bind taxon with ontology in the sense of ontology as a purposeful way to 
transmit domain conception, we described the taxon as a property and described the 
whole context of “taxon” as string in this study. 

 

Fig. 3. Construct of ‘texon’ element 
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Fig. 4. Construct of Vocabulary Class 

Vocabulary. Vocabulary binding can be done with several different ways. The study 
[12] represented Vocabulary item as namespace. However, Vocabulary in our study 
was represented as an independent class and the subclass of vocabulary were used as 
value of OWL statements. Vocabulary class in this study is structured as shown in 
Figure 4. This structure may imply the complexity of data input while creating OWL 
instance, however, in this way not only all Vocabularies used in LOM can be 
represented but also it becomes easier to deduct ontology of LOM OWL binding 
because it is unnecessary to use property such as owl:oneOf. There are some 
properties of OWL-DL that can not be processed in most of the current OWL 
deduction engines such as KAON2, RacerPro[15], Pellet[16]. A typical example is 
the property owl:oneOf. One way to solve this problem is to create Vocabulary class 
independently. We used this method in order to bind elements in LOM with ontology 
and to process the property on various deduction engines. 

3.3   Building Domain Ontology  

Previously described LOM ontology of LOM OWL-DL binding contains the 
metadata information but the context information. As discussed at the introduction 
section, semantic structure of the subject is essential in learning contents search to 
achieve effective learning. Hence the words, given student or instructor looking for 
learning contents about “properties of Paralellogram” with keyword entry on search 
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engine should be able to get results matching the keyword together with the subclass 
concepts such as “properties of alternate angle or opposite angle” which is the 
subclass concept of Paralellogram in order to help students or instructors to achieve 
more systematic learning experience. Ultimately, the semantic structures of all 
subjects in elementary and secondary school must be constructed into ontology which 
will require enormous efforts. 

In this study, to prove that the deployment of semantic structure can significantly 
improve the functionality of search, we constructed the actual semantic structure of 
the “Geometric Figures” in the middle school Mathematics based on the course 
classification system of the Ministry of Education in collaboration with teachers and 
professionals of Mathematics education. Domain ontology construct in this study 
mainly represents the interrelationship between concepts that shows complicated sub-
super relationship of classes. Table 2 is an OWL code of a part in domain ontology 
that represents the hierarchical structure as Trapezoid belongs to the Quadrangle and 
Quadrangle again to the Polygon. Figure 5 shows a part of the domain ontology 
construct in this study.  

Table 2. Part of domain ontology 

<owl:Class rdf:about="#Quadrangle"> 
<rdfs:subClassOf rdf:resource="#Polygon"/> 
  </owl:Class> 
<owl:Class rdf:ID="Parallelogram"> 
    <rdfs:subClassOf> 
      <owl:Class rdf:about="#Quadrangle"/> 
    </rdfs:subClassOf> 
    <rdfs:subClassOf> 
      <owl:Class rdf:about="#Prism"/> 
    </rdfs:subClassOf> 
  </owl:Class> 

3.4   Integration of Ontology  

Because the LOM ontology mentioned in section 3.2 and the domain ontology in 
section 3.3 was built through the separate processes using different namespaces 
respectively, we integrated two ontologies in order to apply to the search system in 
this study. Where the complexity of domain ontology is not too big as shown in this 
study, it is possible to conduct integrated development of LOM ontology and domain 
ontology from the early stage. But ultimately, in order to achieve integration of 
various domain ontologies and LOM ontology in an efficient manner, we conveyed 
integration method using namespace. If the relationship between classes or properties 
within domain ontology and LOM ontology are semantically equivalent, we 
combined them with OWL properties such as owl:SameAs and 
owl:equivalentClasses. 
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Fig. 5. Interrelationship of domain ontology classes 

4   Implementation and Test 

The tools we used to construct our integrated search system using ontology with 
integration of LOM ontology and Domain ontology are as follows: 
 

 Ontology Implementation Language: OWL-DL 
 Ontology Editor: Protégé 3.2 [17] 
 Ontology Deduction Engine: KAON2, Bossam 
 Ontology Query Language: SPARQL[18], Buchingae[10] 

 

Our search system was built on the Linux Kernel 2.6 with the system consisted of 
Pentium4 2.4Ghz, 1MB Main Memory. 

The user interface of keyword-based search simply provides keyword entry. 
However, ontology search system requires more sophisticated method. We therefore 
built user interface based on SPARQL to input query. For users unfamiliar with SQL-
Like query of SPARQL, we built categorized drop-down menu on the web that 
creates SPARQL query statement automatically. With this interface, the end-user can 
use drop-down menu and text box entry, and then the query service creates SPARQL 
query statement based on user’s input and passes it onto the search system. However, 
in this way, the expressiveness is less abundant than using direct SPARQL query 
statement. 
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Fig. 6. System Architecture 

We selected almost 2,300 concepts in the area of middle school Mathematics 
contents and its metadata in collaboration with KERIS (Korea Education Research 
Information Service) and classified them into domain ontology class in consultation 
with a Mathematics professional. Then the actual metadata were inserted into as 
instances of the domain ontology class. 

We tested various queries on the search system prototype and the tests have proved 
that our system effectively provides better results that match user’s intention than the 
traditional keyword-based system. In this paper, among many test results that show 
better search performance than keyword-based search systems, we present three best 
search scenarios as follows:  

 
 Queries that find contents closely related to the search entry using domain 
ontology  

The domain ontology constructed in this study is limited to the “diagram” field of 
8th grade of Middle school level. On this basis, suppose that we are searching for 
the contents about “Trapezoid.” Using our ontology based search system not only 
presents directly matching results of “Trapezoid” but also suggests subclass 
concepts of Trapezoid such as “alternate angle” or “opposite angle” with 
knowledge structure where as the Keyword-based system only looks for the 
contents that includes the keyword “Trapezoid” within the metadata. 
Consequently, learners can achieve systematic learning with structured knowledge 
and instructors can have better assistance in organizing structured instructional 
materials with these base concepts of Trapezoid.  
 

 Extending search functionality with subproperty concepts 
On the traditional keyword-based search system, additional services are provided 
to extend search functionality in order to cope with the limitation. No matter how 
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dedicated it is, the results are limited to the given matching keyword. For instance, 
there are contents that have not only the main title but also subtitles. Given an end-
user searching for contents about ‘Hamlet’ written by W. Shakespeare using 
keyword ‘Hamlet’, the search results do not show the contents with the main title 
as ‘Collection of Shakespeare Part I’ and the subtitle as ‘Hamlet’ even though it is 
a content the user is looking for. Despite the LOM only has ‘title’ element, we 
introduced subtitle element and constructed property with subdivision such as 
‘Main title’, ‘Subtitle’ and ‘Title’ using subproperty of ontology in order to solve 
this problem and extend the search functionality.  
 

 Improving search functionality by adopting Rule 
By combining OWL and Rule language such as Semantic Web Rule Language 
(SWRL) [19], rules can easily be added onto the ontology in order to improve the 
search functionality. Moreover, rules allow unlimited use of annotation on 
ontology in which instances are already written. Table 3 shows the description of 
Rule using Buchingae of Bossam searching for contents compatible to MS-
Explorer as well as contents compatible to Firefox[20] v1.5 assuming that the 
Firefox version 1.5 and above supports the same functionality of MS-Explorer. 

Table 3. Sample Rule  

- rule s is if HyLOM:Firefox(?y) and HyLOM:browserVersion(?y, ?z) and [?z >= 1.5] then 
kem:MSExplorer(?y); 

  

Fig. 7. User Interface of the System Prototype 
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Fig. 8. Search Results of Sample Query 

The screen capture of search entry form in our search system is shown in Figure 7, 
and Figure 9 shows the search results according to the user input. In our system built 
in this study, users can directly input search query with SPARQL statement or they 
can use drop-down menus if they are unfamiliar with SPARQL. In later case, the 
system automatically creates the SPQARQL statements and shows the statements on 
the search result screen. 

5   Conclusion 

In this study, we deployed LOM Ontology binding using OWL in order to improve 
the performance of keyword-based search engine and suggested the fundamental rules 
in the process of ontology binding metadata such as LOM. We built actual domain 
ontology of part of the 8th grade Mathematics in middle school and built ontology-
based search system prototype.  

The test results of the prototype has proved that users can have more accurate 
results that meet the users’ intention than using keyword-based search system. 
Accordingly, employment of the search system we present in this study enables 
learners to achieve more systematic learning and instructors to acquire more 
organized instructional materials with knowledge structure in learning. Moreover, as 
the performance of search is improved by using ontology, the usability of contents is 
also extended. The learning resource search system is evolving toward ultimate form 
of search system that enables user oriented search that meets various demands and  
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environments of users – preference or ability of the user. The search system we 
presented in this study using ontology has shown the possibility of development of 
search system that enables customized search. 

In this study, we constructed sample domain ontology to demonstrate the 
effectiveness of our ontology based search system. Domain ontology is essential in 
achieving efficient content search. Therefore, it is required to build domain ontology 
of all subjects in the future. Further research on the development of more intuitive and 
user friendly query interface and on the construction of user ontology must be carried 
on, and the research can further extend to the matching user ontology and contents 
ontology in order to achieve adaptive learning by providing higher standard of search 
functionality . Finally, we suggest further research to improve the performance of 
current deduction engines that underperforms when the complexity of ontology and 
the number of instances increases. 
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