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Preface

This three volume set constitutes the proceedings of the 2007 International Con-
ference on Computational Science and its Applications, ICCSA 2007, held in
Kuala Lumpur, Malaysia, from August 26-29, 2007. It represents a compre-
hensive collection of 300 refereed full papers selected from approximately 1,250
submissions to ICCSA 2007.

The continuous support of computational science researchers has helped
ICCSA to become a firmly established forum in the area of scientific computing.
This year, the collection of fully refereed high-quality original works accepted as
long papers for presentation at ICCSA 2007 have been published in this LNCS
volume. This outstanding collection complements the volume of short papers,
published for the first time by IEEE CS. All of the long papers presented in this
collection of volumes share a common theme: computational science.

Over the past ten years, since the first conference on computational science
took place, this vibrant and promising area has firmly established itself as a vital
part of many scientific investigations in a broad gamut of disciplines. Having deep
roots in fundamental disciplines, such as mathematics, physics, and chemistry,
the computational science field is finding new applications in such broad and
diverse areas as aerospace and automotive industries, bioinformatics and nan-
otechnology studies, networks and grid computing, computational geometry and
biometrics, computer education, and art. Due to the growing complexity and so-
phistication of many challenges in computational science, the use of sophisticated
algorithms and emerging technologies is inevitable. Together, these far reaching
scientific areas help to shape this conference in the realms of state-of-the-art
computational science research and applications, encompassing the facilitating
theoretical foundations and the innovative applications of such results in other
areas.

The topics of the short refereed papers presented in this volume span all
the traditional as well as the emerging computational science areas, and are
structured according to the major conference themes:

— Computational Methods, Algorithms and Applications
— High Performance Technical Computing and Networks
— Advanced and Emerging Applications

Geometric Modeling, Graphics and Visualization

— Information Systems and Information Technologies

Moreover, selected short papers from 30 workshops and technical sessions on
such areas as information security, web learning, software engineering, compu-
tational intelligence, digital security, mobile communications, grid computing,
modeling, optimization, embedded systems, wireless networks, computational
geometry, computer graphics, biometrics, molecular structures, geographical in-
formation systems, ubiquitous computing, symbolic computations, molecular
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structures, web systems and intelligence, e-printing, and education are included
in this publication.

We are very grateful to the International Steering Committee and the In-
ternational Program Committee for their tremendous support in putting this
conference together, the nearly four hundred referees for their diligent work in
reviewing the submissions, and all the sponsors, supporting organizations and
volunteers of ICCSA for contributing their time, energy and resources to this
event.

Finally, we thank all authors for their submissions making the ICCSA confer-
ence year after year one of the premium events on the scientific community scene,
facilitating the exchange of ideas, fostering new collaborations, and shaping the
future of computational science.

August 2007 Osvaldo Gervasi
Marina L. Gavrilova
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Abstract. A point p is 1-well illuminated by a set of n point lights if
there is, at least, one light interior to each half-plane with p on its border.
We consider the illumination range of the lights as a parameter to be opti-
mized. So we minimize the lights’ illumination range to 1-well illuminate
a given point p. We also present two generalizations of 1-good illumi-
nation: the orthogonal good illumination and the good ©-illumination.
For the first, we propose an optimal linear time algorithm to optimize
the lights’ illumination range to orthogonally well illuminate a point.
We present the E-Voronoi Diagram for this variant and an algorithm to
compute it that runs in O(n*) time. For the second and given a fixed
angle © < 7, we present a linear time algorithm to minimize the lights’
illumination range to well ©-illuminate a point.

Keywords: Computational Geometry, Limited Range Illumination,
Good Illumination, E-Voronoi Diagrams.

1 Introduction and Related Works

Visibility and illumination have been a main topic for different papers in the area
of Computational Geometry (for more information on the subject, see Asano et.
al [4] and Urrutia [I6]). However, most of these problems deal with ideal concepts.
For instance, light sources have some restrictions as they cannot illuminate an
infinite region since their light naturally fades as the distance grows. This is also
the case of cameras and robot vision systems, both have severe visibility range
restrictions since they cannot observe with sufficient detail far away objects. We
present some of these illumination problems adding several restrictions to make
them more realistic. Each light source has limited illumination range so that
their illuminated regions are delimited. We use a definition of limited visibility
due to Ntafos [T4] as well as a concept related to this type of problems, the
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*** Supported by CEOC through Programa POCTI, FCT, co-financed by EC fund
FEDER and by Acgao Integrada Luso-Espanhola No. E-77/06.
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© Springer-Verlag Berlin Heidelberg 2007



2 M. Abellanas, A. Bajuelos, and I. Matos

t-good illumination due to Canales et. al [37]. This study is solely focused on
an optimization problem related to limited range illumination. In its original
definition [1I], a point is 1-well illuminated if it lies in the interior of the convex
hull of a set of light sources.

This paper is structured as follows. In the next section we formalize the 1-good
illumination and propose an algorithm to calculate the Minimum Embracing
Range (MER) of a point in the plane. SectionsBland [ are devoted to extensions
of 1-good illumination. In section Bl we present the orthogonal good illumination
and propose an algorithm to compute the MER to orthogonally well illuminate
a point. We follow presenting the E-Voronoi Diagram for this variant and an
algorithm to compute it. In section @] we extend 1-good illumination to cones
and make a brief relation between this variant and the Maxima Problem [BIT3].
We conclude this paper in section [l

1.1 Preliminaries and Problem Definition

Let F = {f1,f2,...,fn} be a set of light sources in the plane that we call
sites. Each light source f; € F' has limited illumination range r > 0, so f; only
illuminates objects that are within the circle centered at f; with radius r. The
next definitions follow from the notation introduced by Chiu and Molchanov [9].
The set CH(F) represents the convex hull of the set F.

Definition 1. A set of light sources F' is called an embracing set for a point p
in the plane if p lies in the interior of the CH(F).

Definition 2. A site f; € I is an embracing site for a point p if p lies in the
interior of the convex hull formed by f; and by all the sites of F' closer to p than

fi

As there may be more than one embracing site per point, our main goal is to
compute a Closest Embracing Site for a given point p since we are trying to
minimize the light sources’ illumination range (see Fig. [[[a) and Fig. I(b)).

Definition 3. Let F' be a set of n light sources. A set formed by a closest em-
bracing site for p, f;, and all the lights sources closer to p than f; is called a
minimal embracing set for p.

Definition 4 ([7]). Let F be a set of n light sources. We say that a point p in
the plane is t-well illuminated by F if every open half-plane with p on its border
contains at least t light sources of F' illuminating p.

This definition tests the light sources’ distribution in the plane so that the greater
the number of light sources in every open half-plane containing the point p, the
better the illumination of p. This concept can also be found under the name of
A-guarding [I5] or well-covering [I0]. The motivation behind this definition is the
fact that, in some applications, it is not sufficient to have one point illuminated
but also some of its neighbourhood [10].
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Fig. 1. (a) The light sources f2 and f3 are embracing sites for point p. (b) The light
source f2 is the closest embracing site for p and its illumination range is r = d(p, f2).
The set {f1, f2, f1, f5} is a minimal embracing set for p. (c) AZ(f1, fo, f3) is the shaded
open area, so every point that lies inside it is 1-well illuminated by fi, f2 and fs.

Let C(fi,r) be the circle centered at f; with radius r and let A.(fi, f;, fx)
denote the r-illuminated area by the light sources f;, f; and fi. It is easy to
see that A, (f;, fi, fx) = C(fi,7) N C(f;,7) N C(fx,7). We use AL (f;, f;, fr) =
Ar(fis [y fre) N int(CH(fs, f5, fx)) to denote the illuminated area embraced by
the light sources f;, f; and f.

Definition 5. Let F' be a set of light sources, we say that a point p is 1-well
illuminated if there exists a set of three light sources {fi, fj, fx} € F such that
p € AZ(fi, £, fr) for some range r > 0.

Definition 6. Given a set F' of n light sources, we call Minimum Embracing
Range to the minimum range needed to 1-well illuminate a point p or a set of
points S in the plane, respectively MER(F, p) or MER(F, S).

Fig.M(c) illustrates Definition[Bl Since the set F is clear from the context, we will
use “MER of p” instead of MER(F, p) and “MER of S” instead of MER(F, S).
Once we have found the closest embracing site for a point p, its MER is given by
the euclidean distance between the point and its closest embracing site. Comput-
ing the MER of a given point p is important to us. The minimum illumination
range that the light sources of the minimal embracing set need to 1-well illumi-
nate p is its MER.

As an example of application, suppose that a user needs to be covered by at
least one transmitter in every half-plane that passes through him in order to be
well located. In such situation, the user is 1-well illuminated by the transmitters.
Suppose now that we have a group of users moving from time to time, while
someone has to adapt the transmitters’ power so that the users don’t get lost.
The power of all the transmitters is controlled by a gadget that allows a constant
change of the power of all the transmitters at once. But the more power, the more
expensive the system is. So, it is required to know which is the minimum power
that 1-well illuminates all users every time they move, that is, this problem is
solved by computing the MER of each user.
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2 1-Good Illumination

Let F be a set of n light sources in the plane and p a point we want to 1-well
illuminate.

Definition 7. We call Closest Embracing Triangle for a point p, CET(p), to a
set of three light sources of F' containing p in the interior of the triangle they
define, such that one of these light sources is a closest embracing site for p and
the other two are closer to p than its closest embracing site.

The objective of this section is to compute the value of the MER of p and a
CET(p). The Nearest Neighbourhood Embracing Graph (NNE-graph) [9] con-
sists of a set of vertices V' of the graph where each vertex v € V is connected to
its first nearest neighbour, its second nearest neighbour, ..., until v is an interior
point to the convex hull of its nearest neighbours. Chan et al. [8] present several
algorithms to construct the NNE-graph. A closest embracing site for p can be
obtained in linear time using this graph. The algorithm we present in this sec-
tion has the same time complexity but it has the advantage of also computing a
CET(p).

2.1 Minimum Embracing Range of a 1-Well Illuminated Point

To compute the MER of p, we start by computing the distances from p to all the
light sources. Afterwards, we compute the median of all the distances in linear
time [6]. Depending on this value, we split the light sources in two halves: the set
F. that contains the closest half to p and the set F; that contains the furthest
half. We check whether p € int(CH(F,)), what is equivalent to test if F. is an
embracing set for p (see Fig. Bl(a)). If the answer is negative, we recurse adding
the closest half of Fy. Otherwise (if p € int(CH(F¢))), we recurse halving F; (see
Fig.[2(b)). This logarithmic search runs until we find the light source f,, € F' and
the subset F'¥ C F such that p € int(CH(F¥)) but p ¢ int(CH(FF \ {f,}). The
light source f, is the closest embracing site for p and its MER is r = d(fp, p)
(see Fig. 2l(c)).

On each recursion, we have to check whether p € int(CH(F")), F’ C F. This
can be done in linear time [12] if we choose the set of points carefully so that each
point is studied only once. When we have the closest embracing site for p, f,, we
find two other vertices of a CET(p) in linear time as follows. Consider the circle
centered at p of radius r and the line pf, that splits the light sources inside the
circle in two sets. Note that if f, is the closest embracing site for p then there is
an empty semicirle. A CET(p) has f, and two other light sources in the circle as
vertices. Actually, any pair of light sources fj, f, interior to the circle such that
each lies on a different side of the line pf, verifies that p € int(CH(f;, fp, fr))-

Proposition 1. Given a set F' of n light sources and a point p in the plane,
the algorithm just presented computes the MER of p and a Closest Embracing
Triangle for it in ©(n) time.
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Fig. 2. (a) Point p € int(CH(F.)), where F. = {f1, f3, f5} and Fy = {f2, f4}. (b) Point
p & int(CH(Fe)), where F. = {fs, fs} and Fy = {f1}. (c) The set {fi, fs, fs} is a
minimal embracing set for p and the MER of p is r.

Proof. Let F be a set of n light sources. The distances from p to all the light
sources can be computed in linear time. Computing the median also takes linear
time [6], as well as splitting F' in two halves. Checking if p € int(CH(F")), F' C F,
is linear on the number of light sources in F”. So the total time for this logarithmic
search is O(n+ 5 + 7 + 5 +...) = O(n). Therefore, we find the closest embracing
site for p in linear time. So this algorithm computes the MER of p and a CET(p)
in total O(n) time.

All the light sources of F' must be analyzed at least once since they are all
candidates to be the closest embracing site for a point p. Knowing this, we have
Q(n) as a lower bound which makes the linear complexity of this algorithm
optimal. a

The decision problem is trivial after the MER of p is computed. Point p is 1-well
illuminated if the given illumination range is greater or equal to its MER.

3 Orthogonal Good Illumination

This section is devoted to a variant of the 1-good illumination of minimum range
using quadrants, the orthogonal good illumination. We propose an optimal linear
time algorithm to compute the MER of an orthogonally well illuminated point,
as well as a minimal embracing set for it. Next we present the E-Voronoi Diagram
[2] for this variant, as well as an algorithm to compute it that runs in O(n?)
time.

An oriented quadrant is defined by two orthogonal rays that are axis-parallel.
The next definition is illustrated in Fig. Bla).

Definition 8. Let F be a set of n light sources in the plane. We say that a point
p in the plane is orthogonally well illuminated if there is, at least, one light source
interior to each of the four oriented quadrants with origin at p, NE,NW,SW and
SE.

As it is clear from the context of this section, orthogonal good illumination will
be referred to just as good illumination. The main structure in this section is
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Fig. 3. (a) Point p is orthogonally well illuminated because all oriented quadrants
centered at p are non-empty. (b) Point p is interior to the orthogonal convex hull of F,
so it is orthogonally well illuminated. (¢) An orthogonal convex hull decomposed into
several rectangles.

the orthogonal convex hull (see Karlsson and M. Overmars [I1]). The convex
hull of a set of points is the smallest convex region that contains it. The prefix
orthogonal means that the convexity is defined by axis-parallel point connections.
When |F| > 4 there is, at least, one light source of F' in each quadrant centered
at a point interior to the orthogonal convex hull of F. So the interior points to
the orthogonal convex hull of F are well illuminated (see Fig. BI(b)).

3.1 Minimum Embracing Range of an Orthogonally Well
Illuminated Point

Let F be a set of n light sources and p a point we want to well illuminate. The
decision problem is easy to solve, we have to check if there is, at least, one light
source interior to each of the four quadrants centered at p. If there is an empty
quadrant then p is not well illuminated. Since there must be a light source in each
quadrant centered at p, a minimal embracing set for p has four light sources. Let
us consider the closest light source to p in each quadrant, the closest embracing
site for p is the furthest of these four. The MER of p is given by the distance
between p and its closest embracing site.

Proposition 2. Given a set F' of n light sources and a point p in the plane,
computing a minimal embracing set for p and its MER takes ©(n) time.

Proof. Given a set F' of n light sources and a point p in the plane, checking if all
quadrants are empty can be done while searching for the closest light source to
point p in each quadrant. This search is obviously linear on the number of light
sources, while computing the MER is constant. So the total time for computing
a minimal embracing set for p and its MER is O(n).

Since all the light sources of F' are candidates to be the closest embracing site
for a point p in the plane, we have to search through them all. Knowing this, we
have Q(n) as a lower bound which makes the linear complexity of this algorithm
optimal. a
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3.2 The E-Voronoi Diagram

When studying problems related to good illumination, one question naturally
pops up: how do we preprocess the set F' so that it is straightforward to know
which is the closest embracing site for each point in the plane? Having such
a structure would be of a great help to efficiently answer future queries. This
problem is already solved by Abellanas et al. [2] when considering the usual
1-good illumination.

Definition 9 ([2]). Let F be a set of n light sources in the plane. For every
light source f; € F, the E-Voronoi region of f; with respect to the set F' is the
set E-VR(f;, F) = {x € R? : f; is the closest embracing site for x}.

The region E-VR(f;, F') will be denoted by E-VR(f;) since the set F' is clear from

the context. The union of all the E-Voronoi regions ( U E-VR(f:)) is called the
fieF

E-Voronoi Diagram of F. So if p € E-VR(f;) then the MER of p is the distance

between f; and p, whereas f; is the closest embracing site for p.

Now we present an algorithm to compute the E-Voronoi diagram of F' using
the orthogonal good illumination. We know that the well illuminated points are
inside the orthogonal convex hull of F' so we start by computing it, uniting
at most four monotone chains (see Fig. Bl(b)). Afterwards, we decompose the
orthogonal convex hull of F' by extending horizontal and vertical lines from each
light source into the polygon (see Fig.[Bl(c)). This procedure generates a grid and
it can be scanned using the sweeping technique. The resulting partition has a
linear number of rays whose arrangement can make up to a quadratic number
of rectangles. The algorithm is based on the next lemma.

Lemma 1. Given a set F' of n light sources and a grid that decomposes the
orthogonal convex hull of F in rectangles as explained above, every point inte-
rior to the same rectangle of the grid shares the light sources’ distribution into
quadrants.

Proof. Let F be a set of n light sources and a grid that decomposes the ortho-
gonal convex hull of F into a quadratic number of rectangles as in Fig. B{(c).
Suppose that there is an interior point x of a rectangle R which has the light
source f; € F in some quadrant while another interior point y € R has f; in
another quadrant. Since the grid is constructed by extending horizontal and
vertical lines from each light source into the polygon, one of these lines from f;
must separate r and y into different rectangles. Therefore z and y cannot be
interior points to the same rectangle. O

According to this lemma, every point interior to the same rectangle of the grid
has the same light sources in the quadrant NE, the same light sources in the
quadrant NW, etc. (see Fig.[](a)). In this subsection, we assume that the points
on the border of the rectangles have the same light sources’ distribution into
quadrants as the interior points. However, this is only true for points of the
border of the rectangles that are not simultaneously points of the border of
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(@) f 5 (b)

Fig. 4. (a) All the points in R share the light sources’ distribution into quadrants.
(b) The Voronoi Diagram for the light sources in each quadrant is represent by a
dotted line. In this case, all the interior points to R have the same minimal embracing
set, {f1, f2, f3, fa}. (c) The resulting intersection between R and the Furthest Voronoi
Diagram of fi, f2, f3 and f4 decomposes the rectangle in two regions: E-VR(f3) (grey
region) and E-VR(f1) (white region).

the orthogonal convex hull of F. The idea of the algorithm is to compute the
E-Voronoi Diagram restricted to each rectangle of the grid and unite them to
build the E-Voronoi Diagram of F. For each rectangle R of the grid, we have
to compute the points that share their closest embracing site. So we are looking
for the points in R that are in the same E-Voronoi region. We compute a usual
Voronoi Diagram for the light sources in each of the four quadrants. The inter-
section of these four Voronoi Diagrams with R gives us the points of R that have
the same four closest light sources (one in each quadrant), that is, the points
that have the same minimal embracing set (see Fig. @(b)). So now we compute
the points of these regions that share their closest embracing site since it changes
according to the light sources’ perpendicular bisectors. In order to do this last
decomposition of R, we have to compute the Furthest Voronoi Diagram of the
four light sources of the minimal embracing set and intersect it with the current
region of R (see Fig. Hl(c)).

We construct the E-Voronoi Diagram of F' repeating this procedure for all the
rectangles of the grid and uniting them afterwards (see Fig. Bl(a) and B(b)).

Proposition 3. Given a set F' of n light sources, the described algorithm com-
putes the E-Voronoi Diagram of F in O(n*) time.

Proof. Given a set F' of n light sources, computing the orthogonal convex hull
of F' takes O(nlogn) time (since it is the union of four monotone chains at the
most). To decompose the orthogonal convex hull of F' in rectangles we need two
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Fig. 5. (a) A set of light sources and its orthogonal convex hull decomposed in rectan-
gles. (b) The E-Voronoi Diagram of the light sources (the light sources represented by
a black dot do not have a E-Voronoi region).

sweepings that take O(nlogn) time though this results in a quadratic number
of rectangles. We make a partition of each rectangle in O(n?) time by compu-
ting its intersection with four Voronoi Diagrams (one per quadrant). For each
partition of a rectangle, we intersect it with the Furthest Voronoi Diagram of its
minimal embracing set which can be done in O(nlogn) time. After this proce-
dure, we have computed the E-Voronoi Diagram of F' restricted to a rectangle
in O(n?) time. As we have a quadratic number of rectangles, the union of all
these restricted E-Voronoi Diagrams results on the E-Voronoi Diagram of F' in
O(n*) time. O

Once the E-Voronoi Diagram is computed, we can make a query to know exactly
where a point is. After the region where the point is has been located, knowing
its closest embracing site is straightforward and so is its MER.

4 Good O-Illumination

In this section we approach a more general variant of the 1-good illumination of
minimum range, the good ©-illumination. Let F' be a set of n light sources in
the plane. A cone emanating from a point p is the region between two rays that
start at p.

Definition 10. Let F' be a set of n light sources and © < m a given angle. We
say that a point p in the plane is well O-illuminated by F if there is, at least,
one light source interior to each cone emanating from p with an angle ©.

There is an example of this definition in Fig. [6(a) and Fig. [B(b). These well
O-illuminated points are clearly related to dominance and maximal points. Let
p,q € S be two points in the plane. We say that p = (p,,p,) dominates ¢ =
(4z+qy), ¢ < p,if py > g, and p, > q,,. Therefore, a point is said to be maximal (or
maximum) if it is not dominated or in other words, it means that the quadrant
NE centered at p must be empty (see Fig.[6c)). This version of maximal points
can be extended. According to the definition of Avis et. al [5], a point p in the
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" fs fa "

(a) (b) ()

Fig. 6. (a) Point p is not well 7-illuminated because there is, at least, one empty cone
starting at p with an angle 7. (b) Point p is well 7-illuminated, its minimal embracing
set is {f1, f2, f3, fa} and its MER is r. (c) Point p is a maximum.

plane is said to be an unoriented ©-maximum if there is an empty cone centered
at p with an angle of, at least, ©. The problem of finding all the maximal points
of a set S is known as the mazima problem [I3] and the problem of finding all
the unoriented ©-maximal points is known as the unoriented ©-mazxima problem
[5]. The next proposition follows from the definitions of good ©-illumination and
unoriented ©-maxima.

Proposition 4. Let F' be a set of n light sources and © < w a given angle.
Given a point p in the plane, p is well ©-illuminated by F if and only if it is not
an unoriented ©-mazimum of the set F'U {p}.

4.1 Minimum Embracing Range of a Well ®-illuminated Point

We now present a linear time algorithm that not only decides if a point is well
O-illuminated as it also computes the MER and a minimal embracing set for a
given point p in the plane. The main idea of the algorithm is to decide whether
a point is well O-illuminated by a set of light sources while doing a logarithmic
search for its closest embracing site. The logarithmic search is used in the same
way as in the algorithm in subsection 2] so we will only explain how to decide
if a point is well ©-illuminated by a set of light sources.

Let F be a set of n light sources, p a point in the plane and © < 7 a given
fixed angle. To check if p is well ©-illuminated, we divide the plane in several
cones of angle ? emanating from p. Let n. be the number of possible cones, if
2m is divisible by © then n. =  (see Fig. [(a)). Otherwise n. = [ ] because
the last cone has an angle less than § (see Fig. [f(b)). Since the angle © is
considered to be a fixed value, the number of cones is constant. Let i be an
integer index of arithmetic mod n.. For ¢ = 0,...,n., each ray i is defined by
the set {p+ (cos(’9),sin(‘S))A : A > 0}, while each cone is defined by p and two
consecutive rays.

Since we have cones with an angle of at least S), p is not well O-illuminated
if we have two consecutive empty cones of angle (see Fig. [[(c)). Note that we
have to be sure that the angle of both cones is ?7 otherwise this may not be
true and we need to proceed as in the third case. If all cones have at least one
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Fig. 7. (a) To check if p is well 7-illuminated, the plane is divided in eight cones of

angle 7. (b) To check if p is well 2;7T-illuminated7 the plane is divided in six cones and

the last one has an angle less than 1787r because 27 is not divisible by 1787r. (c) Point p
5+

is not well 7-illuminated because there is an empty cone of angle

Fig. 8. (a) Point p is well 7-illuminated since there is a light source interior to each
cone of angle 7. (b) There are two non-consecutive empty cones. (c) Point p is not well
5 -illuminated since there is an empty cone defined by p and the light sources f; and

fr with an angle greater than 7.

interior light source then p is well ©-illuminated (see Fig.Bl(a)). In the last case,
there can be at least one empty cone but no two consecutive empty ones (see
Fig. B(b)). We need to spread each empty cone, opening out the rays that define
it until we find one light source on each side. Let f; be the first light source we
find on the left and f, the first light source we find on the right (see Fig.[(c)).
If the angle formed by f;,p and f, is at least equal to © then there is an empty
cone of angle ® emanating from p. So p is not well ©-illuminated.

Once the decision algorithm is known, we use it to compute the closest em-
bracing site for p using a logarithmic search. The MER of p is naturally given by
the distance between p and its closest embracing site. All the light sources closer
to p than its closest embracing site together with the closest embracing site form
the minimal embracing set for p. Otherwise p cannot be well ©-illuminated.

Theorem 1. Given a set F' of n light sources, a point p in the plane and an
angle © < 7, checking if p is well O-illuminated, computing its MER and a
minimal embracing set for it takes ©(n) time.
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Proof. Let F be a set of n light sources, p a point in the plane and © < 7 a given
angle. Dividing the plane in cones of angle (2 and assigning each light source to
its cone takes O(n) time.

The distances from p to all the light sources can be computed in linear time.
Computing the median also takes linear time [6], as well as splitting F in two
halves. Since we consider the angle © to be a fixed value, the number of cones is
constant (é is constant). Consequently, spreading each empty cone by computing
a light source on each side of the cone is linear. So checking if p is well ©-
illuminated by a set F’/ C F' is linear on the number of light sources of F’. Note
that we never study the same light source twice while searching for the MER of
p- So the total time for this logarithmic search is O(n+ 5+ +§ +...) = O(n).
Therefore, we compute a closest embracing site and a minimal embracing set for
p in linear time.

All the light sources of F' are candidates to be the closest embracing site for
a point in the plane, so in the worst case we have to study all of them. Knowing
this, we have Q(n) as a lower bound which makes the linear complexity of this
algorithm optimal. a

Note that this algorithm not only computes the minimal embracing set and the
MER of a well ©-illuminated point as it also computes an embracing set for
a t-well illuminated point (Definition E). The next theorem solves the t-good
illumination of minimum range using the O-illumination of minimum range.

Proposition 5. Given a set F' of n light sources, a point p in the plane and a
giwen angle © < 7, let r be the MER to well ©-illuminate p. Then r also t-well
illuminates p fort = [ §|.

Proof. Let F be a set of n light sources, p a point in the plane and © < 7 a
given angle. If p is well ©-illuminated then we know that there is always one
interior light source to every cone emanating from p with an angle ©. On the
other hand, p is t-well illuminated if there are, at least, ¢ interior light sources
to every half-plane passing through p. An half plane passing through p can be
seen as a cone of angle m emanating from p. So if we know that we have at least
one light source in every cone of angle ® emanating from p then we know that
we have at least | § | light sources in every half-plane passing through p. This
means that p is | § |-well illuminated. So the MER needed to well ©-illuminate
p also | § |-well illuminates p. O

Corollary 1. Let F be a set of n light sources, p a point in the plane and
O < 7 a given angle. A minimal embracing set that well O-illuminates p also
t-well illuminates p fort = | [ |.

Proof. Let I be a set of n light sources, p a point in the plane and ©® < 7 a
given angle. According to the last proposition, the MER to well ©-illuminate p
also t-well illuminates it, ¢ = [ § |. So a closest embracing site for p when it is
well ©-illuminated is at the same distance or further than a closest embracing
site for p when t-well illuminated, ¢t = | § |. So the minimal embracing set that
well ©-illuminates p also t-well illuminates it for t = | g |. O
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Fig.9. (a) Point p is 2-well illuminated since there are at least two light sources in
every open half plane passing through p. (b) Point p is not well 7 -illuminated because

there is an empty cone of angle 7.

Note 1. If a point is well O-illuminated by a set F' of light sources, it is also t-well
illuminated by F for ¢ = | § |, however the other implication is not necessarily
true as it is shown in Fig.

5 Conclusions

The visibility problems solved in this paper consider a set of n light sources.
Regarding the 1-good illumination, we presented a linear algorithm to compute a
Closest Embracing Triangle for a point in the plane and its Minimum Embracing
Range (MER). This algorithm can also be used to decide if a point in the plane
is 1-well illuminated.

In the following sections, we presented two generalizations of the t-good
illumination of minimum range: orthogonal good illumination and the good
O-illumination of minimum range. We proposed an optimal linear time algo-
rithm to compute the MER of an orthogonally well illuminated point, as well as
its minimal embracing set. Related to this variant, the E-Voronoi Diagram was
also presented as well as an algorithm to compute it that runs in O(n?) time.

We introduced the O-illumination of minimum range and an optimal linear
time algorithm. The algorithm computes the MER needed to well ©-illuminate a
point in the plane and a minimal embracing set for it. We established a connection
between the t-good illumination of minimum range and the good ©-illumination
of minimum range in Proposition[Bl The MER to well ©-illuminate a point also
t-well illuminates that point, for t = [ J |.

All the algorithms in this paper apart from the one that computes the
E-Voronoi Diagram have been implemented using Java. They all have been im-
plemented without any major issues and take the expected run-time to com-
pute a solution. The algorithm to compute the E-Voronoi Diagram is by far the
most challenging since it needs a good data structure to compute and merge
five Voronoi Diagrams. Nevertheless, this must be done a quadratic number of
times which can be disastrous if the data structure takes too much time to be
processed. Though it hasn’t been implemented yet, it is in our plans to do so.
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Abstract. A chain or n-link is a sequence of n links whose lengths
are fixed joined together from their endpoints, free to turn about their
endpoints, which act as joints. ” Ruler Folding Problem”, which is NP-
Complete is to find the minimum length of the folded chain in one di-
mensional space. The best result for ruler folding problem is reported by
Hopcroft et al. in one dimensional space which requires O(nL?) time com-
plexity, where L is length of the longest link in the chain and links have
integer value lengths. We propose a dynamic programming approach to
fold a given chain whose links have integer lengths in a minimum length
in O(nL) time and space. We show that by generalizing the algorithm it
can be used in d-dimensional space for orthogonal ruler folding problem
such that it requires O(2%ndL?) time using O(29ndL?) space.

Keywords: Ruler Folding Problem, Carpenter’s Ruler, Dynamic Pro-
gramming.

1 Introduction

A carpenter’s ruler is a ruler divided up into pieces of different lengths which
are hinged where the pieces meet, which makes it possible to fold the ruler. The
problem, originally posed by Sue Whitesides (McGill) is to determine the small-
est case into which the ruler will fit when folded. Here we are again idealizing
a physical ruler because we are imagining that the ruler will be allowed to fold
onto itself so that it lies along a line segment (whose length is the size of the
case) but that no thickness results from the segments which lie on top of each
other.

We consider a sequence of closed straight line segments [Ag, 4], [A1, As], ...
[An—1, A,] of fixed lengths Iy, la, ...l,, respectively, imagining that these line

* This research was in part supported by a grant from I.P.M.(No. CS1385-4-01).

O. Gervasi and M. Gavrilova (Eds.): ICCSA 2007, LNCS 4705, Part I, pp. 15-25] 2007.
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segments are mechanical objects such as rods, and their endpoints are joints
about which these rods are free to turn. The aim is to find the minimum length
of folded chain in which each joint is to be completely straight, or completely
folded. This problem has been known as ” Ruler Folding Problem”

” Ruler Folding Problem” was stated by Hopcroft et al. for the first time and it
has been shown to be NP-Complete by a reduction from PARTITION problem
[1]. They developed an O(nL?) pseudo polynomial algorithm for folding an n-
link open chain in one dimensional space where L is the length of the longest
link [TI2]. Hopcroft et al. proposed an approximation algorithm for the ” Ruler
Folding Problem” with the upper bound of 2L for the length of the folded chain.
They showed that this upper bound is tight using an example [I].

Part of the motivation of Hopcroft, Joseph, and Whitesides in studying the
complexity of ruler folding was that it was a very simplified model for a mo-
tion planning problem for a robot. As engineers have moved in the direction
of designing more complex robotic systems, computer scientists and mathemati-
cians have been studying the complexity of the algorithms that are involved with
implementing such robotic systems.

Recently, Calinescu and Dumitrescu improved the previous result and pro-
vided a fully polynomial-time e-approximation scheme (FPAS) for ruler folding
problem[3]. Total running time of their algorithm is O(n*(1/€)3log L) and it
requires O(n*(1/€)?log L) additional space. Kantabutra presented a linear time
algorithm for reconfiguring certain chains inside squares, considering an unan-
chored n-link robot arm confined inside a square with side length at least as
long as the longest arm link[4]. He found a necessary and sufficient condition
for reachability in this square. Biedl et al. have investigated locking tree like
linkages in two dimension and proved that transforming any closed chain to a
simple closed chain such that links be horizontal or vertical is NP-Complete.
This problem remains NP-Complete even in one dimension. The proof is done
by a reduction from PARTITION problem [5l6].

Lenhart and Whiteside defined an operation called ”linear movement” for
closed chains and showed that any closed chain can be transformed to an-
other closed chain by O(n) linear movements, in the three or more dimensional
spaces[f]. They showed for 2D spaces it is possible if and only if sum of the
lengths of the second and the third largest links be less than half the sum of all
links’s lengths. Linkage problems have been studied extensively in the case that
links are allowed to cross [8]. Recently there has been much work on the case
that the linkage must remain simple and no crossing are allowed. Such linkage
folding has applications in hydraulic tube bending and motion planning of robot
arms. There are also connections to protein folding in molecular biology [9].

In this paper, we reduce the time complexity of the algorithm given by
Hopcroft et al. and also introduce a new problem, Orthogonal Ruler Folding,
which is a generalization of Ruler Folding Problem. In the real word, robot arms
are constructed as sequence of links whose thickness are not zero. In the Ruler
Folding Problem, thickness of each link is considered as zero but in the reality it
is not zero. 2D and 3D version of the Ruler Folding Problem have applications
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(a) (b) (c)

Fig. 1. Orthogonal Ruler Folding (a)One dimensional space (b)Two dimensional space
(¢)Three dimensional space

when the thickness of the links are greater than zero, an also in moving robot
arms when obstacles are present. We present a pseudo polynomial time algo-
rithm for ” Ruler Folding Problem” in one, two, and d-dimensional space based
on the dynamic programming approach such that lengths of the links are integer
values. Figure ([IJ) shows the Orthogonal Ruler Folding in three cases.
Preliminaries are stated in section 2, our algorithm in one dimensional space
is presented in section 3, we generalize the algorithm to solve the problem in d-
dimensional space in section 4 , and finally the conclusion is stated in section 5.

2 Preliminaries

A linkage is a planar straight line graph G = (V, E) and a mapping [ : £ —— RT
of edges to positive real lengths. Each vertex of a linkage is called a joint or an
articulation point, each straight line edge e of a linkage, which has a specified
fixed length I(e) is called a bar or a link. A linkage whose underlying graph
is a single path is called polygonal arc, open chain or a ruler, a linkage whose
underlying graph is a single cycle is called polygonal cycle, closed chain or a
polygon and a linkage whose underlying graph is a single tree is called polygonal
tree or tree linkage. In an n-link polygonal arc, let [; denote ith link of the open
chain, and A; denote the joint connecting [; and [; 1 links, for i =0,...,n — 1.
A linkage can be folded by moving the links around their joints in R? in any
way that preserves the length of each link. The length of a link [ is shown by ||.
Given an n-link open chain I" = (I4,...,1,), Lp is defined as follows.

Lr = Maz{|l;|; fori=1,...,n}. (1)
and [ is defined as follows.
Fi:(lla"'vli)‘ (2)

L is the length of the longest link in the given chain which is denoted by I" and
I’; is the ith subchain of I'. Now we introduce Ruler Folding Problem as follows.
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Problem 1: Given an n-link open chain I" = (ly,...,l,) with links having
integer length, what is the minimum length of the folded chain such that all
joint’s angles must be 0 or 1807

Note that different orders of lengths can mean a different minimum sized
folding. The abstract problem we are raising is: Given a collection of numbers
l1,1l2,...,1, which are to be interpreted as the lengths of the sections of the
carpenter’s ruler, with the first section of the ruler having length [, the second
section of the ruler having length lo, ..., and the last section of the ruler having
length [,,, can the ruler be stored in a case with length at most K7 (For the
problem to make sense K should be at least as large as the largest link in the
ruler; otherwise there is no hope of fitting the ruler into a case of length K.)

In the next section we propose a dynamic programming approach to solve the
above problem.

3 One Dimensional Algorithm

Hopcroft et al. [I] developed an approximation algorithm for ruler folding prob-
lem. This algorithm takes an n-link open chain as input and folds it such that
the length of the folded chain does not exceed 2L, where L is defined in equation
(). A short description of the algorithm is as follows. Using = axis, place joint
Ap on the origin and then for each link [;, for i = 1,...,n, if folding [; to the
left direction results in placing A; on a negative axis then fold [; to the right,
otherwise fold ; to the left. The sketch of their algorithm is given in Figure (2]).
Result of their algorithm is stated by a theorem which is as follows.

Theorem 1. Given an n-link open chain, it can be folded in less than 2L length
in O(n) time, where L is the length of the longest link in the given chain.

Proof. See [1]. 0

Hopcroft et al. also developed a dynamic programming approach which folds
a given chain I" whose links have integer lengths within the optimum interval.
Their algorithm is as follows.

For k = L to 2L — 1 repeat steps 1 to 4.

Step 1: Characterizing optimal subproblems Consider any optimal fold-
ing and let j be the position within & where A; lands. Then links 1 through
i—1 must be folded within & such that A;_; lands at j—|l;| = 0 or j+|l;| = k.

Step 2: Recursive definition We get this recursive definition which is as fol-
lows.

T(i,7): true if and only if links 1 through ¢ of the ruler can be folded such
that A; lands at position j.

T(i,7) =true if T(i— 1,7 — |l;]) is true for j — |l;| =0, or T'(: — 1,5 + |I;]) is
true for j + |l;| = k, false otherwise.

Step 3: Algorithm Build a table with n + 1 rows (indexed 0 to n), and with
k + 1 columns (indexed 0 to k). Initialize row 0 to true everywhere, and all
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other rows to false everywhere. Fill the table from left to right, from top to
bottom, as per step 2. Its important to keep track of whether a true on row
i came from T(i — 1,5 — |l;]) or from T'(: — 1,75 + |l;]) so that we know in
which directions to fold the links in an eventual optimal solution.

Step 4: Reconstructing optimal solution If no true in row n, ruler can not
be folded within k. Otherwise, backtrack from any such true entry up the
table using the data of step 3.

Analysis. It is easy to see that their algorithm requires O(nL?) time and O(nL)
space where L is the length of the longest link in the given chain.

Algorithm 1D — Approzimation(I',n, F)
// This algorithm folds the given sub-chain I" = (I1,...,l,) within the interval [0, 2L ]
Input: I' is the given chain.
Output:ArrayF = (f1,..., fn) of size n such that f; = +1, if [, has been
folded to the right and f; = —1, if [; has been folded to the left.
Begin
Place joint Ap on point x =0
CurrentPos «— 0
for i — 1 to n do
if CurrentPos — |l;] < 0 then
//place joint A, on the right side of A;_1
CurrentPos <« CurrentPos + |l;]
fi — +1
else
CurrentPos « CurrentPos — |l;]
fi — —1
End of Algorithm

Fig. 2. Approximation algorithm in one dimensional space

We use a dynamic programming approach to achieve a pseudo polynomial
algorithm for ruler folding problem which requires O(nlL) time using O(nL)
space. Given an n-link open chain I = (Iy,...,1,) with integer length links, let
m;,; (if m; ; > 0) be the minimum length of the folded chain I for which

Min{x(Ay); for k=0,...,i} =0

and joint A; (endpoint of I5) is placed at point j and let m;; be +oo if it is
impossible to fold I in the minimum length such that

Min{x(Ay); for k=0,...,i} =0

and joint A; is placed at point j where x(Ay) is x coordinate of joint Ayg.
For the whole chain, the minimum length of the folded I, would thus be
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Algorithm 1D RulerFolding(I', n);
Input: I' is an n-link open chain whose links have integer lengths.
Output: Minimum length of the folded open chain I"
Begin
L — Maz{|l;|; fori=1,...,n}
for i — 0 to n do
for j — 0 to 2L do
mg j «— +00
mo,0 < 0
for i — 1 to n do
for j — 0 to 2L do
if m;_1,; < +oo then
if j + |l;| < 2L then
M gty = Min{mg oy, Maz{j + [li], mi—1,5}}
if j —|l;| < 0 then
mi,o0 «— Min{m; o, [li| + mi—1,; — j}
else
Mgy Min{mg ;o) mizs}
return Min{m,, ;; for j =0,...,2L}
End of Algorithm

Fig. 3. One dimensional Ruler Folding algorithm

Min{my j; for j = 0,...,2L}. It is easy to see that if ¢ = 0, the problem is

trivial. Thus
o _Jo itj=o,
03 7 1 400 otherwise.

Furthermore using [I, we get m; ; = +o00 ,if j < 0 or j > 2L. m; ; is computed
from m;_y j1y;,) and m;_y ;_y;,|- We should fold /; to both the left and the right
directions from A;_1. If left folding of [; implies that A; is positioned at a negative
point then we should shift whole of I to the right until A; is positioned at point
zero. Hence, when j = 0, m; ; may be modified. The recurrence equation of m; ;
is as follows.

e — Min{\lﬂ%—mi,l,k—k; fork:0,...7\li|} if =0, (3)
J Min{mi_17j+|li|,Max{j, mi_Lj_””}} lf_] > 0.

Based on the recurrence equation (3)), we achieve a dynamic programming algo-

rithm which is shown in Figure ([@)). Note that for simple implementation of the

algorithm 1DRulerFolding we fill m; j, for j =0, ..., 2L, discretely.

Analysis. It is easy to see that algorithm 1DRulerFoilding requires O(nL) time
and space.
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4 d-Dimensional Algorithm

In this section, first we state 2-dimensional ruler folding problem and introduce
an algorithm for it and then generalize it to d-dimensional space.
Consider an object function for 2-dimensional space which is defined as follows.

fo(I') = (Maz{z(A;); for i =0,...,n} — Min{z(4;); for i =0,...,n})+
(Max{y(4;); for i =0,...,n} — Min{y(4;); fori=0,...,n})

where z(A;) is x coordinate of joint A; and y(A;) is y coordinate of joint A;.

Problem 2: Given an n-link open chain I" = (Iy,...,l,) with integer length
links, what is the minimum value of the object function fo(I") for the folded
chain in the plane such that all links of the given chain are parallel to at least
one axis?

Let m; ;i (if m; 5, > 0) be the minimum value of object function f>(I") for
the folded chain I'; for which

Min{z(Ay); for k=0,...,i} =0
and
Min{y(Ag); for k=10,...,i} =0

and A; (endpoint of I7) is placed at point (j,k) and let m; ;i be +oo if it is
impossible to fold I; in the minimum length such that

Min{z(Ay); for k=0,...,i} =0

and
Min{y(Ag); for k=0,...,i} =0

and A; is placed at point (7, k). For the whole chain, the minimum length of the
folded I3, would thus be

Min{my, ji; for j=0,...,2L and k =0,...,2L}.

If i = 0, the problem is trivial. Thus

0.5k =\ 400 otherwise,

and m; ;1 = +oo ,if § <0, 7 > 2L, k <0, or k> 2L. m;; is computed from
M1+l ks i1 ,5—|Li] ks Mi—1,5,k—|Li]> and M1 j k+|ls]- We should fold I; to
the left, right, up, and down directions from A; ;. If left folding of I; implies
that A; is positioned at a negative x coordinate then we should shift right whole
of I'; until x(A;) is zero, and if down folding of [; implies that A; is positioned at
a negative y coordinate then we should shift up whole of I; until y(A;) is zero.
Hence, when j = 0 or k = 0, m; j,» may be modified. Since

Min{z(Ay); for k=0,...,i} =0
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Algorithm 2D RulerFolding(I",n);
Input: I is an n-link open chain whose links have integer length.
Output: Minimum value of f2(I") for the folded open chain I"
Begin
L «— Maxz{|l;|; fori=1,...,n}
for i — 0 to n do
for j +— 0 to 2L do
for k — 0 to 2L do
m; gk < +00
mop,0,0 < 0
B,(0,0,0) < 0
B,(0,0,0) — 0
for i — 1 to n do
for j «+ 0 to 2L do
for k +— 0 to 2L do
if m;_1 j 1 < +oo then
if k + |l;| < 2L then//Right Direction
Mgt ltg) — Mindma )
Maz{k + |l;|, B+ (i — 1,4, k) + By (i — 1,5, k)}}
By (i,j,k + |l;]) «— Maz{k + |l;|,B+(i — 1,4,k)}
if k —[l;| < 0 then //Left Direction
if |Li| 4+ Ba(i— 1,5,k) — k+ By(i — 1,4, k) < mi ;.0 then
mijo — |lil + Ba(i—1,5,k) — k + By (i — 1,5, k)
By (i,7,0 < |lj| + Bg(i —1,5,k) — k
else
if mi_1 56 < My k=1, then
MG k—|1;] < Mi—1,5,k
Bu(i,jok — |Lil) — Ba(i— 1,4, k)
if j + |l;| < 2L then //Up Direction
My i)k Min{mg o)
Maa{j+ |lil, By (i — 1,5,k) + Bali — 1,5, k)}}
Ba(iyj + |l k) — Maz{j + [Li], B, (i — 1,5.k)}
if j —|l;| < 0 then //Down Direction
if |1;| + By (i — 1,4, k) — j 4+ Ba(i — 1,4, k) < my 0, then
miok < |lil + By(i — 1,5, k) —j 4+ B (i — 1,5, k)
By(i,0, k) — || + By (i — 1,3, k) —
else
if mi—1,4,6 <M,k then
M j—[1; 1k < Mi—1,5,k
By(irj — Ll k) — By(i — 1.5 k)
return Min{m, jx; for j =0,...,2L and k =0,...,2L}
End of Algorithm

Fig. 4. Two dimensional Ruler Folding algorithm

and
Min{y(Ag); for k=0,...,i} =0

in step i, thus we need to save right point and up point in each step. Let B be
a data structure in which it records = coordinate and y coordinate of each step.
Note that in one dimensional space the values of B and m are the same and it
is not necessary to use the data structure B. The recurrence equation of m; j i
is as follows.
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Minogs§j+|li|{‘li|+
By (i —1,8,k) = s + Bu(i = 1,j,k)} ifj =0,
Ming< <, {|l:i|+
BT = st By =1k} TE=0.
bk = Min{mi i)k Maxdj, By (i =1, 7 = [li], k) }+
Min{m;_y ; g1, Maw{k, Bo(i = 1,5,k — [li]) }+
By(i— 1,5,k —|li])} k=0

Based on the recurrence equation (), we achieve a dynamic programming algo-
rithm which is shown in Figure ().

Analysis. It is easy to see that algorithm 2DRulerFoilding requires O(nL?) time
and space.

Algorithm d — Dimensional Ruler Folding(I', n);
Input: I' is an n-link open chain whose links have integer length.

Output: Minimum value of f4(I") for the folded open chain I"

Begin
L — Maz{|l;]; fori=1,...,n}
for i — 0 to n do
for all 0 < ji,...,jqa < 2L do
i
My singq T T

7”3,...,0 — 0
for k — 1 to d do
BY(0,...,0) <0
for i — 1 to n do
for all 0 < j1,...,j4 < 2L do
i—1
F1aees g < 400 then
for k — 1 to d do
if ji + |l;| < 2L then//+ji, Direction
15k —1:dk g1 0da - JWLn{mjl,---,jk71~J'k+\li|~]'k+1,m,jd
Max{j, + il ), B G- da)}b}

if m

m s

Bi(ts o dh—1,dk + il drtrs o da) = Maa{jy + [Lil, By (1, -5 da)}
if jr — |l;] < 0 then //—j, Direction
i 0| + Zt:l Ld BZ_I(jl’ e ja) = Jk < 7”;’1,...,3‘)6,1.O,jk+1,...,jd then
T : )
m;h---r-jk—l<0»-7k:+17”’vjri — [l + Zt:l,...,d By U da) = gk
Bi(dis k=150, kx5 - -+ da) — Ll + B (Jas - -+ da) — ik
else
e i1 i
if mj1,m,jd < m]lv-"vjk;—lvjk_‘li‘vjk;+17"'7jd then
i i1
15 dk—10k —lilig41s-0dd <;m'.h,---,.jd, »
BiG1s - dk—1,9k — Ll drs1y- - da) < By G, -0 da)
return Mi"{mﬁ,...,jd% for all 0 < ji,...,j54 < 2L}

End of Algorithm

Fig. 5. d-dimensional Ruler Folding algorithm
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Now, consider an object function for d-dimensional space which is defined as
follows.

where z(A4;) is the kth coordinate of joint A;.

Problem 3: Given an n-link open chain I" = (Iy,...,l,) with integer length
links, what is the minimum value of the object function f4(I") for the folded
chain in the d—dimensional space such that all links of the given chain are
parallel to at least one axis?

By a little modification of algorithm 2DRulerFolding we can achieve a d -
dimensional algorithm which solve problem 3. Figure (Bl shows the d-dimensional
algorithm for Ruler Folding problem in which B} (j1,...,jq) represents the ex-
treme point of the the folded chain I in the kth dimension in which A; is
positioned at point (ji,...,Jq) and mj‘l,...,jd stands for the minimum value of
fa(l3).

Analysis. d-DimensionalRulerFolding algorithm requires O(29ndL?) time using
O(2%ndL?) space.

An optimal solution can be obtained by using an extra array and utilizing the
information provided by the algorithm. For optimal substructure, it is easy to
see that an optimal solution to a problem contains within it an optimal solution
to subproblems.

5 Conclusion

The best previously known algorithm for the ruler folding problem was developed
by Hopcroft et al.[I]. They introduced a pseudo polynomial time algorithm which
required O(nL?) time using O(nL) space, where L is the length of the longest
link of the given chain. In this paper, we developed a pseudo polynomial time
algorithm using dynamic programming approach for ruler folding problem in
one dimensional space. Our algorithm requires O(nL) time using O(nL) space,
which beats the Hopcroft’s result in time complexity.

By defining a new problem which is derived from Ruler Folding problem in
d-dimensional space,we generalize the algorithm to solve orthogonal ruler folding
problem in d-dimensional space. It requires O(29ndL?) time using O(29ndL?)
additional space. By modifying the object function f4(I"), the algorithm can
solve other problems which can be constructed in d-dimensional space. It can be
used for many kind of problems such as minimizing area of the bounded region of
orthogonal folded chain. Ruler folding problem has many applications including
robot motions and protein folding in biology science. The introduced algorithms
are useful in robot motion planning problems in which robot arms are modeled
by linkages.
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Abstract. Let A and B be two colored point sets in R?, with |A| < |B].
We propose a process for determining matches, in terms of the bottleneck
distance, between A and subsets of B under color preserving rigid motion,
assuming that the position of all colored points in both sets contains a
certain amount of "noise”. The process consists of two main stages: a
lossless filtering algorithm and a matching algorithm. The first algorithm
determines a number of candidate zones which are regions that contain
a subset S of B such that A may match one or more subsets B’ of S. We
use a compressed quadtree to have easy access to the subsets of B related
to candidate zones and store geometric information that is used by the
lossless filtering algorithm in each quadtree node. The second algorithm
solves the colored point set matching problem: we generate all, up to a
certain equivalence, possible motions that bring A close to some subset B’
of every S and seek for a matching between sets A and B'. To detect these
possible matchings we use a bipartite matching algorithm that uses Skip
Quadtrees for neighborhood queries. We have implemented the proposed
algorithms and report results that show the efficiency of our approach.

1 Introduction

Determining the presence of a geometric pattern in a large set of objects is a
fundamental problem in computational geometry. More specifically, the Point Set
Matching (PSM) problem arises in fields such as astronautics [I1], computational
biology [I] and computational chemistry [6].

In all these areas the data used present a certain degree of ”fuzzyness” due
to the finite precision of measuring devices or to the presence of noise during
measurements so the positions of the points involved are allowed to vary up to a
fixed quantity. In some cases, as in the constellation recognition problem (con-
sidering fixed magnification) in astronautics or the substructure search problem
in molecular biology, the points to be matched represent objects that can be
grouped in finite range of categories (by the brightness of the stars or by types
of the atoms involved respectively). By assigning a color to each of this cat-
egories and working with colored points we may focus on an problem usually

* Partially supported by the Spanish Ministerio de Educacién y Ciencia under grant
TIN2004-08065-C02-02.

O. Gervasi and M. Gavrilova (Eds.): ICCSA 2007, LNCS 4705, Part I, pp. 26-40] 2007.
© Springer-Verlag Berlin Heidelberg 2007



Efficient Colored Point Set Matching Under Noise 27

not considered while retaining the same applicability and geometric interest (as
the PSM problem is just a particular case of the one just stated, when there
is only one color present). Another aspect that we will consider is that in most
applications the sets to be matched do not have the same cardinality, so the
objective is to match one of the sets to a subset of the other (this is also known
as partial matching ). Finally, bearing in mind that in our motivational problems
the correspondences between the colored points to be matched are required to
be one-to-one, we will use the bottleneck distance.

1.1 Problem Formulation

Let P(q,r) represent the colored point ¢ € R? with associated color r. Fixed a
real number ¢ > 0, we say that two colored points A = P(a,r),and B = P(b, s)
match when r = s and d(A, B) = d(a,b) < ¢, where d denotes the Euclidean
distance.

Let D, S be two colored points sets of the same cardinality. A color preserving
bijective mapping f : D — S maps each colored point A = P(a,r) € D to a
distinct and unique colored point f(A) = P(b,s) € S so that r = s. Let F be the
set of all color preserving bijective mappings between D and S. The bottleneck
distance between D and S is defined as:

dy(D, S) = i max d(A, f(4)).
The Noisy Colored Point Set Matching (NCPSM) problem can be formu-
lated as follows. Given two Colored Points sets A, B, |A| = n, |B| =m, n < m,
and ¢ > 0, determine all rigid motions 7 for which there exists a subset B’ of
B such that dy(7(A),B") < e. We define 7(P(a,r)) as P(r(a),r) and 7(A) as
{r(P(a,r)) | Pla,r)e A}.

If 7 is a solution to the NCPSM problem, every colored point of 7(.A) ap-
proximately matches to a distinct and unique colored point of B’ of the same
color, and we say that A and the subset B’ of S approzimately match or are
noisy congruent. A graphical example of the problem can be found in Figure [l
In the case when all the points are of the same color and sets of the same car-
dinality are considered, then the NCPSM problem becomes the Noisy Point
Set Matching (NPSM) problem [4].

To make the visualization of the graphical examples easier throughout this
paper the colored points will be represented as disks and different colors will be
indicated by different radii. It must be noted that we will not use the geometric
properties of the disks and use their radius only as ”color” categories.

1.2 Previous Results

The study of the NPSM problem was initiated by Alt et al. [2] who presented
an exact O(n®) time algorithm for solving the problem for two sets A, B of
cardinality n. Combining Alt et alt. algorithm with the techniques by Efrat
et al. [] the time can be reduced to O(n”logn). To obtain faster and more
practical algorithms, several authors proposed algorithms for restricted cases or
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Fig. 1. Our problem consists on finding all the subsets of B that approximately match
to some color-preserving rigid motion of set A. In the figure rectangles contain such
subsets. Points of different color are represented as disks with different radii.

resorted to approximations [7/4]. This line of research was initiated by Heffernan
and Schirra [7] who presented an O(n*®)-time algorithm conditioned to the fact
that the noise regions were small. Indyk and Venkatasubramanian [I0] claim
that this last condition can be removed without increasing the computational
complexity using the techniques by Efrat, Itai and Katz [4].We must remark that
although the widely known Hausdorff distance is commonly used and faster to
compute than the bottleneck distance, our motivational problems demand the
matching between colored points to be one to one, forbidding its use.

2 Owur Approach

The main idea in our algorithm is to discretize the NCPSM problem by turning
it into a series of ”smaller” instances of itself whose combined solution is faster
than the original problem’s. To achieve this discretization, we use a conservative
strategy that discards those subsets of B where no match may happen and, thus,
keep a number of zones where this matches may occur.

Our process consists of two main algorithms. The first one, the lossless filtering
Algorithm, yields a collection of candidate zones, which are regions determined
by one, two or four squares that contain a subset S of B such that A may
approximately match one or more subsets B’ of S. The second algorithm solves
the NCPSM problem between A and every S.

The discarding decisions made throughout the lossless filtering algorithm are
made according to a series of geometric parameters that are invariant under
rigid motion. These parameters help us to describe and compare the shapes of
A and the different subsets of B that we explore. To navigate B and have easy
access to its subsets, we use a compressed quadtree [5]. This capacity to discard
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parts of B results in a reduction of the total computational time, corresponding
to a pruning of the search space. Notice that the earlier the discards are made,
the bigger the subsets of B that are discarded. In the following paragraphs we
provide a more detailed explanation of the structure of our solution. We also
provide Figure[2] as a visual complement.

The first algorithm (Lossless Filtering algorithm) consists itself on two sub-
parts. A quadtree construction algorithm and a search algorithm. The quadtree
construction algorithm can also be subdivided in two more parts: a compressed
quadtree building algorithm that uses the colored points in B as sites (without
considering their color), and an algorithm that adds the information related to
the geometric parameters being used to each node. The search algorithm tra-
verses the quadtree looking for the candidate zones

e | Overview of all the algorithms used:

. | LFA: Lossless Filtering Algorithm,
=D—>|:| QBA: Quadtree Building Algorithm

LFA

CQBA: Compressed Quadtree Building Algorithm

QBA SA E T
cosr A ’D_’I:l AGIA: Adding Geometric Information Algorithm
g : . SA: Search Algorithm

CPSMA: Colored Point Set Matching
Algorithm
. E: Enumeration,

> D—’D T: Testing

The second algorithm (matching algorithm) consists on two more parts. The
first one, the ”enumeration” part, groups all possible rigid motions of A in equiv-
alence classes in order to make their handling feasible and chooses a represen-
tative motion 7 for every equivalence class. The second step, the ”testing” part,
performs a bipartite matching algorithm between every set 7(.A) and every col-
ored point set B’ associated to a candidate zone. For these matching tests we
modify the algorithm proposed in [4] by using the skip-quadtree data structure
[5] in order to make it easier to implement and to take advantage of the data
structures that we have already built.

Notice that although our algorithms are designed to solve the generic NCPSM
problem, the possibility to define different geometric parameters allows the algo-
rithm to take advantage of the characteristic properties of specific applications.
We have implemented the algorithms presented, which represents a major dif-
ference to the previous and mainly theoretical approaches.

3 Lossless Filtering Algorithm

The subdivision of R? induced by a certain level of the quadtree is formed by
axis-parallel squares. To take advantage of this, we will just search for a certain
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axis-parallel square in the quadtree big enough to contain set A even if it appears
rotated. In order to make this search more effective, we will also demand the
square that we are looking for to contain a part of B similar to A in terms of
some (rotation invariant) geometric parameters. By doing this, we will be able
to temporarily forget about all the possible motions that set A may undergo
and just find those zones of the quadtree where they may actually appear by
performing a type of search that is much more adequate to the quadtree data
structure. The following paragraphs provide some more details on this idea.

Through the rest of the paper, all rectangles and squares considered will
be axis-parallel unless explicitly stated. Let R4 be the minimal rectangle that
contains all the (colored) points in A, and let s be the smallest positive integer
for which (diagonal(R.4) + 2¢) < 2° holds. Let us also denote any square with
side length 2° as a square of size s. Note that we use powers of two as side lengths
of the squares considered to simplify the explanations in section 3.2l although it
is not really necessary for our algorithm.

For any rigid motion 7 there exists a square of size s containing all the points
in 7(A). This allows us to affirm that, for any & C B noisy congruent with A
there exists a square of size s that contains its points. We store the points in B in
a compressed quadtree Qg and describe the geometry of each of the nodes in this
quadtree by using a number of geometric parameters that are invariant for rigid
motions. Then we look for candidate zones in the quadtree whose associated
geometric parameters match those of A. To sum up, we can say that, in the first
step of the algorithm, instead of looking for all possible rigid motions of set A, we
look for squares of size s covering subsets of B, which are parameter compatible
with A. It is important to stress the fact that ours is a conservative algorithm,
so we do not so much look for candidate zones as rule out those regions where
no candidate zones may appear. A technical issue that arises at this point is
that, although our intention would be to describe our candidate zones exactly
as squares of size s this will not always be possible, so we will also have to use
couples or quartets of squares of size s.

3.1 Quadtree Building Algorithm

Compressed Quadtree Construction. Although for the first algorithm we
only use the quadtree levels between the root and the one whose associated nodes
have size s, we use the remaining levels later, so we build the whole compressed
quadtree Qp. This takes a total O(mlogm) computational time [5]. The use of
the compressed quadtree data structure is motivated by the necessity to keep the
number of nodes bounded. This happens because compressed quadtrees, unlike
“usual quadtrees, guarantee this number of nodes to be in O(m).

Adding information to the quadtree. To simplify explanations we consider
9 to be complete. Although it is clear that this is not the general situation this
limitation can be easily overcome in all the parts of the algorithm.

At this stage the quadtree Qp contains no information about the different
colors of the points in B or the geometric characteristics of B as a whole. Since
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these parameters will guide our search for matches they must be invariant under
rigid motion. The geometric parameters we use are: a) parameters that take
into account the fact that we are working with point sets: number of points
and histogram of points’ colors attached to a node; b) parameters based on
distances between points: maximum and minimum distance between points of
every different color. For every geometric parameter we will define a parameter
compatibility criterium that will allow us to discard zones of the plane that
cannot contain a subset B’ of B to which A may approximately match (see figure
for an example). Other general geometric parameters may be considered in
future work as well as specific ones in specialized applications of the algorithms.
Once selected the set of geometric parameters to be used, in the second stage of

(8 |41
A

Fig. 2. There cannot be any B’ that approximately matches A fully contained in the
four top-left squares because A contains twelve disks (representing colored points) and
the squares only six

the quadtree construction, we traverse Qg and associate the selected geometric
parameters to each node. We also compute them for set A. The computational
cost of adding the geometric information to Qi depends on the parameters that
we choose. In the case of the "number of points” and ”histogram of points’ colors”
parameters we can easily keep track of them while we build the quadtree, so no
additional cost is needed. For the "minimum and maximum distance between
points of the same color” parameters, the necessary calculations can be carried
out in O(m?logm) time for each color category. Adding other parameters will
indeed need extra computational time but will also make the discarding of zones
more effective. This O(m? logm) dominates the O(mlogm) cost of building the
quadtree yielding the following:

Lemma 1. The cost of the Quadtree building algorithm is O(m?logm).

3.2 Lossless Filtering

This algorithm determines all the candidate zones where squares of size s that
cover a subset of B which is parameter compatible with A can be located. The
subdivision induced by the nodes of size s of Qi corresponds to a grid of squares
of size s superimposed to set B. As we are trying to place a certain square in
a grid of squares of the same size, it is easy to see that the only three ways to



32 Y. Diez and J.A. Sellares

A
/)
‘1
II,
ue

1 P
1

O PG

Fig. 3. Position of the candidate zones in the grid. Overlapping: (a) a single grid-square
(corresponding to a single quadtree node), (b) two (vertically or horizontally) neigh-
boring nodes, or (¢) four neighboring nodes. In this example we observe occurrences of
set A in zones of the first two types and an ellipse showing where occurrences of the
third type (not present) would appear.

place one of our squares respect to this grid correspond to the relative position of
one of the square’s vertices. This yields three different kinds of candidate zones
associated to, respectively one, two or four nodes (see Figure B]). The subsets 5’
that we are looking for may lie anywhere inside those zones.

Search algorithm. We provide a brief overview of the algorithm that traverses
Qp searching for the set C of candidate zones (see also algorithm [[]). The hierar-
chical decomposition of B provided by Q; makes it possible to begin searching at
the whole of B and later continue the search only in those zones where, according
to the selected geometric parameters, it is really necessary.

The algorithm searches recursively in all the quadrants considering also those
zones that can be built using parts of more than one of them. The zones taken
into account through all the search are easily described in terms of QOp’s nodes
and continue to decrease their size, until they reach s, following the algorithm’s
descent of the quadtree. Consequently, early discards made on behalf of the ge-
ometric parameters rule out of the search bigger subsets of B than later ones.
Given that two or four nodes defining a candidate zone need not be in the same
branch of Qp, at some points we will need to be exploring two or four branches
simultaneously. This will force us to have three separate search functions, de-
pending on the type of candidate zones we are looking for, and to keep geometric
information associated to those zones that do not correspond exactly to single
nodes in the quadtree but to couples or quartets.

The main search function, denoted search 1, seeks for candidate zones formed
by only one node and invokes itself and the other two search functions, called
search 2 and search 4 respectively. Consequently, search 2 finds zones formed
by pairs of nodes and also launches itself and search 4. Finally, search 4 locates
zones formed by quartets of nodes and only invokes itself.
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Algorithm 1. Search 1(node N)

for all S sons of N do
if (S is parameter compatible with A ) then
if ( We have not reached the node size to stop the search) then
Call Search 1(S)
else {We have found a candidate node}
Report candidate zone
end if
end if
end for
{Continue in pairs of nodes if necessary (four possibilities)}
for all Si, S pairs of neighboring sons of N do
if (The couple (S1, S2) is parameter compatible with .4) then
if ( We have not reached the node size to stop the search) then
Call Search 2(51,.52)
else {We have found a candidate pair}
Report candidate zone
end if
end if
end for
{Finally, continue in the quartet formed by the four sons if necessary}
(S1,S2,53,54): Quartet formed by the sons of N.
if ((Si1,S2,S53,54) are parameter compatible with A ) then
if ( We have not reached the node size to stop the search) then
Call Search 4 (51,52, 53,S54)
else {We have found a candidate quartet}
Report candidate zone
end if
end if

The search step begins with a call to function search 1 with the root node
as the parameter. We denote t the size of the root and assume ¢ > s. Function
search 1 begins testing if the information in the current node is compatible to the
information in A. If this doesn’t happen, there is no possible matching contained
entirely in the descendants of the current node and we have finished. Otherwise,
if the current node has size s then we have found a candidate zone. If this does
not happen, we must go down a level on the quadtree. To do so, we consider the
four sons of the current node (s1, s2, 83 and s4).

The candidate zones can be located: Inside any of the s;. So we have to call
search 1 recursively in all the s;’s. Partially overlapping two of the s;’s. In
this case, we would need a function to search both subtrees for all possible pairs
of nodes (or quartets) that may arise below in the subdivision. This is function
search 2. Partially overlapping each of the four s;’s. In this case, we would
invoke function search 4 that traverses all four subtrees at a time.

Functions search 2 and search 4 work similarly but take into account that they
need two and four parameters respectively that those must be chosen adequately.
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The process goes on recursively until the algorithm reaches the desired size s,
yielding a set C of candidate zones of all three possible types.

Lemma 2. The number of candidate zones c = |C| is O(""). This bound is tight.

Proof. Each point in B belongs to a unique node of Qp, each node may belong
to up to 9 zones (one of type one, four of type two and four of type four) and
thus each point in in B may belong to, at most, 9 candidate zones. Subsequently,
¢ € O(m). To improve this bound we consider n;, the number of points inside the
ith candidate zone. As each colored point belongs to at most 9 zones, ZciEC n; <
9m. As every candidate zone must contain, at least, n points then cn < Zci cc Mis
putting this two statements together, we obtain ¢ < 9;”. The tightness of the
bounds follows from considering, for example, the case when A = B.

Lemma 3. a)The total cost of the Search algorithm is O(m). b) The total cost
of the lossless filtering algorithm is O(m?logm).

Proof. a) Through the search algorithm every node is traversed at most 9 times
corresponding to the different candidate zones it may belong to, as the com-
pressed quadtree data strucure guarantees that there are at most 9 O(m) nodes
the total computational cost is O(m). b) The result follows from considering the
sepparate (additive) contributions of the O(m?logm) Quadtree building algo-
rithm and the O(m) contribution of the search algorithm.

4 NCPSM Solving Algorithm

At this stage of the algorithm we are considering a NCPSM problem where the
sets involved, A and § € C, n = |A| < n’ = |S| < m, have "similar” cardinality
and shape as described by the geometric parameters. We present an algorithm
to solve this NCPSM problem, based on the best currently existing algorithms
for solving the NPSM problem [2/4], that takes advantage of the compressed
quadtree that we have already built and is implementable. Our approach will
consist on two parts called ”enumeration” and ”testing” that will be detailed
through this section. We also provide Algorithm [Z] as a guideline.

4.1 Enumeration

Generating every possible rigid motion that brings set A onto a subset of S is
infeasible due to the continuous nature of movement. We partition the set of
all rigid motions in equivalence classes in order to make their handling possible
following the algorithm in [2].

For b € R?, let (b)¢ denote the circle of radius € centered at point b. Let S¢
denote the set {(b)¢|P(b,s) € S}. Consider the arrangement G(S¢) induced by
the circles in 8. Two rigid motions 7 and 7’ are considered equivalent if for
any colored point P(a,r) € A, 7(a) and 7’'(a) lie in the same cell of G(S¢). We
generate a solution in each equivalence class, when it exists, and its corresponding
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Algorithm 2. Search for noisy matching (A, S)

{Generate all possible equivalence classes:
ENUMERATION}
for all quartets a;, aj, by, b; do
for every couple (am,bp) do
Calculate curve ojkim
Intersection((bp), 0ijrim(x)) — Im,p
{Critical Events} = {Critical Events} U I p
end for
end for

{Search for possible matching in every equivalence class: TESTING}
x=0
while x < 21T do
x +— next critical event
T « associated rigid motion(z)
if (matching(r(A),S)) then
{Use algorithm in the ”testing” section }
Annotate((7))
end if
end while

representative motion: A simple geometric argument shows that if there exists
any rigid motion 7 that solves our NCPSM problem then there exists another
rigid motion 7" holding: 1) 7" belongs to the equivalence class of 7, 2) 7/ is also a
solution, 3) we can find two pairs of colored points P(a;,r;), P(aj,rj) € A and
P(bk, sk), P(bi,s1) € S, ri = s and rj; = s, with 7/(a;) € (br)® and 7/(a;) €
(b1)¢. We check this last property for all quadruples 4, j, k, [ holding r; = s and
r; = s;. This allows us to rule out those potential matching couples whose colors
do not coincide.

Mapping a;, a; onto the boundaries of (by)¢, (b;)¢ respectively in general leaves
one degree of freedom which is parameterized by the angle ¢ € [0, 27| between
the vector |a; — bg| and a horizontal line. Considering any other colored point
P(ap,ry) € A, h # 4,7 for all possible values of ¢, the point will trace an
algebraic curve o, of degree six (corresponding to the coupler curve of a
four-bar linkage [9]), so that for every value of ¢ there exists a rigid motion
74 holding 74(a;) € (br)S, Tp(a;) € (b)) and 74(an) = oijrn(@). For every
remaining colored point P(b,,sp) in S with s, = rj,, we compute (using Brent’s
method for nonlinear root finding ) the intersections between (b,)° and o;;un (¢)
which contains at most 12 points. For parameter ¢, this yields a maximum of 6
intervals contained in I = [0, 27[ where the image of 74(ay) belongs to (b,)¢. We
name this set I, , following the notations in [2]. Notice for all the values ¢ € I, ,
we may approximately match both colored points. We repeat the process for
each possible pair p(an,74), p(bp, sp) and consider the sorted endpoints, called
critical events, of all the intervals I, ,. Notice that the number of critical events is
O(nn’). Subsequently, any ¢ € [0, 27| that is not one of those endpoints belongs
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to a certain number of I, ;’s and ¢ corresponds to a certain rigid motion 74
that brings the colored points in all the pairs P(ap,rp), P(bp, $p) near enough to
be matched. The subdivision of [0, 27| consisting in all the maximal subintervals
that do not have any endpoints of any I, j, in their interior stands for the partition
of the set of rigid motions that we were looking for.

In the worst case, O(n?n'?) quadruples of colored points are considered. For
each quadruple, we work with O(nn’) pairs of colored points, obtaining O(nn')
critical events. Summed over all quadruples the total number of critical events
encountered in the course of the algorithm is O(n®n?).

4.2 Testing

We move parameter ¢ along the resulting subdivision of [0, 27[. Every time a
critical event is reached, we test sets 74(A) and S for matching. Whenever the
testing part determines a matching of cardinality n we annotate 7, and proceed.
Following the techniques presented in [8] and [4], in order to update the matching,
we need to find a single augmenting path using a layered graph. Each critical
event adds or deletes a single edge. In the case of a birth, the matching increases
by at most one edge. Therefore, we look for an augmenting path which contains
the new edge. If an edge of the matching dies, we need to search for a single
augmenting path. Thus in order to update the matching, we need to find a single
augmenting path, for which we need only one layered graph.

When searching for augmenting paths we need to perform efficiently two op-
erations. a) neighbor (D(7),q): for a query point ¢ in a data structure D(7)
that represents a point set 7, return a point in 7 whose distance to ¢ is at
most € or () if no such element exists. b) delete(D(7), s): deletes point s from
D(T). For our implementation we use the skip quadtree, a data structure that
combines the best features of a quadtree and a skip list [5]. The cost of building
a skip quadtree for any subset 7 of the set of colored points in § is O(n'logn’).
In the worst case, when n’ = m, this computational cost is the same needed
to build the data structure used in [4]. The asymptotic computational cost of
the delete operation in 7’s skip quadtree is O(logn’). The neighbor operation
is used combined with the delete operation to prevent re-finding points. This
corresponds to a range searching operation in a skip quadtree followed by a set
of deletions. The range searching can be approximated in O(6~! logn’ 4+ u) time,
where u is the size of the output, for a small constant ¢ such that e > ¢ > 0 [5].
The approximate range searching outputs some ”false” neighbor points that can
be detected in O(1) time. We will denote ¢(n,n’) an upper bound on the amor-
tized time of performing neighbor operation in 7’s skip quadtree. This yields
a computational cost of O(nt(n,n’)) for finding an augmenting path. Since we
spent O(nt(n,n’)) time at each critical event for finding an augmenting path,
the total time of the testing algorithm sums O(n*n'3t(n,n’)).

In the worst case t(n,n’) € O(n’). However, if we assume that the amount of
noise in set 4 data is "reasonable” it can be proved that t(n,n’) € O(logn). More
specifically, we need any circle of radius € to intersects at most O(logn) colored
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points in A. Regarding this condition we must bear in mind that e represents the
noise considered for every colored point, so supposing that at most a logarithmic
number of colored points can be in the same disk of radius € seems reasonable.
Otherwise, if we allowed O(n) points to be simultaneously in such a disk, the
amount of noise in the set would be similar to its diameter and we would actually
know very little about it.

4.3 Overall Computational Costs

If we put together the computational costs of the two parts of the matching
algorithm we can state that, under the assumptions presented in section

Lemma 4. The overall computational cost is O(n*m3logn). The bound is tight.

Proof. The lossless filtering step takes O(m? logm) computational time.

Given the O(n*n’3t(n,n’)) cost for every candidate zone, S with n’ = |S|,
when all candidate zones are considered, the total computational cost T is
>oc,cc O(n*ni®t(n,n;)) where n; = |C;]. Bearing in mind that t(n,n;) is logn
and factorizing we can say that T € n*logn) . .. O(n;®) taking into ac-
count that > . .. O(ni®) < (3¢ cc O(n;))® we obtain that T belongs to n*

logn(Q_sec O(n;))?, as each point belongs to at most 9 candidate zones then
>.c,cc O(n;) is O(m) and thus, the result follows. The tightness of the bound is
reached, for example, when A = B

This shows that from a formal point of view, our process takes, at its worst,
the same computational time as the algorithm that does not use the lossless
filtering step. Consequently we benefit from any reduction of the computational
time that the filtering achieves without any increase in the asymptotic costs. We
will quantify this (important) reduction in next section.

5 Implementation and Results

We have implemented all our algorithm using the C++ programming language
under a Linux environment. We used the g++ compiler without compiler opti-
mizations. All tests were run on a Pentium D machine with a 3 Ghz processor.
We have carried out a series of synthetic experiments in order to test the perfor-
mance of our algorithms. We focus specially on the lossless filtering algorithm
because it contains this paper main contributions.

Before describing the different aspects on which we have focused on each
of the tests, we state the part that they all have in common. In all the tests
we begin with a data set A that is introduced by the user. With this data we
generate a new set B that is built applying a (parameterized) number of random
transformations (rotations and translation) to set A. These transformation have
a fixed maximum distance of translations and each of the resulting points is
moved randomly (up to a fixed €) to simulate noise in data. Finally, we introduce
”white noise” by adding randomly distributed colored points.



38 Y. Diez and J.A. Sellares

25000
22500
20000
17500

g 15000 ‘//‘

g 12500 /‘

* 10000 A T
7500 "\'/
5000 ‘/ \y//

2500 Ay
pe—p—ppt—pf 0 o o oo Do o Qg or

40 80 10 16 20 22 24 28 30 32 40 44 50 60 66 80 88 96 11 11 13
000 O0O0OUOO0OOOUOOOO0O 0 0 002020

1B|

Fig. 4. Algorithm using searching step (T1) and not using it (T2)

The number of "noise points” introduced is| Apnumber of transformations)*
(noise parameter). In order to keep the discussion as simple as possible, all the
results in this section refer to an initial set of 20 colored points with 4 different col-
ors. The diameter of the set is 20, the maximum distance of translation is 1000 and
€ = 1. We will build different sets related to different number of transformations
and noise parameters. In each case, |B| = | A| * (number of transformations) x
(noise parameter + 1).

Effects of the Lossless Filtering Algorithm

The performance of the algorithm depends on the effectiveness that the lossless
Filtering step and the different parameters have on every data set, but at worst
it meets the best (theoretical) running time up to date. In the best case, the
initial problem is transformed into a series of subproblems of the same kind but
with cardinality close to n = |A|, producing a great saving of computational
effort. In this section we aim at quantifying this saving in computational time.
Figure @ shows the compared behavior of the matching algorithm undergoing
and not undergoing the lossless filtering algorithm (represented by times T1 and
T2 in respectively in the figure, both times are given in seconds). This lossless
filtering algorithm uses all the parameters described through this paper.

We must state here that the sizes considered here are small given the huge
computational time needed by the algorithm that does not include lossless fil-
tering. It is clear from the figure that, even when the theoretical computational
costs are still high due to the problem’s inherent complexity, using the lossless
filtering algorithm saves a lot of computational effort.

Discussion on geometric parameters

In this section we provide results that measure the effectiveness of the differ-
ent geometric parameters used during the lossless filtering algorithm. Figure
presents the number of candidate zones and computational costs for the search
algorithm resulting from 1) using only the "number of colored points* (Num.)
parameter 2) using the former and the histogram of points’s colors (Histo.) and
3) using the two just mentioned and the ”"maximum and minimum distance be-
tween points of the same color® (Dist.) parameters. All test were carried out
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|B| Num. Num. / Histo. Num. / Histo. / Dist.
Number of zones|Time(s) [Number of zones|Time(s) |[Number of zones|Time(s)

500 281 << 0.01|13 << 0.01|10 0.01
5000 |2974 0.01 18 0.01 13 0.55
10000 (3760 << 0.01|26 0.01 18 1.06
15000 (4030 0.01 36 << 0.01|23 2.09
20000 (4745 0.01 44 0.01 14 2.73
25000 (6307 0.01 637 0.01 13 2.93
50000 (12397 0.01 3029 0.01 40 40

75000 |15564 0.01 6382 0.02 240 3.72
100000{15746 0.01 9564 0.02 1078 3.44
125000{15879 0.02 11533 0.02 2940 4.12

with a fixed number of transformations (10) and with fixed distance of transla-
tion (1000).

We observe that the number of candidate zones is always lower when we use
more ”sophisticated “ geometric parameters and that this difference is much big-
ger in the case of the "number of colored points“ parameter. The time needed to
perform the search algorithm is bigger when we use more geometric parameters,
but still very far away from the cost of the matching algorithm. For example,
for a test with |B| = 500 the Losless Filtering algorithm takes 0.07 seconds (0.06
from the Quadtree Building Algorithm and 0.01 from the searching algorithm)
and the Matching algorithm takes 377.89 seconds. As a conclusion, the use of
more geometric parameters results in the output of less candidate zones that
we get. Moreover, although the use of more geometric parameters slightly in-
creases computational time, the cost of the Lossless filtering algorithm is still
much smaller than the matching algorithm’s.

6 Future Work

In our future work we will study the effect of considering other ”geometric pa-
rameters” in our algorithm. This includes ” general “ parameters that can be used
in any situation as well as specific ones related to ”real-life“ problems. Our meth-
ods are parallelizable, not only because calculations in its search step that run
on different subsets of the compressed quadtree can take place simultaneously,
but also because the subproblems that this search yields are all independent.
Consequently we also aim at using parallelization techniques to improve the
performance of our algorithm. Another main aspect comprehends the adapta-
tion of the algorithm to the 3D case.
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Abstract. We describe an O(n?)-time algorithm for computing a
minimum-area convex polygon that intersects a set of m isothetic line
segments.

1 Introduction

At the 4th NYU Computational Geometry Day, A. Tamir [O'R87] posed the
problem of deciding if there exists a convex polygon whose boundary intersects
a set of n line segments in the plane. Goodrich and Snoeyink [GS90] proposed
a decision algorithm that runs in O(nlogn) time and O(n) space for a set of
vertical line segments. In addition, they showed how to compute one of minimum
area/perimeter in O(n?) time whenever such a convex polygon exists.

Subsequently, some authors considered a slightly weaker version of this prob-
lem by interpreting “intersection” to mean intersection with the boundary or
interior of the convex polygon. Mukhopadhyay et al proposed an
O(nlogn) time algorithm to compute a minimum-area convex polygon that in-
tersects a set of n vertical segments. This algorithm was rediscovered by Lofter
and Kreveld twelve years later [LvK06] in a completely different context!! Lyons
et al [LMR] proposed an interesting O(n log n) algorithm to compute a minimum-
perimeter convex polygon that intersects a set of n isothetic line segments by
reducing the problem to a shortest-path computation. Rappaport gen-
eralized this result further by providing an O(nlogn) algorithm for a set of line
segments, each allowed to be oriented in a fixed number of directions.

Tamir’s original problem, to the best of our knowledge, still remains open and
the principal motivation behind this research is that it might provide a clue as to
how to solve this difficult problem. In this paper we propose an O(n?) algorithm
to compute a minimum-area convex polygon for which the boundary or interior
intersects a set of n isothetic segments, building primarily on the ideas implicit
in the work of Mukhopadhyay et al [MKB93]. It is an improved and corrected
version of the technical report [Muk06] in which we had proposed an O(n®)
algorithm for the same problem. After this report was written, we became aware
of the work of Loffler and van Kreveld [LvKO06|, who, in an entirely different
context, proposed an O(n?) algorithm to find the minimum area convex polygon
that intersects a set of n iso-oriented squares that parallels our own effort to solve
the problem discussed here. It turns out that a simple classification scheme of

O. Gervasi and M. Gavrilova (Eds.): ICCSA 2007, LNCS 4705, Part I, pp. 41 2007.
© Springer-Verlag Berlin Heidelberg 2007
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(a) (0)

Fig.1. (a) A set of vertical line segments with a common transversal (b) Convex
polygon that must be included by any polygon that intersects S

/

[LvK06] can be used to improve the time-complexity of the algorithm reported
in our earlier effort [Muk06] to O(n?) as we show below.

The paper is organised as follows. In the following section we briefly discuss
the problem for a set of n vertical line segments. This provides a basis for an
algorithm for isothetic segments, discussed in the next section. We provide an
analysis of the algorithm in the following section. Conclusions and pointers to
further research are discussed in the next and final section.

2 Vertical Line Segments

In this section we briefly revisit Mukhopadhyay et al’s algorithm for computing
a minimum-area polygon for a set S of n vertical line segments [MKB93]. A line
segment in S with end-points p and ¢ is denoted by pq. The functions top(.) and
bot(.) return its upper and lower end-points. In what follows, by a line segment
we shall mean a vertical line segment.

We first observe that the minimum-area polygon reduces to an arbitrary line
segment that crosses all the segments in S when all the segments have a common
transversal, as in Fig. [[[(a). In this case, the area is defined to be 0. We will not
be considering this case (see Edelsbrunner et al [EMPT82]).

We assume, without loss of generality, that there is a unique leftmost line-
segment [L and a unique rightmost line-segment rR. The minimum-area convex
polygon has its vertices among the top and bottom end points of the segments
that lie between the leftmost and rightmost segments and a vertex on each of
the latter. The main algorithmic problem is to determine the latter vertices, and
to do this we need a characterization of the minimum-area polygon P, .

The upper chain of the convex hull of the bottom end-points of the line-
segments in S has the property that bot(s) of each line-segment s lies on or
below it. If we partially order convex chains over a given range of z-values
by defining a chain to be “less than or equal” to another if at every point of
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the range the corresponding y-value of the former is less than or equal to the
corresponding y-value of the latter, then the upper hull of the lower end-points
is the “smallest” one in the given partial order to have the above property. To
reflect this we denote this lowest upward-convex chain by luc(S).

Similarly, the lower chain of the convex hull of the top end-points is the
“largest” among all convex chains which have top(s) for each line segment s
lying on or above it. We denote this highest downward-convex chain by hde(S).

Lemma 1. If P is a convex polygon, lying between IL and rR, that intersects
all the line-segments in S then at every value of x between [L and rR the upper
hull of P lies “on or above” luc(S) and its lower hull lies “on or below” hdc(S).

Thus any convex polygon P which intersects all the segments must include the
area bounded by the polygon with thick edges as shown in Fig. dI(b).

In particular, this is true of the minimum area convex polygon, P,,. To
further sharpen the characterization of Py, let v; be its leftmost vertex (on
IL) and v, its rightmost vertex (on rR).

Lemma 2. P,,;, is obtained by drawing tangents from v; and v, to hdc(S) and

luc(S).

As noted earlier, the essential algorithmic problem is to determine v; and v,.. The
following lemma suggests that the determination of these vertices can proceed
independently.

Lemma 3. v; is invisible to v, with respect to hde(S) and luc(S).

Each can be determined by solving local optimization problems. See Fig. [X(a).
On the left, we have to determine v;, with tangent to luc(S), at the point a,
and with tangent to hdc(S), at the point b, so that the area of the Avab is
a minimum. Similarly, on the right we have to determine v,, with tangent to
luc(S), at the point o/, and with tangent to hde(S), at the point ¥, so that the
area of the Av,a’b’ is a minimum.

We discuss how to solve the optimization problem on the left; the solution is
exactly the same for the right side. The edges that make up hde(S) and luc(S)
are extended to partition the leftmost interval [L into subintervals. From each
point of a given subinterval, we can draw tangents to a vertex of hde(S) and to
a vertex of luc(S) as shown in Fig. 2(b), where from the point p in the interval
[u,v] on IL, tangents have been drawn to the convex chains hde(S) and luc(S).
The optimization for each interval is quite simple - the point for which the area
18 a mintmum will have to be an end point of the interval, determined by the
skew of the line joining the points of tangency with respect to [ L.

The following is an interesting property of the partition point, v;, on [L,
generated by edge e on luc(S) or hde(S), that results in the left half of the
minimum polygon.

Lemma 4. The point of tangency from v; to the chain not containing e lies in
the vertical strip defined by e.
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(a) (b)

Fig. 2. (a) Two independent optimization problems (b) Tangents to hdc(S) and luc(S)
from a point on a subinterval of [L

It is simple enough to look through all partition points on [L for the one with
this property. The same can be done for the partition points on rR. A formal
algorithm for doing this is shown in Fig.

Algorithm VerticalMinPolyStabber(S)

1. Compute the upper hull luc(S) of the points bot(s) and the lower hull hdc(S) of
the points top(s).

2. Extend the edges of these chains to partition L (rR); store the extended edges and
corresponding points of tangency, on luc(S) and hde(S), for each partition point.

3. For each partition point on [L (rR), test it for the above property; store the point
as the optimal left (right) partition point if the property is present.

4. Report the minimum polygon by joining the left half to the right half using the
portions of luc(S) and hdc(S) between the points of tangency and the extended
edges.

Fig. 3. The algorithm for vertical segments

2.1 Analysis of VerticalMinPolyStabber

The time-complexity of Step 1 is in O(nlogn). The time-complexities of Steps
2, 3, and 4 are in O(n). Hence the time-complexity of VerticalMinPolyStabber
is in O(nlogn).

3 Isothetic Line Segments

We now consider the case where a line segment in .S can be vertical or horizontal.
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Four functions are associated with each line segment s - top(s), bot(s),
left(s) and right(s) that respectively return the top, bottom, left and right
end-points of s. For a vertical line segment, the functions left() and right()
are undefined, while top() and bot() are undefined for a horizontal line segment.

We first find four particular line segments in S. Find the vertical segment
t; for which bot(t1) has the highest y-value, and find the highest horizontal
segment to. If bot(t1) is above to, then call ¢; the “top-most” extreme segment
(tT). Otherwise, to will be the top-most. Similarly, find the horizontal segment
r1 for which left(ry) has the highest z-value, and find the vertical segment
ro with the highest z-value. If left(ry) is to the right of ro, then call r; the
“right-most” extreme segment (rR). Otherwise, ro will be the right-most. If the
vertical segment by, for which top(b1) has the lowest y-value, is completely below
the lowest horizontal segment by, then b; will be the “bottom-most” extreme
segment (bB). Otherwise, b will be the bottom-most. And if the horizontal
segment [y, for which right(ly) has the lowest a-value, is completely to the
left of the left-most vertical segment l5, then [; will be the “left-most” extreme
segment (IL). Otherwise, Iy will be the left-most one. We will assume that these
extreme segments are unique.

In the case of vertical segments, we had two segments (/L and rR) on which
an internal point had to be chosen. In this case, we can have at most four seg-
ments: the extreme segments [L, tT', rR, and bB. Let v;, v;, v, and v, be the
points that (L, tT', rR, and bB respectively contribute to P,;,. We can have
sixteen different cases. At one end of the spectrum, we have the simplest case
in which the left-most and right-most segments are horizontal and the top-most
and bottom-most are vertical. In this case, each extreme segment contributes
one endpoint to Pp,n. At the other end of the spectrum we have the most diffi-
cult case, in which the top-most and the bottom-most are horizontal segments,
while the left-most and the right-most are vertical segments (see Fig. d(a)). In
the following discussion, we focus on this case only as it subsumes all others.

We compute 4 different hull chains as shown in Fig. @l(a).

— The convex chain going from [ to T is part of the convex hull of right(s)
and bot(s) of all segments s in S, whenever these are defined. We call this
the RB-chain.

— The convex chain going from ¢ to r is part of the convex hull of 1eft(s) and
bot(s) of all segments s in S, whenever these are defined. We call this the
L B-chain.

— The convex chain going from R to b is part of the convex hull of 1eft(s) and
top(s) of all segments s in S, whenever these are defined. We call this the
LT-chain.

— The convex chain going from B to L is part of the convex hull of right(s)
and top(s) of all segments s in S, whenever these are defined. We call this
the RT-chain.

Following [Rap95], we will call the above convex chains collectively “critical”
chains.
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Fig. 4. (a) Four hull chains for isothetic line segments (b) No common intersection,
yet no line transversal

Lemma 5. Let P be any convex polygonal stabber of S. Then the upper-left
convex chain of P must be on or above and to the left of the RB-chain; the
upper-right chain of P must be on or above and to the right of the L B-chain; the
lower-right chain of P must be on or below and to the right of the LT -chain, and;
the lower-left chain of P must be on or below and to the left of the RT-chain.

Proof: By the definition of P, no horizontal segment h can have right(h) to the
left of the upper left convex subchain of P. The RB-chain by construction has
the property of being on or to the left of right(h) for the horizontal segments
h in the horizontal strip defined by RB. Thus the subchain must be on or to
the left of the RB-chain. Similarly, no vertical segment v can have bot(v) above
the same convex subchain of P. Again by construction, bot(v) for the vertical
segments v in the vertical strip defined by RB are all on or below RB. Thus
the convex subchain of P must be on or above the RB-chain. This means a
vertical line dropped from +oco will not hit the RB-chain before it hits this
convex subchain of P; and a horizontal line from —oo will not hit the RB-chain
first.

We can argue similarly for the remaining three convex subchains of P, to
complete the proof. O

In the case of vertical segments, if the areas defined by luc(S) and hdc(S) have
no common intersection, then there is a line transversal of S. In this case, how-
ever, if the areas defined by RB, LB, LT, and RT do not have a common
intersection, a line transversal of S does not necessarily exist (see Fig. E(b) for
a counterexample).

As in the case of only vertical segments, we extend the edges of the convex
chains to partition the segments (L, rR, tT' and bB into subintervals. From
any point of [L, we can draw a tangent to the RB-chain or the LB-chain and a
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Fig. 5. An example of each connection

tangent to the RT-chain or the LT-chain. The points of tangency on these chains
will be the same for all points in a given subinterval. So we label a subinterval
with the associated points of tangency on these chains.

For a given quadruplet of subintervals, one subinterval from each of IL, rR,
tT and bB, we must solve an optimization problem, where the objective function
is the area of P. There are at most four unknown parameters oy, oy, a,., and
ap. These parameters correspond to the positions of v;, v, v, and v, in the
subintervals. (For example: v; = ;L + (1 — oy)l, where 0 < oy < 1.) Let us call
these points the “extreme” vertices of P. The objective function is a degree two
function of these parameters. The solution can be obtained using the method of
Lagrange multipliers with inequality constraints. There are O(n) subintervals on
each extreme segment, and so there are O(n?) quadruplets of subintervals. This
immediately suggests a brute-force algorithm of complexity O(n°), if we allow
O(n) additional time for the area computation in each case. Below we show how
to reduce the complexity of this brute-force algorithm to O(n?).

There are many possibilities regarding the shapes of the connections between
extreme vertices (see Fig.H), and regarding which extreme vertices are connected
(see Fig.[Bla) and Fig. Bl(b) for examples).

Case 0. A connection is a single edge that does not touch any of the critical
chains.

Case 1. A connection is a single edge that is tangent to an underlying critical
chain.

Case 2. A connection is composed of many edges; this means that an underlying
critical chain contributes some structure to it.

Each of the above cases can be further subdivided according to which extreme
vertices they join. These subdivisions were not considered in [LvK06], and they
result in more configurations for consideration.

(i) A connection can join two “adjacent” extreme vertices (for example: v; to
ve; v to vy ete.; see Fig. B).
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(b)

Fig. 6. (a) A connection that bypasses bB (b) A connection that bypasses rR and bB

vy

vy

vy,

Fig. 7. Pattern A (lower half of bold polygon) and Pattern C (upper half of bold
polygon)

(ii) A connection can join two non-adjacent extreme vertices (v; to v, or v; to
vp), bypassing one of the extreme segments. See Fig. [Bf(a).

(iii) There can be two connections that join two adjacent extreme vertices: one
of (i) and another that bypasses the other extreme segments. See Fig. [6(b).

Note that it is not possible for a connection to bypass three extreme segments.
All of the convex chains of P,,;,, separated by extreme vertices, have to match one
of the above cases. When these connections occur in certain patterns, the number
of interval tuples to be considered can be reduced by at least one order of n.

Pattern A. Two occurrences of Case 2: This divides the problem into two in-
dependent sub-problems.
If the two connections occur on “adjacent” critical chains (like RB and LB,
or LB and LT') then the problem is reduced to searching through O(n) inter-
vals on one extreme segment, and searching through O(n?) interval triplets,
for the other three extreme segments. See Fig. [ for an example of this.
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If the connections occur on “opposite” chains (RB and LT, or RT and LB)
then the problem is reduced to choosing from O(n?) interval pairs for the
two extreme segments on one side of the chains, and choosing from O(n?)
interval pairs for the two extreme segments on the other side.

Pattern B. An occurrence of Case 1: (For example, the connection between
vy and v in Fig. B{l) There are only O(n) interval pairs that are connected
by a line that is tangent to the underlying critical chain. One can think
of a tangent line rotating along the underlying critical chain: this line will
hit only O(n) interval pairs. So, there will be O(n?) interval quadruplets to
consider.

Pattern C. Two adjacent occurrences of Case 0: (See Fig. [l The extreme
segment attached to these connections will not have to be divided into any
intervals, since the underlying critical chains will not contribute any structure
to that part of Pi,. Again, there will be only O(n?) interval quadruplets
to consider.

We will show that in each possible configuration of connections, there will be
at most O(n?) interval tuples through which we will have to search.

(i) Assume that, in Py, there is a connection that bypasses two consecutive
extreme edges. Then there are only two segments from which to choose
extreme points, and hence only O(n?) interval pairs through which to search.

(ii) Assume that P,,;, has two connections that bypass exactly one extreme
segment each. Then again there are only two extreme segments from which
to choose a point, and so only O(n?) interval pairs.

(iii) Assume that P,,;, has exactly one connection that bypasses only one ex-
treme edge. That means that there are three extreme segments, and O(n?)
interval triplets. But, there are three connections in Py,;,. So, at least one
pattern has to occur in P,,;,,. Either there will be (A) a pair of connections of
Case 2, (B) a connection of Case 1, or (C) an adjacent pair of connections of
Case 0. The occurrence of any one of these patterns will reduce the number
of interval triplets to O(n?).

(iv) Assume none of the connections bypass any extreme segments. In every
configuration except the ones similar to that shown in Fig. B, at least two
patterns occur, reducing the number of interval tuples by two orders of n.

If, as in Fig. B there are exactly two non-adjacent Case 0 connections, one
Case 2 connection, and one Case 1 connection, then there are only O(n) interval
quadruplets to consider: We have two segments, rR and bB, that are similar
to the extreme segments in the vertical segment problem. v, and v, will be
partition points determined by edges on LT'. v, will be chosen such that v; is
in the vertical strip defined by the edge that generates v,.. Similarly, v, will be
chosen such that v; is in the horizontal strip defined by the edge that generates
vp. There are only O(n) interval pairs on [L and tT that are joined by a Case
1 connection, and it is these interval pairs that will determine the choice of v
and v,.. So, in configurations with these connections, there are only O(n) interval
tuples to consider.
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v vr

Vb

Fig. 8. Only Pattern B occurs

Algorithm IsotheticMinPolyStabber(.S)

1. Compute the critical chains RB, LB, LT, and RT.

2. Extend the edges of these chains to partition the extreme segments [L, tT', r R, and
bB; store the extended edges and corresponding points of tangency, on the critical
chains, for each partition point.

3. For each configuration of connections:

3.1 For each possible tuple of intervals:
3.1.1 Solve an optimization problem with suitable constraints, resulting in
two to four extreme vertices.
3.1.2 Find the area of the polygon using these extreme vertices.
3.1.3 If this is the smallest polygon seen so far then store these extreme
vertices as the optimal ones.

4. Report the minimum polygon by joining the optimal extreme vertices, using their

points of tangency to the critical chains.

Fig. 9. The algorithm for isothetic segments

4 Analysis of the Algorithm

See Fig. [@ for the algorithm. We need to go through all configurations of connec-
tions. There are a constant number of them (219). For each configuration, there
are O(n?) interval tuples to consider. A brute force O(n)-time area calculation
for each tuple would be too expensive. It is not clear in [LvK06] how areas are
calculated in O(1) time per tuple. The following is a solution to this.

When going through the possible intervals on an extreme segment, we can
move incrementally, and so it is possible to update the area from the previous
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v3

Fig. 10. Moving incrementally in Case 0 - Case 2

polygon to find the area for the new polygon just created. Updates can be done
quickly so that we need O(1) amortized time per tuple. On an extreme segment,
there are six possibilities regarding the adjacent connections.

Case 0 - Case 0. We are only considering one interval in this case, so we just
calculate the polygon area once.

Case 0 - Case 2. See Fig. Assume we are updating the polygon by chang-
ing from a vertex pg between vy and vy, to a vertex p; between vy and vs.
The Case 0 connection forms one side of a triangle. Another side is formed
by the first edge of the case 2 connection (the edge that touches the extreme
segment). In Fig. [IQ this triangle will be Aappb;. Another triangle is formed
by the vertex on the far end of the Case 0 connection (vertex a in Fig. [I0),
and the first edge, on the chain under the Case 2 connection, that is invisible
to the previous point on the extreme segment (b1bs in Fig. [[0)). In Fig.
this will be Aabibs. We are able to compute the new area by subtracting
the areas of Aapgby and Aabiby, and then adding the area of the triangle
formed by the farther vertex of the Case 0 connection (vertex a) and the
first edge of the Case 2 connection (Aapibs).

Case 1 - Case 0, Case 1 - Case 1, Case 1 - Case 2. Whenever there is a
Case 1 connection, we are moving along two line segments at once. First,
assume that all of the connections in the configuration are Case 1. Then,
it is trivial to just recompute the polygon area, because the polygon is a
quadrilateral. Assuming there are between one and three adjacent Case 1
connections, the area defined by the Case 1 connections will be composed of
at most 6 vertices (b, vy, vt, vy, vy, and ap in Fig. [I). When the extreme
vertices change, the polygon area can be updated by removing the area
formed by the previous hexagon, and adding the area formed by the new
hexagon. If the points of tangency (ay or b,) change, it is a matter of adding
or subtracting the area of a triangle. (Assuming the extreme vertices are
moving in the directions of the arrows, if a; changes then a triangle will
have to be added, and if b, changes then a triangle will have to be removed.)



52 A. Mukhopadhyay, E. Greene, and S.V. Rao

Fig.11. Three Case 1 connections

Fig.12. Two Case 1 connections on opposite sides

If there are two Case 1 connections opposite each other (see Fig. [[2)), there
are two changing areas, defined by four vertices each. Again, it is simple
enough to update these areas.

Case 2 - Case 2. On an extreme segment, some of the partition points will
have been generated by a chain on one side (in Fig. [[3] u; is generated by a;
and a;y1), and other partition points will have been determined by a chain
on the other side (v; is generated by b; and bj;1). Assume we are going
through the intervals in the direction of the arrow. For the point py found in
interval vgvy, we will find the area of the resulting polygon in a traditional
manner. For the point p; found in the next interval, we will subtract the area
of Apgagby from the area of the previous polygon. Then we will subtract the
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Fig. 13. Moving incrementally in Case 2 - Case 2

area of Aagb1bs and then add the area of Aagpibs. For ps in the next interval,
we subtract the area of Aagp1bs and add the area of Aagaibs. Then we can
add the area of Aajpabs. We can discern a general principle here. Whenever
we pass a u;, we have to remember to add the area of a triangle defined
by critical chain vertices. Whenever we pass a v;, we have to remember to
subtract the area of a triangle defined by critical chain vertices.

Since we can use the previously calculated polygon area to find a new polygon
area in constant time, then we don’t need to spend O(n) time recalculating the
new polygon area for each interval tuple. The total time spent finding polygon
areas will be O(n?), and so we can solve the whole problem in O(n?) time.

5 Conclusions

In this paper we have described an O(n?) time algorithm for computing a
minimum-area convex polygon that stabs a set of n isothetic line segments.
It would be interesting to know if this is optimal since for the isothetic case,
a minimum perimeter convex polygon that intersects all the segments can be
found in O(nlogn) time. Another interesting question is to extend the approach
presented here to the case of a set of arbitrarily oriented line segments, which
brings us back to Tamir’s original problem in its watered-down version.

We have an implementation of the vertical segments version, available at
http://cs.uwindsor.ca/“asishm/ software.html, and are looking into the
possibility of implementing this much more complex isothetic case.
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Abstract. Protein consists of a set of atoms. Given a protein, the molec-
ular surface of the protein is defined with respect to a probe approximat-
ing a solvent molecule. This paper presents an efficient, as efficient as the
realtime, algorithm to triangulate the blending surfaces which is the most
critical subset of a molecular surface. For the quick evaluation of points
on the surface, the proposed algorithm uses masks which are similar
in their concepts to those in subdivision surfaces. More fundamentally,
the proposed algorithm takes advantage of the concise representation of
topology among atoms stored in the [-shape which is indeed used in
the computation of the blending surface itself. Given blending surfaces
and the corresponding (3-shape, the proposed algorithm triangulates the
blending surfaces in O(c - m) time in the worst case, where m is the
number of boundary atoms in the protein and c is the number of point
evaluations on a patch in the blending surface.

Keywords: a protein, a molecular surface, 3-shape, a Voronoi diagram
of atoms.

1 Introduction

It has been generally agreed that the structure of molecule is one of the most
important factors which determine the functions of a molecule. Hence, studies
have been conducted to analyze the structure of a molecule. Molecular surface
is an important example of molecular structure.

Protein consists of a set of atoms where the atoms are usually modelled by
spherical balls. Since a protein is usually solvated and the interaction between
a protein and solvent molecules is important, we build a protein model in the
solvent so that the interaction can be conveniently analyzed. A solvent molecule
is usually approximated by a spherical ball, called a probe, which encloses a
solvent molecule. This approximation is due to geometric as well as stochastic

O. Gervasi and M. Gavrilova (Eds.): ICCSA 2007, LNCS 4705, Part 1, pp. 55[67] 2007,
© Springer-Verlag Berlin Heidelberg 2007



56 J. Ryu et al.

complexities of the system. Then, different types of surfaces, including a molec-
ular surface, corresponding to the probe are defined on a protein [TI2J3I4].

Visualization of a molecular surface is important for studying various biolog-
ical properties of molecules [4I56]. In particular, a fast visualization is preferred
since there are usually many atoms in proteins. Ordinary proteins consist of
thousands to hundreds of thousands atoms. Hence, the efficient triangulation of
a molecular surface is critical to facilitate a fast visualization. Besides, the sur-
face area and volume, which are important mass properties for understanding the
characteristics of a molecule, can be also easily calculated from the triangulation
of the surface [7].

This paper presents an algorithm for efficiently triangulating the blending
surfaces of a protein which is the important part of the molecular surface of the
protein. We consider that the blending surfaces themselves are computed as a
preprocessing via the (-shape of a protein corresponding to the probe [8/9].

2 Related Works

Richards was the first who defined the molecular surface of protein [2]. Since
then, several computational studies of the surfaces on a protein have been
conducted. Connolly computed the molecular surface of a protein to calcu-
late the protein volume, electrostatic potential, and interface surfaces between
molecules [3]. Connolly also presented an analytic representation of a molecular
surface [10] where he pointed out that a molecular surface consists of three types
of patches: a convex spherical patch, a saddle-shaped toroidal patch and a con-
cave spherical patch. Later, Connolly discussed a triangulation of a molecular
surface [7].

Sanner et al. provided a more efficient algorithm for a molecular surface which
uses a reduced surface of a molecule which can be computed from a binary spatial
division tree [I1]. It is very interesting to find that the reduced surface is indeed
equivalent, in its concept, to an instance of the (-shape. Varshney et al. pre-
sented an algorithm based on a spatial grid which facilitates a relatively efficient
neighbor search among atoms [12]. Bajaj et al. presented a trimmed NURBS
(Non-Uniform Rational B-Spline) representation of a molecular surface so that
a standard graphics library such as OpenGL can be conveniently used [I3]. In this
work, they used the power diagram of atoms for a neighbor search. Later, they
also discussed a condition for re-computing molecular surfaces for the probes of
varying sizes without re-computing the power diagram [14].

Edelsbrunner et al. introduced the concept of a molecular skin surface, which is
the implicit surface defined by the envelope of a family of infinitely many spheres
controlled by a finite collection of weighted points [15]. Different from other
approaches, the skin surface is tangent continuous and does not self-intersect.
There are several works on the triangulations of a molecular skin surface [L6/I7].

In this paper, we present a fast, as fast as a realtime, algorithm for triangu-
lating blending surfaces in a molecular surface of a protein. We consider that
blending surfaces in a molecular surface are available, as a preprocessing, via
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Fig. 1. An example of a molecular surface. (a) Examples of link patches and rolling
patches, (b) the topology of a triangle on a link patch of the crudest resolution(depth 0),
and (c) the topology of two triangles on a rolling patch of the crudest resolution(depth
0)

the [-shape of atoms which is again computed from the quasi-triangulation of
atoms [I8IT9120]. Note that a quasi-triangulation is the dual structure of the
Voronoi diagram of atoms.

3 Surface Types on a Molecule

Let A = {a1,a2,...,a,} be a finite set of three-dimensional spherical atoms
a; = {x||x — ¢;| < r;} where ¢; and r; are the center and van der Waals radius
of a;, respectively. A protein, a DNA, or a RNA may be considered an example
of the set A.

Definition 1. Let V(A) = {z € R3|z C Ja; € A}. Then, the boundary 0V(A)
of V(A) is the van der Waals surface of a molecule A.

Let a probe p = (¢, 7p) be an open ball where ¢, and r,, are the center and the
radius of the probe. Consider the union of all possible empty probes in R?. Then,
we can define a molecular surface of A by the complement of the union and V(A).

Definition 2. M S,(A4) = {0(R> — Jp)[pV(A) = 0} is the molecular surface
of a molecule A for a given probe p.

M S, (A) consist of points on the van der Waals surface of atoms, called a solvent
contact surface SC'S and other points from the surface of a probe, called a
reentrant surface RS. RS consists of two types of surface regions: a link blending
surface and a rolling blending surface. A link blending surface is defined when a
probe is located on the top of a triplet of atoms and a rolling blending surface
is defined when a probe rolls over a pair of atoms [TOJT2I]]. In this paper, we
present a realtime algorithm for triangulating all blending surfaces in M S, (A).

A link blending surface consists of a set of spherical reentrant surface patches,
called link patches, from the probe boundaries which are on the top of nearby
three atoms. A rolling blending surface consists of a set of toroidal reentrant
surface patches, called rolling patches, which are defined by a set of empty probes
between two nearby atoms. Examples of link patches and rolling patches are
shown in Fig. [ (a).
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4 (B-Shape for Blending Surfaces

A [(-shape is a generalization of the well-known theory of a-shape which is
initially proposed in [2I] and later extended to the concept in 3D by Edelsbrunner
et al. [22]. Since the initial proposal of a-shape is not able to incorporate the
weights of points properly, the weighted a-shape was proposed [23]. However, the
weighted a-shape is not very convenient to provide a correct answer efficiently
to general queries on the proximity among non-intersecting atoms in Euclidean
distance metric because the weighted a-shape is based on the power distance
metric [I8]. To fully incorporate the variation of atom sizes, a theory of S-shape
was devised. The B-shape in 3D is a polytope bounded by vertices, edges and
triangles as an a-shape is. Given an atom set A corresponding to a protein, a
(-shape Sg(A) for A by a particular S-probe, where its radius is (3, is defined as
adopted from [I§].

Definition 3. Let p be a B-probe corresponding to a particular value of 3, 0 <
B < 00, and located at a particular location in R3. Let A(p) ={a€ A|pNA=
0,and(p) # 0} and C(p) = {c| a = (c,r) € A(p)}. Suppose 1\, is the convex
combination of elements in C(p). Then, the 3-shape Sp(A) of A is defined as a
polytope bounded by a set |, for all possible p in the space.

Each blending patch in a molecular surface M.S,(A) can be identified by refer-
ring to the edges and the triangular faces in 0Sg(A). It is known that the num-
ber of edges and triangular faces in dSg(A) is bounded by O(n) for molecules
in the worst case where n = |A| [QI24I12]. Therefore, it is obvious that the
blending surfaces in a molecular surface M S,(A) can be computed in O(n) if
each edge or triangular face on 0Sg(A) independently defines a rolling or a
link patch, respectively. However, it is not the case in the molecular surface
since intersections may often exist among link patches. Surprisingly, it is shown
that, even in this case, the blending surfaces in a molecular surface can be
correctly computed in O(n) time in the worst case if the §-shape is properly
used [9].

5 Triangulation of Blending Surfaces

Visualization of a molecular surface is important for studying various biological
properties of molecules [AB6]. For this purpose, the efficient computation of
both the mathematical representation and the triangulation of the surfaces are
critical since the number of atoms in molecules is usually significant [25126]27].
In this section, we discuss how to triangulate the blending surfaces efficiently
assuming that blending surfaces are available.

5.1 Triangulation of a Link Patch

Once a link patch and a rolling patch are computed, we need to triangulate the
patches in order to render the protein. In this case, the evaluation of sample
points on a patch is necessary for the triangulation of the patch.



Real-Time Triangulation of Molecular Surfaces 59

Fig. 2. Sampling points on a link patch via mid point calculation. (a) an example for
depth 1, (b) an example for depth 2.

A link patch is defined when a probe is on the top of three nearby atoms. If
we assume that a link patch does not intersect any other link patch, an initial
link patch A’ is a spherical triangle where each boundary edge of the patch is
an arc on a great circle of probe boundary Op.

Let ¢;,© = 0,1 and 2, be the contact points on three atoms where a probe p
touches the atoms. Hence, ¢;’s are the vertices of A\I. Let b/,i = 0,1 and 2, be
three arcs of A defined by the vertices ¢; and a probe center c,. Then, sample
points on b! can be evaluated with a uniform distribution (in the distance point
of view between consecutive evaluations) by recursive bisections on bf. Suppose
that the edge b{) is defined between ¢y and ¢; and let m3 be the mid point on
the edge. Then, mg can be obtained by the following equation.

mg = cp + Uoi X Tp (1)

where 7, is a radius of a probe p and g7 is the unit vector which bisects the angle
between ¢,¢; and ¢,¢i. Other sample points on the edge can be evaluated by
recursively applying Eq. ([I). Similar calculations can be applied to other edges
of bl and bl.

Once sample points on the boundary arcs are evaluated, we can also evaluate
sample points in the interior of a link patch via Eq. (). Fig. [ shows schematic
diagrams of two examples for evaluating sample points on a link patch. The
black rectangles in this figure represent three contact points ¢;,i = 0,1, and 2
and the black dots represent the uniformly evaluated sample points. All sample
points in Fig. 2] (a) are on the boundary edge while sample points in Fig.[2 (b)
are both on the boundary and in the interior.

Definition 4. Consider a link patch A with three contact points c¢;,i = 0,1, and
2. Let D* be the sampling depth of a link patch A where 40" is the number
of triangles on \. The triangles are obtained by recursive subdivisions from the
wnitial triangle defined by ¢;,i = 0,1, and 2.

Fig. [l (b) shows an example of a link patch with sampling depth D = 0. Fig.
(a) and (b) show the sampling depths of 1 and 2, respectively. Note that the link
patches in Fig. 2l (a) and (b) consist of 4 and 16 triangles. Given three contact
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points, we can evaluate additional points between every pair of sample points
and the order of point evaluations can be determined a priori.

Lemma 1. Given a sampling depth D* and three contact points of a link patch,
uniformly distributed sample points on the patch can be evaluated in an order
determined a priori.

Proof. Given two sample points v; and v; in an initial link patch A, anew sample
point between v; and v; can be computed via Eq. () regardless v; and v; are
on the boundary edges of A’ or not. Hence, we can evaluate all sample points
necessary for a given sampling depth in two steps as follows. First, evaluate a new
sample point between old sample points on each boundary edge of a link patch.
Then, evaluate new sample points in the interior of a link patch by using sample
points on boundary edge. Therefore, if three contact points have a consistent
order in their sequence, new sample points are evaluated in consistent order. 0O

The numbers attached near sample points in Fig. 2] represent the orders that
the points themselves are evaluated in case that three contact points are given
in a counter-clockwise order. To evaluate sample points in consistent order and
triangulate the evaluated sample points, we maintain two types of masks: an
edge index mask and a triangle index mask.

Definition 5. Suppose that D* =i. An edge index mask EF is a set of a pair of
integers where each pair of integers represents two indices for two sample points
on a link patch.

An edge index mask of a link patch with sampling depth D = 0 is EF =
{(0,1),(1,2),(2,0)} if three indices of three contact points are 0, 1 and 2. Sim-
ilarly, ElL ={(0,3),(3,1),(1,4),(4,2),(2,5),(5,0),(3,4), (4,5), (5,3) } is an edge
index mask for a link patch with D =1 (See Fig. @ (a)). Each edge in an edge
index mask corresponds to a new sample point to be evaluated. For example, v
is computed by referring to an edge (0,1) € EL. Note that an edge index mask
is invariant for any link patch with same sampling depth.

Definition 6. Suppose that DY = i. A triangle index mask TE is a set of a
triplet of integers where each triplet of integers represents three vertices of each
triangle defined by sample points on a link patch.

Hence, a triangle index mask of a link patch with D = 0 is T = {(0,1,2)}
and similarly, T = {(0,3,5), (1,4,3),(2,5,4), (3,4,5)} is a triangle index mask
for a link patch with D = 1. Once a triangle index mask T} is obtained for
a given sampling depth D = 4, the triangulation of sample points in all link
patches is completed because a triangle index mask T is invariant for any link
patch with DF = 4.

Theorem 1. Given an edge index mask EF | and a triangle index mask TL |,
an edge index mask EX and a triangle index mask T} can be obtained by splitting
each edge in EX | into two edges and subdividing each triangle in T} | into four
triangles.
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Proof. EF consist of two types of edges: the boundary edges EP or the interior
edges E! of a link patch with DL = i. EP can be obtained by splitting each edge
in EP | into two contagious edges where each edge can be split into two edges by
inserting a new vertex between two vertices of the edge. E! can be obtained by
splitting each edge in EL ; or by connecting each pair of new inserted vertices
which can be identified by referring to each triangle ¢ € T} .

Once EF is obtained, TF can be constructed by subdividing each triangle
t € TE, into four smaller triangles. The subdivision can be done by referring to
three new vertices in E} which are inserted to each edge of t € T} ;. O

Therefore, EF and T can be computed by repeatedly applying the procedure
in Theorem [ to EY and TL. Given EF |, TF and three contact points, all the
necessary sample points of all link patches can be evaluated by referring to B |
and all link patches can be triangulated by referring to T/'. The order that each
triangle in T} is generated can be identified by referring to the order of three
vertices of t € T} | as shown in Fig. 2 (a). Note that EX ; and T/ are invariant
for a given sampling depth D¥ = i and the computation for generating EL |

and T is needed only once.

5.2 Triangulation of a Rolling Patch

A rolling patch is defined when a probe rolls over two nearby atoms. Hence,
sample points on a rolling patch can be determined by a set of sample probes
(probe positions) which come in tangential contact with two atoms. The locus of
the probes defining a rolling patch is either an arc or a complete circle. Therefore,
sample probes for determining sample points on a rolling patch can be computed
via Eq. ([@). Given a particular probe from sample probes, sample points defined
by the probe can be evaluated by using Eq. ([l) due to the following property.

Property 1. Given a particular probe p which is in tangential contact with two
nearby atoms, sample points of the rolling patch defined by p are on an arc of a
great circle of the probe boundary dp.

Fig. Blshows schematic diagrams of two examples for evaluating sample points
of a rolling patch. Black rectangles and dots are sample points on the sharing
boundary edges with adjacent link patches and each column of white dots rep-
resents sample points evaluated from each sample probe.

In this section, we assume that a rolling patch is partial where the locus of
a rolling patch is a circular arc. Note that a rolling patch can be complete; i.e.,
a rolling patch does not have adjacent link patches and its locus is a complete
circle [§]. In this case, if we divide the rolling patch into two sheet of patches, we
can handle these two patches as if they are two separate partial rolling patches.

Definition 7. Consider a rolling patch ~v with four corner points. Let DT be the
sampling depth of a rolling patch v where 2 - 4" s the number of triangles on
~. The triangles are obtained by recursive subdivisions from initial two triangles
defined by four corner points.
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Fig. 3. Sampling points on a rolling patch. (a) an example for depth 1, (b) an example
for depth 2.

Fig. @ (c) shows an example of a rolling patch with sampling depth D¥ = 0
where four corner points are from two adjacent link patches. Fig. Bl (a) and (b)
show the rolling patches with the sampling depths 1 and 2, respectively. Note
that the rolling patches in Fig.[3] (a) and (b) consist of 8 and 32 triangles. Given
four corner points, we can evaluate additional sample points between every pair
of sample points and on the boundary of additional sample probes. The order
of point evaluations can be determined a priori.

Lemma 2. Given a sampling depth and four corner points of a rolling patch,
all of the necessary points uniformly distributed on the patch can be evaluated in
an order determined a priori.

Proof. Each sample point on a rolling patch has its corresponding sample probe
p where p is in tangential contact with two nearby atoms. Hence, we can eval-
uate all sample points necessary for a given sampling depth in two steps. First,
evaluate new sample points between old sample points which correspond to old
sample probes. Then, compute new sample probes between old sample probes
and evaluate new sample points on the boundaries of new sample probes. There-
fore, if four corner points of a rolling patch have a consistent order in their
sequence, new sample points are evaluated in consistent order. a

The number attached near sample points in Fig. [3] represent the order that the
points are evaluated in case that four corner points are given in the order shown
in Fig. [ (c). To evaluate sample points in consistent order and triangulate the
evaluated sample points, we maintain two types of index masks: an edge index
mask and a triangle index mask.

Definition 8. Suppose that D =i. An edge index mask EF is a set of a pair
of integers where each pair of integers represents two indices for two contagious
sample points on each sample probe defining a rolling patch.

An edge index mask of a rolling patch with sampling depth DF = 0 is Eft =
{(0,1),(2,3)} if the indices of four corner points are 0, 1, 2 and 3. Similarly,
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EF =1{(0,4),(4,1),(6,8),(8,7),(2,5),(5,3)} is an edge index mask for a rolling
patch with D = 1 (See Fig.[l(a)). Each edge in an edge index mask corresponds
to a new sample point to be evaluated. For example, vg is computed by referring
to an edge (6,7) € Eft. Note that an edge index mask is invariant for any rolling
patch with same sampling depth.

Definition 9. Suppose that DF = i. A triangle index mask T is a set of a
triplet of integers where each triplet of integers represents three vertices of each
triangle defined by sample points on a rolling patch.

Hence, a triangle index mask of a rolling patch with DFf = 0 is T =
{(0,2,1),(1,2,3)} and similarly, T{* = {(0,6,4), (4,6,8),---,(8,5,7),(7,5,3)}
is a trlangle 1ndex mask for a rolling patch with D® = 1. Once a triangle index
mask T is obtained for a given sampling depth D® = i, the triangulation of
sample points in all rolling patches is completed because a triangle index mask
is invariant for any rolling patch with D® = i.

Theorem 2. Given an edge index mask EE | and a triangle index mask TI,,
an edge index mask Ef* and a triangle index mask TF can be obtained by splitting
each edge in EF | into two edges and inserting new edge list corresponding to
new sample probes.

Proof. Sample points corresponding to the indices of Ef* belong to one of (2/+1)
groups where each group of sample points is defined by a sample probe in PF.
Sample probes in Pf for Ef* consist of two types of probes: old sample probes for
E | and new sample probes for ER. Hence, Ef can be obtained in two steps.
Flrst split each edge in E*| into two contagious edges by inserting a vertex
between two vertices of the edge. Then, insert new groups of edges between old
groups of edges which correspond to Pff 1-

Once EF is obtained, T/ can be constructed by indexing each triplet of indices
in two contagious groups of edges in E* as three vertices for each triangle in
TE. O

K3

Therefore, given a sampling depth D = i of a rolling patch, Ef* and T can be
computed by repeatedly applying the procedure in Theorem [ to EJ and T.
Given E!* | and T and four corner points, all the necessary sample points of
all rolhng patches can be evaluated by computing sample probes and referring
to Ef | and all rolling patches can be triangulated by referring to T

The order that each triangle in Tf* is generated can be identified by referring
to each triplet of vertices in two contagious groups of edges in EF as shown
in Fig. Bl (a). Note that E*; and T} are invariant for a given samphng depth
D% =i and the computation for generating Ef*; and T is needed only once.

5.3 Handling of Intersections Among Link Patches

Intersections may occur among link patches either at the boundary or in the inte-
rior of the patches [T3IT4I]]. When intersections occurs, we need to modify the tri-
angulation scheme discussed in Sec. Bdland [5.2]in order to obtain the water-tight
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(a) (b)

Fig.4. An example for the triangulation of the blending patches. (a) the triangular
mesh with a gap between the boundary with depth D = DT = 2 (b) a water-tight
triangular mesh with depth D* =2 and D = 0.

(b)

Fig.5. An example of a molecular surface. (a) a protein model (Inhibitor of HIV
protease, PDB ID: 11ZH), (b) a molecular surface of a protein in (a) corresponding to
a water molecule and (c) blending surfaces in the molecular surface of (b).

triangular mesh. Consider two adjacent link patches intersect each other and
in-between rolling patch self-intersects. In this case, if we apply same sampling
depth to two link patches and two disconnected components of a self-intersecting
rolling patch, we will necessarily have the gap at the boundary as shown in Fig. [
(a). In this figure, shown are two adjacent link pathes of depth D* = 2 and an
in-between rolling patch with two disconnected components of D = 2.

Fig. @ (b) shows that the gap between a link patch and a rolling patch in
Fig. @ (a) can be filled by applying sampling depths D¥ = 0 and D = 2 to a
rolling patch and a link patch, respectively, based on the following lemma.

Lemma 3. Suppose we apply D¥ = i and D® = i — 2 to a link patch and a
self-intersecting rolling patch. Then, we can fill the gap between a link patch and a
rolling patch by using 2° =1 — 1 points to represent the set of trimming arc segments.

6 Discussion and Conclusion

We tested the proposed algorithm using 50 protein models available from Protein
Data Bank (PDB) [26]. Fig. [l (a) shows a protein model (PDB ID: 11ZH) from
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Fig. 6. Triangulation time and the number of triangles of blending surfaces. (a) trian-
gulation time for blending surfaces in each protein data, (b) the number of triangles in
blending surfaces of each protein data used in (a).

PDB which is an inhibitor of HIV protease and consists of 1570 atoms. Fig. [0l (b)
and (c) illustrate the molecular surface of the protein in Fig.[H (a) corresponding
to a water molecule and its blending surfaces, respectively.

Fig.[6l (a) shows the time statistics for triangulating blending surfaces in molec-
ular surfaces for each sampling depth. X-axis of the graph in Fig. [0l (a) represents
the number of boundary atoms in each protein and Y-axis represents time for
triangulating blending surfaces in molecular surfaces corresponding to a water
molecule.

For each fixed sampling depth, the times to triangle blending surfaces show a
strong linear pattern with respect to the number of boundary atoms in a protein.
Note that the computation for generating an edge mask and a triangle mask is
needed only once for a fixed sampling depth. Hence, once the proposed algorithm
generates edge and triangle index masks for each sampling depth, the algorithm
can triangulate all blending patches just by evaluating necessary sample points
of the blending patches. Fig. [ (b) shows the number of triangles in blending
surfaces of same protein data referred in the graph of Fig. [d (a).

This paper presents an algorithm to triangulate the blending surfaces in a
molecular surface of a protein efficiently. Thfig:blendingPatche number of link
patches and rolling patches in blending surfaces of a molecular surface is bounded
by the number of the boundary atoms in a protein. Given the blending surfaces
and its corresponding (-shape, the blending surfaces can be triangulated in
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O(c - m) in the worst case, where m is the number of boundary atoms in the
protein and c is the number of point evaluations on a patch in the blending
surface.
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Abstract. Determining whether two segments s and ¢ in a planar polyg-
onal scene weakly see each other is a classical problem in computational
geometry. In this problem we seek for a segment connecting two points
of s and ¢ without intersecting edges of the scene. In planar polygonal
scenes, this problem is 3sUM-hard and its time complexity is £2(n?) where
n is the complexity of the scene. This problem can be defined in the same
manner when s and ¢ are any kind of objects in the plane. In this paper
we consider this problem when s and t can be points, segments or convex
polygons. We preprocess the scene so that for any given pair of query
objects we can solve the problem efficiently. In our presented method, we
preprocess the scene in O(n*"¢) time to build data structures of O(n?)
total size by which the queries can be answered in O(n'*¢) time. Our
method is based on the extended visibility graph [I] and a range search-
ing data structure presented by Chazelle et al. [2].

Keywords: Computational geometry, weak visibility, 3sum-hard prob-
lems, object inter-visibility.

1 Introduction

The problem of detecting visibility between objects has many applications in
computer graphics, VLSI, motion planning and computational geometry. In com-
puter graphics and simulations, for example, computing the regions illuminated
by a fluorescent lamp in a scene may be needed. As the light source may be in
different positions, we seek for a way to quickly find the lightened up regions
in each position. This can be achieved by preprocessing the scene to do queries
efficiently. However, various versions of visibility problems has been defined.

In this paper, we focus on weak-visibility between objects in a planar polygonal
scene. Two objects s and ¢ are said to be weakly visible from each other (or
simply weakly visible) if a point of s sees a point of . Two points see each other
if the segment connecting them does not intersect edges of the scene. Given
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two objects and a scene, the problem is whether these two objects are weakly-
visible. When s and ¢ are line segments, it has been proved by Gajentaan and
Overmars [3] that this problem is in the class of 3sum-hard problems and thus
the lower bound of the time complexity of its solutions is £2(n?). Throughout
this paper n is the complexity of the scene which is the number of its vertices
or edges. Wismath [4] has presented an algorithm for this problem with optimal
O(n?) time complexity. His method is based on the visibility graph which will
be introduced in the next section.

The set of points of the scene that are visible from a point p is called its
visibility polygon and is denoted by VP(p). We know that VP(p) is a star-
shaped simple polygon. Visibility polygon can also be defined for a segment or
polygon of a scene. Visibility polygon of a planar object s, or VP(s), is the set
of the points of the scene that are visible from at least one point of s. Generally
VP(s) is a polygon with holes.

We consider weak-visibility problem for two objects s and ¢, when these ob-
jects are points, segments or convex polygons. Also, we consider this problem in
two cases: (1) when one of the objects is known in advance and the other one is
given in query time, and (2) when both of the objects are given in query time.
For the first case, we can preprocess the scene based on the given object say s,
so that the queries for each ¢ can be answered efficiently. This is done by first
finding VP(s) in the preprocessing step and then checking the intersection of ¢
with this region in query time.

In the second case, the scene is preprocessed to build data structures by which
the queries can be answered efficiently. Initially, we assume that the objects are
line segments. In this case, we first preprocess the scene to find its extended
visibility graph, to be explained later. Then we build a multi-level range searching
structure on the edges of this graph. This range searching structure is based on
the scheme proposed by Chazelle et al. to be discussed in the next section. Having
this structure, we can find the edges of the extended visibility graph that are
intersected by both query segments. We will show that if the intersection is not
empty, then the query segments are weakly visible, otherwise, it is sufficient to
check the weak-visibility of the endpoints of the query segments.

When the query objects are convex polygons, we will prove that the convex
polygons are weakly visible if and only if two of their edges are weakly visible.
Therefore, to solve the problem for convex objects, we just need to solve the
problem for any pair of edges.

In a brief summary, we achieve the following results on weak-visibility problem
in planar polygonal scenes when the complexity of the query objects is constant
and an object can be a point, a segment, or a convex polygon.

— The weak-visibility between a query object and a given point can be answered
in O(logn) time using O(nlogn) and O(n) preprocessing time and space,
respectively.

— The weak-visibility between two query points can be answered in O(y/nlogn)
time using O(nlog®n) and O(ny/nlog*®n) preprocessing time and space.
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— The weak-visibility between a query point and a line segment or a convex
polygon can be answered in O(nlogn) time.

— The weak-visibility between two query line segments or convex objects can
be detected in time O(n'T¢) using O(n?t¢) and O(n?) preprocessing time
and space, respectively.

Other than the weak-visibility problem, we have proposed a range searching
method for determining the segments of a planar arrangement that are inter-
sected by two given line segments. This solution can also be used in other range
searching problems.

In the rest of this paper, the basic concepts and data structures are discussed
in Section [2l Some properties of weak-visibility are described and proved in
Section [l and our methods and results are presented in Section @l The materials
are summarized and concluded in Section

2 Basic Data Structures and Concepts

In this section we introduce the basic data structures and concepts that are
used in our weak-visibility detection methods. We first describe the extended
visibility graph of a scene. The edges of this graph define the boundaries of the
regions with different views. Then, we describe a point location algorithm in
a star-shaped simple polygon. This method help us to solve the weak-visibility
problem when one of the objects is a point. Another problem that we have
to solve as a subproblem in our method is ray shooting problem in a planar
environment. If the environment was a simple polygon, we can do this work
more efficiently than doing it in a planar arrangement as will be discussed next.
Finally, we describe range searching in a planar scene and present a method for
solving an special version of range searching: in a planar scene, find the set of
segments intersected by two query segments.

To solve this problem, we extend the range searching scheme presented by
Chazelle et al. [2]. As will be proved, we can answer this range searching problem
in O(n!/?*¢) using O(n'*¢) preprocessing time and O(n) space.

2.1 Extended Visibility Graph

Consider a set S = {s1, S2, ..., $p } of n segments in the plane. The visibility graph
G = (V,E) is defined as a graph whose vertices are the set of the end points of
the segments in S and there is an edge v;v; € ¥ when v; sees v;. It is easy to
show that the number of edges of G is O(n?). Initial algorithms for computing
the visibility graph were proposed by Welzl [B] and Asano et al. [6] with time
complexity of O(n?). Later, Ghosh and Mount [7] developed an optimal output
sensitive algorithm that computes the visibility graph in O(E + nlogn) time.
Finally, Overmars and Welzl [§] presented a suboptimal but practical algorithm
that computes the visibility graph in O(|E|logn) time.

The extended visibility graph [I] is defined over the visibility graph by extend-
ing each edge v;v; € E at both ends until it intersects a segment in S. Assume
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Fig. 1. The dashed segments are the edges of the extended visibility graph of S =
{517827837500}

that s; and s,, are the first segments intersected by v;v; when it is extended
from its endpoints. If p and ¢ are these intersection points then they are two
vertices of the extended visibility graph and pq is an edge of this graph. In cases
that there is no intersection, a segment s, is assumed at infinity that is inter-
sected by all extended edges. Therefore each extended edge of G intersects two
segments in the set S U so, and itself is a segment. The set of these extended
edges compose an arrangement of O(n?) possibly intersecting segments in the
plane. Fig. [ shows a sample extended visibility graph.

Suri and O’Rourke [I] used a modified version of Welzl’s algorithm [5] and
compute the extended visibility graph in O(n?) time. Keil et al. [9] presented
a method that for any edge of the visibility graph, its corresponding edge in
the extended visibility graph can be computed in constant time. Combining this
method and the algorithm of Ghosh and Mount [7], the extended visibility graph
can be computed in O(E + nlogn) time.

2.2 Point Location

As a subproblem in our methods, we need to solve a special case of the point
location problem. The general point location problem is to preprocess a planar
subdivision § with n edges, so that we can quickly find the face f of S that
contains a query point g. This problem can be solved in O(logn) query time
using O(nlogn) and O(n) preprocessing time and space, respectively [10]. But,
the point location problem that we need to answer is to check whether a query
point ¢ lies inside a give star-shaped simple polygon P.

We can solve this version of point location problem more efficiently than the
general case, when we know a kernel point of P. Recall that a polygon P is
star-shaped when there is a point p inside it such that for any other point p’
inside P, the segment pp’ lies completely inside P. If so, p is said to be a kernel
point of P. Assume that p is a kernel point of P and vvs...v,, are the vertices of
P in counterclockwise order such that pv; has the least angle with the x-axis.

Having this ordered list of vertices vyvs...v,, we can locate position of a query
point ¢ in this list in O(logn) time by a classical binary search. Assume that
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q lies between vy, and viy1. Then, we must only check whether the segment pq
intersects vivg1 or not which can be performed in constant time. Therefore, we
can answer the point location query in O(logn) time only by having a kernel
point and the ordered list of the vertices of P. Trivially, p is a kernel point of
VP(p) and we can use this method for point location on these polygons.

2.3 Ray Shooting

In a planar scene, the ray shooting problem is to find the first segment intersected
by a ray from a given point toward a given direction. We examine this problem
when the scene is a simple polygon and when the scene is a planar arrangements
of segments.

Ray shooting in a simple polygon. The problem of shooting a ray in a simple
polygon was first addressed by Chazelle and Guibas [I1]. They showed that it
can be answered in O(logn) time using O(n) preprocessing time and space.
Then, simpler methods were presented by Chazelle et al. [12] and Hershberger
and Suri [T3]. The method of Hershberger and Suri is based on finding a Steiner
triangulation of the polygon. In this triangulation, any ray intersect at most
O(logn) triangles and by tracing the set of the intersected triangles, we can find
the first intersection point of the ray and the polygon boundary.

Ray shooting in a planar subdivision. There are many approaches for
solving the ray shooting problem in a planar subdivision. This problem can be
solved using half-plane range searching data structures to be discussed later.
Using this approach, Agarwal and Erickson [14] have shown that this problem
can be solved in O(n'/2t€) query time using O(nlog®n) preprocessing time and
space, or it can be solved in O(log®n)query time using O(n?*¢) preprocessing
time and space.

Another method with near linear space requirement, is the ray shooting algo-
rithm introduced by Cheng and Janardan [I5]. They showed that ray shooting in
an arrangement of n non-intersecting segments can be answered in O(y/nlogn)
by spending O(nlog?n) space and O(ny/nlog® n) preprocessing time, where w
is a constant less than 4.3. In the case of possibly intersecting segments, the
space increases to O(n log® n).

2.4 Range Searching

In range searching problems, there is a set of n points in d-dimensional space
and we want to report (or count) the points lying in a region R in this space. In
this paper, we need to solve this problem when P is a set of points in the plane
and R is a half-plane or a triangle.

The first near optimal query time using linear preprocessing time and space
was achieved by Welzl [16]. He used the idea of spanning tree with low cross-
ing numbers and answered the queries in time close to O(y/n). Matousek and
Welzl [17] developed a method that solve half-plane range queries in O(y/nlogn)
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time using O(n log n) preprocessing time and space. Chazelle et al. [2] introduced
a simplex range searching method, called CSW, for any dimension d that answer
queries in O(n'~1/4+¢) by using O(n'*+¢) preprocessing time and O(n) space, for
any arbitrary small positive constant €. They also allow a tradeoff between stor-
age and query time, so if one can spend storage of size O(m), where n < m < n¢,
the preprocessing can be done on the set of points in time O(m!™¢), so that the
query can be answered in O( :@T/; ). This solution comes close to the lower bound,
up to a factor of n¢. Since we use this approach for our problem(finding the set
of segments intersected by two given segments), we give an overview of this
method.

We briefly describe the CSW method just for 2 dimension. For a point set S of
n points, a family F = {=;, ..., Z;} of triangulations of the plane is constructed
such that the size of any one of these triangulations is O(r?) for some constant
r. This family of triangulations has this property that for any line [, there is at
least one triangulation Z; that only O(n/r) of the set of n points lie inside the
triangles of =; that are intersected by [. We denote this triangulation associated
for a line [ by 7;. This process is continued recursively for each triangle of these
family of triangulations that contains more that ¢ pints for some constant value
of i. Inside the leaf nodes of this tree the search is done in a standard partitioning
scheme.

Assume that we want to search for points lie inside a half-plane H that is
above a line [. We first find 7; from the above range searching data structure.
The points lie inside the triangles of 7; which are above (below) [ are (are not)
inside the half-plane and we must recursively continue the search only over the
triangles of T} intersected by . However these triangles only contains O(n/r) of
the points.

The size of this data structure is O(n) and can be constructed in O(n'**)
time. Using this data structure, the half-plane range searching (counting) can
be answered in time O(n2%¢).

The above data structure, or generally any other partition tree gives the result
of range searching as the disjoint union of some canonical subsets. As previously
has been used, e.g. by Dobkin and Edelsbrunner [18], these canonical subsets
can further be preprocessed, so that a conjunction of range searchings can be
answered on the point set. It can be shown that using these data structures in
a multilevel fashion does not increase the amount of needed space, but increase
the amount of query time by a poly-logarithmic factor, however since the query
time has a factor n¢, this factor can be neglected. Therefore we can use the
data structure of Chazelle et al. recursively to answer a conjunction of range
searchings, without any space/time overhead.

2.5 Common Intersecting Segment Detection

A new problem we encountered while trying to solve the weak-visibility problem
is to determine if any line segment e; from a set E = {ej, e, ..., €, } of n segments
in the plane is intersected by two given segments s and t. We refer to this problem
as CISD for Common Intersecting Segment Detection.
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In order to solve CISD we use the technique described above for half-plane and
triangle range searching. If a segment e; with z; and ) as end points intersects
segment s, then x; and z} are in opposite sides of the supporting line of s,
denoted by 5. The same statement is true for the endpoints of s, vs and v/, and
the supporting line of e;, l.;. When e; intersects both s and ¢, x; and 2} lies in
certain positions. As can be seen in Fig. 2 I, and [; divide the plane into four
regions. Let call them by the position of them relative to l5 and [;. If the two
segments are intersecting, one of x; and 2} lies in UU and the other one in LL,
or one in LU and the other one in U L. But if the two segments do not intersect,
only one of these situations are possible. Therefore in order to detect whether
e; intersects both s and ¢, we should check the positions of z; and 2} in that
four regions, and the positions of the end points of s and ¢ in the two regions
separated by I, .

Thus, the CISD problem can be solved in this way: Consider s and ¢ intersect
each other. We first find all segments in E that have one end point in UU and
the other one in LL. We also find all segments that have one end point in LU
and the other one in U L. These segments are the set of segments that intersects
ls and [;. The same thing should be done for end points of s and ¢. We dualize s
and t and also [, for each e; in the resulting set of segments. In the dual plane,
each [, is mapped to a point and segments s and ¢ are mapped to two double
wedges. In this plane, we should search for points lie in the intersection of two
double wedges corresponding to s and ¢.

The procedure for non-intersecting query segments is similar, except that in
some cases we should search in only one pair of regions (UU, LL) and (LU, UL).
If both s and ¢ lies in one side of the vertical line drawn from the intersection of
ls and [;, then we must only search intersecting segments that has an end point
in UU and the other in LL. If both s and ¢ lies in different sides of this vertical
line we should search in regions LU and UL. Otherwise, we should search in
both pairs of regions.

Therefore we solve the problem by combining a series of half-plane and triangle
range searchings. We define three range searching problems P; for 1 <4 < 3 with
relations ¢% as below [14]:

— eQ'H: The left endpoint of segment e lies in half-plane H.

— eQ?H: The right endpoint of segment e lies in half-plane H.

— e{3y: The supporting line of segment e intersects segment ; or equivalently,
in the dual plane, the point dual to [, lies in the double wedge dual to ~.

By combining this searching problems, we can solve the CISD problem. Let
problems P;, 1 <1 < 3, use the relation O%. In order to solve we must solve four
subproblems:

— 1(2): Find segments whose left end points lie above(below) both lines I, and
l; and right end points lie below(above) both lines I5 and [; and also the
supporting line of them intersects both segments s and t.

— 3(4): Find segments whose left end points lie above(below) Is and below
(above) [; and right end points lie below(above) I; and above(below) I; and
also the supporting line of them intersects both s and t.
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Fig. 2. Different cases arise when a segment intersects s and ¢

In the first subproblem we should find segments whose left end points lie above
ls and I;. It can be done by using P; two times, the first time with the half-plane
above [; and the second time with the half-plane above [;. In the result set, we
should select those segments, whose left end point lie below [ and [;. This can be
achieved by using P5 two times, with the half-planes below [, and Iy, respectively.
Then, we select those segments of the result that intersect both [, and l;, and
it can be done by using P3 two times with s and ¢, respectively. Therefore, by
joining problems Pi, P2 and Ps, we can solve subproblem 1. As discussed in
Section [Z4] for multi-level searches, and discussions in [I4], we conclude that
subproblem 1 can be solved in O(::;Z) time using O(m) space and O(m!*¢)
preprocessing time, where n? > m > n. As commented, the n° factor can also
be replaced by a poly-logarithmic factor. Similarly, other subproblems (2-4) can
be solved with the same time and space complexities.

This discussion leads to the following lemma about solving the CISD problem:

Lemma 1. We can preprocess a scene of n segments in time O(n**€) and build
a data structure of size O(n) such that for any given pair of segments s and
t, we can determine whether both segments intersect a segment of the scene in
O(n'/?*€) query time.
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Fig. 3. Weak-visibility between two segments

In our main weak-visibility problem, we need to solve the CISD problem on the
edges of the extended visibility graph of a scene of n segments. Since the size of
the extended visibility graph is O(n?) we can conclude the following theorem:

Theorem 1. The extended visibility graph of a scene of n segments can be pre-
processed in O(n?T¢) time and O(n?) space such that for any given pair of seg-
ments s and t, we can determine whether there is a segment in this graph that
intersects both segments in O(n'*¢) query time.

3 Weak-Visibility Properties

In this section we illustrate two properties that facilitate detection of the weak-
visibility between two objects s and ¢ in a planar polygonal scene. The first
property is about the visibility of two segments and the second property is about
the visibility between two convex polygons.

Lemma 2. In a planar polygonal scene, two segments ss' and tt' are weakly
visible from each other if and only if one endpoint of ss' or tt’ sees a point on
the other segment or there is at least one edge in the extended visibility graph of
the scene which is intersected by both ss' and tt' segments.

Proof. Proof of the if part: Trivially, when an endpoint of one segment sees
the other segment, the segments are weakly visible. Moreover, the edges of the
extended visibility graph do not intersect the scene objects. So, if both segments
intersect an edge of this graph they can weakly see each other along this edge
and therefore they are weakly visible.

Proof of the only if part: Assume that the segments are weakly visible. Then,
there are middle points p and ¢ on ss’ and tt’, respectively, which are visible
from each other. As shown in Fig.[B] we move the endpoints of pq along ss’ and
tt’ in opposite directions. We do this process in a manner such that pg does not
intersect edges of the scene. Continuing this movement, either p or ¢ reaches the
corresponding endpoint of ss” or tt’, or pg touches two vertices A and B of the
scene from its opposite sides. The former means that one endpoint of ss’ or ¢t/
sees the other segment. In the latter, both ss’ and ¢t intersect the edge of the
extended visibility graph drawn from A and B.
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Fig. 4. Weak-visibility between two objects

Using the above lemma, we can determine the weak visibility of two segments by
reducing it to range search and point-segment visibility problems to be discussed
in the next section.

The next lemma is about the weak visibility of two convex polygons. Assume
that O and O are two disjoint convex objects and C Hpor is the convex hull of
these polygons. Some of the segments of O and O’ lie on the boundary of CHpor
and other segments lie inside this convex hull. Assume that O,y and Oj,, are
respectively those segments of O and O’ that lie inside CHpo (See Fig. H)).

Lemma 3. In a planar polygonal scene, the objects O and O’ are weakly visible
if and only if a segments of Oss is weakly visible from a segment of O},,.

Proof. Proof of the if part: Trivially, the segments belong to their corresponding
objects and if an edge of O sees an edge of O’, the objects are also weak-visible.

Proof of the only if part: Trivially, when the objects are weakly visible, a point
p from O sees a point g of O'. The segment pq intersects an edge of Ogs and an
edge of O},, and therefore these intersected edges are also weakly visible.

According to this lemma, to determine the weak visibility of two convex objects,
it is enough to check this problem for any pair of their segments(one from each
object).

We use these lemmas in the following section to determine whether two seg-
ments or two convex polygons are weakly visible.

4 Visibility Detection Methods

Now, we are ready to discuss our method of detecting weak-visibility between
two objects. The objects we consider in this paper can be points, line segments
or convex polygons. To simplify our analysis, we assume that convex objects
have constant complexities, i.e they have at most ¢ vertices for some constant
value of c.

We consider two versions of this problem: In the first version, one of the
objects is known in advance and we can do some preprocesses on it and the
other object is given in query time. In the other version, both of the objects are
given as query. We refer to the first problem by SOQ(Single Object Query) and
the socond by TOQ(Two Objects Query).
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4.1 Visibility Detection in SOQ

Assume that object s is known in advance and ¢ is given in query time. If s is
a point, VP(s) can be obtained in O(nlogn) [I] in the preprocessing phase. In
query time, the query object, ¢, is tested against VP(s). If ¢ intersects VP(s)
then s and ¢ are weakly visible. Whereas VP(s) is a simple polygon of size O(n),
we can build a point location structure on it in linear time (as discussed in
Section [2:2)) by which any point location query is answered in O(logn) time. As
discussed in Section 223 we can also build a ray shooting structure on it in O(n)
time and space by which any ray shooting query is answered in O(logn) time.
Therefore, if we preprocess VP(s) for point location and ray shooting queries, we
can find the answer in O(logn) time when ¢ is a point. If ¢ is a segment, we first
locate one endpoint of it and do a ray shooting towards the other endpoint and
check the result of this ray shooting. If the intersection point of the ray shooting
problem(if any) lies on the segment ¢, it means that ¢ intersects VP(s). Finally,
if ¢ is a convex object, it is enough to only check its edges and while it has a
constant number of edges, we can check the intersection between t and VP(s) in
O(logn) query time. So, we can say the following result about this case of the
problem:

Corollary 1. In a planar polygonal scene, the visibility between a query object t
and a given point s can be answered in O(logn) time using O(nlogn) and O(n)
preprocessing time and space, respectively.

When s is a line segment, we can use the same method as the one discussed
above. However, for a line segment s, VP(s) can be of size O(n?) and is ob-
tained in O(n?) time [I]. Moreover, VP(s) is not a simple polygon and it is a
polygon with holes. For this kind of VP(s), to answer the point location queries
in O(logn) time, a point location data structure of size O(n?) is required [10].
Unfortunately, preparing the corresponding ray shooting data structure requires
O(n%log**n) and O(n*log® n) preprocessing time and space by which the ray
shooting problems can be answered in O(n?logn) time [15]. Although, we can
reduce the preprocessing cost by considering V P(s) as a set of overlapping tri-
angles, but, the query time will be still high. According to Lemma [3 the same
result is obtained when s is a convex polygon.

In the next section we present a method with less preprocessing cost and
better query time when both objects are given in query time. Also, we can use
this method in SOQ problems in which one of the query objects is known in
advance.

4.2 Visibility Detection in TOQ

In TOQ version of the problem, both objects s and ¢ are given in query time
and it is not possible to preprocess based on them in advance. However we
can preprocess the underlying scene to facilitate answering the TOQ problems.
We present the visibility detection methods in four subversions of the problem:
both object are points, only one of the objects is a point, both objects are line
segments, and one or both objects are convex polygons.
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If both s and ¢ are points, we can preprocess the scene for ray shooting to
answer the problem efficiently. Whereas the scene is a polygonal scene, its ray
shooting data structure requires O(ny/nlog** n) time and O(n log? n) space and
the ray shooting queries can be answered in O(y/nlogn) time (Section [Z3)).
Having this data structure, we shoot a ray from s towards ¢ and if the first
intersection point lies between s and ¢ they are not visible from each other and
otherwise they are visible from each other. So, we can say,

Corollary 2. In a planar polygonal scene, the visibility between two query points
can be answered in O(y/nlogn) time using O(ny/nlog"> n) and O(nlog®n) pre-
processing time and space, respectively.

If one of the objects is a point we do not preprocess the scene. If s is the point,
VP(s) is found in O(nlogn) time. While VP(s) is a star-shaped simple polygon
we can test whether it is intersected by ¢ in O(n) time. This can be done when
t is a line segment or it is a convex polygon of constant complexity. Therefore,

Corollary 3. In a planar polygonal scene, the wvisibility between a query point
and a query line segment or convex polygon can be answered in O(nlogn) time.

Now, we return to our main problem: assume that both s and ¢ are line segments
and both are given in query time and we need to decide whether they are weakly
visible. To solve this problem we use the result of Lemma 2] and Theorem [

Theorem 2. A planar polygonal scene of total complexity of n can be prepro-
cessed in O(n**€) time to build data structures of O(n?) total size, so that the
weak-visibility between two query line segments can be determined in O(n'*€)
time.

Proof. According to Lemma [l we must check two cases to decide about the
weak-visibility between two segments: an endpoint of one segment weakly sees
the other segment or both segments intersect some edges of the extended visi-
bility graph of the scene. According to Corollary 3l the first case can be checked
in O(nlogn) time without any preprocessing cost. To check the other one, the
extended visibility graph of the scene can be constructed in O(n?) in the pre-
processing phase as described in Section [2I This extended visibility graph is
preprocessed for range searching according to the result of Theorem [Il There
are O(n?) segments in the extended visibility graph. So, the range searching
structure of size O(n?) can be constructed in O(n?*¢) preprocessing time. Ac-
cording to Theorem [l this range searching structure enables us to check if two
query segments intersect some edges of the extended visibility graph in O(n!'™¢)
time. Clearly, the preprocessing cost and the query time of this argument follow
the theorem.

We can extend our result of two line segments to solve the problem for two convex
polygons. According to Lemma [B to determine the weak visibility between two
convex polygons, it is enough to decide about the weak-visibility of any pair of
their edges. If we assume that the complexity of the objects is constant, the above
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argument along with the result of Theorem [ leads to the following theorem
about determining weak visibility of two convex object in a planar polygonal
scene:

Theorem 3. A planar polygonal scene of total complexity of n can be prepro-
cessed in O(n?T¢) time to build data structures of O(n?) total size so that the
weak-visibility problem for two query convex polygons with constant complexity
can be determined in time O(n'*e).

5 Conclusion

Despite the extensive research and results on visibility problems, there are still
many open problems in this area. Many practical applications of these problems
motivate researchers to optimize solutions of these problems and make them
more practical. Here, we focus on determining weak visibility between two ob-
jects in a planar environment. We use the extended visibility graph and build a
multi-level range searching structure to facilitate answering our problem.

In this problem, the preprocessing data structures are used to efficiently de-
cide whether two query objects are weakly visible. Our method uses O(n?*¢)
preprocessing time to build a data structure of size O(n?) which enables us to
answer the queries in O(n'™¢) query time. It is notable that this problem is
3suM-hard and the lower bound of its solutions is £2(n?).

Although the off-line version of the problem has been solved optimally, but
to our best knowledge, this is the first attempt to solve this problem in the
query version. This work can be extended in several directions: we can extend
this method to other types of objects, for example, to concave objects. The
method can also be extended for upper dimensions as well as to cover dynamic
environments.
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Abstract. We consider geometric shortest path queries between arbi-
trary pairs of objects on a connected polyhedral surface P of genus g. The
query objects are points, vertices, edges, segments, faces, chains, regions
and sets of these. The surface P consists of n positively weighted trian-
gular faces. The cost of a path on P is the weighted sum of Euclidean
lengths of the sub-paths within each face of P. We present generic algo-
rithms which provide approximate solutions.

1 Introduction

Shortest path queries between point objects arise in fields such as Computa-
tional Geometry and Graph Theory in the design of algorithms. They are also
frequently executed in application domains such as tourist information systems,
GIS, and Computer Graphics. Considering shortest path queries between geo-
metric objects other than points is a natural generalization. This generalization
is motivated, for example, by the following scenarios. Suppose that, we are given
safe zones located inside a geographical area and the safe zones may change over
time as a result of a new risk assessment. Outside the safe zones travel is consid-
ered to be hazardous, but unavoidable if one wishes to travel between two safe
zones. The weighted shortest path between the two zones then minimizes the risk
for the required travel. In Computer Graphic, e.g., interactive 3-dimensional ob-
ject editing, distances between each vertex of a set to a user-selected area of an
object surface are used in computing a smooth transition after editing the surface
(cf. [1). Shortest path computations in weighted domains have relatively high
time complexities, whereas these applications require timely responses. This mo-
tivates our search for efficient approximation algorithms for answering shortest
path queries between geometric objects.

Problem Definition: Let P be a connected polyhedral surface of genus ¢ in
3-dimensional Euclidean spaceﬂ P consists of n triangular faces and each face
has an associated positive weight w(-), representing the cost of traveling a unit
Euclidean distance inside it We first define geometric query objects. Let points,
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vertices, edges, segments, faces, chains, regions be geometric objects in P, in
which objects like points, vertices, edges, segments and faces are called basic
objects, and objects like chains and regions are called compound objects in P.
As basic objects, vertices, edges and faces are those of P. A segment is a straight
line with end-points on the edges incident to the same face of P. A chain consists
of a set of segments in PR A chain can be open or close and/or simple or self-
intersecting. A query region is a connected union of faces of P, in which a pair
of faces shares a vertex or an edge of P or nilf A region may have holes.

We consider paths that stay on the surface P. For a pair of geometric objects
01 and o9 in P, we denote the path between them by mp(01,02) and the cost of
the path by ||[7p(01,02)]]. The path mp (01, 02) of least cost is called shortest path,

denoted by {o; 5 02}. The cost of the shortest path is called distance between o4

and oy. We denote the distance by distp(01,02), i.e. distp(01,02) = ||o1 5 02]].
Throughout the paper, € € (0, 1) is a user-specified accuracy parameter, i.e., a
fixed real number. A path whose cost divided by the cost of the shortest path is
in (1 —¢,14¢) is called an e-approximate (or approximate) shortest path. The
cost of an approximate shortest path is called approzimate distance (or distance).

The All Pairs Query (APQ) problem is to answer shortest path and/or dis-
tance queries for any pair of points in P. We are interested in finding approximate
solutions to the following APQ problem for any pair of geometric objects: Pre-
process the polyhedral surface P such that for any pair of geometric objects,
report an approximate distance and/or shortest path between them efficiently.
We proposed a solution to the APQ problem for point-point pairs in [2] (cf. [3]).
Here we focus on answering queries for other object pairs. To place our work in
the context of the literature we state some relevant results next.

Exact and Approximate APQs for Points: Many results found exact or ap-
proximate solutions to the APQ problem for points on the surface of unweighted
or weighted, convex or nonconvex polyhedra. We review relevant results. Agar-

wal et al. [4] presented an exact solution for unweighted convex polytopes and

they answered queries in O(ﬂ;/f;4 log n) time with O(n%m!*?®) preprocessing time

and space, for a parameter 1 < m < n? and any § > 0, using star-unfoldings
[5]. For unweighted nonconvex polyhedra, Chiang and Mitchell [6] proposed a
scheme which computes an exact solution in O(logn) query time with O(n'!)
in space and preprocessing time. The scheme permits trade-offs between query
time and space. If P is a convex polytope, a result of Dudley [7] shows that a
convex set @ of size O( 531/2) exists, such that P C @ and the Hausdorff distance
between P and @ is ¢ - diameter(P). This was used in the algorithm of [§] to
answer approximate APQs in O(logn/e!® + 1/e%) time. Chazelle et al. [9] pre-
sented a sub-linear randomized algorithm for solving APQs on convex polyhedral
surfaces. Approximate APQs for weighted polyhedra was studied in [I0], where
the authors conjectured that more efficient methods might exist. Very recently,
we presented algorithms for solving the approximate APQ problem for weighted

3 A segment can be an edge of P. Here,“segments” means “edges and/or segments”.
4 We distinguish between a query region and regions induced by a separator of P.
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polyhedral surfaces of arbitrary genus ¢ in [2]. Our space-query time trade-off
algorithm takes as input a query time parameter q within a certain range and
builds a data structure to answer queries in O(q) time. The data structure is of

2 2
size O( (9;}3: log* !) and can be constructed in O( (g€~§/12);L log " log* b timed

Queries Between Edges: Hwang et al. [I2] proposed an algorithm for com-
puting the exact distance between any pair of edges of a convex polyhedron in
O(k + logn) time with O(n°®logn) preprocessing time and O(n?) space, where
k is the number of edges crossed by the shortest path.

New Results: Our main contribution is that we present approximate solutions
to the APQ problem for any pair of geometric objects in P (Section [ and [).
In particular,

1. We present a generic algorithm (Section [3)) for answering distance queries
between any pair of basic objects, e.g., points, vertices, edges, segments and
faces in P. For a query time parameter q, O(d?) < q < O(g), where d =

/317
\}E log 2, q = (ngl)\r"/;"1 ’ , we build a data structure of sizeO((g;lgln2 log* i)

in O ((ggén2 log " log? ;) time, such that we can report an e-approximate
distance between two query objects in O(q) time. This algorithm permits
trade-offs between query time and space.

2. For two arbitrary sets A and B consisting of m; and mo segments, respec-
tively, where no segment in A intersects any segment in B, we present an
algorithm (Subsection [L]) for answering distance queries between the two
sets.

(a) If my = 2(n) and mg = 2(n), then we can report an e-approximate
distance between sets A and B in O(Tssgp) time using O(|Vz|) space,

where Tsssp = O(\?E log " log !) and |V.| = O(:/‘E log 1).

(b) Otherwise, we construct a data structure such that the distance query
can be answered in O(mimad? + (m1 + ma)dc(S)) time, where ¢(S) =

@) (((?;;222 log i) \/n> and ¢t € (0,n~1/3). The data structure of size

O(c(8)|Ve|) can be pre-computed in O(¢(S)Tsssp) time.

(c) We use the above algorithm (Subsection [1]) as a subroutine to answer
queries between compound objects, e.g. chains, regions and sets of these
(Subsection E22)). We obtain the same bounds as above.

The results proposed in this paper answer queries for edge-edge pairs as proposed
in [I2] and report approximate distances using significantly lower preprocessing
time and space. The complexities of all our algorithms depend on geometric
parameters and that are inherited from [3].

51In [2] it is assumed that the faces containing the query points are already known.
Otherwise, spatial point location is needed, cf. [11].
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Fig. 1. (a) Steiner points are inserted in a bisector [. The vertex vicinity £(v) of v is a
star-shaped polygon around v. The face neighborhood of (b) a vertex v, (¢) a point a
on an edge e, (d) a node p of G and a point a incident to the interior of a face.

2 Preliminaries

Nodes of G: We briefly review the discretization of P using the scheme in [2].
An approzimation graph G = (Vz, E.) is constructed as follows. The nodes of
G are of two types: Steiner point nodes and vertex vicinity nodes, representing
geometric objects, namely, Steiner points and vertex vicinities of “small” radius
in P See Figure [ (a). Steiner points are placed along the bisectors (of the
angles) of the faces of P forming a geometric progressions with ratios depending
on ¢ and on the geometry of P (cf. [3]). We define a small star-shaped polygon
E(v) around each vertex v of P and call £(v) vertex vicinity. More precisely, €(v)
is contained within the union of the triangles incident to v and its intersections
with each of the triangles is a small isosceles triangle with side length er(v),
where r(v) is set to be (1/8)th of the distance from v to the boundary of the
union of the triangles incident to v (cf. [3], Definition 2.1 ). We bound |V;| next.

Lemma 1. [3/ (a) The number of nodes in G incident to a triangle f of P
is bounded by C(f)d, where d = \}E log i, the constant C(f) depends on the
geometr@ﬂ of the triangle f. (b) The total number of nodes of G, |Ve|, is less
than C(P)dn, i.e., C(P) e log 2, where the constant C(P) =} > rep CUf)

Face Neighborhood: Edges of G exist between nodes of G where one is in the
face neighborhood of another. The face neighborhood of an object o, e.g. a vertex,
point, edge, segment or a face in P, is denoted by AN (0). The face neighborhood
of a vertex is the union of the faces incident to it. The face neighborhood of an
edge or a point on an edge is the union of the faces incident to that edge. The
face neighborhood of a face is the union of its neighboring faces. Two faces are
neighbors if they share an edge. The face neighborhood of a point or a segment,
o, contained by a face f(0) is the union of f(0) and the neighboring faces of f(o).
See Figure [l for an illustration. The face neighborhood N (p) of a node p of G
is the face neighborhood of its representation (i.e., a Steiner point or a vertex

5 A vertex vicinity node of G represents each vertex and its vicinity in P.
" Roughly it is about two times the sum of the reciprocals of the sinuses of the angles
of f and is a small constant for faces having a good aspect ratio, cf. [3].
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vicinity) in P. We denote a node p whose representation is incident to a face
f(p) by p € f(p), and incident to a face in a region R(p) by p € R(p).

Edges of G: A node p of G is connected to all nodes ¢ € N(p) for p # q. Costs
are assigned to the edges of G so that distances between nodes in G approximate
the distances between their representations in P. We define costs of the edges
of G using the notion of local paths. A path in P is called local if it intersects at
most two faces. The cost ¢(p, q) of an edge (p,q) in G is defined as the cost of
the local shortest path between p and q that is restricted to lie in the intersection

of their face neighborhoods N (p) N N (g) (but restricted to at most two faces).

N ..
We denote the local shortest path by p {2 q and the minimum cost of the

local path by ||p N q||]§ Thereby, the cost ¢(p,q) of an edge (p,q) joining a
pair of Steiner points p and ¢ of G, where ¢ € N (p), is defined as the cost of
the shortest path restricted to lie in the union f(p) U f(g). The cost of an edge
between a vertex vicinity node and a Steiner point is the cost of the shortest
path restricted to lie in the triangle containing the Steiner point. The cost of an
edge between two vertex vicinity nodes is the cost of the segment along the edge
of P joining these two vertex vicinities.

Approximate Discrete Path: Paths in the approximation graph G are called
discrete paths. The cost ¢(ma(p, q)) of a discrete path 7¢(p, ¢) between a pair of

nodes p and ¢ is the sum of the costs of its edges. Let p S q be any shortest
discrete path in G between p and gq.

Definition 1. [2] A path between a pair of points a and b in P is called approx-

imate discrete path if it is either a shortest local path joining a and b or a path
) G N(@®

N
of the form {a 8% P~ q ) b}, where p € N(a), ¢ € N(b). The cost of an
N N(b
approzimate discrete path is ||a ) pl|+c(p 4 q)+ g P b|| orits cost in P if
it is a local path. The cost of a shortest approximate discrete path between a and
b is called approximate distance between a and b and is denoted by distg(a,b).

The approximate distance distg(a,b) between points a and b lying in neigh-

. . . .. N(b
boring triangles is the minimum of the cost of the shortest local path, ||a 4 bl|,

N(a N
and the cost of any path of the form {a AR P & q A% b} see Figure2 (a). It was

proved in Theorem 4 in [2] that approximate discrete paths are e-approximate
shortest paths.

Theorem 1. [3] The Single Source Shortest Path (SSSP) problem in the ap-
prozimation graph G can be solved in O(|Vz|log|Vz|) = O( \;LE log " log 1) time.

Local Voronoi Diagram: Let p1,...,pr be the nodes of G that incident to
the face neighborhood N(f), for any face f of P. A data structure, called Local
Voronoi Diagram in f with respect to a source point a, can be constructed. We
denote it by LVD(a, f). Let §; = distg(a,p;) fori =1,... k.

8 A local path can be computed either directly or by applying Snell’s Law, the law of
refraction. cf. [3].
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Lemma 2. [2] A data structure LND(a, f) exists so that for a point b € f the

N (b
minimum ming<;<(6; + [|b w pill) and the point for which it is achieved can

be computed in O(logk) time. The size of the data structure IND(a, f) is O(k)
and it can be constructed in O(klogk) time.

B-regular Separator: For a real t € (0,1) and an embedded graph G = (V, E)
of genus g with positive weights w(-) and costs ¢(-) assigned to its vertices, a set
of vertices S of G is called a t-separator if its removal from G leaves no component
of weight exceeding tw(G). Any t-separator S naturally defines a partitioning of
the vertices of G into sets Vi, ..., V} inducing the connected components of G\ S
and S itself. The subset of vertices in S that are adjacent to vertices in V; is
called boundary of V; (or of the component induced by V;) and is denoted by
dV;. A partitioning V7,..., Vg, S of the vertices of G defined by a t-separator S
is called B-regular (or regular), where B is a real number, if the costs ¢(9V;) for
t=1,...,k are bounded by B.

Theorem 2. [Z] Let G be an embedded graph of genus g with mazimum degree
three and with weights w(-) and costs ¢(-) assigned to its vertices. For any t €
(0,1) there exists a t-separator S, that defines a 2B-regular partitioning of G

with B = /(g + 1)ta(G), whose cost is O (\/(g+ 1)0(@)/2&), where o(G) =
zvev(g)(c(v))z. Such a separator can be constructed in O(|G|log |G]|) time.

3 Queries Between Basic Geometric Objects

In this section, we first show that approximate discrete paths between geometric
objects are e-approximate shortest paths, then describe and analyze a generic
algorithm, APQ), for answering queries for any pair of basic objects excluding
point-point pairs which was studied in [2].

We use an approximation graph G of P to approximate shortest paths between
any pair of geometric objects (01, 02). For simplicity, we assume that distances
and shortest paths between any pair of nodes of G are given to us. There exists
a true shortest path between objects 0; and o2 such that its end-points, denoted
by u, v, are on the boundary of 0; and og, respectively. By applying Theorem 4 in
[2], we can find an e-approximate shortest path between o; and o2 by computing
an approximate shortest path between the points u and v.

Definition 2. A path between a pair of geometric objects, (01,02), is called ap-
proximate (discrete) path wg(o1,02) if it is either a shortest local path join-

N N
ing 01 and oy or a path of the form {oy Lo P g q ) 02}, where nodes

p € N(01),q € N(02). The cost of an approximate shortest path is the minimum

t ted b N N
cost computet O min(Jloy M2 pll + ep & ) + ¢ 0a])), (1)
p.q

or the cost of the shortest local path between o1 and os in P if it is a local path.
The cost of a shortest approrimate path between o1 and oz is called approximate
distance between them and is denoted by disti(01,02).
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Theorem 3. For any pair of geometric objects (01,02) in P, one of the following
holds, either (a) (1 — 2¢)distp(01,092) < distg(01,02) < (14 2¢)distp(01,02), or
(b) there is a vertex v of P (resp., v of an object 02) such that objects 01 and o9
are (resp., the object o1 is) inside the face neighborhood N (v), there is a shortest
path in P between o1 and oy that stays in N'(v) and intersects the vertex vicinity
E(v). Moreover, distp(o1,02) — 2er(v) < distg(o1,02) < distp(o1,02), where
er(v) is the radius of E(v).

Next, we propose a novel generic algorithm APQ for answering queries between
any pair of basic objects. First, we present the main result of this section.

Theorem 4. Let P be a connected polyhedral surface of genus g and let P con-
sist of n positively weighted triangular faces. Let € € (0,1). For a query time pa-

rameter q, O(d?) < q < O(q), where d = \} log 2, q = (gﬂ)j/; i

a data structure APQ(P, e;q) such that e-approximate distance queries between
basic objects in P can be answered in O(q) time. The data structure APQ(P, ¢; q)

is of size O ((g;;”? log® i) and can be built in O ((g;l;”? log ? log? ;) time.

, there exists

Algorithm APQ consists of a generic preprocessing and query algorithm. The
preprocessing algorithm, Algorithm APQ Preprocessing(P, ¢; q), takes as input a
surface P, an approximation parameter € and a query time parameter q. It builds
a data structure APQ(P, ;) which stores (1) a face t-separator S of P; (2) a
set of SSQ(a) data structures for each node a € f(a) and the face f(a) neighbors
a face in S; (3) a set of SSQ(a, R;) data structures for each region R; defined by
S and for each node a € R;, i =1,...,[}]. For a node a € G, a SSQ(a) data
structure stores (1) approximate distances in G from a to each node of G and to
each edge of P; (2) a set of local Voronoi diagrams LVD(a, f) for all faces f € P
(Lemmal2]). A SSQ(a, R;) data structure stores distances and LVDs within each
region R; for each node a € R;. Next, we present the preprocessing algorithm.

Algorithm APQ Preprocessing(P,e;q): In Step 1, compute the set of nodes

V. (i.e., Steiner points and vertex vicinities) of the approximation graph G and

build a dual graph P*[ For each node u of P*, assign the weight w(u) equal

to the number of nodes of G, that are incident to the face f(u) in P. Assign

the cost c¢(u) equal to the number of nodes of G, that are incident to the face

neighborhood N(f(u)). Compute a ¢-separator S of P*, for a pre-computed
2

t= A +1)o? P)log? ! . In the dual, S corresponds to a face separator of P. Denote
the face separator by S if no ambiguity arises. Removal of S partitions P into
a set of regions Ry, .. Rf 1. In Step 2, compute and store a data structure
SSQ(a) for each node a € f( ) and the face f(a) neighbors a face in S. In Step

3, compute and store SSQ(a, R;) for each region R; and for each node a € R;.

9 The set of nodes of P* corresponds to the set of faces of P. Two nodes in P* are
connected by an edge if their corresponding faces in P are neighbors.
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Table 1. The generic query algorithm APQ Query(o1,02)

ALGORITHM: APQ_Query(o1,02)

Input: A pair of basic objects (01, 02) and their face neighborhoods A (01) and N (02);
Output: An approximate distance diste (01, 02);

1. If 01 N o2 # ¢, output Mo = 0.

2. If 01 and o> lie in neighboring faces, then compute Mo = distg (01, 02) locally.

3. Set M1 = Q.

4. If one of 01,02 is incident to a face f(a) which neighbors a face in the separator S,
or 01,02 are in the same region;

(a) If (01,02) is a vertex-vertex or vertex-edge pair, M; = dista (01, 02) is pre-computed.

(b) Otherwise, compute M; by Equation (1), where ¢(p A q) is pre-computed.

5. For each node a € O9R(01), for nodes p,q of G, p € N'(01),q € N(02),

(a) if (01,02) is a vertex-vertex or vertex-edge, M> = min, (distg (01, a) + dista(a, 02)),

where the distances dista (01, a), distg(a, 02) are pre-computed.

(b) Otherwise, Ma> = ming,p,q(|lo1 N p|| + dista(p, a) + diste(a, q) + g ) o2])),

where the distances diste(p, a), diste(a, ) are pre-computed.
6. Output diste (01, 02) = min(Mo, M, M>).

Lemma 3. For any O(d?) < q < O(q), Algorithm APQ Preprocessing(P, ¢; q)
builds a data structure APQ(P,e;q) of size O <(9Jg§3"2 log? ;) in

0 ((gg;”rz log " log® ;) time.

Proof. The execution of Step 2 dominates the algorithm in running time and
space. With the choice of ¢, the claim follows. a

Next, we present a generic query algorithm APQ Query(o1,02) (Table [). Al-
gorithm APQ Query(o01,02) takes as input a pair of basic objects (01,02) and
outputs an e-approximate distance distg(o1,02) between them. If the required
distance dist(01, 02) is not pre-computed, our task is to find a pair of nodes p(o01)
and ¢(o2) that minimize Equation (). Two cases arise. Case 1: 01, 09 are in the
same region, or one of them is incident to a face neighboring a face in .S, approx-
imate shortest paths either stay inside the region (Step 4) or cross the boundary
of the region (Step 5). Case 2: 01,09 are in different regions (Figure 2l (b)), ap-
proximate shortest paths must cross the boundary of the region R(01) containing
01 (Step 5). More precisely, in Case 1, (a) if (01, 02) is a vertex-vertex or vertex-
edge pair, the distance M; = distg(01,02) is pre-computed. (b) Otherwise, we
compute My by Equation (), where ¢(p 4 q) can be retrieved in O(1). Analo-
gously, in Case 2, if (a), compute Mz = mingepr(o,)(dista (o1, a) +distg(a, 02)),

where distg (01, a),distg(a, 02) are pre-computed. In Case 2, if (b), compute

. N(o . . N(o
M; = ming p 4(]|o1 ) p|| + distg(p, a) + distg(a,q) + |lq ) 0z2]]), for a €

OR(01), p € N(01), q € N(02), where distg(p, a), distg(a, q) are pre-computed.
The key steps of the algorithm are Steps 2, 4, 5 and 6. We have explained
Steps 4 and 5 above. In Step 2, if 03 and o0y lie in neighboring faces, compute
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Fig. 2. (a) The true shortest path {a NS b} between points a and b is shown as solid
lines. An approximate discrete path between a and b is shown as dotted lines. (b) For
any pair of query segments 01,02 contained in regions R(o01) and R(o2), respectively,
an approximate shortest path between o1 and o2 (shown as dotted lines) must pass
through a node a € S, where S is a face separator of P.

My = distg(01,02) locally. The approximate distance distg (01, 02) is computed
by the minimum min(My, M;, Ms) (Step 6). We summarize the complexity.

Lemma 4. Algorithm APQ Query(o1,02) correctly computes the approzimate
distance distg (01, 02) in O(q) time, for O(d?) < q < O(q).

Proof. The required distance distg(o1,02) is correctly computed by the values
My, My and Ms. In Step 4, it takes O(1) time to compute M if (a) and O(d?)
time if (b) (Lemmal[ll). In Step 5, it takes O(c(S)t) time to compute M; if (a) or
O(de(9)t) time if (b). The execution of Step 5 dominates the running time of the
algorithm. By Theorem [2] and the choice of ¢ in Algorithm APQ Preprocessing,
we obtain dec(S)t < g. O

For query objects consisting of constant-size basic objects, we can obtain the
same bounds as in Theorem M by finding the minimum distance among all-pair
of basic objects of the query input.

4 Queries Between Arbitrary Compound Objects

Let A and B be two sets of segments in P. Let |A| = my and |B| = ma. No
segment in the set A intersects any segment in the set B. A segment in A can
intersect other segments in A. So do segments in B. We answer queries between
sets A and B. We present our main results in Theorem [Blfollowed by a description
and analysis of a general algorithm for computing approximate distance between
A and B. More importantly, we use this general algorithm as a subroutine to
answer queries between compound objects, e.g., chains, regions and sets of these.

Theorem 5. Let P be a connected polyhedral surface of genus g and P consists
of n positively weighted triangular faces. Let € € (0,1). Let A and B be two
arbitrary sets of segments in P of size my and ms, respectively, where no segment
in A intersects any segment in B.

(a) If my = 2(n) and ma=192(n), then an e-approxzimate distance distg(A, B)
between A and B in P can be reported in O(Tsgsp) time using O(|Ve|) space.
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(b) Otherwise, there exists a data structure such that the distance distg (A, B)

can be answered in O(mimad® + (my + ma)dc(S)) time, where d = \}E log 2,

c(S)=0 (((?;;2;;2 log i) \/n> and t € (0,n~/3). The data structure is of size

O(c(s)|Vz|) and can be pre-computed in O(c(S)Tsssp) time.

Corollary 1. We obtain the same bounds as above to answer queries between
compound objects, e.g., chains, regions and sets of these.

4.1 Queries Between Arbitrary Sets of Segments

We present and analyze a general algorithm for answering queries between sets
A and B. This algorithm takes advantage of the magnitude of m; and msy and
executes Algorithm Simple if m; and mo are 2(n) or Algorithm APQ Sets, oth-
erwise. Next, we start with a brute force algorithm. The brute force algorithm
computes and stores approximate distances between all pairs of segments in a
mid X mad matrix in O(|Vz|?log |VZ|) time and O(m;mad?) space, and reports
an approximate distance distg(A, B) in O(mimad?) time by searching in the
matrix for the minimum.

We proceed with notations used. Let F/(A) be the set of faces intersected by
segments of the set A. Let AV/(A) be the face neighborhood of A, i.e., the union
of the face neighborhood of each segment of A. Analogously, we define F'(B) and
N(B) for the set B.

Algorithm Simple basically runs Dijkstra’s SSSP algorithm from a dummy
source node p to all nodes of the approximation graph G (Theorem [II). The
dummy node p is added to G and connected to each segment in A (at any
possible point of the segment as required) with dummy edges of zero cost. For
each node ¢ € N'(B), we propagate shortest paths from ¢ to the closest segment
incident to N(g). The shortest distance from p to each segment of B is the
approximate distance distg (A4, B). We summarize this in the next lemma.

Lemma 5. We can report an approzimate distance distg(A, B) in O(Tsssp)
time by running a SSSP in G using O(|VZ|) storage.

Our general algorithm executes Algorithm, APQ Sets, when O(1) < my,mg <
2(n). Algorithm APQ Sets consists of a preprocessing and a query algorithm.
The preprocessing algorithm takes as input the surface P, ¢, ¢t € (0,1) and
outputs a data structure APQ Sets ds[M

APQ Sets Preprocessing(P, e,t): Call Algorithm APQ Preprocessing(P, ¢;q) as a
subroutine with ¢t € (0,n~/3).

Lemma 6. Algorithm APQ Sets Preprocessing(P, e, t) constructs a data struc-
ture APQ Sets ds of size O(c(S)|Vz|) in O(c(S)Tsssp) time.

The query algorithm, APQ Sets Query(A4, B), takes sets A and B as input and
outputs an e-approximate distance distg (A, B) See Table[2l Assume that F'(A),
N(A), F(B) and N(B) are known. Considering the relative locations of A and
B and the regions Ry, ..., RH] induced by the separator S, we determine which

19 The data structure APQ Sets ds is the same as APQ(P,¢;q) (Section [).
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(®)

Fig. 3. Approximate shortest paths (thin lines) between regions A and B. Cases 1, 2
and 3 arise, as shown in (a), (b) and (c), respectively. In (c), vertical curves illustrate
portions of S.

of the three possible cases arise (Figure B), i.e., Case 1: A, B C Ry; Case 2:
A C Ry and B ¢ Ry; Case 3: A intersects several regions and so does B. The
query time varies depending on which case arises.

First, we consider Case 2, i.e., A C Ry and B ¢ R;. Shortest paths m¢(A, B)
between A and B must pass through a node a € Ry since A C R; and B does
not. The distance distg (A, B) is computed by

distg(A4, B) = v;relg}% (distg(a, A) + distg(a, B)), (2)

where distg(a, A) = minyg, q,ea distg(a, a1as2), distg(a, B) = ming, 4 - p diste
(a,b1bs), distg(a,arae) and distg(a,bibs) are pre-computed. Consider Case 1,
ie., A,B C R;. Shortest paths 7g(A, B) either stay fully inside R; or pass
through a node in OR;. Using Equation (), we compute a distance distg, (A, B)
with a € N(A) and G as R; for the former and distg(A, B) with a € OR; for
the latter. We take the minimum min(distg, (4, B), distq(4, B)).

Now we consider Case 3. Let R4 = {R{', R§',... R} be the set of regions
intersected by A. Analogously, we define R” for B. Let R® = {RF,RY,... R7}.
1<i,j <[;] Let RAB = {R{!? R{B, ... R{}P} be the set of regions that A
and B intersect, k < min(z, ). Identify the faces S’ in S that are adjacent
to the regions in R4® and remove faces from S’ that are in F(A) and F(B).

Table 2. The algorithm APQ Sets Query(A, B)

ALGORITHM: Intersection(A, B)

Input: Regions A and B of sizes ma, mp with boundary sizes m1, ms, respectively.
Output: TRUE if A intersects B or FALSE otherwise.

1: Check if AN B as A C B or B C A. Mark all boundary faces of A red. Seek for
red faces in B and keep them in a set B(AB). If B(AB) = ¢, tag each face in A.
Pick any face in B. If it is tagged, B C A, return TRUE. Else, visit each face in
B. If find a tagged face, A C B, return TRUE. Otherwise, return FALSE.

2: If B(AB) # ¢, check if AN B at a common boundary face. For each face in
B(AB), check if (a) there exists a pair of boundary segments of A and B that
intersects. If found, return TRUE. Else, check if (b) a boundary segment of A is
contained in B or vice versa. If found, return TRUE. Otherwise, return FALSE.
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Shortest paths between A and B must (a) either pass through a node in S’, or
(b) exist between A and B within a region in the set R4, In (a), we compute a
distance M3 applying Equation (@) for a € S’. In (b), for each region R, € R45,
1 < k < k, compute a distance M, = distg, (A, B) within R,. The query
distance is M3 = min(Ms, miny,(M,)). We summarize the complexity next.

Lemma 7. Algorithm APQ Sets Query(A, B) reports the distance distg (A, B)
in the worst case in O(mimad? + (my + ma)de(S)) time.

Proof. The query algorithm addresses all possible cases and computes Mg, M,
My and M3 correctly. We can report the query distance in O(m1m2d2 + (m1 +
ma)de(S)t) time if Case 1 arises, in O((m1 4+ mo)dc(S)t) time if Case 2 arises,
in O(mymad? + (my + ma)de(S)) time if Case 3 arises. The claim follows. O

4.2 Queries Between Arbitrary Compound Objects

For a pair of compound objects, e.g., chains, regions and sets of these, we com-
pute approximate distance between them. The key idea is that first, we need to
verify if two query objects intersects. If yes, then their distance is zero. Other-
wise, we use the general algorithm (Subsection L)) as a subroutine to answer
distance queries. The process of checking if two objects intersect varies with in-
put. Last, we present Algorithm Intersection(A, B) (Table B]) as an illustration
of detecting if two regions A and B intersect.

We proceed with notations used. The boundary of a query region consists
of a set of segments, namely boundary segments. The boundary size of a query
region is the number of boundary segments of the region. The faces intersected
by boundary segments (resp., segments) of any query region A (resp., a chain
C) are called boundary faces of the region A (resp., the chain C'). We denote
the boundary face set by B(A) (resp., B(C)). The face neighborhood N (4) of
a query region A is the union of the boundary faces of A and their neighboring
faces that are not in A. The face neighborhood A (C) of a chain C is the union
of the face neighborhood of each segment in the chain. We assume that B(A),
N (A) and the faces belonging to A are known for a query region A, B(C) and
N(C) are known for a query chain C.

Queries Between Regions: For any pair of query regions A and B of sizes
m 4 and mp with their boundary sizes as mq and mao, respectively, we compute
an approximate distance distg(A, B) between A and B in two steps. In Step
1, call Algorithm Intersection(A4, B) (Table B)) to check if A intersects B. If yes,
return distg (A, B) = 0. Otherwise, we collect the boundary segments of A and
B and keep them in sets S(A) and S(B). In Step 2, call the general algorithm
with input as S(A) and S(B). The query time is dominated by the execution of
the general algorithm. Hence, we obtain the same bounds as in Theorem [B

Queries Between Chains: For an arbitrary pair of query chains (Cy,C2) of
sizes m, and ms, respectively, we answer queries between C7 and C5 as follows.
Make Step 1 of Algorithm Intersection as a subroutine for detecting intersections
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between Cy and Cs. If C; intersects Cy, return distance distg(Cp,Cs) = 0.
Otherwise, call the general algorithm as a subroutine. Analogously, we obtain
the same bounds as in Theorem [l

Queries Between a Chain and a Region: Let (A, C) be a pair consisting of
a region and a chain. The region A consists of my faces and m, boundary seg-
ments. The chain C' consists of mg boundary segments. We compute the distance
distg (A4, C). First we check if A intersects C' by checking if A intersects C' at a
pair of boundary segments and if C' C A. If yes, then return distg(A,C) = 0.
Otherwise, we call the general algorithm for computing the distance distg (A, C).
Analogously, we obtain the same bounds as in Theorem [B

Queries Between Sets of Compound Objects: We generalize the result
as in Theorem [l to two query sets (i.e., a blue set and a red set) of com-
pound objects. The blue set has b compound objects and the red set has r
compound objects. Let the boundary size of each compound object in the blue
set be m11,...,m1p and in the red set be maq, ..., mo,.. Let my = Zi’:l m1; and
mo = Z;:l m1;. Analogously, we first determine if there is a pair of compound
objects from each set that intersects. If yes, return 0 as their distance. Otherwise,
we collect the boundary segments of all objects from each set and keep them in
two sets, then call the general algorithm to compute the distance between the
two sets. We obtain the same bounds as in Theorem [G

Intersection Detection: Two query regions can intersect either at a pair of
boundary segments (i.e., one segment from each region ) or if one region is a
subset of the other (Figured]). Two query chains can intersect at their boundary
segments only. A pair of query region and chain intersects either at a pair of their
boundary segments, or the chain is inside the region. Analogously, detecting if
two sets of compound objects intersect is based on verifying if there exists a
pair of objects from each set that intersects. Next, as an example, we present
Algorithm Intersection(A, B) (Table B)) which takes query regions A and B as
input and detect if A intersects B.

Lemma 8. For any pair of query regions A and B, |A| = ma and |B| = mp, Al-
gorithm Intersection(A, B) verifies if A and B intersect in O((mq +msz) log(m +
ma)+(ma+mp)) time, for A, B with boundary sizes as my and maz, respectively.

AN
DEDE
(2) (b) © (d)

Fig. 4. An illustration of a region A intersects a region B, e.g., (a) A and B have no
common boundary faces, B C A; (b) A intersects B at a pair of boundary segments;
(¢) A boundary segment of B is contained in A. (d) A and B do not intersect, but they
have a common boundary face.
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Table 3. Algorithm Intersection(A, B) verifies if query regions A and B intersect

ALGORITHM: Intersection(A, B)

Input: Regions A and B of sizes ma, mp with boundary sizes m1, ms, respectively.
Output: TRUE if A intersects B or FALSE otherwise.

1: Check if AN B as A C B or B C A. Mark all boundary faces of A red. Seek for
red faces in B and keep them in a set B(AB). If B(AB) = ¢, tag each face in A.
Pick any face in B. If it is tagged, B C A, return TRUE. Else, visit each face in
B. If find a tagged face, A C B, return TRUE. Otherwise, return FALSE.

2: If B(AB) # ¢, check if AN B at a common boundary face. For each face in
B(AB), check if (a) there exists a pair of boundary segments of A and B that
intersects. If found, return TRUE. Else, check if (b) a boundary segment of A is
contained in B or vice versa. If found, return TRUE. Otherwise, return FALSE.
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Abstract. Recently in [12] a deterministic worst-case upper bound was
shown for the problem of covering a set of integer-coordinate points in the
plane with axis-parallel rectgangles minimizing a certain objective func-
tion on rectangles. Because the rectangles have to meet a lower bound
condition for their side lengths, this class of problems is termed 1-sided.
The present paper is devoted to show that the bounds for solving this
1-sided problem class also hold for problem variants with 2-sided length
constraints on coverings meaning that the rectangles are subjected also
to an upper bound for side lengths. All these 2-sided variants are NP-
hard. We also provide a generalization of the results to the d-dimensional
case.

Keywords: parameterized rectangular covering, optimization problem,
dynamic programming, NP-hardness, integer grid, exact algorithmics,
closure operator.

1 Introduction

We are interested in parameterized rectangular coverings meaning that together
with the input point set to be covered, a set of parameters is given restricting the
geometrical size of patches used. Such rectangular covering optimization prob-
lems and their computational aspects from the exact algorithmics point of view
have been classified and studied recently [I2II3]. There a dynamic programming
algorithm has been designed for finding a minimum weight covering of a set of
integer grid points by rectangles that are required to have a fixed smallest side
length, called 1-sided parameterized coverings. The corresponding time bound
of O(n?3™) as well as its structurally gained improvement O(n%2") for input
instances of size n are exponential even though the NP-hardness classification
of the problem is still open.

In [I3] the open algorithmical problem is stated whether it is possible to
tackle the problem’s variants of 2-sided parameterized coverings, where also a
largest side length is prescribed, within the same time bound as stated above.
The present paper is devoted to show that the algorithmic approach of [12]
can be adapted to the NP-hard 2-sided cases establishing non-trivial worst-case
exact upper bounds for these problem classes thus solving the open problem just
mentioned. There are several variants of related NP-hard covering and partition

problems [2I3I8/9].
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More concretely, we study the following geometric optimization problem:
Given a set M of n integer points in the plane, and two real-valued parame-
ters 0 < k < k' together with an objective function w on rectangles. Find a
set C of admissible rectangles covering M thereby minimizing w(C) over all
such coverings. Here a rectangle is called admissible if it is placed parallel to
the Euclidean, i.e. cartesian, coordinate axes and in addition side lengths are
in the range [k, k']. We show that the members of the 2-sided problem class all
are NP-hard, for arbitrary objective functions. A special problem case occurs
if & = K’ meaning that rectangles become squares of fixed side length. (If in
addition k = 0 then each point z of M has to be covered separate by a zero-size
square coinciding with z itself.) Another special case occurs if k' is set to oo
meaning that rectangles only have to meet a lower side length condition, refered
to as the 1-sided problem class as stated above. Therefore NP-hardness of the
2-sided case does not yield NP-hardness of the 1-sided case, in general. There are
some variants and objectives where the 1-sided problem behaves trivial, others
are unresolved from the point of view of computational complexity. So, we leave
it as an open problem whether the underlying decision problem for the 1-sided
class is NP-complete, in case of objective functions w that involve simultaneous
minimization of sums of areas, circumferences and the total number of rectangles
used (cf. [12]).

The main focus of the paper therefore is to provide a dynamic programming
exact algorithm for the solution of the NP-hard 2-sided class of exponential
bound. The running time afterwards can be improved according to an adapta-
tion of the structural features exhibited in [II]. There an equivalence relation
is exploited on all subsets of the input point whose classes are given by all sets
admitting the same rectangle enclosing all these sets tight. This relation directly
corresponds to a closure operator and enables us to polynomially bound the
number of covering pachtes.

The paper is structured as follows: in the next section we formulate the prob-
lem in precise terms and discuss its computational complexity. In Section Bl we
provide some facts on coverings preparing the problem’s algorithmic treatment
via dynamic programming as presented in Section [dl In Section 5l we gain some
upper bound improvement using similar structural features as in [T1IT2]. Section
is devoted to consider a higher dimensional generalization of the problem and
its solution techniques. Finally, in Section [1, we essentially collect some relevant
open problems, resp., future work directions.

For finally fixing the notation, let R? be the Euclidean plane. For z € R?
its coordinate values are z(z),y(z). Let Ly = Zey\ + ZeyA be an axis-parallel
integer grid embedded in R? with lattice constant A € R, , which w.l.o.g. from
now on is fixed to value 1: L; =: L = Z?. Due to translational invariance
it is sufficient to restrict ourselves to a bounded region of the first quadrant:
B = [0,N,] x [0,N,] C R?, for N,,N, € N. Let I := BN L. A reqular (or
isothetical) rectangle r, is placed axis-parallel in B. Let r;, resp. r, denote the
length of the z-parallel resp. y-parallel sides of 7. A rectangle » C B is uniquely
determined by its upper right z,, := (., y.) and lower left z; := (x4, yq4) diagonal
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points such that r = [xg, Zy] X [Yd; YulsTe = Tu — TdsTy = Yu — Yd- Let Rreg
denote the set of all regular rectangles r C B each represented by its upper
right and lower left diagonal points (z4(r), z,(r)) € B?. For n € N, we write
[n] :={1,...,n}. The power set of a set M is denoted as 2™, and we denote the

collection of all p-subsets in M as (1\1)4)

2 The Problem and Its Computational Complexity

Assume that a set M = {z1,...,2,} C I of n € N points is fixed. The task is to
construct a covering of M by regular rectangles subjected to certain length con-
straints. (Rectangles » C R? are considered as closed sets in the norm topology.
This specifically means that points of M lying on the boundary of a rectangle r
are also contained in r and thus are covered by r.) We impose a further param-
eterized constraint on a covering of M to be admissible: Each of its rectangles
must have sides of length lying in an interval K = [k, k'] C R4, given in ad-
vance, meaning 2-sided (interval) constraints. So, a K -admissible rectangle r by
definition is regular such that r,,r, € K. The class of objectives for our covering
minimization problems is rather general, as defined next.

Definition 1. An objective function on rectangles is a map w : Ryeg — R4 —
{0}, whose values w(r) are assumed to be computable in constant time. Its ex-
tension to a set U C Rieg as usual is defined via w(U) := ) ., w(r). w is called
monotone if it satisfies:  C v’ = w(r) < w(r'), for all r,7" € Rieg.

For an integer point set S, a rectangular covering (rc) is a set C' C Ryeg of
regular rectangles such that S C |, 7. We call C an i-rc of S'if |C| =i < [S)].
Given K C Ry, we call a (i-)rc C' optimal K-admissible if C is K-admissible,
and w-minimal, i.e. w(C') is minimal over all K-admissible coverings of M. Let
C*4(8) (€24(8)) denote the set of all optimal K-admissible (i-)rc’s of S.

Let us state in precise terms the problem(-class) to be discussed in the fol-
lowing:

Definition 2. Let w : Ryeg — Ry be a monotone objective function. The (2-
sided) rectangular covering problem RCg is the following optimization problem:
Given an input point set M = {z1,...,2,} C I (n € N) and a closed interval
K :=[k k] CRy (0<k<E) find an optimal K -admissible covering C' C Ryeg
of M.

In the decision version DRCg, with additional input parameter W € R, one
has to decide whether there exists a K -admissible covering C' C Ryeg of M with
w(C) <W.

Regarding the problem’s computational complexity we have according to [10]:

Theorem 1. DRCg is NP-complete and RCx is NP-hard, for each objective
function w on rectangles.

Proof. To keep the presentation self-contained we give a sketch of the proof. As
basis serves a result cited in [QT6] stating that covering an input point set M
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Fig. 1. Black dots represent points of S (left), white dots represent the base points
zu(S),za(S) € b(S) of the rectangle r(S) enclosing S (middle); symmetrical enlarged
rectangle 7 (S) containing r(S) (right); grid lines are omitted.

with squares of a fixed side length is NP-hard when subjected to minimizing the
number of covering components. It is obvious how to define the corresponding
canonical decision problem.

We establish a polynomial-time reduction from this square covering deci-
sion problem to DRCyg yielding NP-completeness of the latter. To that end,
let (M,t,N) be an instance of the square problem, where M is the integer
input point set, ¢ the fixed side length allowed for squares, and N € N the
upper bound for the covering cardinality. In polynomial time we compute the
instance (M, K = [t,t],W = Nuw(q)) of DRCg where ¢, denotes the square
of side length t. Now assume that C' is a square covering of M such that
|C] < N. Then (M,K = [t,t],W = Nw(q)) € DRCk, for the same cover-
ing C, since each ¢ € C has sides of length in [k, k'] = {t} and moreover holds
w(C) = |Clw(qr) < Nw(q:) = W. The converse direction proceeds analogously.

O
For an integer point set S, we call 7(S) the rectangular base of S defined as
r(S) == [2a(S), zu(S)] %X [ya(S), yu(S)], with lower left and upper right diag-
onal base points z4(S) = (24(5),y4(9)) and z,(S) = (xu(S),y.(5)). These
point are determined via z4(S) := min.esx(2), yq(S) = min,csy(z) and
2 (S) == max.ecs x(2), yu(S) := max.cs. Thus r(S) encloses S tight, and
may be identified with b(S) := (24(95), z4(5)). Again let r,(5), 7, (S) be the side
lengths parallel to the x-, y-directions, respectively; these side lengths can be
zero.

It is convenient to use the notation r (S) for a K-admissible rectangle con-
taining 7(S) defined as follows: 7 (S) equals r(.S) if 7(S) already is K-admissible,
K = [k, k']. Otherwise if both 7, (S) and 7, (S) are smaller than &', let r(S) de-
note a smallest enlargement of the non-admissible sides of r(.S) (of which there is
at least one) such that it becomes a smallest K-admissible rectangle containing
r(S) D S. To keep this step deterministic, we enlarge sides symmetrical at both
ends about the half of the difference to & (cf. Fig. ). Finally, if at least one of
72(S), 7 (S) is larger than &’ then 7% (S) remains undefined, resp., is identified
with oo, for convenience in this case we set w(oo) := 0.

It can occur that r(S) covers input points not covered by r(S) thus yield-
ing a covering component for S’ C M, with S C §’. As will turn out below
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Fig. 2. Point set M = |J;_, S; (black dots) cannot be covered via an i-rc for i < 3,
e.g., if patches are required to be squares of fixed size

this situation is treated adequately within our dynamic programming frame-
work systematically testing all relevant candidates of admissible coverings for
w-optimality.

3 Parameterized Coverings

Concerning rectangular coverings of prescribed fixed cardinalities the 2-sided
covering problem decomposes into subproblems as follows:

Definition 3. Problem i-RCk is defined as:
Input: Integer point set M # (), side length intervall K := [k, k'] C Ry
Output: optimal K -admissible (i-)rc of M if existing, else nil.

Given an integer point set S and integer i < |S|, when does exist an i-rc as
defined above? Clearly, a w-optimal i-rc of S always exists, in case there are no
side length restrictions or only those requiring a minimal side length as for the
1-sided problem class.

However, in the 2-sided case existence of a K-admissible i-rc is not necessarily
guaranteed due to the fact that even a small number of n input points might
be distributed infeasible if ¢ < n as is illustrated in Fig. 2 where for example
patches are required to be of fixed size. Obviously an i-rc exists whenever |S| < 4,
whereas for an optimal i-rc C' always holds |C] < 1.

Therefore, given input point set M, the main task from the point of view of
dynamic programming is to characterize, for each fixed ¢ > 1, those sets S C M
with |S| > ¢ admitting a K-admissible i-rc. To that end, let

SM(M) = {S € M|C}(S) # 0}
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denote the collection of all subsets of M admitting a K-admissible i-rc. Similarly,
define $24(9), for each fixed S C M, which clearly satisfies S24(S) C S24(M).
For the base case, things are easy because we obviously have

S (M) = {S € M|rF(S) # oo exists}
By definition, it is easy to see that for each S € Sd(M), rectangle r(S)
provides an optimal 1-rc of S. To attack the other cases consider the sets:
Q1(S) = S§p4(S) € 87 (M)
QM(8) ={TcCS:TeSMMANS—-TeS (M)} for (i>2)
which can be empty, but are well-defined for each S € 2™. We have:

Claim 1: There is a K-admissible i-rc of S (hence also an optimal one) if and

only if Q24(S) # @.

Proof of Claim 1: For S # @&, otherwise we are done as well as in case ¢ = 1. So,
let i > 2 and assume that Q24(S) = @, but that there is a K-admissible i-rc
C of S. Let 7' € C be arbitrary, then clearly holds T := ' NS C S € S (M),
and C — {7’} is an admissible (i — 1)-rc of S — T which therefore is in S, (M)
yielding a contradiction. The converse direction of the assertion is obvious. 0O

Note that ©24(S) is non-empty whenever Q24 (S) is non-empty, for i > 2, and
that for each S there is a smallest ¢(.S) with 1 < i(S) < |S]| such that S;‘d(S) is
non-empty for each j > i(.5).

Claim 2: Let i > 2 be fized. If Q24,(S) # @ then there is an optimal K-

admissible i-rc C; of S which is determined via C; = C;_1 U {r¥(Ty)} where
Ci—1 €CM,(S—Tp) and
wi,1(S - To) + w1y (T()) = min (wi,l(S — T) + wy (T))

T€Q3d4(9):5-T€Q2d (S)

Here w;(S) := w(C;) is defined to be the constant value of an optimal K-
admissible i-rc C; € C2(S) of S; specifically wy(S) = w(r¥(S)), for each
S e SM(M).

Proof of Claim 2: The above equations for all S and corresponding ¢ form the
Bellman optimality conditions underlying our problem class. If Q4 ,(S) # @
then S admits an optimal K-admissible (i — 1)-rc adding any admissible rect-
angle serves for a K-admissible i-rc of S, so it exists. Removing any covering
rectangle r from an arbitrary K-admissible i-rc of S yields a K-admissible (:—1)-
rc of S—(rN.S). Thus the assertion follows since among all candidates one having
optimal w; value is selected. O

Deriving a covering for the whole point set M we have.

Claim 3: Let w; := w(C;) denote the constant weight value for each C; €
Cad(M), 1 <i < |M| (set w; := oo, if C24(M) = @). An optimal K -admissible
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covering C* € C* (M) of M thus is obtained via w := min;e(ar)) wi, namely

as C* € C3(M).

Proof of Claim 3: First observe that there must exist an i € [|[M]] such that
C34(M) # @ because obviously Clal\%l(M ) # @ simply cover each point separate
by a K-admissible rectangle. Clearly, we never need more than n := |M| mem-
bers in every K-admissible covering of M, because one of these must be optimal.
The correctness therefore immediately follows from Claim 2.

4 Providing Exact Upper Time Bounds

Let K = [k, k], and M be an integer point set. Because of the argumentation
above we cannot simply transfer the dynamic programming approach as provided
in [12] for the 1-sided case meaning k&’ = co. There one successively computes
w-optimal i-rc’s, for all sets S C M, and for each fixed 1 < i < |M|. However, in
the 2-sided case, i.e., k' < oo, for a given S and arbitrary ¢ < |S|, a K-admissible
i-rc of S might not exist. So in the dynamic program we obtain forbidden values
or in other words undefined values. This simply means that also no set S’ O §
admits an i-rc and might even not admit an i+ 1-rc. However, each set S admits
an i-rc for all i > | S|, where of course only those for i < |S| can be w-optimal.

So informally, the adapted dynamic program for the 2-sided case proceeds
as follows: If M € S34(M) then we are done, for monotone objectives, as the
whole set is admissible covered by one rectangle which obviously is optimal. In
the general case proceed as follows. Start with a computation of S34(M) which
is straightforward as defined above. In view of Claim 1 above the K-admissible
i-rc’s of S are determined by Q24(S). Hence, according to the results stated
above, what we need before starting the round of computing the optimal K-
admissible (i + 1)-coverings for each set S € 2M is the collection S24(M), where
1 > 2 is fixed. Moreover we need constant time access to its members which
therefore should be stored in an array of appropriate length. Thereby we should
organize the array corresponding to Q?4(S) by the sets 7" := S — T, for which
we know that T = S — T' € S¥, (M) AT € S2(M). So we next explain
how these collections can be computed and organized effectively: Keep an array
S24(M), for each fixed i such that 1 < i < |M|, whose indices correspond to
fixed pre-scribed ordering of the subsets of integer point set M such that in
constant time we have access to the entry for given subset S. The array entry
for each S is assumed to be a pair, the first component keeps the value of w
for a corresponding optimal K-admissible i-rc of S. This value, by definition
becomes oo if S is characterized to possess no K-admissible i-rc, due to Claim
3 above. The second component of each entry is a pointer to the corresponding
set Q24 (9), whose members have to be considered due to Claim 2.

In order to reasonably reduce in advance the subsets to be touched when
searching for an i-rc of a set S C M with [S| > ¢ we concentrate on those
subsets T' of S satisfying

T <[S]—=(i—1)
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Thus we check only those T' C S such that the difference set S — 1" contains at
least ¢ — 1 input points. It is obvious that other candidates never can contribute
to an overall optimal K-admissible covering of M.

For convenience, let us recall the data structures that turned out to be useful
for the overall procedure, cf. [I2]. Rectangles will be represented by their lower
left and upper right diagonal points in a data type rectangle storing objects of
type point. Thinking of M as a sorted alphabet, each subset S C M corresponds
to a unique word over M, denoted word(S) or S for short, thus 2™ may be sorted
by the corresponding lexicographic order. For each S, there can be determined
an unique index ind(S) according to this order. A datatype subset is used for
storing a rectangle and an integer. Then in a preprocessing step for each S C M
there can be defined subset A S holding ind(S) and also r(S) such that it
is possible to read each of them in constant time. We make use of two further
container arrays Opt;, Rect; for i = 0, 1, each sorted by increasing ind(S). Two of
each kind are needed, because during the algorithm they may be read and filled
up alternately. The arrays Opt;, i = 0, 1, shall store the intermediately computed
w;(S)-values. Recall that w;(S) = w(C;(9)) if an optimal K-admissible j-rc
C;(S) of S C M exists, otherwise w;(S) := oo, for j € [n], with n := |M|. The
other two arrays Rect; of dynamic length have the task to hold at each index
ind(S) a set for storing the intermediately computed K-admissible rectangles
covering S. These arrays are also (re-)used alternately, and get entry @ if the
corresponding covering does not exist. By the common order of these arrays the
task of determining for a given set T' C M its array position is solved in O(1) by
referring to A S.ind = ind(S). Finally, we make use of two arrays Subs;,i = 0,1,
of dynamic length. The first one shall store word(T') and the second word(T")
for each subset T of the current S C M, where T = S — T'. These arrays may
be sorted by lexicographic order.

Algorithm RCk
Input: set of integer points M C I in the plane M as array of points
Output: optimal K-admissible covering C*(M); value w(M) := w(C*(M))
begin
if (M) < co then return w(M) « wi(M), C*(M) « {r¥(M)}
else
sort 2M by lexicographic order, thereby:
vS € 2™ . compute r(S),ind(S) and £fill A S
VS € 2™ Optolind(S)] — wi(S), Rectolind(S)] — {r(S)}
w(M) « Optolind(M)], Recto[ind(M)] «— {r® (M)}
if n > 3 then
for j =2 to n—1 do
for all S € {S € 2™\ {0};|S| > s} do
sort 29\ {0} by lexicographic order, thereby:
VT € 25\ {0} : Subsolind(T)] «— word(T), Subs:[ind(T)] — word(T")
Opl(;—1) mod 2[ind(S)] — oo (xw;(S) «— ocox)
for all T € {2°\ {0}; |T| < [S| - (j — 1)} do
temp = w1 (T) + Opt; moa 2[ind(T")] Grw;j_1(T")*)
if temp < Opt(;_1) moa 2[ind(S)] then
Opt(;—1) mod 2[ind(S)] «— temp
Rect(;—1) mod 2[ind(S)] — {r"™(T)} U Rect; wmoa 2[ind(T")]
end do G+ now: Opt(j_1) mod 2[ind(S)] = w;(S)*)
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end do
if Opt(;—1) moa 2[ind(M)] < w(M) then
’LU(M) — Opt(J,D mod g[znd(M)], C*(M) — Rect(j,l) mod Q[an(M)]
end do
end if (x case n >3 %)
Opt(n—1) mod 2[ind(M)] — 0o, Rect(n—1) mod 2lind(M)] — 0
forall TCM:|T|=1 do
temp = wi(T) + Optyn mod 2(ind(T")) Gewn—1(T")*)
if temp < Opt(n—1) moa 2[ind(M)] then
Opt(n-1) mod 2[ind(M)] — temp
Rect(n—1) moa 2[ind(M)] «— {TK(T)} U Rectn mod 2[ind(T"))]
end do (x now: wn(M) = minjp= (wi(T) +wn—1(T")) *)
if Opt(n—1) moa 2[ind(M)] < w(M) then
w(M) «— Optn_1) moa 2[ind(M)], C*(M) < Rect(,—1) moa 2[ind(M)]
(« now: w(M) = min{w;(M);i € [n]} *)
end

So, the algorithm iteratively computes for each fixed i + 1 with 1 < i < n and
each set S C M with |S| =i+ 1 an optimal K-admissible (i 4+ 1)-rc if existing.
For this computation only the results of the previous round ¢ are needed. So,
it indeed suffices to alternately use two arrays of each type; one for storing the
current results while the other keeping previous results needed for computing
the current results. Then their roles are exchanged.

Theorem 2. For input (M, K, w) with n := |M|, an optimal K -admissible rect-
angular covering of M can be computed in time O(n?3m).

Proof. The correctness follows from the considerations in the previous sec-
tion. Regarding the running time observe that as explained before we essentially
treated all subsets of all subsets of M. In consequence we can organize the pro-
cedure as shown in [I2] for the 1-sided case yielding the same time bound as
proved there. ad

5 Improving Time Bounds

In [12] the set A(M) = {S € 2M|r(S) N M = S} is defined helping to decrease
the time bound for the class of 1-sided parameterized covering problems. The
structural background underlying this improvement can be summarized roughly
as follows [I1]: The relation S1 ~, Sa <qet 7(S1) = 7(S2),V0 # S1,5; € 2M
defines an equivalence relation on 2™ \ {#}. We write M := [2M \ {0}]/ ~,.
Moreover, the map

0:2M 3 8 0(S) :=r(S)NM € 2M

(r(0) := () is a closure operator having image o(2M) = A(M) U {(}. Finally,
the sets A(M) and M are isomorphic. Thus each A € A(M) defines a class
of subsets of M that are all equivalent because admitting the same rectangular
base. All these subsets are contained in the given set A.
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In this section we describe how these methods apply also to decrease the
bound obtained in the preceding section where almost all subsets S € 2™ have
been considered in the algorithm. Many of these subsets can be identified in the
sense that they lead to the same K-admissible 1-rc. To that end, let A (M) :=
S3d(M) N A(M), then by the corresponding results in [T1] we have:

Lemma 1. For input (M, K) holds | A*(M)| € O(|M|*). |
For convenience, we define the sets
T;(S) ={T C S;|T| < |S| - (j — 1)}

for each S C M with |S| > j > 2. Similar to the corresponding result in [I2] one
can prove:

Lemma 2. Let (M, K,w) be an instance of RCk. If, for each S € Sfd(M)
one replaces T;(S) by the set ’Z}ad(S) = T;(9) N AM(M),j € {2,...,|M|}, in
Algorithm RCg, then it still works correctly.

Proof. We have to show that
(4 wy(S) = min{w( (7)) + w1 (5): T € T(5)}
holds. By Claim 2 we surely have
w;(8) = min{ F4(T): T € T;(5)}

where we defined ffg(T) == w(r®(T)) + wj—1(T"). Now we claim that for each
T € T;(S) there is A € T2(S) : fi(A) < fL(T), from which the assertion
immediately follows, because in that case we do not miss any relevant candidate
computing w;(S) as in (). To show the claim consider any T € 7;(S); if T €
T74(S) we are ready by setting A := T = fL(A) = f4(T). T € T;(S) \ T24(S)
implies T' ¢ A*(M), and we set A := A(T) := r(T)NM € A(M), and obviously
w(r®(T)) = w(r(A)). Moreover, we have S\ A C S\ T, because T C A(T),
which in case |S'\ A] > j — 1 directly implies fZ(A) < f4(T). In the remaining
case |S'\ A] < j — 1, we have

wj—1(S\A) = wi(S\T) + wj-1-1(0)
<Swi(S\T) +wj—1-4(0)
<w;j1(S\T)
where the last inequality follows because |S'\ T'| > j — 1 and w;_1_;()) means

the value of w for j — 1 — [ rectangles being smallest according to k, from which
the claim and also the lemma follow. O

Theorem 3. For input (M, K,w), problem RCx can be solved in O(|M|62IM1)
time.
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Proof. The correctness directly follows from Lemmal2l To verify the time bound
first observe that from the proof of Theorem [ (see the proof of Thm. 1 in [12])
follows that for the most inner loops instead of considering each element of 7;(.5)
we have to consider only those also being elements of A*d(M). Thus, instead of
p2P, for fixed S C M : [S| = p, one obtains 37 _. (Z)p|Aad(M)\ < n2m| A (M)
and the outer loop never is iterated more than n times leading to another factor
n := |M]|. Finally, using | 42¢(M)| € O(]M|*) due to Lemma [ finishes the proof.

O
Consider the following parameterized variant of the problem at hand: For fixed
p € N, let RCk(p) be the problem of solving RCx with at most p covering
components. For this situation we have:

Theorem 4. For fized p € N, and input (M, K,w,p), RCx(p) can be solved, or
reported that no solution exists in time O(pn*PT1).

Proof. Even as brute force search: we only have to check each covering candidate

R in the set

O (Aad(M ))

i=1 p
whose cardinality is in O(|].A*d(M)|?), hence the bound follows, as |A*(M))|
€ O(|M[*). O

6 Generalization to the d-Dimensional Case

The setup described in the preceeding section will be generalized in the sequel to
the d-dimensional case for 2 < d € N. This generalization is not only interesting
from an abstract point of view but it may be profitable also for modeling higher
dimensional applications.

For fixed 1 < d € N, let E? be the Euclidean space in d dimensions with fixed
(orthogonal) standard basis B¢ = {ey,...,eq}. For the (orthogonal) integer
lattice LY = Zey + - + Zeq = Z%, we fix via N := (N!,...,N%) € N? the
bounded region

I = ([0,N'] x --- x [0, NY) n L4

Let M = {my,...,m,} C I where each m; = (m},...,m¢) is represented

by its coordinate values with respect to B¢ We are searching for a covering of
M, by regular, i.e., B%parallel d-boxes of minimal fixed side lengths k with 0 <
kE < minj<;<q N;, s.t. the overall volume, boundary volume and number of boxes
used are minimized. Let r be a d-box with side-length vector (r',...,7%), ¢; >k,
then its volume is given by vol(r) = H?Zl r, and the volume of its boundary
Or is vol(0r) = 2 Zle Hf " 7. Here Or denotes the boundary of  topologically
viewed as closed set. By Reg, denote the set of all regular d-boxes.

Definition 4. Let K C Ry be fized. A K-admissible d-box is a regular d-box
r such that r* € K, 1 < i < d. An K-admissible d-box covering of M is a set
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C C Ryeg, of K-admissible components such that M C UTEC rNI% and for each
reC:rnNM#0.

K,d-RECTANGULAR COVER (RC%) is the following optimization problem.:
Given M C I, find a K -admissible covering C of M such that w(C) is minimal
over all K-admissible coverings of M.

Given m € I? and e; € B?, there is a unique hyperplane H,,(e;) C E? con-
taining m and being orthogonal to e;, which is given by H,,(e;) := {m'e; +
> jzi @jej 1 aj € R} Hence given S € 2M by by(9) = {ma(9), my(S)} € (I;),
a unique d-box base r4(S) is determined in time O(d|M]|) via the intersections
of the corresponding hyperplanes, where m?(S) := min{m’ : m € S} and
mi(S) := max{m’ : m € S}, 1 < i < d. Similarly, as in the planar case, we
define the K-admissible d-box 7 (S) containing ry(S): rX(S) := oo if there is
at least one 1 < i < d such that r%(S) > k’. Otherwise it is obtained from r4(9)
via enlarging symmetrical each 7%(S) that is smaller than k.

On that basis it is not hard to see that Algorithm RCg can be modified to
Algorithm RC?( solving the corresponding d-dimensional problem within worst
case time O(d|M|?31M1).

This bound can be improved by generalizing the structural features discussed
in Section [l to the d-dimensional case. The equivalence relation ~ on the power
set 2M can also be generalized to the d-dimensional case where M C L¢:

S1 ~a Sz Sdet ba(S1) = ba(92), V51,52 € 2V
with classes [S]4. Defining M, :=2M / ~; as well as
0q:2M 3 8 04(8) == ra(S) N M € 2M
(ra(2) = @) and A3(M) :={S C M : 04(S) = S} we arrive at:

Proposition 1. o4 : 2M — 2M s o closure operator and there is a bijection
pa 2 AB(M) — My defined by S — pa(S) := [S]a, S € A(M). O

We now have [A34(M)| € O(|M|??) which for fixed d defines a polynomial bound.
Collecting all parts of the preceeding discussion we obtain the result:

Theorem 5. A worst case time bound for exactly solving RC% for input (M, K,
w) is O(d|M|?(d+1)2IMI),

For fixed p € N, let RC‘I{((p) be the problem of solving RC% with at most p
covering components, we have adapting the proof of Theorem [

Theorem 6. Given (M, K,w,p), problem RC?((p) can be solved, or reported
that no solution exists in time O(dp|M|?@P+1).

7 Concluding Remarks and Open Problems

We investigated NP-hard rectangular covering optimization problems for sets of
n integer grid points within the framework of exact algorithmical theory [I7].
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Concretely, we designed dynamic programming algorithms providing exact de-
terministic worst-case upper time bounds of O(n2?3") for solving the variants of
coverings parameterized by 2-sided length constraints. Structural properties as
studied and used in [TTT12] were shown to be applicable here, too, asymptotically
decreasing the time bound to O(n®2m).

The derived time bound touches all subsets of a given set of input points,
thus containing factor 2". It should be a challenging task to construct exact
algorithms such that this factor is decreased to 2", for appropriate o < 1.

Another open problem appears regarding parameterized computational com-
plexity [5l6]: We specifically showed that, given a further parameter p, fixing the
number of admissible covering components that maximally are allowed for a cov-
ering yields a time bound for the problem essentially of O(pn*P*1). Is it possible
to characterize this p-parameterized problem to belong to the class FPT, mean-
ing to devise an exact algorithm having a time bound of the form O(g(n) - f(p))
where ¢ is a polynomial, and f is an arbitrary (exponential) function. In this
context, one also can consider the decision version DRCg. Here the question
arises whether it belongs to the class FPT w.r.t. parameter W € R, serving as
upper bound for weight values for coverings, namely it is required w(C) < W.
Notice that similar FPT characterizations have been obtained for many other
problems. Consider, e.g., the vertex cover problem for simple graphs, for which
a bound of O(1.285% + kn) was achieved [4] w.r.t. k, on the instance class over n
vertices admitting minimum vertex covers of cardinality at most k, with k € N
fixed. Otherwise it should be shown that this is unlikely to achieve establishing
the W[P]-completeness status of DRCg-.

From a more applicational point of view approximation algorithms could be of
interest. Clearly, taking here the mathematical precise point of view one should
try to formulate the covering problems in terms of (integer) linear or semidefi-
nite programming [7] using appropriate rounding techniques for strictly gaining
approximation ratios. In that context it would also be nice to examine the pos-
sibility of gaining a PTAS which only is possible if the problem does not be
MAXSNP-complete.

On the other hand, for real world applications like picture processing or data
compression [T5T6], one might apply general heuristics, for preprocessing these
covering problems, such as genetic algorithms that proved to perform well in
several applicational problems of diverse fields. Rectangular covering problems
may arise also for example in numerical analysis for solving partial differential
equations by iterative multigrid methods [TIT4].

References

1. Bastian, P.: Load Balancing for Adaptive Multigrid Methods. SIAM Journal on
Scientific Computing 19, 1303-1321 (1998)

2. Calheiros, F.C., Lucena, A., de Souza, C.C.: Optimal Rectangular Partitions. Net-
works 41, 51-67 (2003)



10.

11.

12.

13.

14.

15.

16.

17.

Optimal Parameterized Rectangular Coverings 109

. Culberson, J.C., Reckhow, R.A.: Covering Polygons is Hard. In: Proceedings of the

twenty-ninth IEEE Symposium on Foundations of Computing, pp. 601-611. IEEE
Computer Society Press, Los Alamitos (1988)

. Chen, J., Kanj, L., Jia, W.: Vertex cover: further observations and further improve-

ments. J. Algorithms 41, 280-301 (2001)

. Downey, R.G., Fellows, M.R.: Parameterized Complexity. Springer, Heidelberg

(1999)

. Flum, J., Grohe, M.: Parameterized Complexity Theory. Springer, Heidelberg

(2006)

. Goemans, M.X., Williamson, D.P.: A 0.878-approximation algorithm for MAX-

CUT and MAX-2SAT. In: STOC 1994. Proceedings of the 26th ACM Symposium
on Theory of Computing, pp. 422-431. ACM Press, New York (1994)

. Hershberger, J., Suri, S.: Finding Tailored Partitions. J. Algorithms 12, 431-463

(1991)

. Hochbaum, D.S.: Approximation Algorithms for NP-hard problems. PWS Publish-

ing, Boston, Massachusetts (1996)

Porschen, S.: On the Time Complexity of Rectangular Covering Problems in the
Discrete Plane. In: Lagana, A., Gavrilova, M., Kumar, V., Mun, Y., Tan, C.J.K.,
Gervasi, O. (eds.) ICCSA 2004. LNCS, vol. 3045, pp. 137-1465. Springer, Heidel-
berg (2004)

Porschen, S.: On the Rectangular Subset Closure of Point Sets. In: Gervasi, O.,
Gavrilova, M., Kumar, V., Lagana, A., Lee, H.P., Mun, Y., Taniar, D., Tan, C.J.K.
(eds.) ICCSA 2005. LNCS, vol. 3480, pp. 796-805. Springer, Heidelberg (2005)
Porschen, S.: Algorithms for Rectangular Covering Problems. In: Gavrilova, M.,
Gervasi, O., Kumar, V., Tan, C.J.K., Taniar, D., Lagana, A., Mun, Y., Choo, H.
(eds.) ICCSA 2006. LNCS, vol. 3980, pp. 40-49. Springer, Heidelberg (2006)
Porschen, S.: On rectangular covering problems. Tech. Report zaik, -533, Univ.
Koln (submitted for publication) (2007)

Plimpton, S.J., Hendrickson, B., Stewart, J.R.: A parallel rendezvous algorithm
for interpolation between multiple grids. J. Parallel Distrib. Comput. 64, 266-276
(2004)

Skiena, S.S.: Probing Convex Polygons with Half-Planes. J. Algorithms 12, 359-374
(1991)

Tanimoto, S.L., Fowler, R.J.: Covering Image Subsets with Patches. In: Proceed-
ings of the fifty-first International Conference on Pattern Recognition, pp. 835-839
(1980)

Woeginger, G.: Exact Algorithms for NP-hard problems: A survey. In: Jiinger, M.,
Reinelt, G., Rinaldi, G. (eds.) Combinatorial Optimization - Eureka, You Shrink!
LNCS, vol. 2570, pp. 185-207. Springer, Heidelberg (2003)



Shortest Path Queries in a Simple Polygon for 3D
Virtual Museum

Chenglei Yang, Meng Qi, Jiaye Wang, Xiaoting Wang, and Xiangxu Meng

School of Computer Science and Technology, Shandong University, 250100, Jinan, China
chl_vyang@sdu.edu.cn, gimeng@mail.sdu.edu.cn, jywangz@yahoo.com,
{xtwang, mxx}@sdu.edu.cn

Abstract. This paper proposes a new algorithm for querying the shortest path
between two points s and 7 in a simple polygon P based on Voronoi
diagram(VD). Based on the polygon’s VD, we first find the Voronoi skeleton
path S(s, ) from point s to ¢, and then along which we compute the shortest path
SP(s, 1) by visibility computing simultaneously. SP(s, ¢) can be reported in time
O(n). It can be used in our 3D virtual museum system, in which the polygon’s
VD is used as a data structure for path planning, visibility computing, collision
detection, and so on.

Keywords: Shortest Path, Voronoi Diagram, Virtual Museum.

1 Introduction

The Euclidean shortest path problem is one of the best-known problems in
computational geometry. There are many possible versions of the problem [1], for
example, the obstacles are polygons, disks, or the moving object is a point, a polygon,
a disk and so on [2,3]. This paper focuses on what is perhaps the simplest: querying a
shortest path SP(s, f) between two points s and ¢ in a simple polygon P in the plane.
The other cases can be converted into this case.

Several algorithms have been proposed to find shortest paths inside a simple
polygon. As introduced in [4] and [5], all the methods are based on a triangulation of
the polygon. In this paper, we focus on how to fast compute the shortest path inside a
simple polygon P based on P’s VD so that it can be used in our 3D virtual museum
system, in which the polygon’s VD is used as a data structure for path planning,
visibility computing, collision detection, and so on [6,7]. In that system, offsetting
path (ref. Fig.1) and Voronoi skeleton path S(s, #) (ref. the path composed of Voronoi
edges epe;...e;s in Fig.2) are both computed based on VD, by which user can visit the
museum expediently.

VD is a very important geometric structure and a significant research topic in
computational geometry. A polygon’s VD records the regions in the proximity of a
set of generators (edges or concave vertices of a polygon) and these regions are called
Voronoi Regions (VR). Each VR corresponds to an edge or a concave vertex of the
polygon, and points inside the VR are closest to this edge or concave vertex. As VD
has the character of maximum circle, it is often used for path planning [8, 9]. [10]
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© Springer-Verlag Berlin Heidelberg 2007
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presents a techniques for fast motion planning by using discrete approximations of
generalized VD, computed with graphics hardware. [2] refers to the shortest path
problem in VD, which employ the Dijkstra algorithm whose time complexity O(x°) in
the worst case commonly. It mainly computes the shortest paths for disc obstacles. [3]
introduces a Visibility—Voronoi diagram which is a hybrid between the visibility
graph and the VD of polygons in the plane and to be used for planning natural-
looking paths for a robot translating amidst polygonal obstacles in the plane. [11]
provides an algorithm based on Voronoi diagram to compute an optimal path in the
presence of simple disjoint polygonal obstacles. Those methods are also employs the
Dijkstra algorithm to find a path.

Fig. 1. Offsetting Paths computed based on Polygon’s VD

This paper proposes a new algorithm for querying the shortest path between two
points s and ¢ in a simple polygon P based on VD. Because the Voronoi vertices and
edges of a simple polygon’s VD compose a tree (a concave vertex of P that is a
common end-point of two Voronoi edges can be seen as two vertices), only one
Voronoi skeleton path S(s, #) from point s to ¢ exits. We first find S(s, ¢), and then
along which we compute the shortest path SP(s, #) by visibility computing
simultaneously. SP(s, t) can be reported in time O(n).

Our algorithm computing the shortest path SP(s, ¢) based on VD is composed of
three steps:

1) Find the VRs that two points s, # belong to;

2) Search the Voronoi skeleton path S(s, ¢) (ref. the path composed of Voronoi
edges epe;...e;s5 in Fig.2);

3) Compute the shortest path SP(s, t) along S(s, t) (ref. the path sg,,¢,29,3¢,4t in
Fig.2).

As we know, the Voronoi vertices and edges of a simple polygon’s VD compose a
tree, and only one branch of Voronoi skeleton becomes the path S(s, ¢) from point s to
t. In section 2 we focus on describing how to compute the shortest path SP(s, ¢) along
S(s, t). The method of computing S(s, ¢) is addressed in section 3. Finally algorithm
analysis and conclusions are given in section 4.
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Fig. 2. Polygon’s VD, Voronoi skeleton path S(s, f) and shortest path SP(s, 1)

2 Shortest Path

First, some notations and definitions are introduced.

In VD of the polygon P, the common edge of two VRs is called a Voronoi edge.
The intersecting point of some Voronoi edges is called a Voronoi vertex. By “culling”
Voronoi edges related to polygon vertices in P’s VD, we can get the polygon’s
Voronoi skeleton, that is, a tree. Voronoi skeleton path S(s, t) from point s to 7 is a
subset of the P’s Voronoi skeleton.

If the VR of a concave vertex g of P has a common Voronoi edge with S(s, t), then
q is called a related concave vertex of S(s, t) (ref. the vertices q;;, 9, Gis Gr20 413 Gras
q,s in Fig.2); if the VR of an edge e of P has a common Voronoi edge with S(s, 1),
then e is called a related edge of S(s, t); the vertices of the related edges and the
related concave vertices of S(s, ) are called related vertices of S(s, t). When we run
along S(s, t) from s to ¢, some edges of the VR on S(s, #), generated by the related
concave vertices and edges, are passed one by one. We call a related concave vertex
or edge left of S(s, t) as a left related concave vertex or edge, and that right of S(s, ?)
as a right related concave vertex or edge. A related vertex left of S(s, t) is called as a
left related vertex, and that right of S(s, t) as a right related vertex.

Let, po,p1,.-., Pn (Do = 8, p, = 1) are all the vertices on SP(s, t) in order from s to t;

q1,42---» 4, are all the related concave vertices of S(s, ) in order from s to 7.

The following lemma is trivial.

It is obvious that shortest path passes convex chains formed by left or right local
related concave vertices alternatively (ref. Fig.3).
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Lemma 1. Any vertex p;(i >0 and i < n) on SP(s, t) must be a related concave vertex

of S(s, ).

Proof. In Fig.3 sABCDt is the shortest path in the simple polygon, there is only one
branch of Voronoi skeleton EFGH connecting s and . We prove that any vertex B on
the shortest path is a related concave vertex. Assume that BF is the bisector of ZCBA,
and F is the intersection point between BF and Voronoi skeleton EFGH. From point F'
the visible part on the left side KLBCMN is behind or on the polyline ABCD. Since
ABCD is a convex chain, the nearest point of F' to the left side KLBCMN is B. It is
therefore B must be a related concave vertex. This completes the proof.

Fig. 3. Dash dot polyline is the shortest path

Lemma 2. If SP(s,t) is consisted of sequence of points i, Giz,-.., qin Jrom s to t, the
order of the point sequence qj, Qi..., Qin 1S same as the order in the sequence
%:szn-; qm'

Proof. If sequent vertices on the shortest path are located on same left or right side,

the conclusion of the lemma is trivial. We only study the case that the sequent vertices
located in different sides like A and B in Fig. 4.

Fig. 4. Thin polyline is Voronoi edges, dash dot polyline is the shortest path

In Fig.4, sABCt is the shortest path, thin polyline sDFEHJKt is the Voronoi
skeleton. F is a point on the Voronoi skeleton, and AF | AB. G and A are the two
nearest points to F. It is obvious that the Voronoi skeleton sDFEHJKt can only pass
through polyline AFG once. The view line from vertex B to see the point on the
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skeleton sDF must pass through polyline AFG. The boundary of VR of vertex B
cannot exists on chain sDF, since the distance between the point on sDF and B is
longer than the one and vertex A. M is a point on the Voronoi chain, AM 1 As, since
s is not visible from B, M is on the left side of AF. Region AMF must be part of the
VR of vertex A. It is therefore that on the Voronoi chain sDF there exists edges of VR
of A, and the edges of VR of B can only exist on the chain FEHJKt. This proves that
the order of the related concave vertex on the Voronoi chain is same as the order on
the shortest path. This completes the proof of Lemma 2.
By Lemma 1 and Lemma 2, we can get Theorem 1.

Theorem 1. The vertices on SP(s, t) can be found along S(s, t) from s to t in order,
and they are the subset of the related concave vertices of S(s, t).

Now, we first briefly introduce the idea of our algorithm finding the shortest path
SP(s, t) along S(s, t).

If there is no related concave vertex of S(s, 1), then s and ¢t must be visible and the
line segment st is just the shortest path SP(s, t) (ref. Fig.5).

Fig. 5. The case that m equals to 0

Otherwise, let g1, qi,-.-,qi, and q.;, q,,--., ¢z, are the sequences of the left and
right related concave vertices respectively (ref. Fig.6). The advancing step of the
algorithm follows the ordered vertices on the Voronoi skeleton path.

First, create local convex chains of the sequence of py, q;;, qi2,--., and po, g.1, G,2,---
(ref. the dash line in Fig.6). Meanwhile maintenance left and right tangents from start
point po (ref. pg . pg, in Fig.6). At the same time, check if the tangent of the right

convex hull pg  intersects with the edges on the left sides, and the tangent of the left
convex hull pg  intersects with the edges on the right sides. The checking edges of
the two sides advance with related vertices synchronously. Assume that an
intersection of tangent p g and edge v 4 is found, and then ¢, must be a vertex of
SP(s, t). Continue above job, at the same time, we slide P,q,,0n the left convex chain,

until right related vertex g , is meet, and a right tangent linking ¢, and the right
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Fig. 7. The edges which do not related with the Voronoi skeleton can be short cut by a line
segment vpv;3
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convex chain is found (ref. 4 ¢  in Fig.6). The part of shortest path SP(s, ) that has

been found is po, q12, g:3-
Replace py by 4, and repeat the above process, the only difference is that the new

“po”(gq,;) 1s on the left convex chain gy, gp,..., and the tangents from new “p,” must

slide on the left convex chain g;;, qp,... to keep tangent with the convex chain.

The edges which are used to check intersection with the tangents can be only the
relative edges of the Voronoi skeleton path S(s, f). The edges which do not related
with the Voronoi skeleton can be short cut by a line segment (ref. vj;v;3in Fig.7). We
call these relative edges and short cutting line segments as checking edges.

In the above process, at the cases like as Fig.8 (v,;q., viiqu are the current checking
edges, poqi2, poq,; are the current tangent lines), the new right or left convex chain and
new right or left tangent line are computed.

\ .
\ S
\ qri 7
\\ //
/
\ /// Vi1
q2 /
\ // qri
\' oy
/)
qi \ ///
v Po

a) ¢,4 is left of pyg,; and right of pyg;,.

\ / /
\\ / /
/s /
\ 15\ g /
\ 1 /
/e v /
\\ ./:. rl /
qi2 ¢ /
\ / qu / %1
\ / /
\oy /
qiu \ /
\/ /
v Po v Po
C) g 1s right of pog,;. d) gu is left of pogp,.

Fig. 8. The case that new right or left convex chains and new right or left tangent lines are
computed

If there is the case like as Fig.9, two adjacent vertices v,; and v,, of g, are not both
left of ppq4, g+ must not be a vertex on SP(s, f), then continue the job.

This job will continue, until the target point ¢ is met.

Now, we consider the case that ¢ is met.

If no vertex is on the right and left convex chains, or 7 is in the visible view frustum
formed by pogqp, and pog,;, then py, t are visible, the job is ended (ref. Fig.10(a)).
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Fig. 9. The special case that g, is left of pyg,; and right of pyg;,

Otherwise, if the left convex chains is not NULL and ¢ is left of pyq;», then for each
vertex ¢ on the left convex chains, if 7 is left of pyq, ¢ must be the next vertex on SP(s,
1) (ref. Fig.10(b)); If right convex chain is not NULL and ¢ is right of pyq,;, then for
each vertex g on the right convex chain, if ¢ is right of pyg, ¢ must be the next vertex
on SP(s, t) (ref. Fig.10(c)). Here we keep p, as the last found vertex of SP(s, 7).

The job is end.

Fig. 10. The case that ¢ is met

In the following, we briefly describe the algorithm of computing the shortest path
SP(s, t) based on the Voronoi skeleton path S(s, 7) in Algorithm 1.

Algorithm 1: Find the shortest path SP(s, t) along Voronoi skeleton path S(s, t)
p is the current vertex of SP(s, t) we have found;

qy is the current related vertex of S(s, t) we have found;

CH(q) is the left convex chain of the left relative vertices from q, to qi;

CH(q,) is the right convex chain of the right relative vertices from q, to q;;
TL(q,) is the left tangent line from p to CH(q;) and tangent at q;;

TL(q,) is the right tangent line from p to CH(q,) and tangent at q,;
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Current Voronoi
ledge of S(s, #)

C) 5q129r21s a part of SP(s, 1). d) 5q1292qr3qr4  is SP(s, 1).

Fig. 11. Snapshots of the key steps of the above example

1)p =s; k=1; CH(q,) = NULL; CH(q,) = NULL; Output p;
2) for the current Voronoi edge e; of S(s, t),
Assume q;.1qy is the current checking edge.
2.DIf qi.1qy is a left checking edge, then,
2.1.DIf qi.1q intersects with TL(q,),
Advaced p and q, along CH(q,), and output p; goto 2.1.1);
else
Compute new CH(q,) and TL(q;).
2.2)If qi.1qy is a right checking edge, then,
2.2.DIf qi.1qx intersects with TL(q)),
Advaced p and q, along CH(q,), and output p; goto 2.2.1);
else Compute new CH(q,) and TL(q,).
2.3) k++;
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3) If CH(q,) is NULL and CH(q,) is NULL,
output t; return;
4) If CH(q,) is not NULL and t is left of TL (q;)
For every vertex g on CH(q,)
Iftis left of TL (q;), then output q; Advaced q; along CH(q,);
5) If CH(q,) is not NULL and t is Right of TL(q,)
For every vertex q on CH(q,)
If t is right of TL(q,), then output q; Advaced q, along CH(q,);
6) Output t; return.

Now, we describe the process using the example shown in Fig.2. A “Snapshots” of
its some key steps of the above example is shown as in Fig.11.

s is the initial current vertex of SP(s, t).

We can get the left checking edges qq:1, 9119:2,- - --915qis, and right checking edges
q:09r1> 4r19:2-- - --4-5q:6, along the Voronoi edge of S(s, t) ey, e,..., €;s.

Before we find g,,, the left convex chain we have gotten is s,g;,, the right convex
chain is s. Because ¢,;q,, has an intersection with the left tangent sq;,, g, must be a
vertex of the shortest path SP(s, t), and sg;, must be a part of SP(s, t). g become the
current vertex of SP(s, t)(ref. Fig.11.b)).

When we find ¢, because ¢;;3q;, has an intersection with the right tangent g,,q,2, ¢,»
must be a vertex of the shortest path SP(s, ), sq;q,» must be a part of SP(s, t). g,,
become the current vertex of SP(s, t) (ref. Fig.11.c)).

Before we meet ¢, the left convex chain we have gotten is g,,q., the right convex
chain we have gotten is q,2, 4,3, 414, ¢rs-

Because ¢ is right of the right tangent ¢,,q,3, ¢,39,4, the vertices q,3, q,4 must be on
SP(s, t), and $9,29,29,39,4 t must be SP(s, t) (ref. Fig.11.d)).

3 Voronoi Skeleton Path

We now briefly give the method to find the Voronoi skeleton path S(s, ) from point s
to 1.

Fig. 12. Voronoi skeleton path S(s, t)
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We search S(s, t) on the polygon’s Voronoi skeleton tree using a depth-first search.
After getting the VRs VR, and VR,, which contain s and ¢ respectively, we start the
searching process from the Voronoi edges of VR, along other VRs’ Voronoi edges on
the Voronoi skeleton, and end it when we meet the Voronoi edges of VR,.

The Voronoi skeleton path S(s, t) we found is composed of three parts (ref. Fig.12):

1) The middle part is the Voronoi skeleton path v,r...rv, between VR| and VR,,
where v, is a Voronoi vertex of VR;, v, is a Voronoi vertex of VR,, ry,..., ry are the
Voronoi vertices of other VRs.

2) If the generator of VR, is an edge of the polygon, we draw a line [; through s
perpendicular to the generator assuming /; intersects with a Voronoi edge of VR, at
point s;, and we set the segment line ss; and the Voronoi edges of VR between s; and
v; as the front part of S(s, #). If the generator of VR, is a vertex of the polygon, we set
the segment line sv, as the front part of S(s, ?).

3) Similarly, if the generator of VR, is an edge of the polygon, we draw a line /,
through 7 perpendicular to the generator assuming /, intersects a Voronoi edge of VR,
at point t,, and we set the Voronoi edges of VR, between v, and t,, and the segment
line 7,¢ as the last part of S(s, ¢). If the generator of VR, is a vertex of the polygon, we
set the segment line vt as the last part of S(s, 7).

Then we get the Voronoi skeleton path S(s, 1): ss;v;r;...rwstot.

4 Algorithm Analysis and Conclusions

This paper proposes a new algorithm for querying the shortest path between two
points s and ¢ in a simple polygon P based on VD. Based on the polygon’s VD, we
first find the Voronoi skeleton path S(s, ¢) from point s to ¢, and then along which we
compute the shortest path SP(s, ) by visibility computing simultaneously.

Because the VD of a simple polygon has at most n+k—2 vertices and 2(n+k)-3
edges, where n is the number of the polygon’s vertices and k(k<n) is the number of
concave vertices [12], finding the Voronoi skeleton path S(s, #) costs O(n) time. In the
algorithm of computing SP(s, t) along S(s, t), only the related concave vertices and
edges of S(s, t) are accessed; when we compute a convex chain in the process, every
related concave vertex is no more than 2 times to be accessed, so it is accessed at
most 3 times. Hence, the algorithm spends O(n) time to find SP(s, t) along S(s, t). We
can spend O(n) time to find the VRs VR, and VR, containing s and 7 respectively (We
can also use O(logn) time algorithm introduced in many computational geometry
books to do this [1]). Then, based on the polygon’s VD, the shortest path SP(s, t) can
be reported in time O(n) by our method.

It can be used in our 3D virtual museum system, where the polygon’s VD is used
as a data structure and for path planning, visibility computing, collision detection, and
so on. It also can be used in other application areas that need path planning.

In the future, we will focus on the shortest path problem of a polygon with “holes”
whose Voronoi skeleton is a graph. The method of this paper can be used there.
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Abstract. A linear axis is a skeleton recently introduced for simple
polygons by Tanase and Veltkamp. It approximates the medial axis up
to a certain degree, which is controlled by means of parameter ¢ > 0.
A significant advantage of a linear axis is that its edges are straight line
segments. We generalize the notion of a linear axis and the algorithm
for its efficient computation to the case of general polygons, which might
contain holes. We show that a linear axis e-equivalent to the medial axis
can be computed from the latter in linear time for almost all general
polygons. If the medial axis is not pre-computed, and the polygon con-
tains holes, this implies O(nlogn) total computation time for a linear
axis.

1 Introduction

For several decades, skeletons have been considered as a useful and powerful
tool, which has found applications in various areas, including computer graphics,
medical imaging, shape retrieval, and many others.

The most widely known skeleton is a medial axis. For polygon P, it can be
viewed as a subset of its Voronoi diagram obtained from the latter by discarding
its edges incident to the reflex vertices of P (see e.g. []).

Another well-known type of skeletons is a so-called straight skeleton [I] traced
by the vertices of the polygon during a shrinking process, while its edges move
inside at constant speed. The corresponding process is also referred to as linear
wavefront propagation [T].

A recently proposed linear axis [7] is defined in the following way. Let {v1,
V2, ..., Uy} denote the set of reflex vertices of a polygon P, and let k =
(k1,ka,...,k,) be a sequence of non-negative integers. Replace each vertex v;
with k; + 1 coinciding vertices connected by k; zero-lengths edges called hidden
edges; choose the directions of the hidden edges so that internal edges at all the
k; + 1 vertices would be equal. Denote the resulting polygon by P¥.

O. Gervasi and M. Gavrilova (Eds.): ICCSA 2007, LNCS 4705, Part I, pp. 122-[I35] 2007.
© Springer-Verlag Berlin Heidelberg 2007
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Definition 1. The linear axis L*(P), corresponding to the sequence k of hid-
den edges, is the trace of the convex vertices of P* during the linear wavefront
propagation.

In [7], a linear axis was defined only for simple polygons, but the above definition
can be applied to polygons with holes as well (Fig. [Ih).

a) b)

Fig. 1. a) The linear axis (solid) of a polygon with two holes (bold), which has exactly
one hidden edge at each reflex vertex. The traces of reflex vertices (dashed) are not
contained in linear axis. b) A linear offset (solid) of a reflex vertex with two associated
hidden edges.

The following two Lemmas from [7] also hold for general polygons.

Lemma 1. If any reflex vertex vj of internal angle o > 3m/2 has at least one
associated hidden edge, then LF(P) is connected.

In the following, we assume that any sequence k of hidden edges under consid-
eration satisfies the condition of Lemma [Il

Denote by P*(t) the linear wavefront corresponding to sequence k of hidden
edges, at time t. Denote by PE(t) the part of P¥(t) originating from site S.
(A site is either an edge or a reflex vertex of P.) We will refer to PE(¢) as to a
linear offset of S (Fig. @b).

The points of P¥(t) move with different speed: a linear offset of an edge move
with a unit speed, but an offset of a reflex vertex moves faster. When inserting
hidden edges at reflex vertices, we thereby slow down their linear offsets.

Lemma 2. Let v; be a reflex vertex of internal angle o, having k; associated
hidden edges. The points in P,,(t) move with a speed at most s; = !

cos( 2((1]]:;) )

The larger are the values assigned to k;, 1 < i < n, the better L*(P) approxi-
mates the medial axis M (P). This observation is formalized in [7] by means of
a notion of e-equivalence between a linear axis and the medial axis. Moreover,
for a simple polygon P, an efficient algorithm was proposed, which computes the
values of k; allowing to achieve e-equivalence for a given € > 0, along with recon-
struction of the corresponding linear axis from the medial axis in linear time —
under the condition that P has a constant number of “nearly co-circular” sites.
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However, the reasoning carried out by Tanase and Veltkamp in [7], [6] cru-
cially depends on the fact that for a simple polygon, both axes have a tree-like
structure, what is apparently not the case for polygons with holes.

In [8], we mentioned a possibility of generalization of the algorithm proposed
in [7] to the case of polygon with holes.

In this work, we state and prove a sufficient condition for e-equivalence of a
linear axis and the medial axis for general polygons, which might contain holes,
and show how to adapt the algorithms by Tanase and Veltcamp to this case.

In the next section, the terminology is introduced and the basic properties of
linear axes of general polygons are stated. In Sect. [3 we formulate a sufficient
condition for e-equivalence of a linear axis to the medial axis, and validate it.
The algorithmic issues are discussed in Sect. 4l followed by concluding remarks.

2 Preliminaries

The terminology introduced in this section is mainly borrowed from [6].

Definition 2. A geometric graph (V, E) is a set in IR? that consists of a finite
set V' of points, called vertices, and a finite set E of mutually disjoint, simple
curves called arcs. Each arc connects two vertices of V.

Let P be a polygon with holes. Let us denote by (Vys, Ear) the geometric graph
of the medial axis M (P), and by (Vpr, Epx) — the geometric graph of the linear
axis L*(P). Both Vj; and V» contain the hanging nodes, which are in one-to-
one correspondence with the convex vertices of P, and the nodes of degree at
least three of M and L*, respectively.

Definition 3. A Voronoi edge between node v; generated by Sy, S; and Sy, and
node v; generated by S, S; and S; is an e-edge if d(v;,S;) < (1 + €)d(v;, S;i)
or d(vj, S;) < (1 +¢)d(vj, ;).

A Voronoi edge that is not an e-edge is called a non-e-edge. A path between
two nodes of M is an e-path if it consists only of e-edges. For any node v of
M, a node w is an e-neighbour of v if v and w are connected by an e-path. Let
N.(v) be the set of all e-neighbours of v. The set C'(v) = {v} U N.(v) is called
an e-cluster.

In our reasoning, we will interpret any node of degree d > 4 of geometric
graphs of both the medial axis and a linear axis as (d — 2) coinciding nodes
connected by (d — 3) edges of zero length in such a way that the subgraph
induced by these nodes is a tree.

Definition 4. M(P) and L*(P) are c-equivalent if there evists a bijection
[V — Ve such that:

1. f(p) = p, for all convex p of P;
2. Vi, vj € Vg with vj ¢ N.(v;), 3 an arc in Ey connecting v; and vj < 3
an arc in Epx connecting f(v;) and f(v}), where v; € C(v;) and v; € C(v;).
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The above definition differs from the one proposed in [6], [7] for simple polygons:
in [6], [7], function f was required to be surjection. However, in Sect. Blit will be
shown that under our convention on interpretation of vertices with degree d > 4,
[Var| = [Vix|. As a consequence, any surjection f : Viy — Vi will necessarily
be a bijection, what justifies our modification of the definition.

In [G], it was pointed out that the strongest equivalence between the medial
and a linear axis of a simple polygon would be isomorphism of their geometric
graphs (but to achieve this, we might need to insert many hidden edges at some
reflex vertices), and the notion of e-equivalence provides a natural relaxation
of this requirement: it means isomorphism of the graphs obtained from the ge-
ometric graphs of the medial axis and a linear axis by collapsing e-clusters in
the former, and gluing together the images under f of the nodes from the same
e-cluster in the latter.

The region VC(S) swept by site S during uniform wavefront propagation is
referred to as the Voronoi cell of S. Similarly, the region LC(S) swept by S
in process of linear front propagation when constructing a linear axis L*(P) is
called a linear cell of S.

We conclude this section by stating the basic properties of a linear axis. Similar
properties of the medial axis have been known before; however, they can be
proved by the same arguments as those given below.

Lemma 3. For any site S, the linear cell LC(S) is connected.

Proof. The statement follows from the facts that the wavefront moves continu-
ously, and a part that has vanished cannot reappear.

Lemma 4. For any site S, the linear cell LC(S) is simply connected.

Proof. Simple connectivity can be violated only if the wavefront is first split into
two parts, which later get merged again. But during the wavefront propagation,
the parts of the former can only either get split or vanish. Therefore, simple
connectivity of the cells will be preserved.

Lemma 5. The number of inner faces of the graph L¥(P) equals the number of
holes of polygon P.

Proof. Consider an inner face I of L¥(P). For any linear cell LC(S) C F, site S
lies inside F'. Moreover, P cannot intersect OF. It follows that at least one hole
of P lies inside F.

Now consider any hole P, of P. The union Ugcap, LC(S) of linear cells of all
the sites lying on the boundary of P, is connected; any two neighbor cells share
an edge incident to 0P;,.

For S C 0Py, consider LC(S). Let LC(S7) and LC(S3) be neighbor cells of
LC(S), where S1, Sy C dPy,. Suppose LC(S;) shares with LC(S) an edge (v;, w;),
where v; € Py, for i = 1,2. Denote by 9°“*LC(S) the part of 4.5 between w;
and wy, such that 9°“*LC(S) NP, = 0. Let B = Ugcap, 0°“'LC(S).

By construction, B is a cycle in L*(P). Note that the only edges of L*(P) lying
inside B are those shared by the linear cells considered above. All of them are
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incident to the vertices of P, and thus, to hanging vertices of L*(P). Therefore,
there are no cycles inside B. We conclude that B bounds a face Fp of L¥(P).
Simple connectivity of linear cells and construction imply that P}, is the only
hole inside Fg.

To summarize, any hole of P is enclosed by a separate face of L*(P), and each
face of L*(P) contains at least one hole of P. This implies that there is exactly
one hole contained in each face, and the claim follows.

3 A Sufficient Condition of e-Equivalence

Definition 5. Let (u,v) be an edge of the medial axis M(P) shared by the

Voronoi cells VC(S1) and VC(Sz2); let ¢ € (u,v). A barrier b on the edge
(u,v) is formed by the two segments connecting ¢ with the closest points from Sy
and Sa, respectively. The point c is the center of the barrier (Fig.[da).

b) I I

Fig. 2. a) A barrier b for the edge (u,v) of the medial axis M (P); (u,v) is shared
by the Voronoi cells VC(S1) and VC(S2). Point ¢ is the center of the barrier ).
b) P (bold) is a polygon with one hole P,. M(P) (solid) is the medial axis of P. The
two marked vertices form an e-cluster C. The barriers forming an obstacle O¢ are
shown dashed. The region Po(C) separated by O¢ from the rest of P is grayed.

When there is no need to refer explicitly to the underlying edge or to the
center of a barrier, we will omit the corresponding superscript or subscript in
the notion, respectively.

Let z; € S1 and 29 € S5 be the endpoints of the two segments forming b..
The segments cz; and czo are called the segments of the barrier b.. The set of
inner points of b. is formed by the union of inner points of its segments.

The definition of the barrier implies the following Lemma.

Lemma 6. Let b be a barrier on any edge of M (P). Then b does not intersect at
its inner points the boundary of P, any edges of M(P), and any other barrier b
on any edge of M (P), except for the case when b and b have a common center,
which coincides with a node of M (p), and share a segment.

Definition 6. Let C be an e-cluster of M(P). Consider a subset of non-e-
edges of M(P): E(C) = {(u,v)|lu € C,v ¢ C}. For each edge (u,v) € E(C),
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construct a (single) barrier b(*¥). An obstacle for the e-cluster C' is O¢ =
Uu,0)e ()0 (Fig. Bb).

Lemma 7. Let Fpruo be a partition of P induced by M (P)UO¢. For any face f
of Fruo, Of N M(P) is connected.

Proof. Consider a partition Fj; of P induced by M(P). For any its face f,
df' N M (P) is connected. Construct Fpuo as a refinement of Fps by adding the
barriers from O¢ one by one. Clearly, after each step the desired property holds
for any face f” of the current partition. This implies our statement.

Lemma 8. Let v € C and w ¢ C. Then for any curve v, which connects v and
w, and lies inside P, yN O, # 0.

Proof. Any path in M, which connects v and w, intersects the obstacle O¢, as
it necessarily passes through a non-e-edge e having exactly one of the endpoints
in C, and O¢ contains a barrier for e.

Suppose there exists a curve v, which connects v and w, and lies inside P,
such that yN O¢ = 0. The first part of the proof implies that v is not contained
in the union of edges of M (P).

Consider a partition Fyruo of P induced by M(P) U O¢. Let f be a face of
Faruo, such that v passes through its inner points. Denote by « and y the points,
at which v enters and exits f, respectively. Observe that z,y € 9f N M (P). Let
Yzy C f be the part of v connecting x and y.

By Lemma [7] 0f N M(P) is connected; thus, there exists a path p,, that
connects = and y and is contained in df N M (P).

Construct a curve 4/ from v by replacing v, with pg,. Evidently, v/ NO¢c = 0.

Having performed the same operation for any face of Fp;uo traversed by 7,
and having eliminated in it any overlaps if they occur, we obtain a path in M (P)
connecting v and w, what contradicts the first statement of our proof.

Tt follows that the obstacle O¢ separates a part Po(C) of the polygon P, which
contains e-cluster C, from the rest of P. To avoid ambiguity, let us agree that
in degenerate cases, when the center z of a barrier b(zu’v) € O¢ coincides with u
or with v, we will treat z as a point lying inside (u,v) at zero distance from u
or v, respectively.

Let us intersect the plane graph M (P) with Po(C). As a result, we obtain
a new graph; denote it by Mo(C). The nodes of Mo (C') are either the nodes
from C' or the centers of the barriers from O¢; it follows from Lemma [6] that
no other new nodes can appear. The edges of Mo (C') are either entire edges of
M (P) or their parts (see Fig. 2).

Lemma 9. Mo (C) is connected.

Proof. Any two nodes w,w € C are connected by an e-path in M(P). By
Lemma [6 none of the edges forming such path can be intersected by any of
the barriers composing the obstacle O¢; therefore, v and w are connected by
the same path in Mo (C). Any node corresponding to the center of a barrier is
incident to some vertex from C. The claim follows.
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Lemma 10. Pp(C) is connected.

Proof. Suppose that Po(C') has at least two connected components. The bound-
ary of each of them must contain a segment of some barrier, and, in particular,
the center of that barrier. But, by Lemma [ those centers are connected by a
path in Mo (C), which lies inside Po(C'). This contradicts our assumption.

Now we are ready to formulate a sufficient condition of e-equivalence of a linear
axis to the medial axis.

Theorem 1. Let M(P) and L¥(P) be the medial and a linear azis of polygon P,
respectively; let € > 0 be a real constant. If for any non-c-edge e of M(P), the
endpoints of which belong to two different e-clusters, there exists a barrier, which
is contained in LC(S1) U LC(S2), where VC(S1) and VC(S3) share the edge e,
then L*(P) is e-equivalent to M(P).

Before proceeding with the proof of Theorem[I] let us state and prove a few Lem-
mas. From now till the end of this section, let us assume that for any non-e-edge
of M(P) we have constructed a barrier satisfying the condition of Theorem [

Suppose that for the given £, the set of nodes of M (P) is partitioned into K e-
clusters C1, .. ., Cx. LemmasBand [0 imply that our set of barriers partitions P
into K connected polygonal regions P(C4), ..., P(Ck).

In particular, we have an (uniquely defined) obstacle for any e-cluster C
of M(P). So, we will further omit the subscript O in the notation without in-
troducing ambiguity in our reasoning.

For any e-cluster C, let us intersect the plane graph L*(P) with P(C). As
a result, we obtain a new graph L¥(C). The nodes of L¥(C) are either the
nodes from C or the intersection points of the edges of L¥(P) with the barriers
from Oc. The edges of L¥(C) are either entire edges of L*(P) or their parts.

Lemma 11. LF(C) is connected.

Proof. Let Fruo denote a partition of P induced by L*(P)UO¢. Exploiting the
fact that each barrier is contained in the union of two adjacent linear cells, and
applying the same argument as in the proof of Lemma [[, we can show that for
any face f of Fruo, Of N LF(P) is connected.

Now let us restrict our attention to P(C), and denote by Fr,0(C) the par-
tition of P(C) induced by Fruo. As any face [’ of Fruo(C) is also a face of
Fruo, we derive that df N L*(C) is connected.

Let v and w be two arbitrary nodes of L¥(C). Since P(C') is connected, there
exists a curve v connecting v and w, and lying inside P(C). If ~ is not a path
in L*(C), such a path 7y can be constructed from v by applying the same
procedure as described in the proof of Lemma [8

Lemma 12. The number of inner faces of M(C) equals the number of holes
in P(C).

Proof. Consider a hole P, of P(C). Its boundary 9P, is composed of fragments
of P, and of the barriers forming the obstacle O¢.
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Consider the partition Fp(cy of P(C) induced by M(C); let Up, denote the
set of faces of Fp(cy that touch dPy, except those that touch it only at a cen-
ter of some barrier. Note that the faces of Up, cannot touch other connected
components of dP(C) except at the centers of the barriers contained in those
components. The faces of Up, can be cyclically ordered with respect to 0P, so
that any two consequent faces share an edge incident to 0Pj,. If two consequent
faces f1 and fo are adjacent to barrier segments s1,s2 C 9P (s; and s being
adjacent in OP), respectively, then the common edge of f1 and fo can degenerate
to a point: this happens when the center of the barrier formed by s; and sy co-
incides with a node of M (C). Applying to Up, the same procedure as described
in the proof of Lemma [ we retrieve a face Fp, of M(C), such that P, is the
only hole inside Fp, .

Now consider an inner face I' of M(C'). Let us restrict Fpy to face I and
denote the resulting partition by Fr. Any face f of Fr is either an entire Voronoi
cell or a part of a Voronoi cell (clipped by a barrier) of a site S, which itself lies
inside F'. Moreover, the part of P(C) contained inside F' does not touch the
parts of 9P (C) lying outside F'. Thus, there is at least one connected component
of OP(C) inside F', what implies that at least one hole lies inside F.

We conclude that there is exactly one hole contained in each face of M (C),
what proves our statement.

Lemma 13. The number of inner faces of L*(C) equals the number of holes

in P(C).

Proof. The reasoning is similar to the one that proves Lemma[I2 The partition
Fp(cy of P(C) is now induced by L¥(C). The nodes of L¥(C), which happen
to lie on some barriers, play the same role as the barrier centers did in the
proof of the previous Lemma: the faces of Fp(cy that touch 9P, only at points
representing such nodes, should be rejected when Up, is being formed, and for
the two faces incident to such a node, which are included into Up, , their common
edge will degenerate into a point.

Corollary 1. M(C) and L*(C) have equal number of faces.
Lemma 14. M(C) and L*(C) have equal number of nodes of degree 3.

Proof. Let G be a plane graph with maximum vertex degree 3; denote by e,
f, v1, va, v3 the numbers of its edges, faces, and vertices of degree 1, 2, and 3,
respectively. By counting the vertices of G and applying Euler formula, we obtain

the system:
{ v1 + 2vg + 3vz = 2e (1)
e—(vi+vetuvy)=f—1

From [ we get vs = 2(f — 1) 4 vy.

By Corollary [l M(C) and L*(C) have equal number of faces. The number
of hanging nodes for either of M(C) and L*(C) equals the number of barriers
composing the obstacle plus and the number of convex vertices of P lying in-
side P(C), and thus, is also the same for M (C) and L*(C). The claim follows.
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Now let us return to the proof of Theorem [l

Proof. Define a bijection between the sets of geometric graph nodes Vj; and Vi«
as follows. The hanging nodes from each of Vj; and Vi« are in one-to-one cor-
respondence with the convex vertices of P. For any two hanging nodes v € V),
and v' € Vp« corresponding to the same vertex p, let f(v) = v’. From Lemma[I4]
we derive that inside any region P(C;), 1 <14 < K, there is the same number
of nodes of degree three from Vi and V. Thus, for any P(C;), a bijection f;
between such nodes from Vj; and Vi can be defined. For any node u € Vi of
degree three, identify the region P(C;) containing u, and let f(u) = f;(u).

Let (u,v) € Ep be a edge, such that v ¢ N.(u). Without loss of generality,
suppose that u lies inside P(C}), the edge (u,v) then traverses regions P(Cy),

.., P(Cpm—1), and ends up in P(C,,) containing v. Denote by b(i) the barrier
separating the regions P(C;) and P(Cy11), for 1 < i < m.

The intersection of (u,v) with any of P(C;), where 1 < j < m, is a chain G;
passing through the nodes of degree two of M (P), which starts and ends up at
the intersection points of (u,v) with b(j — 1) and b(j), respectively. Since M (C})
is connected, M (C}) is identical to G;. This also implies that b(j — 1) and b(j)
are the only two barriers contained in dP(Cj).

Any barrier b;, 1 < i < m, is contained in a union of two adjacent linear cells.
Thus, there exists an edge e, of L¥(P), which intersects b;. Note that it might
happen that such edge intersects more than one of the barriers.

Since any of P(Cj), where 1 < j < m, contains no nodes of M (P) of degrees 3
or 1, it also contains no such nodes of L¥(P). Thus, P(C};) either contains only
nodes of degree 2 of L*(P), or no its nodes at all. In the former case, L*(C;) is a
chain G'; of a similar structure as G;. In the latter case, P(C}) is traversed by a
single edge ¢’ of L¥(P) having its endpoints outside of P(C}), and G’ degenerates
into a segment with the endpoints at the intersection points of e’ with b(j — 1)
and b(j), respectively. Having glued together the chains G} for 1 < j <m, and
restored the first and the last edge clipped by b(1) and b(m — 1), respectively, we
obtain an edge (u’,v") € Epx. It remains to show that ' € C(u), and v" € C(v).

Suppose for a contradiction that u' ¢ C(u). Then u' lies outside of P(Cy),
and the first edge (u/,w) from L¥(P) contained in (u/v’) intersects two barriers
by and by being part of 9P(Cy). It follows that both by and by are contained in
the union of the two linear cells incident to (u/,w). Consequently, by and by are
the only barriers present in P (C7). Let S” and S” denote the two sites, the cells
LC(S") and LC(S”) of which are incident to (u’,w). Thus, P(C7) is a union of
LC(S’) and LC(S") clipped by by and b;. It follows that P(Cy) can contain no
nodes of degree three of L*(P). But it must contain at least one such node, as
u € Vs lies inside P(C4) and has degree three, which is a contradiction.

It can be similarly shown that v € C(v). Thus, for any edge (u,v) € Eum
with v ¢ N.(u), there exists an edge (u',v") € Epx, such that v’ € C(u), and
v e C(v).

Now let (u',v") € Epx, such that ' ¢ C(v"). Suppose that (u/,v") traverses
regions P(C4), ..., P(C}), where v/ and v’ lie inside P(C4) and P(C}), respec-
tively. Any two adjacent regions P(C;) and P(C,11) are separated by a barrier
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b(ui-vi) where (ui,v;) is a non-e-edge of M (P), such that u; € C;, v; € Ciyq,
for 1 <4 < [. Like in the first part of the proof, it can be shown that M (C;) is
a chain. It follows that there exists a unique path connecting v; to u;y; inside
P(Cit1), for 1 < i < I — 1. By concatenating the edges and the paths in an
appropriate order, we obtain an edge (u,v) € Ej, where u = uy and v = v;_q;
moreover, v’ € C(u), and v' € C(v). This completes the proof.

4 Computation of Hidden Edges and of a Linear Axis

4.1 An Algorithm for Hidden Edges Computation

Below we outline an algorithm that, given a polygon P and areal ¢ > 0, computes
a sequence k = {ky,...,k,} of hidden edges, which guarantees e-equivalence of
a linear axis L¥(P) to the medial axis M (P), where k; is the number of hidden
edges at reflex vertex v;, and r is the number of reflex vertices of P. The algorithm
itself differs from the one proposed in [7] only in minor details, but for the case
of general polygons, a more complicated proof of correctness is required.

In this section, without loss of generality, let us suppose that for an edge (u, v)
of a planar graph, u denotes its leftmost endpoint. If v and v lie on the same
vertical line, the choice of u is inessential.

Definition 7. For a non-e-edge (u,v) shared by the Voronoi cells VC(S1) and
VC(S2), a left neighbor of (u,v) is any site S # S1,S2, such that at least one
vertex of VC(S) belongs to C(u). The right neighbors are defined analogously.

Definition 8. A conflicting pair for a non-e-edge of M(P) is formed by its
left and its right neighbor, at least one of those being a reflex vertex.

The algorithm handles all conflicting pairs for all non-e-edges of P in an arbitrary
order, and bounds the propagation speed of the reflex vertices so that existence of
a barrier, which separates the linear cells of any two sites forming a conflicting
pair for this edge, is assured. Finally, a number of hidden edges sufficient for
observance of speed limitations is calculated for each reflex vertex.

Algorithm ComputeHiddenEdges(P,¢)

Input: a general polygon P and a real constant ¢ > 0.

Output: the number k; of hidden edges for each reflex vertex v;, such that a linear
axis L*(P) is e-equivalent to the medial axis M (P), where k = {ky,..., k. }, 7 —
the number of reflex vertices of P.

1. Compute the medial axis M (P).
2. For each reflex vertex S; of P:
Let a; be the size of the internal angle at Sj.
/* Initialize the speed s; of the vertex S;. */
if aj > 37w/2 then s; =
1

else s; =

CO@((DA_’—‘IT)/4)

cos((ay—m)/2)
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3. ComputeConflictingSites(g).
4. For each pair of conflicting sites S;, S; for each non-e-edge (u,v):
HandleConflictingPair(u, v, S;, S;).

5. For each reflex vertex S; of P: k; = fQCogﬁf(f/sj)]

At step 2, each reflex vertex is assigned its initial speed (see Lemmas [l and ).

ComputeConflictingSites(e): for each non-e-edge (u,v), the e-clusters C'(u) and
C'(v) are retrieved, the left and the right neighbors of (u,v) are determined, and
the conflicting pairs (S;,S;) for (u,v) are formed.

HandleConflictingPair(u, v, S;, S;): relative placement and types of u, v, S;, and
S; are analyzed, the bound on the speed of any reflex vertex from the conflicting
pair (S;,5;) is calculated, and then its speed is updated if needed. The details
can be found in [6]. Though the notion of a barrier was not explicitly introduced
in [6], barriers appeared there as an auxiliary structure exploited in the proofs.
In particular, the thorough analysis carried out in [6] implies that it is always
possible to bound the speed of the reflex vertex/vertices from (S;,S;), so that
there will exist a barrier on (u, v) separating the cells LC(S;) and LC(S;).

At Step 5, for any reflex vertex Sj;, the smallest number of hidden edges is
calculated, which guarantees that the speed of S; will be bounded by the value s;
obtained at the previous step.

Correctness of the algorithm. First, let us show that the linear cells of a
non-conflicting pair of sites formed by a left and a right neighbor of some non-
e-edge (u,v), both being edges of P, can be separated with a barrier having the
center at any point from (u,v).

Lemma 15. For any edge S of polygon P, LC(S) C VC(95).

Proof. Suppose for contradiction that for some edge S of P, LC(S) does not
lie inside VC(S). Then there exists a point p € LC(S), such that p ¢ VC(S).
Denote by S’ the site, for which p € VC(S’). Let py be the closest point to p
from S’. Denote by d the distance from p to S; observe that d > d(pop).

Note that if the linear offset of any site S* sweeps two points ¢; and g2 at
time ¢ and to, respectively, then d(q1,q2) > [t2 — t1].

Segment pop may traverse several linear cells. Denote by pq, ..., pi the inter-
section points of pgp with the edges of L¥(P) (in the same order as they occur
when moving along the segment from pg to p1); let pxy1 = p. Let to = 0; denote
by t¢; the time, at which p; is swept by the linear wavefront, where 1 < i < k4 1.
Denote by ¢; the time at which p is swept by the linear offset of S.

Any segment p;_1p; lies inside some linear cell; therefore, d(p;—1,p;) > |ti —
ti—1|, where 1 < i < k + 1. Summing up these inequalities, we get d(po,p) >
Zfill t; —ti—1| > t; = d > d(po,p), which is a contradiction.

Corollary 2. Linear cells of two edges S; and S, of P being a left and a right
neighbor of a non-e-edge (u,v) of M (P), respectively, do not cross a barrier with
the center at any point of (u,v).
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Fig. 3. The linear cell LC(S1) crosses the barrier b from the left, and the cell LC(S2)
crosses b from the right

Definition 9. Let (u,v) be a non-e-edge of M(P); let S be a site S # Sy, Sa,
where (u,v) is shared by VC(S1) and VC(S2), such that LC(S) crosses a barrier
b(wv) . We say that the linear cell LO(S) crosses the barrier b(“%) from the
left if the part of LC(S) lying on the left from b(“?) contains S. A crossing
from the right is defined analogously (Fig.[3).

Note that due to simple connectivity of cells, a crossing cannot be made simul-
taneously from the left and from the right.

Lemma 16. For any non-e-edge (u,v) of M(P), there exists a barrier bﬁif’”),

such that the linear cells of the left neighbors of (u,v) do not cross bgg’”) ]Emn}

the left, and the linear cells of the right neighbors of (u,v) do not cross be,
from the right.

Proof. Let S; be a left neighbor of (u,v). Note that if LC(S;) does not cross from

the left some barrier 0“"), then LC(S;) does not cross from the left a barrier
") for any z between ¢ and v. A similar property holds for the right neighbors.

Let T be a matrix, the rows of which correspond to the left neighbors of (u,v),
and the columns — to the right ones. Parameterize (u,v) so that t(u) = 0,
t(v) = 1. For any pair (S;,S,) consisting of a left and a right neighbor of (u,v),
consider a barrier b{"" separating LC(S;) and LC(S2), and let T[S, S| = t(c).

Choose ¢ such that maxg, (ming, T'[S;, S;]) < t(co) < ming, (maxg, T[S, Sr]).
The left inequality implies that no linear cell of a left neighbor of (u,v) crosses

bﬁ'g’”) from the left, and the right one — that no linear cell of a right neighbor

of (u,v) crosses bgg’”) from the right.

Lemma 17. For any non-c-edge g of M(P), the barrier b constructed in
Lemma [I8 is contained in LC(S1) U LC(S2), where S1 and S are the sites,
such that VC(Sy) and VC(S3) share the edge g.

Proof. Suppose for contradiction that there exists a site S # Sy, .S2, such that
LC(S) intersects bJ . Consider all non-e-edges, exactly one endpoint of any of
which is reachable along an e-path from some node incident to VC(S). Denote
the set of all such edges by Fg, and construct a barrier for each e € FEg, as
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described in the proof of Lemma[I6 The union of these barriers forms an obsta-
cle O that cuts out of P a connected polygonal region Py (S), inside which lie,
in particular, all the nodes of VC(S), and thus, entire VC(S), and S itself.

Therefore, VC(S) cannot cross any barrier on g, if g lies outside of Py, or if
g € Eg. It follows that g must lie inside Py. But then S is both its left and its
right neighbor, and V' C(S) cannot cross bJ by construction of the latter.

To summarize, we have constructed barriers, which satisfies the condition of
Theorem [ for all non-e-edges of P (and in particular, for those connecting
nodes from different e-clusters). This proves correctness of the algorithm.

Theorem 2. The sequence of hidden edges computed by the algorithm Com-
puteHiddenFEdges provides a linear azis e-equivalent to the medial azis.

Time complexity of the proposed algorithm depends on the number of conflicting
pairs reported at step 3. This number, in its turn, depends on the sizes of e-
clusters. If any e-cluster consists of a constant number of vertices, the total
number of conflicting pairs will also be linear. Any pair of conflicting sites in
handled in constant time. Therefore, all the steps of the algorithm except for
the medial axis computation will be performed in linear time.

4.2 Linear Axis Computation

After the sequence of hidden edges is obtained, a linear axis e-equivalent to the
medial axis can be computed from the latter in linear time. For this part of the
task, the algorithm proposed by Tanase and Veltkamp [7]can be applied without
any modification. The key idea is to reconstruct each dual e-cluster separately.
The details can be found in [7], [6].

Theorem 3. Let P be a general polygon with n vertices and a constant num-
ber of nodes in each e-cluster of the medial azis. For a given € > 0, a linear
avis L*(P) e-equivalent to the medial axis M(P) can be computed from the lat-
ter in linear time. If the medial axis is not pre-computed, the time complexity of
the proposed algorithm amounts to O(nlogn).

Alternatively, one can obtain a linear axis L¥(P) by computing the straight
skeleton S(P¥) of the polygon P*, and removing from S(P*) the edges incident
to the reflex vertices of P* (for the case of a simple polygon, this was pointed out
in [7]). However, the fastest known algorithm, which computes the straight skele-
ton of a general polygon with r reflex vertices, requires O(n!+e 4n8/11+ep9/114e)
time and space, for any fixed £ > 0 [3].

5 Concluding Remarks

A linear axis of a simple polygon has successfully proved its utility, being applied
to the problem of shape retrieval [6]. We expect that our generalization of its
notion and of the method for its efficient computation to the case of general
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polygons will enhance its applicability in the context of shape retrieval as well as
in correspondence to other problems, which can be solved by means of skeletons.
In particular, such expectations are due to a close relationship of a linear axis
to the medial axis and the straight skeleton.

An interesting and challenging task for future work will be to create a robust
implementation of the proposed algorithm and to investigate its behavior.
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Abstract. For path planning, an optimal path is defined both by its length and
by its clearance from obstacles. Many motion planning techniques such as the
roadmap method, the cell decomposition method, and the potential field method
generate low quality paths with redundant motions which are post-processed to
generate high quality approximations of the optimal path. In this paper, we
present a O(h2 (logn+k)) algorithm to optimize a path between a source and a
destination in a plane based on a preset clearance from obstacles and overall
length, where & is a multiple of the number of vertices on the given path, n is
a multiple of the number of obstacle vertices, and & is the average number of
obstacle edges against which the clearance check is done for each of the O(hz)
queries to determine whether a potential edge of the path is collision-free. This
improves the running time of the geometric algorithm presented by
Bhattacharya and Gavrilova (2007) which already generates a high quality
approximation of the optimal path.

Keywords: optimal path, shortest path, clearance from obstacles, convex hull.

1 Introduction

The objective of path planning or motion planning is to find a collision free path from
a start configuration to a goal configuration among a set of obstacles in the given
environment. This problem has applications in many fields, such as mobile robots [1,
2,3, 4, 5], manipulation planning [6, 7, 8, 9], CAD systems [10], virtual environments
[11], protein folding [12] and humanoid robot planning [13, 14]. The quality of the
computed path can be evaluated in terms of its length, its clearance from obstacles,
and its smoothness or in terms of a combination of these and other factors [15, 16]. In
this paper, an optimal path in two dimensions is defined based on its length and a
preset clearance from obstacles.

The fundamental difference between the existing approaches to the path planning
problem depends on how the connectivity among obstacles is represented. These
approaches can be classified into three basic categories, which are the roadmap
method [17, 18], the cell decomposition method [19, 20], and the potential field
method [21, 22]. In the roadmap method, the connectivity of the free space is captured
with curves or straight lines. In the cell decomposition method, the free space is

0. Gervasi and M. Gavrilova (Eds.): ICCSA 2007, LNCS 4705, Part I, pp. 136-[1530] 2007.
© Springer-Verlag Berlin Heidelberg 2007
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discretized using cells so that the edges of the cells represent the connectivity. In the
potential field method, a potential function is assigned to each obstacle and the
topological structure of the free space is derived in the form of minimum potential
valleys, where an object moving along the path is attracted towards its goal position
while being repelled from obstacles [15, 16]. Most of the planning techniques under
the above categories result in low quality paths i.e. paths that have many unnecessary
motions. The clearance of the resulting path from obstacles may also be higher than
required resulting in longer paths. This often happens for configurations where the
obstacles are far apart. For example, Fig. 1(a) and 1(b) show the redundant motions in
the shortest path obtained from the roadmap derived from the Voronoi diagram and
the vertical cell decomposition method respectively. It is therefore evident that some
post-processing of the obtained path is required to make it approximately optimal
based on the user defined criteria.

T
-

@ ()

Fig. 1. Redundant motions in (a) the shortest path obtained from the Voronoi diagram based
roadmap [15], and (b) the shortest path obtained from the vertical cell decomposition method
[15]. The source and target are marked with S and 7 respectively.

In general, most applications in the area of path planning require a shortest path
between a source and a destination because redundant motions are unexpected. For
safety reasons, the path should also keep some preset amount of clearance from the
obstacles. It is worth noting that minimizing the path length and maximizing the
clearance seemingly contradict each other as increasing the clearance results in a
longer path while reducing the path length necessarily reduces the clearance from
obstacles [15, 16]. Thus, the optimal path has to offer shortest possible length
providing the required clearance. Fig. 2 illustrates this idea. It is also desirable to
minimize the number of maneuvers because this simplifies the required actions for a
driver or controller [14].

Two different processing phases have been found in the literature for computing a
path between a source and a destination. Firstly, a path that satisfies some criteria can
be chosen from a collection of paths generated by some path planning technique. This
can be referred to as preprocessing. Secondly, a path can be optimized in a post-
processing phase [14]. In this paper, we will assume that a path in the correct
homotopic class is given which is not necessarily optimal without any assumption
about the preprocessing technique through which the path is obtained. The algorithm
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Fig. 2. (a) Initial shortest path obtained from the Voronoi diagram based roadmap [16],
(b) Optimized shortest path with zero clearance [16], and (c) Optimized shortest path with
some preset nonzero clearance (zoomed path on the right) [16]

developed under this study theoretically improves the running time of the previous
geometric algorithm presented by Bhattacharya and Gavrilova [15, 16], which
generates a high quality approximation of the optimal path.

2 Background Literature

As mentioned in the previous section, the current path planning techniques generate
low quality paths which are usually far from optimal. In recent years, improving the
path quality has therefore received significant attentions from the researchers. A
method that combines the Voronoi diagram, the visibility graph and the potential field
approaches to path planning into a single algorithm to obtain a tradeoff between the
safest and the shortest paths can be found in [23]. Although the obtained path length
is shorter than those obtained from the potential field method or the Voronoi diagram,
it is still not optimal and the presented algorithm is fairly complicated. The path
exhibits bumps and unnecessary turns and it is not smooth.

Another recent work on reducing the length of the path obtained from a Voronoi
diagram can be found in [24]. The method involves constructing polygons at the
vertices in the roadmap where more than two Voronoi edges meet. The path is
smoother and shorter than that obtained directly from the Voronoi diagram but
optimality is not achieved. In [25], the authors create a new diagram called the vv*
diagram which stands for Visibility-Voronoi diagram for clearance ¢ . The motivation
behind their work is similar to ours i.e. to obtain an optimal path for a specified
clearance value. The diagram evolves from the visibility graph to the Voronoi
diagram with the increasing value of c¢. Unfortunately, as the method is visibility
based, the processing time is O(n’logn) which makes it impractical for large spatial
datasets.
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A recent work on clearance based path optimization can be found in [14]. It
maximizes the clearance of the path obtained from the probabilistic roadmap method
by retracting the path to the medial axis. This results in a better path which still may
not be optimal as the clearance may be more than what is actually required, resulting
in a longer than necessary path.

A general method for refining a path obtained from a roadmap based on classical
numerical optimization techniques can be found in [26]. The authors apply costs to
each edge and use an augmented Dijkstra’s algorithm to determine the resulting path.
The edges that are nearer to obstacles are assigned higher costs. There is no guarantee
that the method will generate an optimal path because the path is constrained to the
edges in the roadmap. To improve the smoothness of the path obtained from the
roadmap, a B-spline approximation was used in [18].

Almost all of the heuristics found in the literature post-process the path to reduce
its length. The shortcut heuristic is most frequently used because it seems to work
well in practice and is simple to implement. Under this heuristic, a configuration
consisting of two vertices p, and p, are chosen on the path. If the straight-line motion

between p, and p, is collision-free, that motion replaces the original part. The

configurations can be chosen randomly [10, 27, 28, 29, 30, 31], or deterministically
[6, 9, 32]. Some variants of this heuristic have also been proposed [6, 9, 28, 32].
Another class of heuristics creates extra vertices around the path [8, 9, 12, 31].

We will compare our algorithm with a very recent algorithm by Bhattacharya and
Gavrilova [15, 16] which initially uses the shortcut heuristic to obtain a shorter path
which is not necessarily optimal. Then it does an iterative refinement of the resulting
path by creating extra samples along the path in a certain manner followed by the
application of shortcut heuristic once again. In this way, the authors obtain a high
quality approximation of the optimal path respecting a preset clearance. The shortcut
heuristic removes all the redundant vertices and generates a path with minimum
number of edge connections. The authors achieved a running time of O(n’(logn+k,))

for the shortcut heuristic where 5, is the number of vertices on the initial shortest path

obtained from a path planning technique, » is a multiple of the number of obstacle
vertices, and & is the average number of obstacle edges against which clearance

check is done on each of the O(h’) queries to determine whether a potential edge of

the path is collision-free. Achievement of this running time was possible because the
authors maintain a quadtree of the minimum bounding boxes of the obstacles edges.
As a result, they can report the obstacles edges whose minimum bounding boxes
overlap with the expanded (in all four directions by the amount of clearance)
minimum bounding box of a potential edge of the path in O(logn) time. Then the

clearance check is carried out only for the few reported obstacle edges.

As mentioned earlier, the authors then perform an iterative refinement of the
resulting path which they refer to as corner-cutting technique. Fig. 3 illustrates how it
works. In this step, the authors add Steiner points on the edges of the path at regular
interval A. Let v be a vertex on the path other than the source and the destination.
Let ¢ and e, be the two edges incident on V. They define the first Steiner point

along ¢, as a point that lies on ¢ at A distance away from Vv, the second Steiner
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point is 2A distance away from v and so on. Then they try to connect the first Steiner
point on ¢ with that on e, . If the connecting edge satisfies the minimum clearance,

they move to the second Steiner points along both of the edges and try to connect
them. They continue this process until an intersection is detected, or the clearance
from obstacles falls below the required minimum clearance, or the end point of one of
the incident edges on Vv is reached. They then replace v with the last pair of Steiner
points that they could successfully connect introducing a new edge. If they fail to
connect even the first pair of Steiner points along the two incident edges, they retain
v . They then move to the next vertex along the path and repeat the same process.
When no more reduction in path length is possible for any of the vertices, they double
the resolution (i.e. set the interval between Steiner points along the edges to A/2) and
repeat the process. The iteration continues until the resolution reaches a maximum
pre-calculated value. The solid line in Fig. 3 is the one they pick as a new edge. Its
end-points (in proper sequence) replace v [15, 16].

Fig. 3. Conner-cutting technique: with each iteration, an edge of the path gets closer to the
obstacle [15]

The running time of this method is O(B(h, +s)(logn+k,)) where g is the average
number of iterations executed for each vertex on the path to introduce a new edge, &,

is the number of vertices on the path after the first application of shortcut heuristic, s
is the number of Steiner points which became part of the resulting path, and &, is the

average number of obstacle edges against which clearance check is done on each of the
B(h, +s) queries to determine whether a potential edge of the path is collision-free.

After this iterative refinement step, the resulting path can have some unnecessary
vertices which are removed by applying the shortcut heuristic once again. This time,

applying the shortcut heuristic takes O(; (logn+k,)) time, where &, is the number of
vertices on the resulting path after iterative refinement, and &, is the average number
of obstacle edges against which clearance check is done on each of the o(r}) queries

to determine whether a potential edge of the path is collision-free. The optimized
paths shown in Fig. 2 are computed using their algorithm.

Our proposed algorithm is able to produce the shortest possible path given a preset
clearance from obstacles and achieves the running time of O(*(logn+k)) which is

much lower than the overall running time of oO(h}(logn+k,)) achieved by the

geometric algorithm presented by Bhattacharya and Gavrilova [15, 16] because
h<<h, in general.
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3 Algorithm for Path Optimization

The path optimization problem under consideration can be defined as in Problem 3.1.

Problem 3.1. Given a path with h vertices between a source and a destination

among a set of polygonal obstacles in the plane, find a path of minimum length
subject to clearance ¢ from obstacles.

In this paper, the clearance ¢ refers to the minimum distance that the optimal path
must maintain from obstacles. Thus, the distance between any arbitrary point on any
of the obstacles and any arbitrary point on the optimal path must be at least ¢. At first,
we apply the shortcut heuristic to remove the redundant vertices from the given path.
The variant of the shortcut heuristic we use tries to connect the vertex p, with the

vertex p, on the path as illustrated in Fig. 4.

Fig. 4. (a) The edge p.p; is not collision-free, (b) The edge p,p, is collision-free, thus the
sequence of vertices P, ~ P, has to be discarded from the path

If the edge p,p; is collision-free, the sequence of vertices p,, ~ p,, is discarded

from the path. We provide the pseudocode for the shortcut heuristic in Algorithm 3.1.

Algorithm 3.1. RemoveRedundantVertices( path P, clearance c )

Requires: A sequence of i, vertices that defines the path P, and the preset clearance ¢

1: for i=1 to |P| Step | do

2: for j=|P| to i+2 Step -1 do

3: if pp, is collision-free then
4: P« P\p,~p;,

5: return P

Algorithm 3.1 achieves the running time of O(#] (logn+k)) where # is the number

of vertices on the given path, » is a multiple of the number of obstacle vertices, and
k, 1is the average number of obstacle edges against which clearance check is done on
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each of the O(n’) queries to determine whether a potential edge of the path is

collision-free. To prove this, we state the following lemma based on the collision-
checking algorithm used in [15, 16].

Lemma 3.1. The obstacle edges whose minimum bounding boxes overlap with the
expanded minimum bounding box of the edge p,p, can be determined in O(logn) time.

The idea is to maintain a quadtree of the minimum bounding boxes of the obstacles
edges [15, 16]. As a result, obstacle edges whose minimum bounding boxes overlap
with the expanded (in all four directions by the amount of clearance ¢ ) minimum
bounding box of a potential edge of the path can be reported in O(logr) time. Then

the clearance check is carried out only for the few reported obstacle edges. Thus, if £

is the average number of obstacle edges against which clearance check is done on
each of the o(#’) queries in Algorithm 3.1 to determine whether p,p; is collision-

free, we can state the following lemma regarding the running time of Algorithm 3.1.

Lemma 3.2. Given a path with n, vertices between the source and destination, the

redundant vertices along the path can be removed in O(h] (logn+k,)) time.

Let #, (h,<h) be the number of vertices remaining on the path after applying
Algorithm 3.1. Now we will consider this path with 5, vertices for further

optimization. Let us focus on our definition of the optimal path. Consider the simplest
case where &, =3 as illustrated in Fig. 5.

px’+1

Fig. 5. The optimal path between the source S and target destination 7 is shown with dashed
edges and circular patches between each pair of consecutive dashed edges

The explanation of this simple case may facilitate the understanding of the general
case. In Fig. 5, the optimal path between the source § and target destination 7 is
shown with dashed edges and circular patches between each pair of consecutive
dashed edges. Here, all the circles are of radius ¢ (the preset clearance) to offer the
minimum amount of clearance from the obstacle. The first dashed edge is a segment
of the tangent to a circle passing through s. The last dashed edge is also a
segment of the tangent to a circle passing through 7. Each of the remaining
dashed edges is a segment of a tangent to two circles.
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By virtue of Algorithm 3.1, we know that any vertex p, on the resulting path cannot
be connected to the vertex p,, because the edge p,p,, is not collision-free. Now, how

can we determine the obstacle vertices where the circles are placed in Fig. 57 An
important observation which forms the basis of our algorithm is illustrated in Fig. 6.

px’+1

Fig. 6. Determining the vertices of the optimal path when the preset clearance c¢=0.

The observation is that the vertices at which the circles of radius ¢ are placed can
be determined from the convex hull of p,, p.., and the set of obstacle vertices enclosed

in the triangle Ap,p,,,p.., - Based on this observation, we state the following lemma.

Lemma 3.3. When a point robot cannot move from a vertex p, to a vertex p,, on a
straight line, it starts moving along the edges of the convex hull of p,, p.., and the set

of obstacle vertices enclosed in the triangle Ap,p..p.., to follow the optimal path.

In Lemma 3.3, point robot refers to an object whose volume is theoretically zero.
Based on this lemma, we then compute a path P° between the source and the
destination with zero clearance from the obstacles using Algorithm 3.2.

Algorithm 3.2. ComputeShorterPath( path P, clearance ¢ )

Requires: A sequence of 7, vertices that defines the path P, and the preset clearance ¢

1: P ¢

2: PP U{p]}

3: d—¢

4: 0, < null

5: j=2

6: for i=1 to |[P|-2 Step 1 do

7: H «{p,, p,,,} WObstacleVerticesIn(Ap,p;,, p,,)
8: H < ConvexHull(H) {H]:pi,H‘H‘:sz}
9: P« P UH\{p,.p.}

10: if (p,,—-p)x(p,—-p)<0 then

11: D « right
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12: else

13: D« left

14: for i=1 to |H|-2 Step 1 do
15: 6, <D

16: je j+l1

17: P'«— P'UP,,

18: 6, < null

19: for i=1 to |P’| Step 1 do

20: for j=|P’| to i+2 Step -1 do
21: if p/p; is collision-free then
22: PP ApL -
23: 6 06\6,~6,,
24: return P’ and ¢

Algorithm 3.2 is now explained in detail. What it simply does is — given a path P
with »n, vertices, it computes a path P° between the source and the destination with

zero clearance from obstacles ensuring that P* can be retracted later to provide a path
with the preset nonzero clearance c . In addition, it computes an ordered sequence of
directions § where ¢, tells whether the vertex p; will lie to the left or to the right of

the directed optimal path to be computed with a nonzero clearance.

)
(@
Fig. 7. Two sample configurations of how P’ is determined

Fig. 7 demonstrates how P’ is determined in Algorithm 3.2 by two sample
configurations, one in Fig. 7(a) and 7(b) and the other in Fig. 7(c) and 7(d). The
vertices of P' are marked with squares in Fig. 7(b) and 7(d).
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Steps 1 to 5 are initialization steps. The source vertex p, is included in P* at step
2. At step 4, null is assigned to & because no direction value is required for the
source vertex. The for loop at step 6 controls the position of the triangle Ap,p,,p,, -
At step 7, the set H is defined as the union of the set of vertices {p,p,,} and the
obstacle vertices enclosed in the triangle Ap,p..p..,. At step 8, H is redefined to
represent the convex hull of the union of {p,p,.,] and the obstacle vertices enclosed
in the triangle Ap,p,,p.,. Then at step 9, the vertices of the convex hull except p, and
p., are included in P*. In steps 10 to 16, the sequence of directions & is computed
based on the sign of the cross product of the vectors (p,,-p,) and (p,, - p,). At step
17, P’ is updated to include the destination vertex. auil is assigned to &, at step 18

because no direction value is required for the destination vertex.

The sequence of vertices in P’ after the execution of steps 1 to 18 still does not
form the shortest path as demonstrated in Fig. 8. The vertex marked with circle in Fig
8(b) is redundant. To get rid of these redundant vertices, the shortcut heuristic is
applied once again on P* in steps 19 to 23. The collision-free check at step 21 ensures
clearance ¢ from obstacles which is required for further optimization in Algorithm
3.3. At step 23, the direction values corresponding to the discarded vertices are

eliminated.

@ ®)

Fig. 8. Unnecessary vertices (marked with circle) introduced in P’

To analyze the running time of Algorithm 3.2, we state the following lemma which
follows from Lemma 3.1.

Lemma 3.4. The obstacle edges whose minimum bounding boxes overlap with the
axis-parallel minimum bounding box of the triangle Ap.p,,p,, can be determined in

O(logn) time.

Thus, after determining the obstacle edges whose minimum bounding boxes overlap
with the axis-parallel minimum bounding box of the triangle Ap,p,.,p., in O(logn)
time, the obstacle vertices enclosed in the triangle can be determined in computation
time linear on number reported obstacle edges. This is done by the call to
ObstacleVerticesin(Ap,p,, p,.,) at step 7 of Algorithm 3.2.
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Under the for loop at step 6 of Algorithm 3.2, step 7 requires maximum running
time because it involves query to the quadtree of obstacle edges. Thus, based on
Lemma 3.1 and Lemma 3.4, steps 1 to 18 of Algorithm 3.2 achieve the total running
time of O(h,(logn+k,)) where k, is the average number of obstacle edges against

which clearance check is done on each of the 0(h,) queries to determine whether
p.p.., 18 collision-free.

Now, let » be the number of vertices in pP* after the execution of step 18 of
Algorithm 3.2. Based on Lemma 3.2, the shortcut heuristic applied on # vertices in
steps 19 to 23 takes O(h*(logn+k)) running time where & is the average number of

obstacle edges against which clearance check is done on each of the 0(n*) queries to
determine whether p,p,., is collision-free at step 21. Thus, Algorithm 3.2 achieves the
running time of O(h’ (logn+k)).

Now let us compute the optimal path with a preset nonzero clearance c.

Algorithm 3.3. ComputeOptimalPath( path P°, direction-sequence &, clearance c )

Requires: A sequence of vertices that defines the shortest path P°, direction sequence &, and
the preset clearance ¢

1: P ¢
2: P' '« P'up
3: Compute the tangent point 7 on the circle with radius ¢ centered at p; so that the

tangent passes through p; and the vertex p; that lies on the &, side of the directed

edge p/7.
4: P« Pur
5: for i=2 to |P’|-2 step 1 do
6: Compute the tangent 7,7z, such that (i) the tangent points 7, and 7, lies on

the circles with radius ¢ centered at p; and p;, respectively, (ii) the

vertex p; lies on the &, side of the directed edges =z, , and (iii) p;, lies
on the J,, side of the directed edge 7,7, .

7: P'« P U{m,7,}

8: Compute the tangent point 7 on the circle with radius ¢ centered at p; so that the

tangent passes through p;, and the vertex p’ lies on the &, side of the directed edge

Dy
9: P« P U{IZ, p,i‘“}
10: P” — ¢
11: P« P U p
12: for i=1 to |P'|-2 step |1 do
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13: if o =right then
14: P « Set of sampled vertices on the circle of radius ¢ centered

at p;, starting from pj to pj,, in clockwise order.

15: else

16: P « Set of sampled vertices on the circle of radius ¢ centered
at p;, starting from pj to pj., in anticlockwise order.

17: P« P UP

18: P" «— P U p,

19: return P”

Given the path P* between the source and the destination, direction sequence J,

and the preset clearance ¢, Algorithm 3.3 produces the optimal path P between the
given source and destination. In a trivial case, the produced path will look like the
optimal path shown in Fig. 5. In steps 1 to 9, a subset of the vertices on the optimal
path represented as P’ is determined without the circular patches connecting the pairs
of consecutive tangent segments. Then in steps 10 to 18, the circular patches between
the pairs of consecutive tangent segments are sampled and included in optimal path
P in addition to the source and destination vertices. It is easy to see that the

running time of Algorithm 3.3 is 0( P

u) where « is the average number of sample

vertices generated on the circular patches using the parametric equation of the circle.

It is worth noting that optimal path computed by our proposed algorithm will
consist of only straight lines and circular patches. Thus, the circular patches can be
sampled in high frequency in steps 14 and 16 of Algorithm 3.3 to produce an optimal
path which is theoretically better than the high quality approximation of the optimal
path produced by the previous geometric algorithm presented in [15, 16].

Thus, our path optimization technique first applies Algorithm 3.1 with running
time O(h’ (logn+k,)) on the given path P with & vertices, which may initially involve

redundant motions and more than required clearance from obstacles. Second, it
applies Algorithm 3.2 with running time O(h*(logn+k)) on the resulting path from
Algorithm 3.1 to obtain the path p’. Finally, it applies Algorithm 3.3 with running
time o(|P’

u) on the resulting path from Algorithm 3.2 to obtain an optimal path with

minimum length subject to clearance ¢ from obstacles. Among these three
algorithmic steps, Algorithm 3.2 consumes the highest computation time. Thus, the
overall time complexity of our path optimization technique is O(h*(logn+k)). Based

on the reasoning presented so far, we now state the following theorem.

Theorem 3.1. Given a path with h, vertices between a source and a destination among
a set of polygonal obstacles in a plane, a path of minimum length subject to clearance
c from obstacles i.e. an optimal path can be computed in O(h*(logn+k)) time, where
h is a multiple of h,, n is a multiple of the number of obstacle vertices, and k is the

average number of obstacle edges against which clearance check is done on each of
the 0(i*) queries to determine whether a potential edge of the path is collision-free.
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4 Conclusions

In this paper, we presented an improved geometric algorithm for path optimization
based on a preset clearance from obstacles and the overall length. Our algorithm

achieves the running time of O(’ (logn+k)) which is much lower than O(#} (logn+k, ))
achieved by the very recent geometric algorithm presented in [15, 16], as h<<h, in

general. Based on the reasoning provided in Section 3, we also conclude that the
optimal path produced by our algorithm is theoretically better than the high quality
approximation of optimal path produced by the algorithm presented in [15,16]. The
proposed algorithm is currently under implementation. Our future work will involve
investigating the possibility of generalizing the proposed algorithm to higher
dimensions.
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Abstract. Next generation of GIS software should be able to manipulate and
analyse complex situations of real world phenomena. One of the desired
components in such software or system is the geometric modeling that works
with 3D spatial operations. This paper presents a portion of problem that we
currently attempt to solve, that is the 3D spatial operations for Geo DBMS.
Some popular spatial operations in 3D GIS for example 3D XOR, 3D union, 3D
intersection, and 3D difference are vital for 3D spatial analysis and forms major
discussion of this paper and part of our research effort to address the 3D GIS
problem. To formulate this research in a suitable way, our approach is to
develop the new 3D data type, polyhedron, within geo-DBMS. The basic idea is
to relate the implementation of intersection point in 3D planar polygon (Chen
and Abdul-Rahman, 2006) into the geometrical modeling for 3D spatial
operations. The approach works and we highlighted the results by using the real
world data sets. The research shows that the essential mathematical algorithms
are applicable for real world objects and provides a solution towards a full 3D
analytical operation in future.

Keywords: 3D spatial operations, geo-DBMS, and 3D GIS.

1 Introduction

There are several aspects need to be addressed in GIS research, one of them is the
geometrical modelling for 3D spatial operations in geo-DBMS environment.
Common 2D operation tools like polygon overlay, merging and dissolving polygons
and lines, or even buffering operation in analytical-based geographic information
systems. However, adding the third dimension to 2D GIS, most of the spatial tools
become more complicated. The initial problem happens in spatial modeling. Different
spatial models deal with different geometrical modeling in solving its spatial
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analytical operations. In literature (3D FDS — Formal Data Structure by Molenaar
(1990); TEtrahedral Network — TEN by Pilouk (1996); the 3D TIN-based OO model
by Abdul-Rahman (2000); the Simplified Spatial Model - SSS by Zlatanova (2000);
the Urban Data Model - UDM by Coors (2003); OO3D by Shi, ef al. (2003)), most of
the spatial models focus on the object construction and topological relationships.
However, geometrical modeling for spatial operation (within geo-DBMS) is rather
limited for 3D GIS. In this paper, we concentrate on simple but complete strategy in
developing multiple spatial operations for 3D GIS.

The paper is organized in the following order: first, short discussion for the 3D
objects construction in three-dimension, i.e. polyhedron. Then, the intersection
between 3D line and 3D planar polygon is discussed in section 3. This process
involves the determination of intersection 0D feature inside/outside the 3D planar
polygon, which had been discussed in Chen and Abdul-Rahman (2006). Section 4
describes the bridging as well as the related methodology for the development of the
internal and external segments. Section 4 also describes the integration of segments
for the multiple spatial operations. The experiment and discussions is presented in
section 5 and the research is concluded in section 6.

2 Characteristic of Polyhedron

In this paper, the spatial object involves in the 3D spatial operations is polyhedron.
Polyhedron is a 3D equivalent of a set of polygon that bounds a solid object. It is
made up by conectiong all faces, sharing a common edge between two adjacent
polygons. The most important constrain is all polygons that make up the polyhedron
have to be planar. This means that all points used to construct a polygon must be in
the same plane. Fig. 1 denotes a sample of a planar and non-planar polygon. The
characteristics of a valid polyhedron should have the following rules (Aguilera &
Ayal (1997), Aguilera (1998)):

e  Flatness — all polygons that bound a single volume of polyhedron must be
flat. This means all vertices involve in constructing a polygon should be in
the same plane. The flatness of a polygon can be verified by plane
equation as follow:

Ax+By+Cz+ D = 0 (D

e Polyhedron must be single volume object — a set of polygons that make up
a polyhedron should be bounded as a single volume. In order to create a
single volume of polyhedron, some rules must be followed:

o Each edge (derived out of 2 vertices) should be shared by only 2
polygons. This rule will result in a simple polyhedron, i.e. outer
ring will not touch the boundary of the polyhedron. On the other
hand, if an edge is shared by more than 2 polygons, the
polyhedron may consist at least 2 volumes.
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Fig. 1. (a) Planar polygon, and (b) non-planar polygon

e Simplicity characteristic — as discussed by Arens (2003). However, this
condition could be simplified by enforcing the construction of a polygon as
follow:

o Each edge has exactly 2 vertices only.

o The starting and ending points of a polygon is same, and will only
be stored once. E.g. a polygon consists 4 points (a, b, ¢, d), thus the
polygon will be stored as (a, b, c, d, a), instead of (a, b, c, d, e),
although a = e. Any point(s) with same location will be stored only
once.

o Polygon must have an area.

Lines from a polygon must not self-intersecting.

o Singularity of polyhedron is not allowed, i.e. lower dimension
object must not exist in the interior of higher dimension. E.g. point
will not exist in the interior of line or polygon or polyhedron, line
will not exist in the interior of polygon or polyhedron. However,
lower dimension object may exist at the border of higher dimension
object. This rule may directly avoid polygon intersects with other
polygon(s) (see Fig. 2). Any polygons that intersect with other
polygon(s) will not be stored as a part of polyhedron.
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Fig. 2. Polygon intersection causes the singularity of points and line
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3 Line and Solid Object Intersection

The 3D spatial operation that involves 2 polyhedrons is the main focus for this paper.
As mentioned in the previous section, polyhedron is constructed by a set of faces. The
intersection between 2 polyhedrons will directly relate the intersection between line
and planar polygon. The first polyhedron is the base object, whereas the second
polyhedron becomes the farget object in this intersection. The 3D line (from first
polyhedron) is the base object, whereas the 3D planar polygon is the target object (see
Fig. 3).

= Target solid, B

— 3D planat polygon (target object)
Fig. 3. Base and target object

3.1 Plane Equations

The intersection between base object (3D line) and target object (3D planar polygon)
is initial part of the development of 3D spatial operations. Therefore, the plane
equation (from target object) is important in the intersection. In 3D, one can always
specify 3 non-collinear points Py=(Xo,Yo,Zy), P1=(X1,Y1,Z1), P=(X>,Y>,Z,) as the
vertices of a triangle, the most primitive planar object and it can be defined uniquely
the plane satisfying the following equation:

X -Xp Y-Y Z -7y
XI—X() Yl—Yo Zl—Z() = 0 (2)
X=Xy h-Yo ZL-%

This determinant is satisfying general form of plane equation:

Ax + By + Cz + D = 0, with normal, P, = (A, B, C) 3

3.2 Intersection of 3D Line and 3D Polygon

The plane equations as illustrated in preceeding section will be used in determining
the line and polygon intersection. This intersection (i.e. line and polygon) yields a
point or a line. Fig. 4 shows the intersection between these two primitives.
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Fig. 4. Intersection results: (a) point, and (b) line — 2 points

To compute the intersection point between 3D line and 3D polygon, both line and
plane equation are given as follows (see Fig. 4):

Y=mX+c¢ “4)

Z=mX+c, )

where m; = gradient or slope, c; = the y intercept, and i denote an array (1 to n).
The intersection between 3D line and 3D polygon may imply an impossible
intersection (see Fig. 5).
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Fig. 5. Intersection between 3D line and 3D planar polygon

4 Intersection of Base and Target Object

Two solid objects intersect each other as shown in Fig. 6. Since a solid object is
constructed by a set of faces, and a face is constructed by a series of lines, the
intersection that involves 3D line and 3D face is discussed. This is because the
intersection result will be used to define internal and external of base object, so as to
target object.
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Fig. 6. Possible intersection between base and target object

For some cases, each base line may intersect many target faces. Thus, the
arrangement of intersection points need to be done in a proper manner in order to
produce a correct trimmed link (see Fig. 7).

L Intersection point
1 2 4 5 6] —— Baseobject
. mmmmm Tatget face

Fig. 7. Multiple intersection points

4.1 Bridging All Related Intersection Points

After all intersection points were computed and arranged in proper manner, the related
intersection points will be connected as bridge to form a link. This link denotes as the
intersection from target solid as a complete intersection toward the base face. The
target solid B will be as base object, whereas the solid A will become target object in
order to produce intersection points. The intersection points are useless if they are not
connected in an appropriate manner. The sequence of each link needs special treatment

— )

Fig. 8. Cross-connected link (view from top)
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in order to produce a correct bridge for further applications. The cross-connected faces
from the target object will form each link for base object. Fig. 8 denotes the target
faces intercept the base face. The internal link needs to be defined as a bridge.

4.2 Internal and External Segments for Base and Target Objects

After creating the cross-connected link, it will be used to develop two separated
segments, i.e. internal and external for both base and target solid. Therefore, the total
of 4 segments will be produced. When a cross-connected link of base object is
created, it will be used twice in developing the internal and external segments. Both
implementations work in opposite directions (see Fig. 9).

Internal bridge f Intetnal bridge /
crnss-cormected link croas-contected link

L \

(a) (k)

Fig. 9. Opposite direction of same cross-connected link

Each base solid object is constructed by a set of faces. Therefore, the base faces are
used to construct the external segment of base solid, whereas the other internal
segment (from the same base faces) will be used for target solid. As the base solid is
completely modeled, the target object will be dealt as a base solid, and vice-versa.
Consequently, the external segment of base solid (previously was the target solid) will
be constructed and the internal segment will be implemented in target solid
(previously was the base solid, see Fig. 10).

Ta.t_'get solid External segment

Internal Internal
u / "
/ Internal brz'dge. !
|/ cross-contected link
Ny A
External segment T . BEase Face
Target solid
Base Face
() (b

Fig. 10. Internal and external segment (view from top)



158 C. Tet-Khuan, A. Abdul-Rahman, and S. Zlatanova
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Fig. 11. The internal & external of base and target solids

The determination of internal and external segments of base and target object, are
given in Fig. 11.

4.3 The Internal and External Segments

The integration of the internal and external of base and target object can be done in
solving multiple 3S spatial analytical solutions. Some of the popular 3D spatial
analytical solutions are XOR, DIFFERENCE, INTERSECTION, and UNION (see
Fig. 12).

(&) — (b

] (T, A A% |
—/»|+£—_.— ﬁj-l./l\;/*j“
Gy '

© | =
g+ 0 - = '—'-{Ll_:‘*—:_f_;

Fig. 12. The approaches for (a) 3D DIFFERENCE, (b) 3D UNION, (c) 3D INTERSECTION,
& (d) 3D XOR

5 Experiment and Discussions

This work is implemented within PostgreSQL environment. The existing spatial
objects available in PostgreSQL are rather limited to 2D (i.e. point, line, and
polygon), but not 3D primitive object. Thus, 3D polyhedron will be discussed. The
methodology for the complete implementation is given in Fig. 13.

Most of the commercial DBMS enable users to create a new user-defined data type
and functions. In this research, the user-defined data type and functions are written in
C. The user-defined data type must always have input and output functions. These
functions determine how the type appears in strings (for input by the user and output
to the user) and how the type is organized in the memory. The methodology of
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Fig. 14. Workflow of creating user-defined datatype/function in PostgreSQL

creating user-defined data type and function/operation are presented in the flowchart
as follows: (see Fig. 14)

The following SQL line denotes a sample of a polyhedron will be defined in
PostgreSQL:

SELECT * FROM BODYTABLE WHERE PID = 1;

1,POLYHEDRON (PolygonInfo (6, 24), SumVertexList (8) , SumPolygon
List(4,4,4,4,4,4),VertexList(100.0,100.0,100.0,400.0,100.
0,100.0,400.0,400.0,100.0,100.0,400.0,100.0,100.0,100.0,4
00.0,400.0,100.0,400.0,400.0,400.0,400.0,100.0,400.0,400.
0),PolygonList(1,2,6,5,2,3,7,6,3,4,8,7,4,1,5,8,5,6,7,8,1,
4,3,2))
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1) PolygonInfo (6,24) denotes 6 polygons and 24 IDs in PolygonList,

2) SumVertexList (8) denotes the total vertices,

3) SumPolygonList(4,4,4,4,4,4) denotes total vertices for each of
polygon (total polygon is 6, referred to (1)),

4) VertexList () denotes the list of coordinate-values for all vertices (with
no redundant), and

5) PolygonList () denotes the information about each polygon from sets of
ID.

The experiment is tested using the real dataset of a group of buildings. Two block
of apartments are selected to be used for the spatial operation as follows (see Fig. 15):

oola] e AE & (8

Apartment B
~" (POLYHEDRON2)

Apartment A
(POLYHEDRON 1)
|

Fig. 15. Two apartments selected from a group of building

The following SQL statement runs the 3D Difference (see Fig. 16a):

SELECT GMDIFFERENCE3D (a.POLYHEDRON, b.POLYHEDRON) AS
GM_DIFFERENCE3D FROM test a, test b where a.PID=1 and
b.PID=2;

The result:

GM_DIFFERENCE3D

(" POLYHEDRON (PolygonInfo (9,42), SumVertexList (14), SumPolyg
onList(4,6,6,4,6,4,4,4,4),VertexList(100,100,100,400,100,
100,400,100,400,100,100,400,400,400,100,400,400,300,400,3
00,300,400,300,400,100,400,100,100,400,400,300,400,400,30
0,400,300,300,300,400,300,300,300),PolygonList(1,2,3,4,2,
5,6,7,8,3,5,9,10,11,12,6,9,1,4,10,4,3,8,13,11,10,1,9,5,2,
14,7,8,13,12,14,13,11,14,12,6,7)) ")
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For visualization purposes, ArcGIS’s extension, 3D Analyst is used to verify the
result. Although PostGIS provides a function pgsql2shp for export to shape files, it
cannot be used since it works only with the natively supported data types of PostGIS.
Therefore we have implemented our own function. The integration between
PostgreSQL and ArcGIS is beyond the scope of this paper. ArcGIS is used here only
to illustrate the implementation of the new data type and the corresponding functions
The SQL statements runs the 3D Intersection, 3D XOR, and 3D Union (see Fig. 16)
are given in Appendix: (SQL Statements For 3D Spatial Operations).

[eE=tS AN (B e

POLYHEDRON 2

POLYHEDRON 1

FEA vt NerEm s

¢4 30 DIFFERENGCE

4

¢e) 3D INTEREECTION ¢y 30 30R.

() 30 UNION

Fig. 16. The results for 3D spatial operations

6 Concluding Remarks

The paper presents an approach for geometrical modeling in solving multiple spatial
operations. The approach is expected to be providing complete modeling for 3D GIS
analysis. The results have shown that implementation of a 3D data type and functions
allowing 3D GIS analysis are possible.

Our concept was tested within PostgreSQL computing environment and has
provided a promising outcome with respect to the developed algorithms. Future
research will concentrate spatial operations for geometrical model. There are
topological operations (extending 9-intersection model to 3D, e.g. 3D Meet, etc),
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metric operations, etc. All these spatial operations could be implemented within
DBMS. The spatial operation for topological model is also important for 3D GIS
analysis. These two models (geometrical and topological models) will be compared in
terms of efficiency, i.e. size of datasets and execution times.

DBMS is a very important medium for GIS that able to connect many different
components of GIS, e.g. visualization, web-GIS, etc. A very important issue still need
to be addressed is visualization of the result of 3D operations. Appropriate graphical
visualization is especially important for 3D in order to get a better perception of the
result of the query. Some topics to be considered are: 1) direct access to the new data
type from GIS, avoiding first export to a shape file, 2) direct connection with
CAD/CAM software, e.g. Microstation and Autodesk Map 3D to be able not only to
visualize but also edit, 3) user-defined environment, where user develops display tool
that manage to retrieve and visualize data from DBMS, or 4) access via Internet,
using e.g. WFS. We believe this research effort towards realizing a fully 3D spatial
analysis tools within Geo DBMS environment would be beneficial to 3D GIS
research community. This is because major GIS task involves DBMS (except 3D
visualization), i.e. dataset handling, spatial operations, etc. It is our aim to move
further in addressing this issue of spatial data modeling and geometrical modeling for
3D GIS.
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Appendix: (SQL Statements For 3D Spatial Operations)

The experiment and results of 3D spatial operations (see Fig. 15b — 15d) are given as
folows:

SELECT GMINTERSECTION3D (a.POLYHEDRON, b.POLYHEDRON) AS
GM_INTERSECTION3D FROM test a, test b where a.PID=1 and
b.PID=2;

GM_INTERSECTION3D

(' POLYHEDRON (PolygonInfo (6,24) , SumVertexList (8), SumPolygo
nList(4,4,4,4,4,4),VertexList (400,400,300,400,400,400,400
,300,400,400,300,300,300,400,400,300,400,300,300,300,400,
300,300,300),PolygonList(1,2,3,4,5,2,1,6,3,2,5,7,8,4,3,7,
6,8,7,5,8,6,1,4))")

SELECT GMUNION3D (a.POLYHEDRON, b.POLYHEDRON) AS GM_UNION3D
FROM test a, test b where a.PID=1 and b.PID=2;

GM_UNION3D

("POLYHEDRON (PolygonInfo (12,60), SumVertexList (20) , SumPoly
gonlList(4,6,6,4,6,4,6,4,4,6,4,6),VertexList(100,100,100,4
00,100,100,400,100,400,100,100,400,400,400,100,400,400,30
0,400,300,300,400,300,400,100,400,100,100,400,400,300,400
,400,300,400,300,300,300,400,600,300,300,600,300,600,300,
300,600,600,600,300,600,600,600,300,600,300,300,600,600),
PolygonList(1,2,3,4,2,5,6,7,8,3,5,9,10,11,12,6,9,1,4,10,4
,3,8,13,11,10,1,9,5,2,7,14,15,16,13,8,14,17,18,15,17,19,2
0,18,19,12,11,13,16,20,16,15,18,20,12,19,17,14,7,6)) ")

SELECT GMXOR3D (a.POLYHEDRON, b. POLYHEDRON) AS GM_XOR3D
FROM test a, test b where a.PID=1 and b.PID=2;

GM_XOR3D

(' POLYHEDRON (PolygonInfo (18, 84), SumVertexList (22), SumPoly
gonList(4,6,6,4,6,4,4,4,4,4,4,4,6,4,4,6,4,6),VertexList (1
00,100,100,400,100,100,400,100,400,100,100,400,400,400,10
0,400,400,300,400,300,300,400,300,400,100,400,100,100,400
,400,300,400,400,300,400,300,300,300,400,400,400,400,300,
300,300,600,300,300,600,300,600,300,300,600,600,600,300,6
00,600,600,300,600,300,300,600,600),PolygonList(1,2,3,4,2
,5,6,7,8,3,5,9,10,11,12,6,9,1,4,10,4,3,8,13,11,10,1,9,5,2
,6,14,8,7,11,14,6,12,8,14,11,13,15,7,8,13,12,15,13,11,15,
12,6,7,7,16,17,18,13,8,16,19,20,17,19,21,22,20,21,12,11,1
3,18,22,18,17,20,22,12,21,19,16,7,6)) ")
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Abstract. Today, flash memory is widely used for various kinds of products.
Unlike a hard disk, it has neither mechanical parts nor seek-delay. Therefore, a
user may expect steady performance under disk fragmentation in flash storage.
However, most commercial products do not satisfy this expectation. For
example, a SDMMC card can be written in 18.7Mbytes/sec speed sequentially,
but its write speed is slowed down to 3.2Mbytes/sec when it is seriously
fragmented. It is only 18% of the original performance.

In this paper, we analyze the reason for performance degradation in a flash
disk, and propose an FTL level optimization technique, named the page
padding method, to lessen the fragmentation effect. We applied the technique to
the Log-block FTL algorithm and showed that it can enhance write performance
by 150% in a severely fragmented flash disk.

Keywords: Flash Memory, Disk fragmentation, Flash translation layer.

1 Introduction

Flash memory is rushing into our life. There are many kinds of memory cards, flash
memory embedded products, and solid state disk (SSD) / hybrid hard disk which are
developed for PC / Server systems. This is because of its versatile features such as non-
volatility, solid-state reliability, low power consumption, and random accessibility.

Because flash memory does not have mechanical parts like a motor, it is randomly
accessible without seek-delay. Seek-delay is the time to position the magnetic head to
the proper position to read or write data in a hard disk, and it may take tens of
milliseconds.

The seek-time and disk fragmentation have a deep relationship in a hard disk. Disk
fragmentation is the phenomenon in which free storage becomes divided into many
small pieces over time. Because a hard disk has seek-delay, its write/read
performance may be degraded as a disk is fragmented over time.

Fig. 1 shows an example of non-fragmented and fragmented disks. Fig. 1 (a) is not
fragmented; therefore, a file can be written sequentially. Meanwhile Fig. 1 (b) shows
fragmented case, and the file must be written non-sequentially.

O. Gervasi and M. Gavrilova (Eds.): ICCSA 2007, LNCS 4705, Part I, pp. 164 2007.
© Springer-Verlag Berlin Heidelberg 2007
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(a) Non-fragmented Disk / Sequential Writing

—— e C|Uential Writingq

Free ‘
A.MP3 File
Fragmented
Writing
'..o ‘---

(b) Fragmented Disk/ Fragmented Writing

Fig. 1. (a) Non-fragmented disk, (b) fragmented disk. For (b), writing process takes more time
because of seek-delay in a hard disk.

Kinsella showed the impact of disk fragmentation in a hard disk in his white paper
[1]. He noted that the fragmentation can impact disk performance severely and high
fragmentation can make the disk performance up to 8 times slower. Therefore, he
recommended periodic defragmentation or the use of a special defragmentation tool to
avoid severe performance degradation. However, the defragmentation process takes a
long time and requires a great deal of patience.

In the case of flash storage, there is no seek-delay. Therefore, we may expect it to
endure disk fragmentation. Nevertheless, most of commercial flash storages do not
fulfill our expectation. This phenomenon results from the characteristics of flash
memory. It has no seek-delay, but it can not be updated without an erasure operation.
Flash memory has different characteristics from a hard disk. To remedy the
differences, an FTL (flash translation layer) was proposed and implemented for all
flash storage devices.

In this paper, we show that the impact of fragmentation in some commercial flash
storage devices, and analyze the reason for the performance degradation. Then, we
will propose a page padding method as an optimization technique for fragmented
flash storage. It can enhance the write performance of flash storage, especially when it
is highly fragmented.

We applied the method to a well-known FTL algorithm, Log-block FTL, and
showed about 150% performance enhancement.

The rest of the paper is organized as follows: Section 2 outlines related studies, and
section 3 shows a disk fragmentation effect in commercial flash products. Section 4
analyzes the fragmentation effect in flash storage, and section 5 proposes a page
padding method as an FTL level optimization technique. Section 6 evaluates our
algorithm, and section 7 concludes.
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2 Related Work

Even for hard disk storage, there has been little research about disk fragmentation. In
2005, Kinsella studied and represented the impact of disk fragmentation in a PC
system in his white paper [1]. For his experiment, he used an NTFS file system and
typical applications such as MS office, an anti-virus program, and a web browser. He
showed that system performance is severely degraded by disk fragmentation.

For a flash memory based storage system, there have been a few studies. The FTL
concept was proposed in the mid-90s. A. Kwaguchi et al. attempted to use flash
memory as storage for a file system [2]. To use existing file systems on flash
memory, they remapped write requests to empty areas of flash memory and
maintained the mapping information. They also proposed the cost-benefit policy
which uses a value-driven heuristic function as a block-recycling policy.

In 1995, Ban proposed the replacement block scheme based on the concept of
replacement blocks through a patent [3]. This algorithm is very competitive and
realistic. It uses a small amount of mapping table, but its performance is quite good.
In this algorithm, a block level mapping table is used, and multiple physical blocks
can be mapped to one logical block. However, the algorithm cannot be used anymore
because recent flash memory devices have to be written sequentially in a block
(sequential page write restriction [8] [9]).

In 2002, Kim et al. proposed Log-block FTL algorithm for a compact flash disk
system [4]. Because a compact flash disk system has very poor resources, the
algorithm must be lightweight. Even though it is designed to use minimum resources,
its performance is excellent. Therefore, this algorithm has been widely used in
industry until now.

However, Log-block FTL has a weak point. It uses restricted number of log blocks,
so it is relatively weak for random writes. To solve the problem, a fully associative
sector translation (FAST) scheme has been proposed [5]. In this algorithm, log blocks
are used without a logical block boundary. It is surely effective for writing, but it
causes a serious problem. The worst case response time is greatly increased because
of its complicated merge operation. In the worst case, a merge can occur as many
times as the number of pages in a block.

Recently, a Superblock-based FTL algorithm has been proposed by Kang [6]. This
FTL combines a set of adjacent logical blocks into a superblock, and superblocks are
mapped at coarse granularity while pages inside the super block are mapped freely at
fine granularity to any location in several physical blocks. This algorithm is very
effective, and can be a good candidate solution for disk fragmentation problem, but it
requires too much space in the spare array of NAND flash memory. In case of MLC
type NAND flash memory, most of spare array is used for ECC (error correction
code).

For fragmentation of a NAND flash based FAT file system, Kim et al. proposed
the Anti-fragmentation cluster allocation scheme [7]. They were motivated by the fact
that the performance of flash storage is highly influenced by disk fragmentation, and
proposed a new cluster allocation method. The motivation is similar to ours, but the
methods are different. They tried to reduce fragmentation itself at file system level,
while we are trying to lessen the fragmentation effect by FTL optimization.
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In the study of Birrell in 2005, they mentioned that USB Flash Disks perform quite
poorly for random writes [11]. They revisited page mapping FTL algorithm to
enhance random write performance, but the algorithm is rarely available for many
cases because it requires too much resource. They did not distinguish fragmented
writes and random writes.

3 Fragmented Writes in Flash Storage

Many kinds of flash storage products are on the market, and most of them are used to
carry large multimedia files. For example, a flash based MP3 player contains MP3
files, and its most common use case is for copying MP3 files into the device. A user
may copy several Gigabytes of MP3 files into a device at a time, and its copying
speed may be the important criterion for the product quality. A personal Media Player
(PMP) is similar.

To understand the fragmentation effect, we have to analyze the write pattern of the
copy process. Fig. 2 shows the sector write pattern of the MP3 file copying process.
Fig. 2 (a) pattern is collected when 20 MP3 files are copied to the UFD (USB Flash
Disk) that is not fragmented at all. We can see that data sectors are sequentially
allocated and that several sectors, related to FAT file system metadata, are written
periodically. The number of file system metadata writes is under 1% of whole sector
writes. Fig. 2 (b) shows another pattern. In this case, the disk is fragmented little, and
we copied 40 files. We can see that the data writing requests are not sequential
anymore. If the storage is more fragmented, the write pattern will be more
fragmented.

The file copy process consists of two types of sector writes: user data writes and
file system metadata writes. The file system metadata writing pattern can be regarded
as a random pattern because the sectors are overwritten randomly. In the FAT file
system, the FAT table and directory entry table are metadata writes. However, the
portion of the metadata writes was less than 1% of whole sector writes. In the case of
Fig. 2, (a) and (b), metadata writing portions were 0.82% and 0.90% separately. The
other 99% of sector writes are for user data. Therefore, we can say that user data
writes are dominant for the file copy process.

User data writes can be classified into two patterns: a sequential write pattern and a
fragmented write pattern. A sequential write pattern is simple (Fig. 2 (a)). Data
sectors are sequentially written in this pattern. A fragmented write pattern is generated
because of disk fragmentation. When free spaces are fragmented, their writes must be
fragmented also. We can see this pattern in Fig. 1 (b).

To investigate the fragmentation effect in flash storage, we have defined the
fragmented write pattern formally. Until now, most of the benchmarks for disk
storage have used two patterns for performance measuring: a sequential write pattern
and a random write pattern. In a hard disk, a random write pattern can cover a
fragmented write pattern. However this is not possible in a flash storage device
because of the characteristics of flash memory. In flash memory, overwriting is not
physically possible, and it costs a great deal. Therefore, the fragmented write pattern
has to be divided from the random write pattern.
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Fig. 2. (a) Sector write pattern in copying 20 MP3 files into empty storage. (b) Sector write
pattern in copying 40 MP3 files into fragmented storage.

Fig. 3 shows that fragmented write pattern we have defined. It can be described as
a striped write pattern because it writes and skips alternately. We measured the
performance on several commercial flash storages with fragmented patterns. In our
experiments, 16 fragmentation sizes are used. We tested five kinds of products: 3
kinds of SDMMC cards, 8G ipod nano (Second generation), and 30G ipod video,
which has a hard disk inside, for comparison. For the test, we accessed UFD directly
without a file system and buffer cache. We used the Windows XP system and a
USB2.0 13 in 1 card reader from Transcend.

Fig. 4 shows the result of the fragmented read benchmark. We can see that read
performances are very stable regardless of fragmentation size. The small performance
degradation at 96Kbytes fragmentation is because of the USB protocol packet size
limitation. Because the limitation is 64Kbytes, 96Kbytes fragmentation causes
performance degradation.

Fig. 5 shows the result of the fragmented write benchmark, and we see severe
performance degradation. In the case of the Sandisk EXTREAMIII, its writing speed is
over 18Mbytes/sec without fragmentation, and it is slowed down to about 3Mbytes/sec
at 64Kbytes fragmentation. The ‘V’ marks are shown in all graphs. It is because of
FTL mapping unit size. In flash storage, FTL uses its own sector remapping algorithm.
Normally, FTL manages the mapping information in a certain unit, and when
fragmentation size is not aligned with the unit, performance is reduced.

Table 1 summarizes the performance degradation results. We can see that the flash
storage devices are more affected by disk fragmentation than the hard disk. The
performance of the ipod video is reduced to 68% and that of the ipod nano is reduced
to 16% of sequential write performance.

Table 1. The summary of performance degradation by 64Kbytes fragmentation

Products 64Kbytes fragmented performance (%)
Sandisk EXTREAM III 18%
PANASONIC PRO HIGH SPEED 35%
BUFFALO 34%
ipod nano 8G 16%
ipod video 30G (HDD) 68%
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4 Analysis of the Flash Fragmentation Effect

In section 3, we showed that flash storage is significantly influenced by disk
fragmentation, and this section analyzes the reason for the fragmentation effect in
flash storage.

4.1 NAND Flash Memory

There are two types of flash memory: NOR type flash memory and NAND type flash
memory. In this paper, we are mainly treating NAND flash memory because it is
normally used for data storage. NOR flash memory is used for code storage because it
supports an XIP (eXecute In Place) function.

Fig. 6 shows the overall structure of NAND flash memory. It consists of multiple
blocks, a block consists of multiple pages, and a page consists of two areas: the main
array and spare array. The size of the main array is 512 bytes / 2,048 bytes / 4,096
bytes depending on the device types and the size of spare array is 16 bytes / 64 bytes /
128 bytes, similarly. The main array is used to contain user data, and the spare array is
used for special purposes, such as ECC (Error Correction Code) and the initial bad
block mark [8] [9].

In a NAND flash memory, the read / write operation unit is a page. That is, we can
read and write NAND flash memory in a page unit. Meanwhile, a page can not be
overwritten and it requires an erasure operation beforehand to be updated. However,
the erasure operation unit is not a page, but a block, which is set of multiple pages.
Because of this mismatch, a special method is required to use NAND flash memory
like a hard disk.

block
|
128 pp ges main spare
array arra 5o
.. >
\zoRg 7
\ bytes 64 bytes
- - J -—— e ——— - - - - - - - - — —

NAND Flash Memory

Fig. 6. NAND flash memory structure. It consists of multiple blocks, and a block consists of
multiple pages. A page consists of a main array and spare array.
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4.2 Flash Translation Layer

To use flash memory like a hard disk, an FTL is developed [2]. Functionally, an FTL
provides an in-place sector update function which is not physically possible in flash
memory. For this purpose, the FTL uses a remapping technique internally with its
own algorithm. There have been several FTL algorithms, such as a page mapping
algorithm [2], block mapping algorithm [3], and hybrid mapping algorithm [10]. In
particular, the Log-block FTL algorithm [4] is very competitive. It shows good
performance with restricted resources.

4.3 Log-Block FTL Algorithm

A Log-block FTL algorithm is proposed by Kim for a compact flash system that has
restricted resources [4]. In the Log-block FTL algorithm, data sectors can be in two
types of blocks: a log block and a data block. The major difference between the two
block types is the page allocation policy. A log block uses the out-of-place policy and
a data block uses the in-place policy.

Fig. 7 compares two page allocation policies. The shadowed boxes of the figure
denote that the pages are occupied, and the numbers inside the boxes represent logical
sector numbers. In the in-place policy (Fig. 7 (a)), no mapping information is needed
because the sector position is fixed in a block. However, the updating process of a
sector is not easy because flash memory cannot be updated without block erasure. In
the out-of-place policy (Fig. 7 (b)), sectors are sequentially written in a block. It is
more efficient for updating a sector than the in-place policy, but additional mapping
information is needed to indicate where the logical sector is in a block. Log-block
FTL algorithm uses a small number of log blocks which use an out-of-place policy, as
a cache of a large number of data blocks which use an in-place policy, because the
out-of-place policy is more efficient for writing than the in-place policy, while the in-
place policy is better for memory usage than the out-of-place policy. Every write is
always done to a log block.

When a log block becomes full or a free block is required to make a new log block,
a merge operation occurs. There are three types of merges: full (or simple) merge,
switch merge, and copy merge. Fig. 8 shows three merges. When a log block can not
be a data block, a full merge occurs. A free block is allocated to be a new data block,
and its contents are copied from the old data block and log block. (Fig. 8 (a)). If a log
block is written sequentially and can replace old data block, it can be just a new data
block like Fig. 8 (b), and we call this merge “switch merge”. This merge just cause
one block erasure except block mapping information updates. With a switch merge
mechanism, the Log-block FTL algorithm can guarantee optimal write performance
for a sequential write pattern. Fig. 8 (c) shows the last merge, which is copy merge. It
is very similar to switch merge, but several pages need to be copied to make a new
data block with the log block. This merge occurs to make a free block. This algorithm
is a kind of cache algorithm. When sector write is requested, there may be a log block
for the sector or not. If there is already a log block and it has enough room, the write
operation can be done to the log block. However, if there is no log block for the
writing sector, a new log block has to be assigned. For the purpose, one existing log
block has to be merged as a victim, and copy merge may occur for the situation.
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(@) In-place policy (b) Out-of-place policy

Fig. 7. Page allocation policies: (a) in-place policy and (b) out-of-place policy. For purpose of
discussion, we assumed a block consists of 4 pages.
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Fig. 8. Three merges: (a) full (simple) merge (b) switch merge, and (c) copy merge: the cost of
full merge is highest and the cost of switch merge is lowest

5 Page Padding Method

In this section, we propose a page padding method to lessen the fragmentation effect.
The idea of the page padding method is simple. It changes a fragmented write pattern
to a sequential write pattern by padding existing data because most of the FTL are
optimized to sequential writes.

5.1 Page Padding Applied Log-Block FTL Algorithm

A fragmented write pattern causes full merge instead of switch merge if
fragmentation size is smaller than a block. Fig. 9 compares sequential writes and
fragmented writes. In both cases, eight sector writes are requested, but the FTL costs
are quite different. In case of Fig. 9 (a), eight page writes and two block erasure are
required to process eight sector writes by two switch merges. In case of fragmented
writes (Fig. 9 (b)), eight page writes have been done to log blocks and an additional
four full merges occur because the number of log blocks is restricted. In this example,
one full merge requires four page reads/writes and two block erasures. Therefore, 24
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page writes (8 writes for log block writing, 16 writes for 4 full merges), 16 page
reads, and 8 block erasures are required to process 8 fragmented sector writes.

Because of this FTL mechanism, we can explain the performance degradation of
fragmented flash storage. Of course, there may be various kinds of FTL algorithms,
but the situations are not far from this case.
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Fig. 9. Fragmented writes and the Log-block FTL algorithm: (a) For sequential writes, switch
merges occur. (b) For fragmented writes, log blocks are changed to out-of-place state and full
merges will occur for these log blocks.
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The idea of page padding is changing the fragmented write requests into sequential
write requests. That is, if there is a hole in user writing requests, the FTL can fill the
hole with the original data. Fig. 10 shows the example of page padding in a Log-block
FTL algorithm. In this example, two more page writes are required, but the log block
can be merged by switch merge. That is, in total, 16 page writes, 8 page reads, and 4
block erasures are required to process severely fragmented 8 sector writes. The result
is about double of the cost of sequential writes. That means the performance of
severely fragmented storage will be just 50% of original performance.

5.2 Performance Modeling

To simplify the modeling, we ignore the map block updating cost. For sequential
writes, switch merges occur, and its cost can be described like equation (1). tye 1S time
for page writing, N,,, is number of pages in a block, and tey is block erasure time.

n is related to testing size. If the size of a block is 128Kbytes and we want to write
1Mbytes to test, then n will be 8. That is, 8 switch merges will occur for 1Mbytes
sequential writes when a block size is 128Kbytes.

N, )+1,..) (1)

Similarly, we can create the equation for fragmented writes. For generalization, we
assume half of block is fragmented. Because of fragmentation, twice the number of
blocks are affected by the same number of sector writes. In equation (2), (1/2Npgtyrice)
means log block writing cost, and (Npg(tyritettread)+2tease) Mmeans full merge cost.
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We can also generate an equation for page padding in an applied case. In equation
(3), (1/2Npgtyrice) is log block writing cost, (1/2Npe(twritettread)) 1S page padding cost,
and te, 1s switch merge cost.
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With the three equations, we can calculate the cost of fragmented writes. Table 2
shows the calculation results. From these results, we can see that page padding increases
the performance of fragmented writes by 150% compared to the original algorithm.

Table 2. Performance modelling result for NAND devices

NAND Types Npg twrite trt:ad terase (1) (2) (3) (1) : (2) : (3)
Small SLC 32 200us 15us 2ms  8400n 24160n 17280n 1:2.88:2.06
Large SLC 64 200us 20us 1.5ms 14300n 23960n 29880n 1:3.07:2.09
Large MLC 128 800us 50us 1.5ms 103900n 323000n 214200n 1:3.11:2.06
OneNAND 64 220us 30us 2ms 16080n 50080n 34080n 1:3.11:2.12
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6 Experiments

We implemented a prototype of a Log-block FTL algorithm on a NAND flash
emulator, and applied a page padding technique. We tested the same fragmented write
pattern in Fig. 5 for the original Log-block FTL algorithm and page padding technique.
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Fig. 11. Merge count: (a) Merge counts of the original Log-block FTL algorithm (b) Merge
counts of the page padding applied algorithm
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Fig. 12. Experimental result for fragmented writes
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Fig. 11 shows the merge counts of the two cases. In the original algorithm (Fig. 11
(a)), only full merges occur for a 64Kbytes fragmentation test. For the same test, the
page padding technique changes the full merge into switch or copy merges like
Fig. 11 (b). Because the cost of full merge is much higher than switch / copy merge,
the overall performance of the page padding added algorithm is better than the
original algorithm.

Fig. 12 compares the performances. From the graph, we can see that page padding
lessens the disk fragmentation effect to 48% of sequential write performance. Without
a page padding technique, the performance is reduced to 32% of the original.

7 Conclusion

In this paper, we show that disk fragmentation reduces the performance of flash
storage, and that the reasons are from the characteristics of flash memory and FTL.

Until now, a sequential and a random write pattern have been used to measure the
performance of disk storage. But for flash storage, a fragmented write pattern is also
important.

We also proposed a page padding method as an FTL level optimization algorithm
for fragmented flash storage. We applied the method to a Log-block FTL algorithm,
and we show 1.5 times better performance than the original algorithm in highly
fragmented flash storage. Although we have applied the method only to a Log-block
FTL algorithm, this technique can be applied to any other FTL algorithm, and it will
be effective. Conceptually, a page padding technique is a method for changing the
fragmented writes to sequential writes, and most FTLs are highly optimized to
sequential writes.

Additionally, the fragmentation effect will be more important as NAND flash
memory block size becomes bigger. The block size of small block NAND flash
memory, the oldest NAND type, is 32Kbytes, and the most recent MLC NAND flash
memory has a 512Kbytes block size. If a block becomes bigger, the possibility of
fragmentation becomes also bigger.
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Abstract. Using the standard Object-based Storage Device, OASIS has
been developed as a cluster filesystem. Like the most of existing out-of-
band cluster filesystems using ODSs, the OASIS could not support the
extended remove UNIX semantics to defer the remove of an inode until
the uses of the inode in all client nodes are finished. This nonsupport
generates the problems that it does not protect users to make use of the
deleted inode and does share an inode of a deleted directory entry with
a newly created entry, which is due to client node’s VFS to support the
remove UNIX semantics. To resolve these problems, this paper proposes
the re-designed OASIS to perform an inode deletion until its uses are
finished by extending the existing lock table for cache coherence. The
suggested approach can support the remove UNIX semantics in the dis-
tributed environment and easily be adopted in the existing out-of-band
cluster filesystems if using their locking mechanism.

1 Introduction

As the amount of data is increasing rapidly, distributed filesystems have to store
and manipulate the large amount of data. However, the increasing data are push-
ing the bounds of distributed filesystems using traditional block-based storage
devices performance and scalability.

As a new interface, Object-based Storage Device (OSD) has been announced
to perform object-based I/Os unlike the traditional block-based reads and writes
[1L2]. The object-based storage device can easily be adopted in the out-of-
band architecture, which enables the separation of metadata management from
the data path (e.g., OASIS, Lustre, ActiveSacle Storage Cluster, zF'S, Storage-
Tank) [34LEL6L7]. This separation can obtain the better performance and scal-
ability than in-band distributed filesystems (e.g., NFS, Coda, AFS, and so on).

The out-of-band architecture generally consists of metadata server, client
kernel-level filesystem, and OSD. The metadata server serves metadata-related

* This work was supported by the IT R&D program of MIC/IITA. [2007-S-016-01, A
Development of Cost Effective and Large Scale Global Internet Service Solution].

O. Gervasi and M. Gavrilova (Eds.): ICCSA 2007, LNCS 4705, Part I, pp. 178-[I88] 2007.
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requests from client nodes. On other hand, the client filesystem runs on the client
nodes and presents users with the POSIX API through VFS (Virtual File Sys-
tem) by cooperating with a metadata server and object-based storage devices.

When an user issues a deletion of a directory entry (e.g., file, directory, symbol
or hard link, etc), a local file system running on VFS typically performs the
deletion of the directory entry to separate the deletion of the directory entry
itself and the deletion of its inode. In other words, a directory entry deletion
is immediately performed according to an user request, but its allocated inode
will be deleted after all uses of the inode are finished, so-called UNIX remove
semantics. Because this VFS deletion strategy enables user processes to access
an inode of a deleted directory entry without considering whether the inode is
removed or not.

In the cluster filesystems using OSDs, a metadata server creates and deletes
an inode of a directory entry according to client node requests. On other hand, a
client filesystem has to follow the deferred inode deletion. When a user filesystem
delivers a deletion request to a metadata server, a metadata server should remove
a directory entry as well as its inode, even though client filesystems are using the
inode. If a client node using the inode tries to modify it, it writes a non-existent
inode data at the metadata server, and then receives an unhandled error. More-
over, if another user creates a new directory entry, the metatadata server has
much possibility to return the previously released inode and the client filesystem
can not get the newly created inode from the mdatadata server because it already
cached it. This situation generates the following problems in the client filesys-
tem. The first one is for the client filesystem to connect two or more directory
entries to the deleted inode and users to use these entries in the wrong way.

The second problem is that a client filesystem can possibly overwrite the
invalid inode data of a deleted directory entry into the valid inode managed by a
metatadata server. In this paper, we propose the new OASIS cluster filesystem
to efficiently support UNIX remove semantics in the out-of-band architecture by
extending the cache coherence facilities of an existing OASIS cluster filesystem.
The meatadata server of OASIS is re-designed to delete an inode after all uses
of the inode are finished using a lock table for cache coherence. To prevent
a remove request from a metadata server, a client filesystem has a converter
to change a remove-related request into a rename one. The most of existing
distributed filesystems have faced the same problems and made efforts to solve
them. However, they have tried to solve the problems without supporting the
remove UNIX semantics and could not fix all of them. For instance, a client
filesystem always check cached inode’s generation number with the original inode
in its file server whenever the cached inode is read and written to its file server.
But this method cannot protect users to use a deleted inode.

Since providing the UNIX remove semantics in a distributed environment, the
new OASIS cluster filesystem can resolve the problems as mentioned before, and
provide users with the true UNIX semantic cache coherence as if they use local
filesystems.



180 S. Lee et al.

The remainder of the paper is organized as follows. First, we briefly overview
an OASIS cluster filesystem at the cache coherence point of view. Section
describes how the UNIX remove semantics work in the environments of both the
local and the distributed filesystem respectively. We illustrate examples to figure
out the problems unless supporting UNIX remove semantics, and then suggest
a procedure and its implementation based on OASIS to support UNIX remove
semantics in section @l Finally, a conclusion is given in section Bl

2 Cache Coherence on OASIS

OASIS is a cluster filesystem using OSDs which satisfy the standard OSD SCSI
T10 protocol [3]. OASIS was designed and implemented to achieve high scala-
bility over Gigabit Ethernet network fabric by adopting the out-of-band archi-
tecture. In addition, it supports the high reliability to handle the single points
of failure. OASIS consists of the following three components.

— OASIS/OSD is an object-based storage device to manage objects and serves
SCSI OSD commands through iSCSI protocol.

— OASIS/MDS is a metadata server to manage the total metadata of an OA-
SIS and processes requests of filesystem namespace (e.g., look up, read dir,
create, unlink, rename, etc). It makes client requests serialized and provides
the strong cache coherency (UNIX semantics) on all client nodes.

— OASIS/FM is a kernel-level client filesystem to run on the client nodes to
take advantage of OASIS. It gives users the standard POSIX interface. So
users make uses of OASIS like a local filesystem.

OASIS was designed to support the strong cache coherence level. It uses the
inode granularity locks which are managed by the OASIS/MDS server. The lock
type is one of INVALID, S(Shared), and X(eXclusive).

— INVALID : cached but invalid inode data with no permission
— S : cached and valid inode data with S permission
— X : cached and valid inode data with S and X permissions

The lock table of OASIS/MDS is comprised of a series of lock entries. Each
entry has an inode identifier, the list of client node IPs to cache its inode, and
the lock type (i.e., INVALID or S or X).

Figure 1 illustrates for OASIS/MDS how to keep tracks of who caches which
inode using its lock table. When a client node tries to cache an inode to use it, its
OASIS/FM makes an inode read request to OASIS/MDS and then OASIS/MDS
adds a requester’s IP address to the lock entry corresponding to the inode iden-
tifier with S lock type. If the inode data is released from the VFS cache of a
client node, its OASIS/FM sends information about not caching the inode and
then an OASIS/MDS deletes the sender’s IP address from the corresponding
lock entry.
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For cache coherence, before OASIS/FM of a client node performs a namespace
and inode-related operation, it checks there exits the corresponding inode lock
type in its local lock table. If so, it can deliver directly the operation to OA-
SIS/MDS. Otherwise, it has to request an inode lock with a type corresponding
to the operation.

If a lock conflict happens (e.g., one client node requests X and the others
obtained S or X before), OASIS/MDS tries to resolve the conflict by sending
revocations to the client nodes registered in its lock table entry. The client nodes
take necessary actions to release its owning lock, which will be set into INVALID
after the revocations.

Client Node
OASIS/FM OASIS/MDS
Lock table
> Inode ID #0 || the list of clients |type
[ inode ] read an inode . register (inode ID #1 || the list of clients |[type
VFS cache

[ % ] destroy an inode from cache |/ unregister

Inode ID #n " the list of clients |type|

create and delete objects of a directory entry

A 4

@

OASIS/0SD

Fig. 1. OASIS operational flow for cache coherence

3 Related Works

3.1 Definition of Remove UNIX Semantics

The inode is a data structure to store all information needed by the filesystem to
handle a directory entry, which is used by connecting it with the corresponding
inode.

When a directory entry is deleted in local UNIX filesystems, its inode’s re-
moval is deferred until the inode is not used anywhere. It is due to the VFS
inode remove strategy. The figure 2 is an example in an UNIX system about a
situation that an Appl process reads or writes an inode of a directory dentry and
the remove request of the entry arrives. Until an App2 process stops the inode
use, a filesystem does defer the inode deletion.

Remove UNIX semantics enables user processes to perform an I/O on an inode
without caring about if an inode is deleted by the other processes or not.
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Fig. 2. Remove UNIX semantics

3.2 Remove UNIX Semantics in a Distributed Filesystem

In distributed file systems, ideal remove semantics is to follow local filesystem’s
remove UNIX semantics, which means that an inode remove is deferred in a
client node until all uses by all client nodes are finished.

The Figure 3 is an example of the remove UNIX semantics in a distributed
environment. A remove request of a directory entry occurs on one client node
when an Appl process is reading or writing an inode on another client node. Until
an Appl process finishes the inode usage, the inode will be not not destroyed.

Similar to the remove UNIX semantics within a local filesystem, a distributed
filesystem to support the remove UNIX semantics allows users to operate the
inode of a deleted directory entry.

3.3 Existing Distributed Filesystem’s Approaches

The most of existing distributed filesystems do not support the remove UNIX se-
mantics. Because it might be complex to design and implement this mechanism.

A widely used NFS (Network File System) is a typical example not to sup-
port the remove UNIX semantics like AFS and Coda. When a process deletes a
directory entry, an NFS client sends a remove request to its NFS server, which
removes the directory entry as well as its inode. If another NFS client is using
the inode, it might return an error.

Like GF'S (Google File System) and HDFS (Hadoop Distributed File System),
out-of-band distributed filesystems are designed to support partially the remove
UNIX semantics [8[0]. When a directory entry is deleted by the application,
they rename the entry to a hidden name including the deletion timestamp, so-
called garbage. Garbage collectors of these filesystems remove such hidden files
if they have existed for more than a given interval. This approach can be simply
implemented, but many deleted but not used inodes might be accumulated,
which leads to the waste of storage space.

StorageTank of IBM was designed to support the UNIX removal semantics us-
ing a specialized method such as semi-preemptible lock [7]. The semi-preemptible
lock lets a client node’s directory entry remove to be blocked until its directory
entry’s uses are finished anywhere. However, this method is not able to support
the true semantics of UNIX remove in that a directory entry can not be deleted
immediately.
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Fig. 3. Remove UNIX semantics in a distributed filesystem

4 OASIS’s UNIX Remove Semantics

4.1 OASIS Chaos Without UNIX Remove Semantics

OASIS has two kinds of problems unless it supports the UNIX remove seman-
tics. The first is that users can access the inode of an already-deleted directory
entry if the inode is already removed in OASIS/MDS. This causes when a client
filesystem to write a non-existent inode data at OASIS/MDS and receive an
unhandled error from OASIS/MDS.

The second problem is to share a single inode in the inconsistent way. This
problem is generated because OASIS/FM based on VFS supports the UNIX
remove semantics but OASIS/MDS does not support it. If a client node uses a
created directory entry, it tries to connect the directory entry to the inode which
was already deleted in OASIS/MDS but cached in the client node. Moreover, a
client node could overwrite the already-deleted inode data in its VFS cache into
the valid inode managed by OASIS/MDS.

In order to explain the second problem, this section will suggest two examples.
As given in Figure 4, the first example of the inconsistent inode sharing problem
happens in a single client node. When an Appl is using an a.txt, one OASIS/FM
sends a deletion request to OASIS/MDS if another process issues a deletion of
the a.txt. The OASIS/MDS removes an a.txt directory entry as well as its inode.

After that, to create a new b.txt, OASIS/FM delivers the creation request to
the MDS, which will generate a b.txt and allocate a new inode for one. The newly
allocated inode might be the most recently released inode (i.e., an a.txt’s inode)
by the inode allocation and de-allocation strategy of the most local filesystems
(e.g., EXT2, EXT3, XFS, etc).
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a.txt
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Fig. 4. Inconsistent inode sharing problem on single client

iget(12345)
read/write /' (1) (6)

After a client node receives the success for a b.txt creation from OSIS/MDS,; it
tries to get a newly allocated inode from OASIS/MDS. However, the client node
is not able to obtain the new inode data of the b.txt from OASIS/MDS because
there is already an inode data in its VFS cache. So the client node shares an
inode for an already-deleted a.txt and a b.txt in the inconsistent way.

The second example, as given in Figure 5, describes an occurrence in two
client nodes. An Appl in client node #1 is using the inode of an a.txt and another
process in the same node makes a request to delete the a.txt to OASIS/MDS.
Even though the client node #1 is making use of the inode of a deleted a.txt,
OASIS MDS would remove the inode of the a.txt file.

In other hand, client node #2 tries to make a new b.txt. OASIS/MDS adds
the d.txt and connects the directory entry with a newly allocated inode, which
might be the recently released inode (i.e., a.txt’s inode).

After that, client node #2 looks up a b.txt dentry, and OASIS/MDS returns
the inode number of a new b.txt. But the client node #1 fails to obtain a new
inode data of a b.txt from OASIS/MDS. Because there is already the cached
inode data about a deleted a.txt. Finally, client node #1 node shares one inode
data for an a.txt and a b.txt in the wrong way.

4.2 OASIS Approach to Support Remove UNIX Semantics

For cache coherency OASIS/MDS should keep tacks of who caches which inode
in its VF'S cache using its lock table. So, OASIS/MDS can detect when all client
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Fig. 5. Inconsistent inode sharing problem on multiple clients

nodes do not cache each inode just by checking whether the list of clients in its
lock table entry is empty or not. At this time, if OASIS/MDS instead of client
nodes deletes an inode and sends a deletion command of objects for the inode
to OASIS/OSDs as well, it is guaranteed that all clients can make safe use of
the inode.

For OASIS/MDS to perform all inode deletions, OASIS/FM has to convert
a remove command call into a rename one and then sends it to OASIS/MDS.
The converted rename command is moved to a designated directory, named a
.removed directory, to which no clients are permitted to access. Its result gives
user the same result of an remove command. The procedure to delete an inode
by OASIS/MDS is described in Figure 6.

1. To use a den directory entry, client node #1 and #2 read an inode data with
id (i.e., identifier) from OASIS/MDS.

2. When a user issues a request to remove a den in client node #1, OASIS/FM
running on the client node #1 converts the remove request into a rename one
such as rename(den, .removed/ofs xxx) and delivers the converted request to
an OASIS/MDS through RPC.

3. OASIS/MDS performs a rename request from client node #1, and sends the
same rename request to all client nodes (i.e., client #2) registered in its lock
table.

4. Client node #2 performs rename(den, .removed/ofs xxx) if using the den.

5. When client node #1 and #2 destroy a cached inode data, OASIS/MDS
is notified from these clients, and then deletes the corresponding client’s
registration of its lock table.
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Client Node #1 OASIS/MDS (Mata Data Server) Client Node #2
read inode(id)——  register client #1 at lock table

register client #2 at lock table 4———— read inode(id)
unlink (den)

convert unlink(den) into
rename (den .removed/.ofs_xxxx)

call rename (den, .removed/.ofs_xxxx)
perform
rename (den, .removed/.ofs_xxxx)

call rename to clients perform
rename (den, .removed/.ofs_xxxx)

in its VFS cache

. . release inode(id,
unregister client #2 at lock table 4——— (ia)
from VFS cache

release inode(id)

—_— unregister client #1 at lock table
from VFS cache

delete den and its inode

Fig. 6. Procedure to support UNIX remove semantics

6. Whenever OASIS/MDS unregisters a client node from its lock table, it checks
if the client node list of the corresponding lock table entry is empty or not
and if a directory entry of the inode is located in a .removed directory. If so,
OASIS/MDS removes objects in OASIS/OSDs and then a renamed directory
entry (i.e., .removed/ofs xxxx) and its inode.

In order to implement the procedure described previously, OASIS/MDS and
client filesystem on client nodes are designed as described in Figure 7. OA-
SIS/MDS has the following things to implement the proposed procedure.

— The entry of OASIS/MDS’s lock table is extended so that it has an additional
field such as flag to indicate that an inode was one of a renamed directory
entry to a .removed directory.

— The deferred remover is added to check if the client list of a lock table entry
is empty and the flag field is set whenever OASIS/MDS unregisters a client
from its lock table. If so, it deletes a renamed directory entry and its inode
as well as its objects located in OASIS/OSDs.

The client node’s filesystem has two additional things compared to Figure 1.

— The remove to urename converter plays a role to change remove-related com-
mands (i.e., unlink, rmdir, rename) into rename ones to a .removed directory.
It generates a unique renamed directory entry name by concatenating a
directory entry’s inode identifier, its own IP address, and an incremented
number.
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Fig. 7. Structure of OASIS to support UNIX remove semantics

— The ofs clean thread as a garbage collector finds and destroys the unused
cached inodes which have been already renamed to a .removed directory.
Without this cleaner, the deleted but temporarily renamed inodes could
continue to stay in the .removed directory and occupy much space of a client
node’s cache.

5 Conclusion

As an alternative to a traditional block-based storage device, OSD has emerged
to perform object-based 1/Os in the storage world.

Based on the standard compliant OSDs, OASIS has been developed to get high
scalability and performance and to provide the strong cache coherence among
client nodes using inode-granularity locks.

All local filesystems based on VFS support the UNIX remove semantics to
protect processes using the inode of a deleted directory entry. On the other hand,
the most of existing distributed filesystems with OASIS could not support the
UNIX remove semantics and had faced problems originating from this unsupport.
They made efforts to resovle them but could not do all of these problems, which
is due to the unsupport in a distributed environment.
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This paper proposes a mechanism to support UNIX remove semantics in the
out-out-band architecture. Our proposed mechanism is deviced simply to use
OASIS cluster fliesystem’s cache coherence facility, and hence can be easily de-
ployed in the existing out-of-band distributed filesystems.
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Abstract. Some index structures have been redesigned to minimize the cache
misses and improve their CPU cache performances. The Cache Sensitive B+-
Tree and recently developed Cache Sensitive T-Tree are the most well-known
cache conscious index structures. Their performance evaluations, however,
were made in single core CPU machines. Nowadays even the desktop com-
puters are equipped with multi-core CPU processors. In this paper, we present
an experimental performance study to show how cache conscious trees perform
on different types of CPU processors that are available in the market these days.

1 Introduction

Modern desktop computing environment has been in on-going evolution in terms of
its architectural features. Two of the most noticeable features in last few years may be
observed in areas of main memory and CPU.

Random access memory becomes more condensed and cheaper. Nowadays it be-
comes common to equip a new PC even for home uses with 1 giga bytes or more of
random access memory'. A recent launch of new PC operation system” has acceler-
ated the minimal memory requirement for a system. Such a trend that PCs need and
therefore are equipped with more amount of memory than ever before is expected to
last for a while.

As a hardware system contains larger amount memory, it becomes feasible to store
and manage database within main memory. Researchers have paid attention to various
aspects of main memory databases. The index structure for main memory is one area in
which T-Trees were proposed as a prominent index structure for main memory [9]. In
[12,13], Rao et al claimed that B-Trees may outperform T-Trees due to the increasing
speed gap between cache access and main memory access. CPU clock speeds have

* Corresponding author.

! For example, Hewlett-Packard and Dell, two leading companies with respect to the world-
wide PC market shares, recommend their customers to have at least 1 GB memory for their
middle-line home desktop computers. See http://www.shopping.hp.com/ or http://www.dell.
com/.

2 Windows Vista™, http://www.microsoft.com/windows/products/windowsvista
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increased at a much faster rate than memory speeds [1,4,11]. The overall computation
time becomes more dependent on cache misses than on disk buffer misses.

In the past we considered the effect of buffer cache misses to develop an efficient
disk-based index structure. The same applies to the effect of cache misses. A design of
index structure with regard to its cache behavior may lead to the improvement in terms
of cache hits. A most well-known cache optimized index structure for main memory
database systems has been CSB+-Trees (Cache Sensitive B+-Trees) [13], a variant of
B+-Trees. Recently, Lee et al [10] claimed that T-Trees index may be also redesigned
to better utilize the cache, and they introduced a new index structure CST-Trees
(Cache Sensitive T-Trees). In their experiment, CST-Trees outperform CSB+-Trees on
searching performance and also show comparable performance on update operations.

A feature in a contemporary CPU architecture comes along with the industry that
has launched multi-core CPU microprocessors in the market. It has been only about
one year since the first dual-core PC processor was introduced in the market. Very re-
cently, two leading manufacturers in the industry again announced that their upcoming
processors will be redesigned to double the number of cores within a processor’. Ex-
perts expect that we will have eight-or 16-core microprocessors in a near feature [8,7].
The trend concurs in the industry that manufactures processors for workstations and
server-levels as well>®. What it has meant to the software research community is to in-
vestigate the performance impact that a multi-core processor may offer, and to change
the software architecture to exploit a higher performance benefit of the design of new
processor. The database community is one of the early birds which found the trend
[2,8].

In this paper, we provide an experimental study to show how the traditional index
structures and recently developed cache conscious versions actually perform in modern
computer environments. We conduct the experiment to check the performances of T-
Trees, B+-Tress, CST-Trees, and CSB+-Trees, on contemporary available computer
systems equipped with single-core and multi-core CPUs.

In short, the experimental result shows that cache conscious designs for index struc-
tures may achieve the performance gain in hardware systems with multi-core CPUs as
they do in hardware systems with single-core CPUs. The experiment is worthy not
only because we show the empirical study in a real modern hardware system equipped
with brand new CPU configuration, but also because the result may be used in future
as an comparable source to an analytical model of cache index structure.

The rest of this paper is structured as follows. In Section 2 we present the related
work on cache conscious tree index. The cache conscious B+-Trees and the original T-
Trees are briefly introduced for explanation purpose. We also provide a structural
sketch on cache conscious T-trees. In Section 3 we present a recent trend on CPU
technology and illustrate an architectural view of multi-core CPU processor. In Section
4 we present the experimental performance study of four competitors: T-Trees, B+-
Tress, CST-Trees, and CSB+-Trees. And finally, conclusions are drawn in Section 5.

? Intel Ignites Quad-Core Era, http://www.intel.com/pressroom/archive/releases/20061114comp. htm

* AMD Details Native Quad-core Design Features, http://www.amd.com/us-en/Corporate/
VirtualPressRoom/0,,51_104_543_544~115794,00.html

3 IBM PowerPC Microprocessor, http://www.chips.ibm.com/products/powerpc/

® Sun Microsystems, Inc.: UltraSPARC Processors, http://www.sun.com/processors/
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2 Background

2.1 Related Work on Index Structures

Most widely used tree-based index structures may include B+-Trees, AVL-Trees, and
T-Trees [9]. B-Trees are designed for disk-based database systems and need few node
accesses to search for a data since trees are broad and not deep, i.e., multiple keys are
used to search within a node and a small number of nodes are searched [6]. Most da-
tabase systems employ B+-Trees, a variant of the B-Tree.

In [12,13], Rao et al showed that B+-Trees have a better cache behavior than T-
Trees, and suggested to fit a node size in a cache line, so that a cache load satisfy mul-
tiple comparisons. They introduced a cache sensitive search tree [12], which avoids
storing pointers by employing the directory in an array. Although the proposed tree
shows less cache miss ratio, it has a limitation of allowing only batch updates and re-
building the entire tree once in a while. They then introduced an index structure called
CSB+-Tree (Cache-Sensitive B+-Tree) that support incremental updates and retain the
good cache behavior of their previous tree index structure [13]. Similar to their previ-
ous tree structure, a CSB+-Tree employs an array to store the child nodes, and one
pointer for the first child node. The location of other child nodes can be calculated by
an offset to the pointer value.

The AVL-Tree is a most classical index structure that was designed for main mem-
ory [6]. It is a binary search tree in which each node consists of one key field, two (left
and right) pointers, and one control field to hold the balance of its subtree (Figure 1-
(a)). The left or right pointer points the left or right sub-trees of which nodes contain
data smaller or larger than its parent node, respectively. The difference in height be-
tween the left and right sub-trees should be maintained smaller or equal to one.

The major disadvantage of an AVL-Tree is its poor storage utilization. Each tree
node holds only one key item, and therefore rotation operations are frequently per-
formed to balance the tree. T-Trees address this problem [9]. In a T-Tree, a node may
contain n keys (Figure 1-(b)). Key values of a node are maintained in order. Similar to
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Fig. 1. (a) AVL-Tree (b) T-Tree : The node structure of AVL and T-Trees
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an AVL-Tree, any key stored within a left and right sub-tree should be smaller or lar-
ger than the least and largest data of a node, respectively. The tree is kept balanced as
for the AVL-Tree.

2.2 Cache Sensitive T-Trees

T-Trees are not so cache sensitive either as the following reasons [10]. First, cache
misses are rather frequent in that a T-Tree has a deeper height than a B+-Tree, and that
it does not align the node size with the cache line size. Secondly, a T-Tree uses only
two keys (maximum and minimum keys) for comparison within the copied data in
cache while a B+-Tree use llog,nl keys that are brought to the cache for comparison.

In [10], Lee et al modified the original T-Tree to improve the cache behavior and in-
troduced a CST-Tree (Cache Sensitive T-Tree), which is a n-way search tree consisting
of node groups and data nodes. Figure 2 shows a node structure of CST-Trees.

A CST-Tree consists of data nodes and node groups. A data node contains keys
while a node group consists of maximal keys of data nodes. Each node group is a bi-
nary search tree represented in an array. It works as a directory structure to locate a
data node that contains an actual key. The size of the binary search tree is not big and
great portion of it may be cached. More importantly, the cache utilization can be high
since every search needs to explore the tree. The child node groups of a node group are
stored contiguously as well. A CST-Tree is balanced by itself, and a binary search tree
of any node group is also balanced. As recommended in [3,5,12], in a CST-Tree the
size of each node group is aligned with cache line size, so that there will be no cache
miss when accessing data within a node group.
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Fig. 2. The node structure of CST-Trees

3 Trends in CPU Processor Technology

Over the past decade, processor speeds have drastically increased according to
Moore’s law, while DRAM speeds have not. Memory latency tends to decrease by
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half every six years [2]. This incurs a so-called memory wall problem that causes a
processor to keep waiting more time for the completion of main memory access. The
processor utilization becomes much less as it runs a program with lower memory or
cache locality. A noticeable change appears in a processor design. The clock speed
growth is no longer high, i.e., it hits a wall two years ago [14], while the number of
transistors on a processor continues to climb, i.e., it doubles every 18 months [2].
Another trend is to let a processor enable higher level of parallelism without compen-
sating power constraints. Then major CPU manufactures have shifted their processor
designs toward chip multiprocessors (CMPs).

While some early CMPs employed private per-core cache designs, more recent ones
employed shared last-level on-chip caches [7]. Sharing a cache may provide the multi-
ple threads with more flexible allocation of the cache space, and is also expected to
achieve higher performance when cores share data. Figure 3 illustrates an architectural
view of a multi-core processor which shares a cache located outside the cores yet on
the processor chip. Note that a processor in the figure is dual-core, i.e., the number of
cores in a processor chip is 2, and the last-level on-chip cache is L2. As mentioned in
Introduction, the industry recently began to deliver 4-core processors and also proces-
sors with L3 shared.

Database research community has already begun to explore higher performance
that might be offered by new multi-core processors. Ailamaki et al’s tutorial [2]
provides a good survey on the modern architecture of commodity processors and
related issues on database systems. In their previous work [1], they perform the ex-
periment to analyze the query execution time by several commercial DBMSs. From

Microprocessor
CPU Registers Li-cache |COre-1

Physical memory

CPU Registers Li-cache A
Core-2
Memory access
speed 1clk 10clk 1000clk slowe;
(wrt clock cycle)
larger
Memory >
capacity 64k 1M to 4M 1GBto 1TB

Fig. 3. Architectural view of a multi-core processor (dual-core in this figure) and its memory
hierarchy’

7 Actual memory speeds and capacities vary from a processor to another. We referenced
Ailamaki et al’s report [2], and two recent dual-core microprocessor product lines: Intel®
Core™2 Duo Processors and AMD Opteron™ Processors.
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the results they suggest that database developers need to pay more attention to
optimize data placement for L2 cache, rather than L1, because L2 data stalls are a
major component of the query execution time. The hardware systems that they per-
formed the experiment all contain single-core processors, although they are the most
up-to-date by then. Their suggestion is still valid by now or becomes more important
in a sense that we now have larger speed gaps between processor clock and memory
in most hardware systems.

4 Performance Evaluation

4.1 Experimental Environment

We performed an experimental comparison of the B+-Trees, T-Trees, and their cache
conscious versions CSB+-Trees and CST-Trees. For the performance comparison, we
implemented all the methods. For the implementation of CSB+-Trees and T-Trees, we
referred to the sources [9, 13] that are proposed by the original authors. For the im-
plementation of CST-Trees, we referred to the source [10] that we previously built.
Originally, the source codes were built and tested on Sparc machines, and therefore
we should modify some codes accordingly to the hardware platforms that were
equipped with multi-core CPUs.

The hardware platforms that we chose for experiment are listed in Figure 4°. Both
machine A and B are equipped with one dual-core CPU microprocessors of which ar-
chitectures are different and manufactured by different corporations. The CPU proces-
sor contained in machine-A employs a shared L2 cache while one in machine-B em-
ploys separate L2 caches per core. Note that for comparative study we performed our
experiment on hardware machines with single-core CPU as well. Both machine C and
D are equipped with single-core CPU processors. Machine-C has one processor while
machine-D has two processors.

We implemented all the codes in C, and the programs were compiled and built by
GNU cc compiler, which are available for every platform that we used in the experi-
ment. For the performance comparison, we implemented all the methods including T-
Trees, CST-Trees, B+-Trees, and CSB+-Trees. All the methods are implemented to
support search, insertion, and deletion.

In the original CSB+-Tree, node groups are allocated dynamically upon node split.
Memory allocation calls can be saved if we pre-allocate the space for a full node group
whenever a node group is created. CST-Trees also adopt a scheme to pre-allocate the
whole space for a node group. In order to conduct a fair performance comparison, we
also implemented a variant of CSB+-Trees in which the whole space of a node group is
pre-allocated when keys are inserted. In our insertion experiment, we call it CSB+-
(full), while we call the original CSB+-Tree as CSB+-(org). For deletion, we used
“lazy” policy as it is practically used [13,10].

8 We used a free-software to check the details of chipsets employed in machine A, B, and C.
The program is available at http://www.cpuid.com/, and the version we used is v1.39.
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Fig. 4. The CPUs and their cache specifications of four different machines that are used in the
experiment’

In order to measure the number of CPU cache misses, we used the Valgrind de-
bugging and profiling tool for Linux operating system and the Performance Analysis
Tool for Sun operating system.'® We only considered the L2 level cache misses as in
[13,10].

In all experiments we set the keys and each pointer to be 4 bytes integers and 4
bytes. All keys are randomly chosen as integer values of which ranges are from 1 to 10
million. The keys are generated in advance before the actual experiments in order to
prevent the key generating time from affecting the measurements. The node sizes of all
the methods are chosen to 64 bytes, same to the cache line size of each machine, since
choosing the cache line size to be the node size was shown close to optimal [12, 13,
10]. We repeated each test three times and report the average measurements.

° Note that we do not include the actual model names of the microprocessors, since the pur-
pose of our experiment is not to reveal the precise benchmark of each microprocessor.

!0 The versions that we used are the Valgrind 3.2.3 and the Sun ONE Studio 8. The Valgrind is
freely available under GNU license at http://www.valgrind.org.
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4.2 Results

Searching

In the first experiment, we compared the search performance of each index structure.
We generated the different number of keys and insert all the keys into each index, and
then measured the time and the number of cache miss that were taken by 200,000
searches. All search key values were randomly chosen among the generated keys.
Figure 5 to 8 show the results'".

In general, CST-Trees show the best both in terms of speed and cache miss rate.
CSB+-Trees, B+-Trees, and T-Trees follow the next in order. In a machine-A (1CPU,
dual-cores, separate L2 cache), CST-Trees are on average 79.8%, 83.3%, and 88.3%
faster'” than CSB+-Trees, B+-Trees, and T-Trees (Figure 5-(a)). CST-Trees also show
the least number of cache misses among the methods, i.e., on average 20.5%, 25.0%,
35.4% less" than CSB+-Trees, B+-Trees, and T-Trees, respectively (Figure 5-(b)).
CSB+-Trees also outperform the original B+-Trees in terms of both speed and cache
misses. In another machine-B that is equipped with a dual-core processor yet separate
L2 cache, CST-Trees also show the fastest in speed and the least in number of cache
misses, while CSB+-Trees, B+-Trees and T-Trees follow the next in order (Figure 6).
In other machine-C and D, each method shows a similar pattern in their performance
ranks (Figure 7 and 8).

We may observe two particular interesting results in these experiments. Firstly, as
the number of searches becomes larger, the difference between CST-Trees and other
methods in their cache miss numbers becomes larger too. Then among the methods, T-
Tree shows steeper slope than others in its cache miss graphs, although the number of
cache misses are linearly incremented as others. Secondly, the number of cache misses
may greatly vary with the machine architectures. For example, in Figure 5-(b), the av-
erage cache miss numbers of four trees on machine-A with 500K search keys is about
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Fig. 5. Search performances in machine-A (1CPU, dual-cores, and shared L2 cache)

' As mentioned before, we do not attempt to directly compare the performances of four micro-
processors by drawing all graphs in a chart, since it may misguide some readers to directly
consider the results as the performance benchmark of each microprocessor. Note that for
comparative study we also include the results of our experiment on machine-D of which re-
sult data previously appeared in [10] in part.

12 We use a relative performance ratio, i.e., (A-B)/A. For example, (elapsed_time by CSB+ -
elapsed_time by CST) / elapsed_time by CSB+.

13 Here again, we use a relative performance ratio, i.e., (A-B)/A.
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782K, while it is 2,278K and 2,276K on machine-B and C with same search keys, re-
spectively. Note that the total L2 cache size of machine-A is 4 times bigger than B, and
8 times bigger than C, although their cache line sizes are same to 64bytes. The ma-
chine-D that has a much larger L2 cache size significantly decreases the average num-
ber of cache misses for all cases. According to the result that both machine-B and C
show a similar number of cache misses; just to have a double-cores without sharing the
L2 cache may not affect the number of cache misses.
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Insertion and Deletion
In the next experiment, we tested the performance of insertion and deletion. Before test-
ing, we first stabilized the index structure by bulk-loading 1 million keys, same as in
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[13,10]. Then we performed up to 20K operations of insertion and deletion and measure
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the time that were taken for the given number of operations (Figure 9-(a) to 12-(b)).

Full CSB+-Trees show the best in insertion, while B+-Trees, CST+-Trees show
comparable performance in their insertions. T-Trees are among the worst in machines

except one (machine-D) where original CSB+-Trees also perform poor.
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The delete performance also showed a similar pattern to that of search, in that the
“lazy” strategy was employed for deletion. Most of the time on a deletion is spent on
pinpointing the correct entry in the leaf node. In all experiments (Figure 9-(b) to 12-
(b)), CST-Trees show the best both in terms of speed and cache miss rate. CSB+-

Fig. 11. (a) Insertion (b) Deletion :

CPU elapsed times in machine-C

Trees, B+-Trees, and T-Trees follow the next in order.
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Fig. 12. (a) Insertion (b) Deletion : CPU elapsed times in machine-D

5 Conclusion

In this paper, we present an experimental evaluation of tree-based index structures on
multiple conventional processors. CST-Tree is one of the index structures that we es-
pecially care for the performance on multi-core CPU processors.

Our experimental results show that cache sensitive trees provide much better per-
formance than their original versions. In searching operations, CST-Trees show much
superior performance than CSB+, B+-Trees, and T-Trees. CSB+-Trees also show bet-
ter performance than B+-Trees. CST-Trees and CSB+-Trees also show good perform-
ance on insertion operations and better performance on deletion operations, although
the performance benefits over their original versions are less than in searching.

The experiment is worthy because the experimental results show that cache sensi-
tive index structures may benefit of the designs of modern commodity microproces-
sors. It is, however, limited in that we have not developed an analytical model of our
cache sensitive index on a multi-level shared cache architecture, so that we can
mathematically compare the empirical results to the theoretically-expected behavior
of the model. This should be one of the works we shall deal with in future.

It is one of the hottest research topics in database community to tune a database
management system to perform well enough to benefit the commodity microproces-
sors. Building an index structure more cache-conscious is a way to decrease the cache
miss and therefore to benefit more the larger size of shared cache. However, those
cache conscious technologies employed in either CST-Trees or CSB+-Trees may not
inherently resolve a problem of so called cold miss. We are developing a CST-Tree
version which employs a prefetching technology to reduce the cold miss rate.
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Abstract. This paper presents new page replacement algorithms for NAND
flash memory, called CFLRU/C, CFLRU/E, and DL-CFLRU/E. The algorithms
aim at reducing the number of erase operations and improving the wear-leveling
degree of flash memory. In the CFLRU/C and CFLRU/E algorithms, the least
recently used clean page is selected as the victim within the pre-specified
window of the LRU list. If there is no clean page within the window, CFLRU/C
evicts the dirty page with the lowest access frequency while CFLRU/E evicts
the dirty page with the lowest block erase count. DL-CFLRU/E maintains two
LRU lists called the clean page list and the dirty page list, and first evicts a page
from the clean page list. If there is no clean page in the clean page list, DL-
CFLRU/E evicts the dirty page with the lowest block erase count within the
window of the dirty page list. Experiments through simulation studies show that
the proposed algorithms reduce the number of erase operations and improve the
wear-leveling degree of flash memory compared to LRU and CFLRU.

Keywords: Flash Memory, Page Replacement, Virtual Memory System, LRU.

1 Introduction

Recently, embedded systems usually employ NAND flash memory as data storages
because of its small size, lightweight, shock resistance, and low-power consumption
[4], [5]. The I/O operations of NAND flash memory are significantly different from
those of traditional hard disk. For example, a read or a write operation in NAND flash
memory is performed by the unit of flash page, and an erase operation should be
preceded for a group of adjacent flash pages called block before a write operation is
performed. The times required for the three operations are significantly asymmetric as
shown in Table 1 [10]. Specifically, an erase operation requires an order of magnitude
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more time than read/write operations. Therefore, minimizing the number of erase
operations is required to improve the performance of the page replacement algorithm
for NAND flash memory storages. Furthermore, the number of possible erase
operations to be performed for each block is limited to the range of 10,000 to
1,000,000 depending on the physical characteristics of the flash device. After the
specified number of erase operations is performed on a certain flash block, the block
is worn out and its reliability cannot be guaranteed. Hence, it is needed to balance the
number of erase operations performed for each block to increase the life span of the
whole flash memory area. In the page replacement algorithm for NAND flash
memory storages, therefore, the number of erase operations and the wear-leveling
degree are important performance criteria.

Table 1. The characteristics of NAND flash memory

Operation Access Time
Read 35.9 ps
Write 226 s
Erase 2ms (16KB)

Studies on page replacement algorithms that consider the physical characteristics
of NAND flash memory are now at the initial stage. This paper presents new page
replacement algorithms for NAND flash memory, called CFLRU/C, CFLRU/E, and
DL-CFLRU/E. The proposed algorithms improve the CFLRU (Clean-first LRU)
algorithm [8]. CFLRU is a recently proposed page replacement algorithm that
considers the physical characteristics of NAND flash memory. CFLRU considers not
only the hit rate but also the asymmetric replacement cost of read and write
operations. This paper supplements the original CFLRU algorithm by considering the
number of erase operations and the wear-leveling degree as well as asymmetric
read/write costs in the algorithm design. Specifically, CFLRU/C and CFLRU/E
consider the access frequency and the number of block erase operations, respectively.
DL-CFLRU/E maintains two LRU lists called the clean page list and the dirty page
list. DL-CFLRU/E reduces the number of erase operations, and at the same time,
improves the wear-leveling degree of flash memory significantly.

We perform simulation experiments with fifteen types of synthetically generated
traces. The simulation results show that the proposed algorithms perform better than
LRU and CFLRU in terms of the number of erase operations and the wear-leveling
degree.

The remainder of this paper is organized as follows. Section 2 explains the LRU
and CFLRU algorithms as a related work, and Section 3 presents new page
replacement algorithms for NAND flash memory storages, called CFLRU/C,
CFLRU/E, and DL-CFLRU/E. Section 4 describes the performance results of the
proposed algorithms compared to LRU and CFLRU. Finally, Section 5 concludes the

paper.
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2 Page Replacement Algorithms

The objective of the page replacement algorithm in a demand paging system is to
select a victim page and then make it free. Basically, when a page miss occurs and if
there is no free page in physical memory, the replacement algorithm selects a victim
page to be swapped out. If the page is clean, it is just removed from the physical
memory, and otherwise, copied to the swap area before removed.

In this section, we first describe the LRU (Least Recently Used) algorithm. LRU is
most commonly used for page replacement in demand paging systems because of its
simplicity and competitive performance in traditional hard disk. LRU considers
temporal locality, which means that a page referenced more recently is more likely to
be referenced again in the near future. LRU maintains the page list in the order of last
reference time and selects the least recently referenced page as a victim. Fig. 1 depicts
an example of the LRU algorithm. As can be seen from the figure, when a page miss
occurs, LRU evicts p8 at the end of the list.

recency <

I I I I B B

[ J:Page victim

Fig. 1. An example of the LRU (Least Recently Used) algorithm

In order to improve the performance of page replacement, many studies have been
performed which are customized for traditional hard disk. In the case when flash
memory is used as storage, it is needed to consider the physical characteristics of the
flash storage. The CFLRU (Clean-first LRU) algorithm is a recently proposed page
replacement algorithm that considers the physical characteristics of NAND flash
memory. CFLRU considers not only the hit rate but also the asymmetric replacement
cost of each operation [6], [7].

CFLRU maintains the page list by the LRU order. The list of CFLRU is divided
into working region and clean-first region [8]. The working region contains the
recently referenced pages and its mission is to improve the hit rate. The pages in the
clean-first region are victim candidates. Hence, CFLRU first searches the clean-first
region to find a victim, and if the region becomes empty, it searches the working
region. The number of pages belonging to the clean-first region is decided by the size
of the window. (See Fig. 2). Within the window, CFLRU considers whether the page
is clean or dirty. A clean page is a page whose contents have not been changed, while
a dirty page is a modified page during its residence in the memory. If a clean page is
chosen for eviction, it can be just dropped from the memory without additional flash
operations. On the contrary, if a dirty page is chosen, it should be written to persistent
storage prior to dropping from the memory.

In the clean-first region, CFLRU evicts a clean page preferentially for reducing the
number of write operations. However, if there is no clean page within the window, the
least recently used dirty page is evicted. Fig. 2 depicts an example of the CFLRU
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algorithm. In this example, the window size is four. Although the page at the end of
the LRU list is p8, CFLRU selects the p7 as the victim which is least recently
referenced among clean pages within the window.

recency
I < Working region == I < Clean-first region ==
pl p2 p3 p4 p5 p6 e A . p8
LRU :
Uy e H o He bl c Ho H e H b
list :
N
[ ' >
Wind
: Clean page indow
[ D ] : Dirty page

victim

Fig. 2. An example of the CFLRU (Clean-first LRU) algorithm

3 Proposed Algorithms

In this section, we present new page replacement algorithms for NAND flash memory
storages, called CFLRU/C, CFLRU/E, and DL-CFLRU/E. The proposed algorithms
have the common property that delays evicting dirty pages as long as possible.
Evicting dirty pages incurs write operations, and this potentially requires erase
operations. In order to reduce the number of write/erase operations and improve the
wear-leveling degree, the proposed algorithms use the reference history of the pages
such as the access frequency and the number of erase operations for each block.

3.1 CFLRU/C (CFLRU/Count)

The first algorithm, called CFLRU/C, selects the least recently used clean page as the
victim within the pre-specified window. If there is no clean page within the window,
CFLRU/C evicts the dirty page with the lowest access frequency. This is because the
page with the lowest access frequency is not likely to be referenced again soon. We
increase the access frequency by one only when a write operation is performed since
the access frequency is considered only for dirty pages. Fig. 3 shows an example of
CFLRU/C. In this example, all of the pages in the window are dirty. Hence, p6 is
selected as a victim due to its lowest access frequency.

recency
pl p2 p3 p4 p5 roopb pl p8
LRU ! ;
e Moo Hoe Hib b b Hb
list ; i
Access frequency — 7T 37y 5 9
le >
= Window g
:Clean page
[ D _]:Dirty page
victim

Fig. 3. An example of the CFLRU/C algorithm
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3.2 CFLUR/E (CFLRU/Erase)

Since the number of possible erase operations to be performed for each block is
limited in NAND flash memory, it is required to prevent some blocks from getting
worn out too soon [11]. The second algorithm, CFLRU/E, considers the number of
block erase operations for selecting a victim. We call the number of erase operations
erase count. Similar to the CFLRU and CFLRU/C algorithms, CFLRU/E firstly
selects the least recently used clean page within the pre-specified window as a victim.
However, if there is no clean page within the window, CFLRU/E evicts the dirty page
belonging to the block with the lowest erase count [1], [2], [3]. The rationale of this
process is to balance the erase count of all block, leading to an improved wear-
leveling degree. Fig. 4 depicts an example of CFLRU/E. In this example, all of the
pages in the window, p5, p6, p7, and p8 are dirty. Hence, p6 is selected as a victim
since it belongs to the block with the lowest erase count.

recency
LRU pl p2 p3 p4 p5 rooopb pl p8
U, e H o He o Ho Ho H o |
list : :
2 >
Window
:Cleanpage
[ D _]: Dirty page e
victim
number of b!ock 10 coe 5 30 cee 86
erase operations
- J
Block Flash memory

Fig. 4. An example of the CFLRU/E algorithm

3.3 DL-CFLUR/E (Double List CFLRU/E)

The CFLRU/C and CFLRUJE algorithms may evict a dirty page first although there
exists a clean page in the memory that can be evicted. This situation could occur
when the window of the list does not contain clean pages but they are in the
remaining position of the list. This is not cost effective in some cases because evicting
a dirty page incurs too expensive flash operations. To resolve this situation, we
propose a new algorithm, called DL-CFLUR/E (Double List CFLRU/E), that evicts a
dirty page only when there is not any clean page in the memory at all.

DL-CFLRU/E maintains two LRU lists called the clean page list and the dirty page
list. DL-CFLRUJE checks the clean page list first for selecting a victim page. If there
is a clean page in the list, the least recently referenced page is evicted. Otherwise, DL-
CFLRUVJE scans the dirty page list, and selects the page with the lowest block erase
count within the window as a victim. The reason of using CFLRU/E-like eviction in
the dirty page list is due to its good performance in terms of the wear-leveling degree.
Fig. 5 shows an example of DL-CFLRU/E. In this example, p6 in the clean page list is
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selected as a victim first because it is at the end of the clean page list. If the clean
page list becomes empty, CFLRU/E checks the window of the dirty page list and
evicts p4 first because it has the lowest block erase count. Table 2 shows the
comparison of LRU, CFLRU, and the three proposed algorithms.

recency
pl p2 p3__ rophe ps p6
Dirty page list ’ D H D }—{ D H D H D H D ‘
number of block — Blk 4 Y BIKZ T Bk 5 Blk 6
erase operations e »l
= Window 4
pl P2 p3 p4 S pepbeeeesy
Clean page list ’ C H C H C H C H C H C ‘ ‘
: Cl.ea.n page If the clean page list is empty T
: Dirty page victim

Fig. 5. An example of the DL-CFLRU/E algorithm

Table 2. A comparison of LRU, CFLRU, and the three proposed algorithms

Considerations
Algorithm Data structure Eviction standards Re.d UCIE  Wear-
write/erase .
. leveling
operations
LRU List Last reference time No No
CFLRU List + window Last reference time, Yes No

Clean/dirty page

Last reference time,

CFLRU/C List + window Clean/dirty page, Yes No
Access frequency
Last reference time,

CFLRU/E List + window Clean/dirty page, Yes Yes
Erase count
Clean page list, Last reference time,
DL-CFLRU/E Dirty page list + Clean/dirty page, Yes Yes
window Erase count

4 Experiments

4.1 Experimental Environment

To assess the performance of the proposed page replacement algorithms, we have
simulated the demand paging system. In the experiments, the total number of blocks
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in a flash memory is set to 300 and each block is composed of 64 pages. In addition,
we assume that the size of a page frame is equal to that of a flash page.

We have performed simulation experiments with fifteen types of synthetically
generated traces. The traces are classified into five types according to how the data
accesses are concentrated on a certain part of the NAND flash area. The types are
expressed as 90/10, 80/20, 70/30, 60/40, and 50/50. 90/10 means that 90 percent of
total operations are intensively performed in a certain 10 percent of the NAND flash
area, and the rest are performed in the other 90 percent of the NAND flash area. (See
Fig. 6). The traces are also classified into three types according to the ratio of read
and write operations. The types are expressed as 90/10 R/W, 50/50 R/W, and 10/90
R/W. 90/10 R/W means that the read and write operations in the trace are 90% and
10%, respectively. With these two classifications, we generated 15 traces which have
one million read/write operations.

Flash memory

90/10 10% 90%
(90/10 R/W) (90/10 R/W)
90% (50/50 R/W) 10% (50/50 R/W) 3 types
(10/90 R/W) (10/90 R/W)
80/20 20% 80%
5 types < f f
(90/10 R/W) (90/10 R/W)
80% (50/50 R/W) 20% (50/50 R/'W)
(10/90 R/W) (10/90 R'W)
K 50/50 50% 50%
(OU/10 R/W) (90/10 R/W)
50% (50/50 RIW) 50% (50/50 R/W)
(10/90 R/W) (10/90 R/W)

Fig. 6. Fifteen types of synthetically generated traces

4.2 Experimental Results and Performance Evaluation

We compared the three proposed algorithms, CFLUR/C, CFLRU/E, DL-CFLRU/E
with LRU and CFLRU. Figs. 7, 8, and 9 show the performance results of the five
algorithms in terms of the wear-leveling degree, the number of read and write hits,
and the number of erase operations when the ratio of read/write is 10/90 R/W, 50/50
R/W, and 90/10 R/W, respectively. We set the number of page frames in the system
as 1000 and the size of the window for CFLRU, CFLRU/C, CFLRU/E, and DL-
CFLRUVJE is set to 500.

In terms of the wear-leveling degree, CFLRU/C performs worse than the other
algorithms as shown in Fig. 7(a). This is because CFLRU/C maintains dirty pages
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with large frequency count in the memory for long time, and hence the erase
operations of the corresponding block rarely happen. Therefore, erase operations are
not evenly performed on the whole flash memory area, and the wear-leveling degree
deteriorates.

In Figs. 7, 8, and 9, the proposed algorithms show larger number of read and write
hits than LRU and CFLRU. Specially, in the case of 90/10 and 80/20 traces, the
proposed algorithms perform even better. In all cases, DL-CFLRU/E has the best wear-
leveling degree and the lowest number of erase operations irrespective of the trace type.
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Fig. 7. 10/90 R/W trace

Fig. 10 shows the number of erase operations and the wear-leveling degree of
CFLRU and DL-CFLRU/E as a function of the window size. Note that evicting a
dirty page requires a write operation, and this potentially incurs erase operations. Fig.
10(a) shows that the total number of erase operations of CFLRU decreases as the
window size increases. The reason is that possibility of evicting dirty pages decreases
as the window size increases. For all cases, DL-CFLRU/E performs consistently
better than CFLRU in terms of the total number of erase operations. Fig. 10 also show
the wear-leveling degree of CFLRU and DL-CFLRU/E. The lower value of wear-
leveling degree means the more balanced erase conunts of each block. Since DL-
CFLRUIE considers the erase counts of each block when evicting a dirty page, it
shows far better wear-leveling degree than CFLRU irrespective of the window size.

To compare the wear-leveling degree of DL-CFLRU/E, LRU, and CFLRU in a
more detailed manner, Fig. 11 shows the erase counts of each block in the flash device.
In the figure, the x-axis is the block number of flash memory and the y-axis is the
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Fig. 10. A comparison of DL-CFLRU/E with CFLRU in terms of the total number of erase
operations and the wear-leveling degree as a function of the window size

number of erase operations performed for that block. A good wear-leveling degree
implies that the number of erase operations for each block is evenly distributed. As can
be seen from Fig. 11(e), each block has the uniform number of erase operations for the
50/50 trace. For all traces, DL-CFLRU/E performs the best and LRU the worst.
Specially, DL-CFLRU/E performs better than LRU and CFLRU by a large margin
when I/O operations are skewed to some limited blocks such as the case of 90/10 trace.
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Fig. 11. A comparison of DL-CFLRU/E with LRU and CFLRU in terms of the wear-leveling
degree
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Fig. 11. (continued)

5 Conclusion

This paper presented new page replacement algorithms for NAND flash memory
storages, called CFLRU/C, CFLRU/E, and DL-CFLRU/E. The objectives of the
algorithms are reducing the number of erase operations and improving the wear-
leveling degree of flash memory.

Simulation results show that the performance of the proposed algorithms is better
than existing algorithms in terms of the number of erase operations and the wear-
leveling degree. In the case of CFLRU/C, since frequently referenced pages stay in
the memory for long time, the number of write operations for those pages is
significantly reduced. CFLRU/E considers the erase count of each block, and hence
the wear-leveling degree is improved. Since DL-CFLRU/E manages clean pages and
dirty pages in the separate list and the priority of a dirty page is higher than any clean
page, it performs the best in terms of the number of erase operations. Moreover, DL-
CFLRU/E shows good wear-leveling degree because it considers erase counts of
blocks to evict a dirty page.

In the proposed algorithms, additional information such as the number of block
erase counts and the access frequency of pages is exploited. In the future, we will
study how this information could be maintained efficiently. Performance studies with
various real world traces are another direction of our future research.
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Abstract. Mobile computing devices use flash memory as a secondary storage
because it has many attractive features such as small size, fast access speeds,
shock resistance, and light weight. Mobile computing devices exploit a swap
system to extend a limited main memory space and use flash memory as a swap
system. Although flash memory has the attractive features, it should perform
garbage collection, which includes erase operations. The erase operations are
very slow, and usually decrease the performance of the system. Besides, the
number of the erase operations allowed to each block is also limited. To
minimize the garbage collection time and evenly wear out, our proposed
garbage collection policy focuses on minimizing the garbage collection time
and wear-leveling. Trace-driven simulations show that the proposed policy
performs better than existing garbage collection policies in terms of the number
of erase operation, the garbage collection time, total amount of energy
consumption and the endurance of flash memory.

Keywords: Flash memory, Garbage collection, Swap systems.

1 Introduction

Flash memory is becoming important for mobile computing devices such as laptop
computers and tablet PCs. Because flash memory has lots of attractive features such
as small size, fast access speeds, shock resistance, high reliability, and light weight, it
will be widely used in various computing systems such as embedded systems, mobile
computers, and consumer electronics, and also will be used in a swap system.
Although flash memory has a lot of attractive features, it has a critical drawback,
which is an inefficiency of in-place-update operation. When we update data in flash
memory based systems, we can not write new data directly at same address due to
physical characteristics of flash memory. First of all, all data in the block must be
copied to a system buffer and then updated. Then, after the block has been erased, all
data must be written back from the system buffer to the block. Therefore, updating
even one byte data requires one slow erase and several write operations. Besides, if
the block is a hot spot, it will soon be worn out.

* This work was supported by Research fund from Samsung Electronics Co., LTD.
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Many flash memory based systems exploit the out-place-update operation to
resolve the problem of the in-place-update operation [6-8]. When the data is updated,
the out-place-update operation writes new date at new place, and then the obsolete
data are left as garbage. When there are not enough free spaces in flash memory, we
should collect the garbage space and translate a free space. This operation is a garbage
collection, which consists of the write operations and the erase operations. The erase
operations are even slower than other operations, and usually decrease the
performance of the system. Besides, the number of the erase operations allowed to
each block is limited. Recently, mobile computers such as a laptop computer, a tablet
PC, and a PDA use a swap system to extend a limited main memory space. In this
paper, we propose an efficient garbage collection policy for flash memory based swap
system. To minimize the garbage collection time and evenly wear out flash memory,
our proposed garbage collection policy focuses on minimizing the garbage collection
time, reducing the number of the erase operations, and wear-leveling. Trace-driven
simulations show that our proposed policy performs better than the greedy, the Cost-
Benefit (CB), and the Cost Age Time (CAT) policies in terms of the garbage
collection time, the number of erase operations, and the endurance of flash memory.

The remainder of this paper is organized as follows. We review characteristics of
flash memory and existing works on garbage collection in Section 2. Section 3
presents a new garbage collection policy for flash memory. We evaluate the
performance of the proposed policy in Section 4. Finally, we conclude this paper in
Section 5.

2 Related Works

In this section, we present characteristics of flash memory and existing works on
garbage collection.

2.1 Characteristics of Flash Memory

Flash memory is a non-volatile solid state memory, its density and I/O performance
have improved to a level at which it can be used as a secondary storage for portable
computing devices such as laptop computer, tablet PC, and PDA. Flash memory is
partitioned into blocks and each block has a fixed number of pages. Unlike hard disks,
flash memory has three kinds of operations: page read, page write, and block erase
operations. They have difference performances, and the performances of three kinds
of operations are summarized in Table 1.

Table 1. Operations of flash memory [13]

Page Read Page Write Block Erase
(2K bytes) (2K bytes) (128K bytes)
Performance (us) 25(Max.) 200(Typ.) 2000(Typ.)

Energy Consumption (nJ) 4.2(Max.) 12.9(Typ.) 1019.7(Typ.)
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As aforementioned, flash memory has lots of features. However, flash memory has
two drawbacks. First, blocks of flash memory need to be erased before they are
rewritten. The erase operation needs more time than read or write operation. The
second drawback is that the number of erase operations allowed to each block is
limited. This drawback becomes an obstacle to developing a reliable flash memory-
based embedded system. Due to this drawback, the flash memory based embedded
systems are required to wear down all blocks as evenly as possible, which is called
wear-leveling.

2.2 Existing Works on Garbage Collection

To improve the performance of hard-disk based storage systems, Rosenblum et al.
proposed the Log-Structured File System (LFS) and garbage collection policies have
long been discussed in log-based disk storage systems [1-4]. Fortunately, the Log-
Structured File System can be applied to flash memory based storage systems and the
garbage collection policies in log-based disk storage also can be applied to flash
memory based storage systems. Wu et al. proposed the greedy policy for garbage
collection. The greedy policy considers only the number of valid data pages in blocks
to minimize the write cost and chooses the block with the least utilization [5].
However it dose not consider wear-leveling for flash memory. Therefore, it was
shown to perform well for random localities of reference, but it was shown to perform
poorly for high localities of reference.

Kawaguchi et al. proposed the cost-benefit policy. The cost-benefit policy
evaluates the cost benefit of all blocks in flash memory using ((a*(1-u))/2u) method,
where a is the elapsed time from the last data invalidation on the block, and u is the
percentage of fullness of the block [6]. After evaluating the all blocks, it chooses the
victim block that has a maximum cost benefit value. Chiang et al. proposed the Cost
Age Time (CAT) policy. The CAT policy focuses on reducing the number of the
erase operation. To reduce the number of the erase operations, they use a data
redistribution method that uses a fine-grained method to separate cold and hot data.
The method is similar to the cost-benefit policy but operates at the granularity of
pages. Furthermore, the CAT policy considers wear-leveling. To perform even-
leveling, the CAT chooses the victim block according to cleaning cost, ages of data in
blocks, and the number of the erase operations [7].

Kim et al. proposed the cleaning cost policy, which focuses on lowering cleaning
cost and evenly utilizing flash memory blocks. In this policy, they dynamically
separates cold data and hot data and periodically move valid data among blocks so
that blocks have more even life times [9]. Chang et al. proposed the real-time garbage
collection policy, which provides a guaranteed performance for hard real-time
systems. They also resolved the endurance problem by the wear-leveling method [10].

3 Garbage Collection for Flash Memory Based Swap System

In this paper, we propose the new garbage collection policy, which extends the greedy
policy for flash memory based swap system. Thus, our proposed garbage collection
policy is named ‘S-Greedy’. In flash memory, the erase operation is even slower than
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the read and write operation. Thus, the erase operation is dominant to the performance
of the flash memory based swap system. As mentioned in Section 2, to improve the
performance, existing works for garbage collection tried to reduce the number of the
erase operations. They also considered the wear-leveling for the endurance of flash
memory.

3.1 Flash Memory Based Swap System

Fig. 1 shows the architecture of the flash memory based swap system. The swap area
consists of a sequence of page slots, which is used to store a page swapped out from
memory. When a page is swapped out, the location of the swapped-out page is stored
in the corresponding page table entry (PTE). The location information in the PTE is
used to find the correct swap slot in the swap area when the page is swapped in.
Unlike a hard disk based swap system, the flash memory based swap system has the
Flash Translation Layer (FTL) and the Memory Technology Device (MTD) layer.
FTL provides a transparent access to the flash memory based swap system. If there
are not enough free blocks in the swap area, the swap system should perform garbage
collection. Garbage collection is also handled in FTL [11]. The MTD layer handles
read, write, and erase operations for the flash memory based swap system [12].

3.2 Garbage Collection for Swap Systems

The system should perform garbage collection if there are not enough free blocks in
flash memory. We should wait and do not perform any operations such as read and

Page table entry Page table entry

1|

(" FTL layer h
Garbage  Je—s| | | [ | | [ |
Collection -

\_ Address Translation )

l I/O requests
(" MTD layer h
‘ 1/0 Queue ‘
- J/
l read, write, and erase operations
Page
slot

Swap area (Flash memory) Y,

Fig. 1. The architecture of flash memory based swap system
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write operations until the garbage collection finishes. To improve the performance of
flash memory based swap systems, we should minimize the garbage collection time.
In this paper, we exploit the greedy policy to make a decision which block should be
erased during garbage collection. Since the greedy policy considers only the number
of valid pages in blocks and chooses the block with the least utilization, we can
minimize the garbage collection time. However it dose not consider wear-leveling and
was shown perform poorly for high localities of reference. To address the problems of
the greedy policy, we extend the greedy policy by considering the different update
time of the pages in the blocks and the number of the erase operation of the blocks.

Fig. 2 shows the redistribution of the valid pages during garbage collection. When
we perform garbage collection, we select several victim blocks with the least
utilization, and then copy valid pages in the victim blocks to the free block before we
clean the block. For the redistribution of valid pages, we should consider the
Swapped-Out Time (SOT) of the valid page. The Swapped-Out Time (SOT) is the
time when the page is swapped out from memory. Because the current operating
systems use the round-robin based process scheduling scheme, the least recently
swapped-out page is likely to swap in the main memory in the near future. Thus, we
can classify the least recently swapped-out page as hot page. Since we calculate the
SOT of the valid pages and sort the valid pages by the SOT value, and then copy the
least recently swapped-out page first, we can get hot valid pages together into a block
during redistributing.

Flash memory used as the swap area should be controlled to evenly wear out all
blocks since wearing out specific blocks could limit the usefulness of the whole flash
memory based swap system. Thus, most of the existing works considered wear-
leveling of flash memory when the victim block is selected. In contrast, our proposed

0 Self:ct several victim blocks, . (2) Sort valid pages by the SOT value
estimate the SOT value of each valid page, and copy the least recently swapped-out
and classify valid pages as hot or cold pages page first

I|\V|T|V I({I|V]|I

I VIV|V

N J\. J\ J
Y Y Y Al Y A\ Y
used block used block used block used block block for

pages copied out

Valid page Invalid page

Fig. 2. The redistribution of the valid pages

(3) Erase the victim blocks
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policy does not consider wear-leveling similar to the greedy policy when the victim
block is selected. In order to guarantee the long endurance of the flash memory based
swap system, we propose an efficient free block list management scheme for wear-
leveling on the flash memory based swap system. In our proposed policy, we use the
sorted free block list. After cleaning the victim blocks, we calculate the number of the
erase operation of the block, and then the block is added to the free block list. The
free block in the free block list are sorted by the number of the erase operation of the
block. Hence, during copying out, we could allocate the block with the minimum
number of the erase operation to valid pages, and could evenly wear out. Fig. 3 shows
the efficient free block list management scheme for wear-leveling.

(1) Cleaned blocks are sorted by the number of
the erase operation, and then each block is
added to the free block list respectively.

Free block list UB CB UB CB UB AB
o FB FB FB
The greatest The lowest
number of the {1 ===) number of the
erase operation erase operation

______________________

1 h
Active block /
(2) When the new active block is needed, the ’

1
! 1
! 1
! 1

free block list manager serves block with the 1

: VP VP VP :

1
! 1

lowest number of the erase operation.

Active block Used block Cleaned block Free block Valid page

Fig. 3. The efficient free block list management

4 Performance Evaluation

We present the performance evaluation results for various garbage collection policies
to assess the effectiveness of our proposed policy in this section. We conducted trace-
driven simulations to compare the performance of our proposed policy with those of
the greedy, the Cost-benefit (CB), and the Cost Age Time (CAT) policies. We used
the synthetic trace to assess the performance of the flash memory based swap system.
Since the operating systems swap out many pages in a short period of time, we
consider this access pattern to generate the synthetic trace.

To evaluate the performance, when the size of free block is fewer than 10% of the
total size of flash memory, garbage collection is started. And garbage collection is
stopped when the size of free block is larger than 20% of the total size of flash
memory. Fig. 4 and Fig. 5 show the performance results of the number of erase
operation and pages copied out for the four garbage collection policies. Because
garbage collection performs a lot of page write and block erase operations, we should
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reduce the number of erase operation and pages copied out to improve the
performance of the flash memory swap based system. Our proposed policy, S-Greedy
shows better performance in these performance results, and these results affect the
performances of the garbage collection time and the energy consumption.
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Fig. 6 and Fig. 7 show the garbage collection time and total amount of energy
consumption during simulation. The S-Greedy policy shows better performance in
terms of the garbage collection time and total amount of energy consumption. This is
because the S-Greedy policy just considers the utilization of each block to minimize
the garbage collection time and total amount of energy consumption unlike other
policies. Furthermore, our proposed policy performs better than the original greedy
policy because it consider the Swapped-Out Time (SOT) of each page and exploits
the SOT value to redistribute pages.

Finally, Fig. 8 shows the number of garbage collection performed during the
simulation and fig. 9 shows the performance results of the number of the worn-out
blocks. In these results, the S-Greedy policy shows the best performance in terms of
the number of the worn-out blocks due to the efficient free block list management
scheme. This result means that our proposed policy guarantees the long endurance of
flash memory.

5 Conclusion

In this paper, we presented the novel garbage collection policy for the flash memory
based swap system. Our proposed policy focuses to minimizing the garbage collection
time and total amount of energy consumption, and also considers the endurance of
flash memory. To minimize the garbage collection time and total amount of energy
consumption, we extended the greedy policy by considering the different swapped-out
time of the pages. Furthermore it proposed the efficient free block lists management
scheme to ensure the endurance of flash memory. As a result, the proposed policy
performs better than other existing garbage collection policies in terms of the number
of erase operations, the garbage collection time, total amount of energy consumption
and the endurance of flash memory.
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Abstract. Most of the mobile devices are equipped with NAND flash memories
even if it has characteristics of not-in-place update and asymmetric I/O latencies
among read, write, and erase operations: a write/erase operation is much slower
than a read operation in a flash memory. For the overall performance of a flash
memory system, the buffer replacement policy should consider the above
severely asymmetric I/O latencies. Existing buffer replacement algorithms such
as LRU, LIRS, and ARC cannot deal with the above problems. This paper
proposes an add-on buffer replacement policy that enhances LIRS by reordering
writes of not-cold dirty pages from the buffer cache to flash storage. The
enhances LIRS-WSR algorithm focuses on reducing the number of write/erase
operations as well as preventing serious degradation of buffer hit ratio. The
trace-driven simulation results show that, among the existing buffer
replacement algorithms including LRU, CF-LRU, ARC, and LIRS, our LIRS-
WSR is best in almost cases for flash storage systems.

Keywords: Flash Memory, Buffer Replacement Algorithm, Storage System.
Embedded System.

1 Introduction

Flash memory is a type of electrically erasable and programmable read-only memory
(EEPROM) that can retain data without power. It has many attractive features,
including low power consumption, shock resistance, low weight, high density, and
high I/O performance. As its price decreases and its capacity increases, flash memory
is widely used for storage in digital cameras, mobile phones, PDAs, and notebooks.
However, several hardware limitations exist in a flash memory. Firstly, a data unit
of erase operations is a block that is the set of fixed number of contiguous pages even
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if a data unit of read/write operations is a page. Secondly, it is impossible to re-write
the page in-place in a flash memory. So, in order to update data of the page, a system
should perform only one of the following: 1) writing these data to newly allocated
page, and invalidating the original page; 2) writing these data to the original page only
after erasing the block containing that page. In the latter case, it is difficult to keep the
data consistency. In the former case, reclaiming invalid pages for reading/writing
requires erasing blocks containing these pages. Thirdly, the life time of a flash
memory is shorter than the life time of a hard disk and a DRAM. In other words, only
a limited number of erase operations can be performed safely to each memory cell,
typically between 100,000 and 1,000,000 cycles. Finally, there exist differences
among I/O latencies according to the kinds of I/O operations, i.e., read, write, and
erase. The write operation is about 10 times slower than the read operation, and the
erase operation is about 20 times slower than the write operation [1][2].

Disk caching has been used for reducing disk I/O latency. A buffer replacement
algorithm for a disk tries to obtain the optimal I/O sequence from the original I/O
sequence by reducing the number of accesses for the overall performance. There are a
large number of buffer replacement algorithms for disk, for example, LRU, LIRS,
ARC. Under the I/O trace extracted from the Wisconsin benchmark [21] on the
PostgresSQL DBMS, LIRS shows the good performance since it uses the IR (Inter-
reference Recency) for identifying hot/cold pages. So LIRS is selected as the base
algorithm for us to starts to enhance.

Since a flash memory becomes an alternative of a disk, flash caching is needed for
reducing flash I/O latency. By the way, a buffer replacement algorithm for a flash
memory has to additionally deal with the problem of different I/O latencies according to
the kind of I/O operations, i.e. read, write, and erase, even though it is similar to the
buffer replacement algorithms for a disk. It tries to obtain the optimal I/O sequence from
the original I/O sequence by discriminatively reducing the number of accesses
according to the kind of I/O operations. Since LIRS ignores the severely asymmetric /O
latencies, it shows the more poor performance in a flash memory than in a hard disk.

In addition, since an erase operation is directly controlled not by the buffer
management layer, but by the underneath layer, an I/O sequence generated from a
buffer replacement algorithm for a flash also consists of read/write operations only.
Fortunately, the number of write requests from the buffer management layer is
proportional to the number of physical writes and erases to the flash. Therefore, we
focus on finding an algorithm that minimize the number of write requests as well as
the loss of hit ratio for generating optimal I/O sequence from a given I/O sequence.

For a flash memory, this paper proposes an efficient buffer replacement algorithm,
LIRS-WSR, that enhances an existing LIRS buffer replacement algorithm with add-
on buffer replacement strategy, namely Write Sequence Reordering (WSR). WSR
reorders writing not-cold dirty pages from the buffer cache to the disk to reduce the
number of write operations while preventing excessive degradation of the hit ratio.
For seamless integration of LIRS and WSR, we have modified all the steps of the
LIRS algorithm while maintaining advantages of that algorithm, i.e., IR. This
algorithm is also designed to minimize both temporal and spatial overheads required
to achieve the goal. Our simulation results show that LIRS-WSR effectively reduces
the number of physical page—writes and page—erases, and consequently outperforms
other algorithms.
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Section 2 introduces some related work. In Section 3, an efficient buffer
replacement algorithm, LIRS-WSR, that enhances LIRS with WSR, is described in
detail. In Section 4, the trace-driven simulation results show that our algorithm is
superior to the existing algorithms such as LRU, LIRS, ARC, and even CFLRU in a
flash memory. Finally, we concluded in Section 5.

2 Related Works

2.1 Flash Memory

Flash memory is a type of EEPROM. Flash memory is non-volatile, that is, it retains
data without power. There are two types of flash memory, NAND and NOR. Table 1
compares their characteristics.

Table 1. Characteristics of flash memory [5]

. current (mA) Access time (4kB)
Device
Idle Active Read Write Erase
NOR 0.03 32 20 us 28 ms 1.2 sec
NAND 0.01 10 25 us 250 us 2 ms

The read latency of NOR is slightly lower than that of NAND, but its write and
erase latencies are much higher. The NAND architecture offers extremely high cell
densities and a high capacity. NOR flash is typically used for code storage and
execution, NAND for data storage [6].

NAND flash memory supports page I/O, and its write latency is about 10 times
lower than the read latency given in Table 1. Read and write operations are performed
in units of pages, which are usually 512 bytes in size. Erase operations are performed
on blocks, which consist of 32 pages (16KB) each. Because of these features, flash
memory storage architecture needs a block mapping structure to use flash memory as
a block device (like a magnetic disk). Various mapping techniques support flash block
devices. FTL (Flash Translation Layer) is one of these techniques, and stores part of
the map on the flash device itself, reducing the cost of map updates. FTL stores the
mapping table in S-ram for fast address translation and also performs garbage
collection and bad block management. Figure 1 shows the architecture of NAND
flash storage system using FTL [7].

As Figure 1 shows, file system regards flash memory storage as a block device.
Page rewrites and in-place updates can be done logically on the file system layer.
However, rewritten pages with the same address are physically rewritten in different
pages, or even different blocks. Thus reducing the number of page rewrites on file
system layer reduces the number of physical write and erase operations. This both
improves the performance of file system and lengthens life time of flash memory.
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Fig. 1. The Architecture of NAND Flash Storage System

2.2 Traditional Buffer Replacement Algorithms

The buffer cache policy used in OSes stores some parts of every disk block to reduce
the number of physical I/O requests. Various buffer replacement algorithms have
been developed to increase I/O performance, because the size of the buffer cache is
much smaller than that of the disk[8][9][17][18][19][20].

The LIRS (low inter-reference recency set)[8] is an enhanced buffer replacement
algorithm which captures both recency and frequency. LIRS maintains variable size
LRU stack which classifies pages into LIR pages and HIR pages. LIR pages are those
who have been accessed again while staying in the stack and HIR pages are those who
were not in the stack (as a real page or metadata) when they were accessed. LIRS
always selects the HIR page with the largest recency value among all HIR pages as a
victim.

LIRS algorithm usually outperforms LRU algorithm because it works well for
looping pattern, for which LRU shows worst performance. However, it sometimes
shows worse performance than LRU algorithm when the buffer cache size is larger
than working set size. Also, since metadata of already evicted pages remain in the
LIR stack, LIRS usually require more memory space than other buffer replacement
algorithm.

The ARC (Adaptive Replacement Cache)[9] algorithm is another buffer
replacement algorithm that outperforms the LRU algorithm. ARC maintains two
variable sized LRU lists holding not only the pages in cache but also the traces of
replaced pages. The first LRU list contains cold pages which were referenced only
once, recently and the second LRU list contains hot pages accessed at least twice,
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recently. The cache spaces allocated to the pages in these lists changes depending on
the number of page misses occurred in each list: when a page miss occurs in a list
then the size of the list decreases by 1 while that of the other list increases by 1.

The ARC algorithm is low-overhead and scan-resident algorithm. And it is
adaptive to the change of access pattern. However, in case that the size of buffer
cache is a bit smaller than working set size, burst page misses occurs because hot
pages not used any more still reside in buffer cache.

2.3 Buffer Replacement Algorithm for Flash Memory

Existing buffer replacement algorithms are designed to maximize the page hit ratio.
These algorithms treat the costs of page reads and writes as equal. However, because
the write cost for evicting a dirty or modified page is much higher than the read cost
in flash memory, existing algorithms may not maximize flash I/O performance.

In [2], a new buffer replacement algorithm called CF-LRU (Clean First LRU) was
proposed. CF-LRU is a flash memory-aware page replacement algorithm that
considers the different execution times for reading and writing.

Page A PageB PageC Page D Page E
crrutist [cl»{ClsD|ofc|+{D]
1 |

= Clean page ! Windows, w !

[E] : 0wty pge

Fig. 2. CF-LRU page replacement example [2]

Suppose pages were recently accessed in the order E, D, C, B, A, as illustrated in
Figure 2 (so that A is the most recently used clean page and E is the least recently
used dirty page). Under the LRU page replacement algorithm, the sequence of victim
pages is E, D, C, B, always evicting the least recently used page first. When using
NAND flash memory for storing victim page data, however, it may be advantageous
to first evict the clean page D to reduce the number of flash write operations, even
though the page was more recently accessed than the dirty page E.

As the page fault ratio may increase if the recently used clean page is evicted, only
the clean pages within a predetermined window size (w) become candidate victims in
CF-LRU. If the algorithm does not find a clean page within the window, it defaults to
the normal LRU algorithm, in which the least recently used page becomes the victim
whether the page is dirty or not [2]. Despite that the hit ratio of CF-LRU may be
lower than that of normal LRU, in many cases it reduces the numbers of write and
erase operations more effectively. However, CF-LRU needs to determine w and thus
is difficult to adapt to tasks with various workloads. CF-LRU also has a search
overhead, as it should determine whether each page in the window is dirty. Above all
things, it keeps both cold- and hot-write data; it sometimes performs more read
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operations than normal LRU, reducing performance. In particular, it needs an
adaptive on-line algorithm to determine window size and should apply hot-cold
identification to avoid keeping a cold-write page in the buffer.

2.4 Hot-Cold Identification for Flash Memory

Hot-data identification in flash memory storage systems not only imposes great
demands on garbage collection, but also strongly affects the performance and life time
of flash memory [8]. In previous research, hot-data identification in a flash memory
storage system was used for separating hot- and cold-write pages from whole flash
memory blocks. In this scheme, hot-write pages are gathered into hot blocks, while
cold-write pages are gathered into cold blocks. Because write operations occur
frequently in hot blocks, they have many invalid pages and contain few valid or live
pages. All live pages in the block to be erased should be copied to some available
block when the erasing operation begins. During garbage collection, if the hot block is
chosen as a target for an erase operation, the number of copying valid pages is
minimized, thereby reducing garbage collection costs.

<+—— Hot list

El tis d ted if
the hot list is full,

Element is promoted if
LBA already exists in
the candidate list.

/ < Candidate List ‘\

Flement is discarded if New element with LBA is added if
the candidate list is full. the LBA does not exist in any list

Fig. 3. Two Level LRU Lists [10]

In [10], the authors proposed a simple mechanism for detecting hot-write pages in
flash memory. They identify hot-write pages using two fixed-length LRU lists of
LBAs, as shown in Figure 5. In Figure 5, the first LRU list is the hot list and the
second list the candidate list. When a page write occurs in flash memory for the first
time, the page is added to the candidate list. When the page write in the candidate list
occurs again, the page is updated to the hot list. The two-level list examines each
page’s associates to determine the "hotness" of the written data. If the page is already
in the hot list, then the page remains hot. If not, the page is considered cold.

If hot-cold identification is applied to the delayed page write buffer algorithm, the
spatial inefficiency caused by cold dirty-pages is efficiently reduced. The above hot-
cold identification algorithm, however, needs to adjust the size of 2 LRU list.
Moreover, the data structure overhead is inadequate for applying the buffer
replacement algorithm.
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3 LIRS-WSR

Write Sequence Reordering (WSR) policy and LIRS-WSR algorithm are designed for
a buffer cache of the flash memory based storage system. The objective of LIRS-
WSR is reducing the number of flushes of dirty pages from the buffer into flash
memory when page replacement occurs. To achieve this objective, it uses the
following strategy: delaying evicting the page which is dirty and has high access
frequency as possible. Using this strategy, the hit ratio of LIRS-WSR algorithms may
be lower than that of LIRS, resulting in more physical page reads. However, this
algorithm effectively reduces the number of page writes and erases. As a result, it
increases the overall performance of the flash memory based storage system.

3.1 WSR Policy

In [2], CF-LRU algorithm keeps dirty pages in the buffer without consideration of the
access frequencies of these pages. As mentioned in the previous section, keeping dirty
pages in the buffer may degrade overall performance because it lowers the hit ratio.

To overcome the limit of CF-LRU, we propose Write Sequence Reordering (WSR)
policy. Basic scheme of WSR is following:

1. Use cold-detection algorithm to judge whether the page is cold or not
2. Delays flushing dirty pages which are not regarded as cold.

For these purpose, cold-detection algorithm is introduced. The idea of cold-
detection algorithm is similar to the idea of [10], while it is implemented more simply
using the data structure of buffer replacement algorithm. Only a bit flag called “cold-
flag” is added to the page data for cold-detection algorithm. When the buffer manager
chooses the victim candidate page by its replacement algorithm, it is examined
whether the page is dirty. If the page is dirty and cold-flag is not set, this page
regarded as a not-cold dirty page. Then the cold-flag of the page is set and buffer
manager tries to find other page as a victim. If the candidate is clean or cold-dirty
page — a dirty page of which dirty flag is set) — it is evicted out of the buffer. In
addition, a cold-flag of dirty page is cleared when the page is referenced again.

WSR is heuristic algorithm based on the second-chance algorithm [12] because it
is very hard to theoretically determine whether the dirty page is evicted for the
performance. However it is experimentally proved that WSR effectively reduces the
page writes and erases of flash memory without much degradation of hit-ratio.

3.2 LIRS-WSR

The LIRS algorithm can be implemented using 2 lists: LIR stack S which stores all
LIR pages as well as HIR pages regardless of the residence status — some of them are
resident and others are not (actually, only their metadata are stored in the list) — and
HIR list Q that stores HIR resident pages. Figure 11 shows the 2 lists of LIRS. As
mentioned in Section 2.3, LIRS tries to evict the HIR page which has the largest
recency measure as a victim, hence the front-most page in list Q is always chosen as a
victim in Figure 4.
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Fig. 4. Two Lists of the LIRS algorithm [8]

We applied the WSR policy to the LIRS algorithm to make an enhanced LIRS
algorithm, LIRS-WSR, for the flash memory. The differences between the original
LIRS and LIRS-WSR are listed below.

1. If a page is introduced to the buffer for write request for the first time, it becomes
a dirty page and enters the top of the stack S in LIRS-WSR algorithm. (In LIRS
algorithm, all pages enter the end of the list Q, first, regardless of the access
type.)

2. Only a clean page or a cold-dirty page moves to the end of the list Q from the
bottom of the stack S in LIRS-WSR algorithm. (In LIRS algorithm, the page in
bottom of the stack S moves to the end of the list Q, regardless of the status of the
page.)

3. A not-cold dirty page in the bottom of the stack S is moved to the top of the stack
with the Cold flag set, in LIRS-WSR algorithm.

When an LIR page in stack S is accessed the Cold flag of the page is cleared and
the page is moved to the top of the stack. When a resident HIR page in the list Q is
accessed, LIRS-WSR tests the bottom-most page in Stack S. If the page is clean or its
Cold flag is set, the page is moved to the end of the list Q. If the page is dirty and its
Cold flag is 0, the page moves to the top of the stack S with the Cold flag set to 1 and
LIRS-WSR tests the next bottom-most page. The other operations of the LIRS-WSR
algorithm are the same as those of the original LIRS algorithm

4 Simulation Results

In this section, we compare the hit ratios, number of write operations and runtime of
the buffer replacement algorithms on a NAND flash memory storage system. For
comparison, we conducted a trace-driven simulation. For the experiment, we used
four kinds of traces which contain random, sequential, and looping pattern. The write
locality of each trace is also different for the precision.
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4.1 Simulation Workloads

We collected trace of the PostgreSQL RDBMS [13] running on the Linux operating
system on a Samsung SMDK 2410 embedded board [14]. A K9S1208VOM SMC
(smart media card) NAND flash memory [15] was used for the storage system. The
access pattern of the given trace data is shown in Figure 6, and its characteristics are
shown in Table 2. This trace contains most of the important access patterns including
random, sequential, and looping access. In Table 2, the locality expression p% / g%
means that g% of the total number of accesses call p% of the total number of pages.
The table shows that the write locality is higher than read locality under this
workload.

Table 2. Characteristics of PostgreSQL trace data

File System YAFFS
Applications Wisconsin Benchmark
Physical Page Size 512 Bytes
Logical Page Size 4 Kbytes
Total # of I/O Requests 51893
~ Total # of Page Write 5751 (11.08 %)
Read Locality 30% / 70%
Write Locality 15% / 85%

Table 3. Characteristics of gcc,Viewperf, and Cscope trace data

Viewperf Cscope
Application gcc builds on Linux benchmark Tool

on Linux OS On Linux

Logical Page Size 4 Kbytes 4 Kbytes 4 Kbytes

Total # of I/O Requests 158667 303123 202590

Total # of Writes Req. 19088 (12.03 %) 7333 (2.42%) 11057 (5.46%)

Read Locality 12% / 88% 33% /1 67% 41%/59%
Write Locality *32% | 68% 38% / 62% 25%175%

Trace of gcc, Viewperf, and Cscope are obtained by strace Linux utility[16]. Table
3 shows their characteristics. Strace intercepts the system calls of the traced process
and is modified to record the I/O information. Table 3 shows their characteristics.

The write locality is a particularly important factor for the proposed scheme,
because dirty pages are kept in a buffer to reduce the number of write operations. If
the write locality is low, as in viewperf or Cscope, WSR policy may not be effective,
and can even decrease the overall performance, because the benefit of reducing the
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number of write operations may be smaller than the additional cost due to the
increased number of read operations caused by the lower hit ratio. Based on the write
locality of each trace, we can expect that WSR policy will be most effective for
PostgreSQL which shows the highest write locality.

4.2 Buffer Hit Ratio

Figure 5 shows the hit ratios of each buffer replacement algorithm. As we can see
from the figure, the hit ratio of LIRS-WSR is usually lower than LIRS because of not-
cold-dirty pages in the buffer.

Hit Ratio of PostgreSQL Hit Ratio of GCC
80.00 |OLRU 100.00 (O LRU
7000 |BCFLRU 90.00 (ECFLRU —
LIRS 80.00 [OLIRS
__ 60.00 —
R B ARC X 7000 BARC —
S 5000 |ELIRS-WSR 5 6000 |DLIRS-WSR =
S 4000 | S 5000 - JIE
T 3000 r T 07T =
.00 3000 - =
: 2000 - =
1000 © 10.00 - =
0.00 . 0.00 =
2MB 4MB 0.4MB 1.6MB
Buffer Size Buffer Size
(a) PostgreSQL (b) gcc
Hit Ratio of Viewperf Ht Ratio of Cscope
70.00 15 Ry 35.00 LR
60.00 & CF-LRU 3000 "mCF-LRU 1
mLIRS
< 5000 fgarc — < 2500 72:508 -
2 4000 [BLRSWSRI | = = 2 2000 |DLIRS-WSR = =
& — = = & == =
= 30.00 | = = = 1500 = =
- — = = T — = =
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Buffer Size Buffer Size
(c) Viewperf (d) Cscope

Fig. 5. Buffer Hit Ratio under various buffer cache sizes: (a)PostgreSQL, (b)gcc, (c)Viewperf,
(d)Cscope

As mentioned earlier, the hit ratio of CF-LRU is affected by the value of w
(O<w<1). Let B denote the size of the buffer cache. Then the size of window becomes
wB. When w is close to 0, CF-LRU behaves similarly to LRU algorithm. When w is
close to 1, it can use the entire buffer space to store dirty pages. The experiment used
the values for w=0.1.
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Those figures show that the hit ratios LIRS-WSR very closely approximate LIRS.
Hence, we can see that the cold-detection policy is effective for flushing cold-write
pages. On the contrary, since the CF-LRU algorithm does not have any cold-detection
algorithm, it keeps the largest number of dirty pages in the buffer among those
algorithms. CF-LRU thus exhibits the lowest hit ratio in many cases.

4.3 Write Count

Figure 6 shows the number of pages written into flash memory. We obtained these
results by counting the number of physical page writes whenever page replacement
occurs and, at the end of the simulation, adding the number of dirty pages remaining
in the buffer. While CF-LRU algorithm keeps dirty-pages for the longest time, in
average, among all algorithms, sometimes it could not reduce the number of write
operations effectively because of low hit ratio like Figure 6. (b).

Write Count of PostgreSQL Write Count of GCC
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Fig. 6. The number of write operations under various buffer cache sizes: (a)PostgreSQL,
(b)GCC, (c)Viewperf, (d)Cscope

As expected, we can see from figures that the write count of LIRS-WSR algorithm
is effectively reduced. However when the ratio of write/read is small (Figure 6(c)),
CF-LRU is more effective than LIRS-WSR, because of the fact we mentioned above.
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4.4 Runtime

The overall runtime of each algorithm is also given in Figure 11. Runtime is estimated
as the sum of all operation times, and each operation time is calculated by multiplying
physical time of each operation (shown in Table 1) by the number of each operation.
Runtime therefore reflects overall performance. Runtime is highly influenced by hit
ratio and the number of writes to the flash memory, because a low hit ratio increases
the number of page faults, and as a result increases the number of page reads. In
particular, as the number of write increases, so does both the page write and erase
overheads.
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Fig. 7. Overall runtime under various buffer size (a)PostgreSQL, (b)GCC, (c)Viewperf,
(d)Cscope

CF-LRU shows better performance than LRU when the buffer size is small, but its
performance degrades as the buffer size becomes larger because of relatively lower
hit-ratio than other algorithms. LIRS-WSR always outperforms LIRS. Moreover, it
outperforms other algorithms in most cases. The only case LIRS-WSR shows wore
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performance than others (Figure 7(c)) is because of the limitation of LIRS we
described in Section 2.2. In Figure 7(a), LIRS-WSR shows about 2 times faster than
LRU algorithm and 1.25 times faster than LIRS algorithm.

5 Conclusion

In a flash memory, a write operation is much slower than a read operation, and an
erase operation is much slower than a write operation. Reducing the number of write
requests only may deteriorate the I/O overall performance by decreasing the buffer
hit-ratio. For the overall performance of a flash memory system, the buffer
replacement algorithms should focus on reducing the number of write requests as well
as the number of read requests while considering the asymmetric read/write latencies.
In this paper, we proposed a new add-on policy for buffer replacement in a flash
memory, WSR (Write Sequence Reordering), that reorders writes of not-cold dirty
pages only. To avoid keeping cold pages in the buffer, we used cold-page detection.

To show the effectiveness of WSR policy we have developed LIRS-WSR
algorithms by adding the WSR policy to LIRS buffer replacement algorithms.

We performed the trace-drive simulation using four kinds of traces representing
various kinds of access patterns. Our trace-driven simulation results show that LIRS-
WSR algorithm improves the overall performance significantly by up to 2 times faster
than LRU algorithm by effectively reducing the number of physical write and erase
operations.

In the future, we plan to evaluate the proposed policy under real system which
invokes sync mechanism as well as read and write operations.
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Abstract. In this work, we develop novel file system, FRASH, for byte-
addressable NVRAM (FRAM[1]) and NAND Flash device. Byte addressable
NVRAM and NAND Flash is typified by the DRAM-like fast access latency
and high storage density, respectively. Hierarchical storage architecture which
consists of byte-addressable NVRAM and NAND Flash device can bring
synergy and can greatly enhance the efficiency of file system in various aspects.
Unfortunately, current state of art file system for Flash device is not designed
for byte-addressable NVRAM with DRAM-like access latency. FRASH file
system (File System for FRAM an NAND Flash) aims at exploiting physical
characteristics of FRAM and NAND Flash device. It effectively resolves long
mount time issue which has long been problem in legacy LFS style NAND
Flash file system. In FRASH file system, NVRAM is mapped into memory
address space and contains file system metadata and file metadata information.
Consistency between metadata in NVRAM and data in NAND Flash is
maintained via transaction. In hardware aspect, we successfully developed
hierarchical storage architecture. We used 8 MByte FRAM which is the largest
chip allowed by current state of art technology. We compare the performance of
FRASH with legacy Its-style file system for NAND Flash. FRASH file system
achieves x5 improvement in file system mount latency.

Keywords: FRAM, NVRAM, NAND Flash Memory, File System,
Hierarchical Storage, Mounting Time.

1 Introduction

Due to recent rapid advancement of non-volatile memory technology, users can now
bring large amount of data in very portable fashion and variety of high performance
mobile devices come to exist. They include cell phone, MP-3 player, portable game
player, digital camera and PDA. This convenience is particularly indebted from the
evolution of NAND Flash technology[2]. Thanks to steadfast effort from academia as
well as industry, storage density of NAND flash device has increased faster than
Moore’s Law[3]. In addition to storage density, NAND flash technology effectively
resolves a number of issues which legacy hard disk technology has not been able to
properly address. They include shock-resistance, energy consumption[4]. Flash
memory has entirely different media characteristics than hard disk drive. Prime
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difference comes from the fact that Flash memory content cannot be overwritten
directly and that block of storage needs to be erased prior to update. Erase operation
takes significant amount of time and the unit of erase is much larger than single disk
page. Further, each location of the Flash device has limited number of erase cycle. It
is important that each cell in Flash device is used (erased) in uniform fashion. Due to
these differences, it is not possible to use existing hard disk based file system to
handle Flash media. There are major two approaches in storage software for Flash
media. The first one is to use log-structured file system (LFS)[5]-like approach where
file system writes to new location for every write operation. The second one is to
introduce new device driver layer which dynamically maps the device block address
to the new location in every write operation. This device driver layer is often called
Flash Translation Layer (FTL)[6]. FTL emulates the NAND flash storage device as a
block device and provides disk-device-like read/write operation by hiding erase
operation. With FTL, we can use the conventional file system for the NAND flash
storage device. LFS-like approach exhibits better I/O performance. However,
operating system needs to scan entire file system partition to build the in-memory
metadata when it mounts the file system. Density of NAND flash device increases
very rapidly and scan overhead has already become significant issue in state of art
NAND flash device, e.g. 4 GByte.

Aside from Flash memory technology, academia and industry put lots of effort on
developing byte addressable non-volatile memory technology, e.g. FRAM, PRAM,
MRAM, and etc. These devices are byte-addressable, do not require erase operation in
performing write, and have similar access speed as SDRAM. Despite the promising
physical characteristics, however, these technologies are at their inception stage and
current technology allows for only small capacity. Due to its small capacity, these
NVRAM’s has very limited usage and cannot be used by itself.

In this work, we develop file system for hierarchical non-volatile storage system.
Our work consists of two themes. We first designed and implemented a hierarchical
storage system. Our storage subsystem consists of FRAM (Ferro-electric RAM) and
NAND Flash. Second, we develop hierarchical file system, FRASH which exploits
the physical characteristics of storage medium at each storage hierarchy. The
objective of this work is to resolve the overhead of file system mount operation and
meta-data update while retaining highest possible I/O performance in NAND Flash
memory.

2 Related Work

LFS style flash file systems suffer from important problems. It requires large amount
of memory for mapping table. Further, file system mount latency is very large. As the
capacity of NAND flash memory increases, overhead of file system mount becomes
more significant in Flash file system. This is particularly of an issue in Flash file
system since the most of NAND flash storage is for mobile device where quick
system response is crucial. Yim et. al. introduced snapshot technique to reduce mount
time[7]. The file system metadata in memory (snapshot) is stored at flash memory in
file system unmount phase. Instead of scanning entire file system partition, they use
snapshot to mount the file system. In this technique, it takes more time to unmount the
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file system. RFFS[8] divides flash memory into two regions: location information
area and data area. This technique reduces mount time by constructing RAM data
structure using only location information area. Location information area contains the
most recent location information. Even though the location information area reduces
area to scan, the mount time is still proportional to flash memory size. MNFS[9]
improved the file system mount time and memory foot print. They use block mapping
algorithm and page mapping algorithm for data area and meta-data area.

Recently, a number of works suggested to use byte-addressable non-volatile
memory or persistent RAM as a part of storage subsystem. HeERMES[10] propose to
use non-volatile memory as a part of storage subsystem to maintain file meta-data
information. MRAMFS[11] is an improvement on HeERMES which stores compressed
file meta-data in non-volatile RAM. Conquest[12] file system proposed to use file
system metadata and small files in persistent-RAM layer. These hierarchical file
systems are fundamentally for disk based file system and try to improve the access
time while read/write operation in disk-based file systems. They store the metadata in
NVRAM, while the conventional file systems do in specific disk area.

The ideas adapting NVRAM or persistent-RAM as write buffer in its file system
had been proposed to overcome low write performance[13, 14]. When the file system
performs write operation, they buffer the write data to the NVRAM or persistent-
RAM first and write to disk or flash memory later. Additionally, even with
unexpected power failure, the write operation can be performed completely at next
power-on without data loss.

Our work distinguishes itself from prior works in a number of aspects. First, we
developed hierarchical storage system which consists of NAND flash and FRAM.
The above mentioned hierarchical file system is for disk based storage and NVRAM,
few of which are based upon physical device. Disk based file system and Flash file
system has entirely different meta-data structure and meta-data management
algorithm. FRASH is a hierarchical file system which is optimized to handle meta-
data operation of YAFFS in NVRAM layer of the storage.

The rest of this paper is organized as follows. Section 3 describes modern NVRAM
technologies. In section 4, we present the brief introduction to YAFFS file system.
Section 5 explains the details of FRASH. Section 6 and section 7 carries
implementation details and the results of our performance experiments, respectively.
Section 8 concludes the paper.

3 Byte Addressable NVRAM and Storage Organization

3.1 Non-volatile Memory Technologies

We describe the physical characteristics (refer to Table 1) of FRAM (Ferro-electric
RAM), PRAM (Phase-change RAM), NOR flash, and NAND flash. FRAM, PRAM
and NOR flash are byte addressable. Particularly, NOR flash is byte addressable on
read operation, but NAND flash does not support byte addressable operation. It is
accessed only in page (512byte) granularity. Till today, PRAM is not commercially
available and very small size FRAM is available in the market (128KByte). Flash
memory technology has matured further compared to these. NOR flash is widely used
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as a code or boot memory and NAND flash is used as storage device. The unit cell
structure of NOR flash is same as that of NAND flash (Fig. 1) Cell array of NOR
flash consists of parallel connection of several unit cells. NOR flash can perform byte
addressable operation and has faster read/write speed than NAND flash. However,
because of the byte addressable cell array structure, NOR flash has slower erase speed
and lower capacity than NAND flash.

Table 1. Comparison of byte addressable NV-RAM and NAND Flash

Item FRAM PRAM NOR NAND
Byte Addressable YES YES YES (Read only) NO
Non-volatile YES YES YES YES
Read 85ns 62ns 85ns 16us
Write/Erase 85ns/none 300ns/none 6.5us/700ms 200us/2ms
Power consumption Low High High High
Capacity Low Middle Middle High
Endurance 1E15 >1E7 100K 100K
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PRAM consists of one transistor and one variable resistor. The variable resistor is
integrated by GST material and acts as a storage element. The GST material has
different resistance value with respect to its crystallization status; it can be converted
to crystalline (low resistance) or to amorphous (high resistance) structure by forcing
current though B/L to Vss. This mechanism is adapted to PRAM for write method.
Due to this reason, the write operation of PRAM spends more time and current than
read operation. This is the essential drawback of PRAM device. The read operation
can be performed by sensing the current difference through B/L to Vss. Even though
the write is much slower than read operation, PRAM does not need erase operation
and it is being expected that the storage density is soon able to compete with that of
NOR flash. PRAM is considered as future replacement of NOR flash memory.

Contrary to PRAM, FRAM has good access characteristics. Read and write speed
is almost identical and is very fast. We will have in depth look at FRAM and NAND
flash memory technology in next section.

NAND Flash Memory. NAND flash memory has different properties compared to
other memories. Read and write can be done only in page granularity (512Byte
usually). Erase operation is performed in much larger granularity. Unit of erase in
NAND flash is often called “block” and block consists of 32 (or 64) pages.

NAND flash device is susceptible to defect and it requires requiring error
correction code (ECC). Also, the number of erase is limited. After a certain number of
erase, the respective location becomes unusable. Despite these physical characteristics
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some of which is definitely significant drawbacks, Although the capacity of NAND
overwhelms the other NVRAM technologies. NAND flash has higher cost per byte
than hard disk drive. Nevertheless, the RAM nature which does not have mechanical
component, i.e. light weight, shock resistance, low power consumption, and small size
make it possible for NAND flash to take great potential in multitudes of portable
information appliances. Fig. 1 shows a block structure of NAND flash memory. A
cell-string of NAND flash memory generally consists of serial connection of several
unit cells to reduce cell area. The unit cell is composed of only one transistor having
floating gate. When the transistor is turned on or off, the data status of the cell is
defined as “1” or “0” respectively. The page, which is generally composed of 512-
byte data and 16-byte spare cells, is organized lots of unit cells in a row. It is unit for
the read/write operation. The block, which is composed of 32 pages (16Kbyte), is
base unit for the erase operation. Erase operation requires high voltage and longer
latency. It sets all the cells of the block to data “1”. Write operation is performed in a
page unit. The unit cell is just changed from “1” to “0” when the write data is “0”, but
there is no change when the write data is “1”. Read operation is also performed in a
page unit.

The important drawback of NAND flash memory is the limitation of the number of
erase operation (known as endurance; typically 100K cycles). This drawback is rooted
at the fundamental property of floating gate. It is important that all NAND flash cells
go through similar number of erase cycles to maximize its life time.
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Fig. 1. A Block Structure of NAND Flash Fig. 2. A Cell Schematic of FRAM

FRAM. FRAM (Ferro-electric RAM) has ideal characteristics such as low power
consumption, fast read/write speed, random access, radiation hardness, and non-
volatility. Among MRAM, PRAM, and FRAM, FRAM is the most matured
technology and small density device is already available in the market.

Contrary to NAND flash memory, FRAM can be written without erase operation.
More importantly, it exhibits same access latency as current SRAM or DRAM
technology. We envision that FRAM can greatly enhance the performance of the
existing storage system if properly exploited. Fig. 2 illustrates a cell schematic of
FRAM and a charge property of ferro-electric capacitor (FCAP) with respect to
voltage. The unit cell of FRAM consists of one transistor and one ferro-electric
capacitor; known as 1T1C, which has the same schematic as DRAM. Since the charge
of FACP retains its original polarity without power, FRAM can maintain its stored
data in the absence of power. Different from DRAM, FRAM does not need refresh
operation and subsequently consumes less power. A write operation can be performed
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by forcing pulse to the FCAP through PL or BL for data “0” or data “1”, respectively.
Since voltage of PL and BL for write operation is same as VCC, FRAM does not need
additional high voltage like NAND flash memory. This property enables FRAM to
perform write operation in much faster and simple way.

FRAM design can be very versatile. It can be designed compatible to SRAM
interface as well as DRAM interface. Asynchronous, synchronous, or DDR FRAM
can be designed. FRAM can fundamentally change the legacy architecture of the
computer system. As it currently stands, DRAM, SRAM and Flash memory is used
for main memory, cache memory and storage, respectively. Each of these materials
needs to have its own interface and the respective software stack. FRAM technology
can un-necessitate these diversities of components and can make the system
architecture much simpler and compact. However, as it currently stands, memory
density of FRAM is insufficient to address the above mentioned approach. The largest
FRAM is 8 MByte under current state of art technology.

4 Synopsis: LFS-Style File System for NAND Flash

4.1 Introduction of YAFFS

There are JFFS and JFFS2[15] as Linux file systems for NOR flash chip. The NOR
flash chip has low density and slow write performance and is expensive. So, in that
situation, JFFS is doing well. But NAND flash chip is cheap and has high density.
Therefore, as NAND flash capacity increase continuously, JFFS cannot help having
limitation to support NAND flash chip in RAM usage and boot time. Also, JFFS for
NAND flash has various mechanisms that are not required for NAND. Because NOR
and NAND flash have very different properties, as you see Table 1, a file system for
NAND flash needs extra mechanisms not required for NOR flash such as another
garbage collection strategy, management bad blocks and so on.

As a result, the company named Aleph One decided to create YAFFS that is
designed specifically for use with NAND flash (Dec. 2001). And then the YAFFS for
Linux was working on real NAND flash chip (May 2002), the YAFFS for WinCE
was created (Aug. 2002), for uClinux (Sept. 2002), for pSOS (Feb. 2003) and so on.
At last, in the early 2003, commercial Y AFFS product was shipped.

The intention of the YAFFS is to be NAND flash friendly, Robustness through
journaling strategies and significantly to reduce the RAM overheads and boot times
associated with JFFS. Also, now the YAFFS is designed to be portable and has been
used on Linux, WinCE, pSOS, eCOS, ThreadX and various special-purpose OS’s and
even in situations where there is no OS.

YAFFSI is the first version of this file system to accommodate the small block
NAND chips of which page is composed of 512-byte data and 16-byte spare area and
generally allow 2 or 3 write cycles per page.

YAFFS2 is the second version of YAFFS to accommodate large block NAND
chips of which page is composed of 2048-byte data and 64-byte spare area, where its
code is based on YAFFSI and it supports YAFFS1 data formats. YAFFS is licensed
both under the GPL and under per-product licenses available from Aleph One.
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4.2 YAFFS vs. Flash Translation Layer

Flash Translation Layer (FTL) is a middleware to hide the erase operation of flash
memory and resides between a file system and a flash memory. FTL can hide the
erase operation on write operation by translating a logical address from file system to
a physical address of an area to have been already erased on flash memory. FTL hides
the slow erase operation and handles block I/O as an atomic operation like a hard
disk. We can implement FTL as a type of host-independent hardware (Fig. 3) or host-
device-driver.
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Fig. 3. FTL Construction Fig. 4. FTL Operation Cases
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FTL uses a page mapping or a block mapping depending on translation unit type.
Because the page mapping translates in a unit of page, its performance is good but the
large size of a mapping table costs much more. On the contrary, the block mapping
translates in a unit of block, so the size of a mapping table is small but even to modify
only one page takes additional cost that we have to erase the total block of the page
and allocate new block. You can see the operations in Fig. 4. As using a mapping
table, FTL can have good write performance against flash memory and be controlled
by conventional normal file system. So FTL is used widely in main storage devices.

S FRASH: Hierarchical File System for FRAM and Flash

In this work, we develop a file system which exploits the storage capacity of NAND
flash and fast access latency and non-volatility of FRAM. The objective of this work
is to resolve the file system mount latency issue and the overhead of meta-data update
while retaining the performance advantage of the log structure based file system for
NAND flash. We use YAFFS as a baseline file system for t