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Abstract. This paper presents a centralized mechanism for solving the
coordination problem of personality-based multiagent systems from the
point of view of social exchanges. The agents may have different person-
ality traits, which induce different attitudes towards both the regulation
mechanism and the possible profits of social exchanges. A notion of ex-
change stability can be defined, and the connections between agents’
personalities and deviations of social exchanges from the stability point
can be established. The model supports a decision procedure based on
Qualitative Interval Markov Decision Processes, that can solve the prob-
lem of keeping the stability of social exchanges, in spite of the different
personality traits of the agents. The paper deals only with transparent
agents (agents that allow the external access to their balances of exchange
values), but we hint on the case of non-transparent agents. The model is
analyzed theoretically and contextualized simulations are presented.

1 Introduction

Social control is a powerful notion for explaining the self-regulation of a society,
and the various possibilities for its implementation have been considered, both
in natural and artificial societies [1,2]. As mentioned in [3], social control, or co-
ordination mechanisms, vary according to the structure of the society: hierarchy,
market or network-oriented societies tend to coordinate activities through, re-
spectively, authority supervision, price mechanism or collaboration mechanisms.
Our work aims at the simulation of network-oriented societies with collabora-
tion based social control. However, up to now, we are dealing with a hierarchical
model, and the system of exchange values that constitutes the basis of the social
control model that we adopted seems to be a price mechanism, although one
based on qualitative values, as we show presently.

The centralized social control mechanism that we introduced in [4], concerning
small social groups, is based on the Piaget’s theory of exchange values [5], where
a variety of social norms (moral, juridical, even economic rules) are rooted in the
qualitative economy of exchange values that emerges when individuals evaluate
their interactions. That control mechanism is performed by a social equilibrium
supervisor that, at each time, decides on which actions it should recommend
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agents to perform in order to lead the system towards the equilibrium, regarding
the balance of the exchange values involved in their exchanges.

The qualitative exchange values are represented using techniques of Interval
Mathematics [6]. The equilibrium point of the exchanges between a pair of agents
is defined as a pair of intervals, each enclosing the value zero, meaning that ben-
efits and losses in exchanges, for each agent, compensate one another. Then, the
equilibrium supervisor builds on Qualitative Interval Markov Decision Processes
(QI-MDP), where states are represented by intervals, actions are interval oper-
ations [6], and equality of intervals is interpreted as a loose equivalence relation
(two intervals are equivalent if their midpoints are “approximately” equal).

In general, however, since the agents may have different objectives, it may
happen that the exchange balance of a given agent, regarding its exchanges with
another agent, becomes stable (after a certain period of time) around a value
different from zero. That is, in general, agents stabilize their exchanges in non-
equilibrated ways, thus keeping the society disequilibrated, as a whole. Given
two agents, the pair of exchange values in which they stabilize their respective
exchange balances is called the stability point of the exchanges between them.
Such stability point may vary with time.

In this paper, trying to advance the development of a future model of decen-
tralized social control, we extend the centralized control architecture presented
in [7], in order to consider a society with personality-based agents. We propose a
social control mechanism coordinated by a stability supervisor, whose duty is: (i)
to determine, at each time, the target stability point for each pair of agents in
the system (which is not necessarily around the value zero); (ii) to decide which
actions should be recommended for each pair of agents in order to lead them to-
wards that stability point; (iii) to maintain them stable around that point, until
(for some reason) another stability point for some pair of agents is required.

As explained in [8], a realistic account of agent interactions has to consider
that agents may have different interaction personalities, in order to allow for
the agents to participate in different ways in social interactions, depending not
only on the way tasks were delegated to them, but also on the way the agents
assess their own contributions and the contributions of the other agents to the
interaction. So, in this paper, we allow for the agents to have different personal-
ity traits, which induce different attitudes towards the social control mechanism
(blind obedience, eventual obedience etc.) and the possible profits of social ex-
changes (egoism, altruism etc.). As a consequence, the agents may or may not
follow the recommendations given by the stability supervisor, thus creating a
probabilistic social environment, from the point of view of the social control.

Also, we allow the agents to control the supervisor access to their internal
states, behaving either as transparent agents (agents that allow full external ac-
cess to their internal states) or as non-transparent agents (agents that restrict
such external access). In the paper, however, we focus on the supervisor dealing
only with transparent agents. Then, it has full knowledge of the agents’ person-
ality traits and has access to all current balances of exchange values, and so it
is able to choose, at each step, the adequate recommendation for each agent.
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We note, however, that the motivation for establishing a social control mech-
anism (for instance, social stability, social equilibrium or disequilibrium etc.), is
usually not inscribed in the details of the social control mechanism itself. That
motivation usually lies in the agents themselves or in the application context
of the system. Thus, the social control mechanisms that we are developing are
neutral with respect to those motivations, serving any of those purposes.

Section 2 shows our modeling of social exchanges. The regulation mechanism
of exchanges is introduced in Sect. 3. Section 4 presents the QI-MDP model
for the regulation of exchanges between transparent personality-based agents,
and the stability analysis. Section 5 shows a sample simulation. Related work is
discussed in Sect. 6. Section 7 is the Conclusion and discussion of further work.

2 The Modelling of Social Exchanges

According to Piaget’s approach [5], the evaluation of an exchange by an agent is
done on the basis of a scale of exchange values (that are of a qualitative, subjec-
tive nature, like those everyone uses to judge the daily exchanges he has: good,
bad, better than etc.). In general, those values cannot be faithfully represented
quantitatively, due to the lack of neat objective conditions for their measure-
ment. Then, following the approach introduced in [4,9], techniques from Interval
Mathematics [6] are used to represent any exchange value1 as a real interval
X = [x1, x2] = {x ∈ R | x1 ≤ x ≤ x2}, with −L ≤ x1 ≤ x ≤ x2 ≤ L, x1, x2, for
a bound L ∈ R, L > 0. The set of such intervals is denoted by IRL.

Analogously to [4,7], consider a reference value h (an anchor for the stability
point) such that −L < h < L, and a tolerance ε ∈ R+. We build an h-centered
scale of exchange values as an algebraic structure 〈IRL, +,Xh,′ 〉, where: (i) the
L-bounded interval addition operation + is well defined; (ii) Xh = {X ∈ IRL |
mid(X) ∈ [h−ε, h+ε]} is the set of h-reference intervals, where mid(X) = x1+x2

2
is the mid point of X ; (iii) an h-compensation interval of an interval X ∈ IRL is
any interval X ′ ∈ IRL such that X + X ′ is an h-reference interval; (iv) the least
compensation interval of X is given by [−mid(X) + h − ε, −mid(X) + h + ε].

A social exchange between two agents, α and β, involves two types of stages.
In stages of type Iαβ , α realizes an action on behalf of (a “service” for) β. The
exchange values involved in this stage are the following: rIαβ

, which is the value
of the investment done by α for the realization of a service for β (this value is
always negative); sIβα

, which is the value of β’s satisfaction due to the receiving
of the service done by α; tIβα

is the value of β’s debt, the debt it acquired to α
for its satisfaction with the service done by α; and vIαβ

, which is the value of
the credit that α acquires from β for having realized the service for β. In stages
of type IIαβ , α asks the payment for the service previously done for β, and the
values related with this exchange have similar meaning.

The values rIαβ
, sIβα

, rIIβα
and sIIαβ

are called material values (investments
and satisfactions), generated by the evaluation of immediate exchanges ; the
1 Our choice makes the representation operational and the decision process computa-

tionally viable, without being unfaithful to Piaget’s approach [4].
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values tIβα
, vIαβ

, tIIβα
and vIIαβ

are the virtual values (credits and debts), con-
cerning deferred exchanges, which are expected to happen in the future [4,5].

The exchange values are undefined if either no service is done in a stage I, or
no credit is charged in a stage II. Also, it is not possible for α to realize a service
for β and, at the same, to charge him a credit. A configuration of ex-values is
specified by one of the tuples of well defined values: (rIαβ

, sIβα
, tIβα

, vIαβ
), (rIβα

,
sIαβ

, tIαβ
, vIβα

), (vIIαβ
, tIIβα

, rIIβα
, sIIαβ

), (vIIβα
, tIIαβ

, rIIαβ
, sIIβα

).
A social exchange process is composed by a sequence of stages of type Iαβ

and/or IIαβ in a set of discrete instants of time. The material results, according
to the points of view of α and β, are given by the sum of the well defined material
values involved in the process, and are denoted, respectively, by mαβ and mβα.
The virtual results vαβ and vβα are defined analogously.

A stability point is a pair of balances of exchanges that is desired that a pair
of agents should maintain for a certain period of time, established according to
conditions and constraints imposed by the system’s external and internal envi-
ronments (see Sect. 3). A social exchange process is said to be in material stability
if in all its duration it holds that the pair of material results (mαβ ,mβα) encloses
a given stability point (ωαβ , ωβα) ∈ R × R. It is said in material equilibrium2 if
both mαβ and mβα enclose the zero.

Let H = {−L, −L+ L
n , −L + 2L

n , . . . , L − 2L
n , L − L

n , L} be the set of possible
reference values induced on IRL by a given n ∈ N

∗
+, and κn = L

n be the accuracy
of the stability supervisor. Given a target stability point (ωαβ , ωβα) ∈ R × R for
the exchange process between the pair of agents α and β, occurring during a
certain period of time, a pair of reference values (hαβ , hβα) ∈ H × H is chosen
such that ωαβ ∈ [hαβ − ε, hαβ + ε] and ωβα ∈ [hβα − ε, hβα + ε] , for a tolerance
0 < ε < L

n and machine numbers hαβ ± ε, hβα ± ε. The stability supervisor
builds two scales of exchange values, one that is hαβ-centered (for the agent
α) and other that is hβα-centered (for the agent β). The index αβ (βα) of a
reference value hαβ (hβα) will be omitted when it is not relevant in the context.

3 The Social Exchange Regulation Mechanism

Figure 1 shows the architecture of our social exchange regulation mechanism,
which extends the one proposed in [7] with (i) a module for the evaluation of
stability points and (ii) a learning module based on Hidden Markov Models
(HMM) [10]. The stability supervisor, at each time, uses an Evaluation Mod-
ule to analyze the conditions and constraints imposed by the system’s external
and internal environments (not shown in the figure), determining the target
equilibrium point. To regulate transparent agents, the supervisor uses two Bal-
ance Modules, Σmaterial and Σvirtual, to calculate their material and virtual
results of the performed exchanges. To regulate non-transparent agents, the su-
pervisor uses a HMM Module to observe their behavior in exchanges and then

2 Notice that Piaget’s notion of equilibrium has no game-theoretic meaning, since it
involves no notion of game strategy, and concerns just an algebraic sum.
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Fig. 1. The social exchange regulation mechanism

recognize and maintain an adequate model of the personality traits of such
agents, generating plausible balances of their material exchange values.

Taking both the directly observed and the indirectly calculated material re-
sults, together with the currently target stability point, the supervisor uses the
module that implements a personality-based QI–MDP to decide on recommen-
dations of exchanges for the two agents3, in order to keep the material results of
exchanges stable. It also takes into account the virtual results of exchanges for
deciding which type of exchange stage it should suggest. This paper is concerned
only with the QI–MDP module. The HMM Module was studied in [13].

4 Personality-Based QI-MDPs

4.1 The States

Consider an h-centered scale of exchange values built as explained in Sect.2. Let
Êh = {E

−n− sn
L

h , . . . , E−1
h , E0

h, E1
h, . . . , E

n− sn
L

h } be the set of 2n + 1 equivalence
classes of intervals, where, for each value i = −n − sn

L , . . . , n − sn
L :

Ei
h =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

{X | h + iL
n ≤ mid(X) < h + (i + 1)L

n } if − n − hn
L ≤ i < −1

{X | h − L
n ≤ mid(X) < h − ε} if i = −1

{X | h − ε ≤ mid(X) ≤ h + ε} if i = 0
{X | h + ε < mid(X) ≤ h + L

n } if i = 1
{X | h + (i − 1)L

n < mid(X) ≤ h + iL
n } if 1 < i ≤ n − hn

L .

3 We consider systems composed by two agents for simplicity. The results are readily
extended for more than two agents using the matrix-like notation introduced in [4],
where we assumed that the exchanges performed by any two agents are totally inde-
pendent and cause no interference in any other exchanges. Thus, subQI–MDPs for
any two agents can be solved individually and an optimal global supervisor recom-
mendation realized by concurrent execution of the optimal local recommendations;
solution time is determined by the size of the subQI–MDPs [11,12].
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The classes Ei
h ∈ Êh are the supervisor representations of classes of material

results that are either intervals around the reference value h (i = 0), or down
scale intervals (i < 0), called unfavorable results, or up scale intervals (i > 0),
called favorable results. Whenever it is understood from the context, we shall
denote by E− (or E+) any class Ei<0

h (or Ei>0
h ). The range of the midpoints of

the intervals that belong to a class Eh is called the representative of the class
Eh. In the following, we identify a class Eh with its representative.

The states of a QI–MDP model are pairs (Ehαβ
, Ehβα

) of equivalence classes
representing the material results of the social exchange process between the
agents α and β, from the point of view of α and β, respectively, considering their
respective hαβ-centered and hβα-centered scales of exchange values. The set of
states is denoted by Ehαβ ,hβα

. (E0
hαβ

, E0
hβα

) is the terminal state, representing
that the system is stable around the reference point (hαβ , hβα) that encloses the
stability point (ωαβ , ωβα). In the following, for simplicity, a class Ehαβ

is denoted
by Eαβ , whenever hαβ is clear from the context.

4.2 The Actions

An action is a pair of intervals (Ai
αβ , Aj

βα) that induces a state transition

of the form (Ei
αβ , Ej

βα)
(Ai

αβ ,Aj
βα)

�→ (Ei′

αβ , Ej′

βα), such that mid(Ei
αβ + Ai

αβ) ∈
Ei′

αβ and mid(Ej
βα + Aj

βα) ∈ Ej′

βα. An interval Ai
αβ (analogously for an in-

terval Aj
βα) is of one of the following types: (i) a compensation interval Ci

αβ

of a class representative Ei
αβ ; (ii) a go-forward-k-step interval F i

k, such that

mid(Ei
αβ + F i

k) ∈ E
(i+k) �=0
αβ , i �= L; (iii) a go-backward-k-step interval Bi

−k, such

that mid(Ei
αβ +Bi

−k) ∈ E
(i−k) �=0
αβ , i �= −L. The sets of compensation, go-forward

and go-backward intervals are denoted by C (Table 1), F and B, respectively.
For example, considering a class Ei

h, with 1 < i ≤ n− hn
L , a go-forward-k-step

interval, with k ≤ n − hn
L − i, is given by F i

k = [k L
n − ε, k L

n + ε]. And, for a class
Ei

h where −n− hn
L ≤ i < −1, a go-backward-k-step interval, with k ≤ n+ hn

L + i,
is given by Bi

−k = [−k L
n − ε, −k L

n + ε].
Given a target stability point (ωαβ , ωβα) ∈ R × R (which specifies the pair of

reference values (hαβ , hβα) ∈ H×H), the stability supervisor has to find, for each
state (Ehαβ

, Ehβα
) representing the current material results, the action that may

achieve the terminal state (E0
hαβ

, E0
hβα

) (representing that the system is stable

Table 1. Specification of compensation intervals

State Compensation Interval Ci
h ∈ C

Ei,−n≤i<−1
h [−( 2i+1

2
L
n
) − ε, −( 2i+1

2
L
n
) + ε]

E−1
h [ 12 (L

n
+ ε) − ε, 1

2 (L
n

+ ε) + ε]
E0

h [0, 0]
E1

h [− 1
2 (L

n
+ ε) − ε, − 1

2 (L
n

+ ε) + ε]
Ei,1<i≤n

h [ (1−2i)
2

L
n

− ε, (1−2i)
2

L
n

+ ε]
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around (hαβ , hβα)) or, at least, another state from where the terminal state can
be achieved, with the least number of steps.4 Such action generates an optimal
exchange recommendation, consisting of a partially defined exchange stage that
the agents are suggested to perform (see Sect. 4.4). This partial definition shall
be completed by the analysis of the virtual results, which allows the specification
of which particular types of exchange stages (I or II) should be considered.

4.3 Exchanges Between Personality-Based Agents

We define different levels of obedience to the supervisor that the agents may
present: blind obedience (the agent always follows the recommendations); even-
tual obedience (the agent may not follow the recommendations, according to a
certain probability); and full disregard of recommendations (the agent always
decides on its own, disregarding what was recommended).

The agents may have different personality traits that give rise to different
state-transition functions, which specify, for each obedience level, and given the
current state and recommendation, a probability distribution Π(Ehαβ ,hβα

) over
the set of states Ehαβ,hβα

that the interacting agents will try to achieve next. In
the following, we illustrate some of those personality traits:

Egoism: the agent is mostly seeking his own benefit, with a high probability
to accept exchanges that represent transitions to favorable results;

Strong Egoism: the agent has a very low probability to accept exchanges that
represent reduction of its material results even if the agent is maintained in
favorable results;

Altruism: the agent is mostly seeking the benefit of the other, with a high
probability to accept exchanges that represent transitions toward states
where the other agent has favorable results;

Strong Altruism: the agent has a very low probability to accept exchanges
that represent reduction of the other agent’s material results even if the
latter is maintained in favorable results;

Fanaticism: the agent has a very high probability to accept exchanges that
lead it to its reference value, avoiding other kinds of transitions;

Tolerance: the agent has a high probability to accept exchanges that lead it
to its reference value if his material results are far from that state, but it
accepts other kinds of transitions;

Prudence: the agent has a high probability to avoid exchanges when the values
involved are higher than a specified limit.

Let Eh = {E−, E0, E+} be a simplification of the set Êh of the classes of ma-
terial results, where E+ and E− denote the subsets of classes of unfavorable and
favorable results, respectively, related to the reference value h. Table 2 presents
a pattern of the probability distribution Π(Eh), considering individual agent

4 The choice of actions is constrained by the rules of the social exchanges. Since some
transitions are forbidden (e.g., both agents increasing results simultaneously), the
supervisor has to find alternative paths to lead the agents to the stability point.
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Table 2. A pattern of probability distribution Π(Eh) for agent transitions

Egoist agents Altruist agents
Π(Eh) E0 E+ E− E0 E+ E−

E0 low very-high very-low low very-low very-high
E+ low very-high very-low low very-low very-high
E− low very-high very-low low very-low very-high

Fanatic agents Tolerant agents
Π(Eh) E0 E+ E− E0 E+ E−

E0 very-high very-low very-low high low low
E+ very-high very-low very-low high low low
E− very-high very-low very-low high low low

Table 3. A pattern of distribution Π(T ) for the set T of transitions Ei
h �→ Ej

h

Π(T ) Ei
h < Ej

h Ei
h = Ej

h Ei
h > Ej

h

Strong Egoism very-high low very-low
Strong Altruism very-low low very-high

transitions, characterizing egoist/altruist and fanatic/tolerant agents. Observe
that, for an egoist agent, transitions ending in favorable results (E+) occurs with
very high probability, whereas, for an altruist agent, the most probable transi-
tions are those ending in unfavorable results (E−). For a fanatic agent, the least
probable transitions are those not ending in the terminal state E0 (around the
stability point). In contrast, a tolerant agent accepts transitions to states other
than E0, although with a low probability.

Table 3 shows a pattern for the probability distribution Π(T ) for the set T of
individual agent transitions Ei

h �→ Ej
h, for strong egoism/altruism. Observe that

strong egoist agents presents a very high probability to increase their material
results in any exchange, whereas strong altruist agents behave in a completely
opposite way.

Table 4 shows parts of sample state-transition functions F for systems com-
posed by (a) two tolerant agents and (b) two egoist agents that always disregard
the supervisor’s recommendations. The mark X indicates that the transition is
forbidden according to the adopted social rules (both agents increasing results
simultaneously). In (b), the highest probabilities appear in the transitions ending
in the state (E+, E+), representing increasing results for both agents, or in the
states (−, E+) or (E+, −) when the transitions to the state (E+, E+) are not
allowed. The probability of 100% in the last line of (b) indicates that the agents
refuse to exchange (which would lead both to unfavorable results), remaining
in the same state (E−, E−). This shows that this system presents an absorbent
state, (E−, E−), meaning that the system is not able to leave that state if it
reaches it, and so it may never achieve the desired target stability point. In
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Table 4. Parts of state-transition functions F for pairs of agents that always disregard
recommendations

(a) (tolerant, tolerant) agents
F (%) (E0, E0) (E0, E+) (E0, E−) (E+, E0) (E+, E+) (E+, E−) (E−, E0) (E−, E+) (E−, E−)

(E0, E0) 63.90 X 13.70 X X 2.90 13.70 2.90 2.90
(E+, E−) 49.20 10.50 10.50 10.50 2.20 2.20 10.50 2.20 2.20
(E−, E−) X X 37.85 X X 8.10 37.85 8.10 8.10

(b) (egoist, egoist) agents
F (%) (E0, E0) (E0, E+) (E0, E−) (E+, E0) (E+, E+) (E+, E−) (E−, E0) (E−, E+) (E−, E−)

(E0, E−) X X 0.00 X X 0.00 15.00 85.00 0.00
(E+, E+) 2.20 12.00 0.70 12.00 64.10 4.00 0.70 4.00 0.30
(E+, E−) 2.20 12.80 0.00 12.00 68.00 0.00 0.70 4.30 0.00
(E−, E−) X X 0.00 X X 0.00 0.00 0.00 100.00

Table 5. Parts of state-transition functions F for pair of agents with 50% of obedience

(a) (tolerant, tolerant) agents
F (%) (E0, E0) (E0, E+) (E0, E−) (E+, E0) (E+, E+) (E+, E−) (E−, E0) (E−, E+) (E−, E−)

(E0, E0) 81.95 X 6.85 X X 1.45 6.85 1.45 1.45
(E+, E−) 74.6 5.25 5.25 5.25 1.10 1.10 5.25 1.10 1.10
(E−, E−) X X 18.92 X X 29.05 18.92 29.05 4.06

(b) (egoist, egoist) agents
F (%) (E0, E0) (E0, E+) (E0, E−) (E+, E0) (E+, E+) (E+, E−) (E−, E0) (E−, E+) (E−, E−)

(E0, E−) X X 0.0% X X 25.00 7.50 67.50 0.00
(E+, E+) 51.10 6.00 0.35 6.00 32.05 2.00 0.35 2.00 0.15
(E+, E−) 51.10 6.40 0.00 6.00 34.00 0.00 0.35 2.15 0.00
(E−, E−) X X 0.00 X X 25.00 0.00 25.00 50.00

(a), one observes the more uniform behavior of tolerant agents, even though the
transitions to the states (E0, E0), (E0, −) and (−, E0) being the most probable.

We remark that even if the agents present a certain level of obedience, there
may be a great deal of uncertainty about the effects of the supervisor’s recom-
mendations. Considering an obedience level of 50%, the state-transition func-
tions shown in Table 4 become the respective ones shown in Table 5, showing
an increase in the probability of the transitions ending in (E0, E0) and also the
absence of an absorbent state.

For example, for two agents α and β and classes of material results given by
(Ei

hαβ
, Ej

hβα
) ≡ ([hαβ + iL

n , hαβ + (i + 1)L
n ], [hβα + (j − 1)L

n , hβα + j L
n ]), with

−n − nhαβ

L ≤ i < −1 and 1 < j ≤ n − nhβα

L , a compensation–compensation
action (Ci

hβα
, Cj

hβα
) ≡ ([− 2i+1

2
L
n − ε, − 2i+1

2
L
n + ε], [ (1−2j)

2
L
n − ε, (1−2j)

2
L
n + ε]),

should be chosen by the stability supervisor; then, if the agents are obedient,
and under certain conditions (see Sect. 4.5), the resulting state transition would
be one of the following, with −n − nhαβ

L ≤ i < −1 and 1 < j ≤ n − nhβα

L :
(Ei

hαβ
, Ej

hβα
) �→ (E0

hαβ
, E0

hβα
) or (E−1

hαβ
, E0

hβα
) or (E0

hαβ
, E1

hβα
) or (E−1

hαβ
, E1

hβα
), in

increasing order of probability. If one of the agents is not obedient, then there is
a probability that none of the above transitions occurs.
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4.4 Optimal Value Recommendations

A reward function R : (E × A) → R must conform to the idea of supporting a
recommendation function that is able to direct pairs of agents into the stability
point, according to the model of social exchanges (see, e.g, [7]). One sample
reward function is partially sketched in Table 6, illustrating some requirements
that should be satisfied by such functions. For instance, if the current state is
of the type (E−, E+), then the reward function must state that the best action
to be chosen is a compensation-compensation action (C, C), which may result
in a state transition (E−, E+) �→ (E0, E0). On the other hand, if the current
state is of type (E−, E−), then it must prevent the choice of a compensation-
compensation action (C, C) that would generate a recommendation of exchange
of satisfaction-satisfaction type, which is forbidden in the model, because it
considers impossible to get a satisfaction from no service.

Table 6. Partial schema of the reward function R

R (C,C) (B−1, F+1) (F+1, B−1) (B−3, C)
(E−, E+) 30 -5 3 20
(E+, E+) 30 0 0 20
(E−, E−) -30 30 30 26

The optimal recommendation associated to an optimal policy π∗ is an operator
ρπ∗ that gives, for each state (Ei

αβ , Ej
βα) and optimal action π∗(Ei

αβ , Ej
βα) =

(Ai
αβ , Aj

βα), partial definitions of recommended exchange stages, consisted by
either (rαβ , Ai

αβ) and (sβα, Aj
βα), or (sαβ , Ai

αβ) and (rβα, Aj
βα), where (rλδ , W )

means the realization, by the agent λ, of a service with investment value W , and
(sδλ, W ′) means δ’s satisfaction with value W ′, for receiving the service. The
optimal recommendation ρπ∗ is partially sketched in Table 7.

Finally, the stability supervisor has to decide which types of exchange stages (I
or II) should be recommended. This is done by the analysis of the virtual results.
For example, if vαβ > 0 (vβα > 0), then α (β) is able to charge β (α) the credit
for services previously done. In this case, an exchange stage T 1 (T 2) of type IIαβ

(IIβα) should be recommended. However, if vαβ ≤ 0 ( vβα ≤ 0), then the agent
α (β) does not have any credit to charge α (β). Therefore, the service done by
the agent β (α) must be spontaneous. In this case, an exchange stage T 3 (T 4)
of type Iβα (Iαβ ) should then be recommended. Some stage recommendations
and their combined effects with the optimal value recommendations are sketched
in the simplified state transition diagram shown in Fig. 2, where the dot lines
represent alternative paths that were not considered as optimal recommendations
since they may seem unfair according to social rules.

4.5 Formal Definition and Analysis of the Stabilization Process

Definition 1. A Qualitative Interval Markov Decision Process (QI–MDP), for
keeping the social exchanges in a multiagent system stable around a reference
value h, is a tuple 〈Ehαβ ,hβα

,A,F,R〉L,n
ε , where:
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Table 7. Partial schema of the optimal value recommendation ρπ∗

State Optimal policy Recommendation Label

(Ei, Ej)1<j≤n
−n≤i<−1 (Ci, Cj) ((rβα, Cj), (sαβ , Ci)) R1

(Ei, Ej)1<i,j≤n (Ci, Cj)
((rαβ, Ci), (sβα, Cj))
or ((rβα, Cj), (sαβ, Ci))

R2

R3

(E0, Ej)1<j≤n ([0, 0], Cj) ((rβα, Cj), (sαβ , [0, 0])) R4

(E0, Ei)−n≤i<−1 (B0
−1, F

i
+(−i+1)) ((rαβ, B0

−1), (sβα, F i
+(−i+1))) R5

(E−1, Ej)1<j≤n (F −1
+1 ∨ C−1, Cj) ((rβα, Cj), (sαβ , F −1

+1 or C−1)) R6

(E1, Ei)−n≤i<−1 (B1
−1 ∨ C1, Ci) ((rαβ, B1

−1 ∨ C1), (sβα, Ci)) R7

(E−1, E1) (F −1
+1 ∨ C−1, B1

−1 ∨ C1) ((rβα, B1
−1 ∨ C1), (sαβ, F −1

+1 ∨ C−1)) R8

(E1, E−1) (B1
−1 ∨ C1, F −1

+1 ∨ C−1) ((rαβ, B1
−1 ∨ C1), (sβα, F −1

+1 ∨ C−1)) R9

(Ei, E1)−n≤i<−1 (Ci, B1
−1 ∨ C1) ((rβα, B1

−1 ∨ C1), (sαβ, Ci)) R10

(E−1, E0) (F −1
+1 ∨ C−1, B0

−1) ((rβα, B0
−1), (sαβ , F −1

+1 ∨ C−1)) R11

(E0, E−1) (B0
−1, F

−1
+1 ∨ C−1) ((rαβ, B0

−1), (sβα, F −1
+1 ∨ C−1)) R12

(Ei, Ej)−n≤i,j<−1
(F i

+(−i+1), B
j
−1)

or (Bj
−1, F

i
+(−i+1))

((rβα, Bj
−1), (sαβ, F i

+(−i+1))
or ((rαβ, Bj

−1), (sβα, F i
+(−i+1))

R13

R14

- The set of states of the model is Ehαβ,hβα
= {(Ei

αβ , Ej
βα) | Ei

αβ ∈ Êhαβ
, Ej

βα ∈
Êhβα

} of pairs of classes of material results as specified in Sect. 4.1.
- The set of the actions of the model is the set A = {(Ai

αβ , Aj
βα) | Ai

αβ , Aj
βα ∈

C ∪ F ∪ B} of pairs of compensation, go-forward and go-backward intervals.
- F : Ehαβ ,hβα

× A → Π(Ehαβ ,hβα
) is the personality-based state-transition

function, that gives for each state and each action, a probability distribution
over the set of states Ehαβ,hβα

.
- R : Ehαβ,hβα

×A → R is the reward function, giving the expected reward gained
by choosing an action (Ai

αβ , Aj
βα) when the current state is (Ei

αβ , Ej
βα).

The analysis of the stabilization process is concerned with the number of steps
that are necessary to achieve the target stability point. Since the decision process
is non-trivial (due to: (i) the qualitative nature of exchange values, (ii) the re-
strictions imposed by the definition of exchange, that always requires a service
to be done in any stage, and mainly (iii) the stochastic nature of the agents’
behaviors), an analytical study was only possible for agents with blind obedi-
ence (after a certain number of free exchanges). Then, the supervisor accuracy
κn = L

n can be adjusted to have the system stable in at most four steps, as we
show here.5 Let mτ

αβ and mτ
βα be the material results of an exchange process

performed by the agents α and β, at step τ , and hαβ and hβα be the reference
values that approximate a target stability point. For a tolerance ε, it holds that:

Proposition 1. If m0
αβ ∈ E−1

hαβ
and m0

βα ∈ E1
hβα

, then the target stability point
is achieved in one step if and only if 1 < κn

ε ≤ 3.

Proof. (⇒) Since hβα +ε < mid(m0
βα) ≤ hβα + L

n and the optimal recommenda-
tion (Table 7, R8) gives the action C1

hβα
= [− 1

2 (L
n + ε), − 1

2 (L
n + ε)] (Table 1), it

5 For other levels of obedience, the analysis is based on simulations, as shown in Sect. 5.
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Fig. 2. Effects of stage and optimal value recommendations

follows that: hβα + ε− 1
2 (L

n + ε) < mid(m0
βα)− 1

2 (L
n + ε) ≤ hβα + L

n − 1
2 (L

n + ε) ⇒
hβα + 1

2 (−qε + ε) < mid(m1
βα) ≤ hβα + 1

2 (qε − ε), where L
n = qε, q > 1. If the

system achieves the stability point in the step 1, then hβα + 1
2 (qε− ε) ≤ hβα + ε,

1 < q ≤ 3, and thus, 1 < κn

ε ≤ 3, since κn = L
n .

Proposition 2. (i) If m0
αβ ∈ Ei

hαβ
, 1 < i ≤ n, then it is possible to get mτ

αβ ∈
E0

hαβ
in at most τ = 2 steps if and only if 1 < κn

ε ≤ 3; (ii) If m0
βα ∈ Ei

hβα
,

−n ≤ i < −1, then it is possible to get mτ
βα ∈ E0

hβα
in at most τ = 2 steps if and

only if 1 < κn

ε ≤ 3; (iii) If m0
αβ ∈ Ei

hαβ
, with 1 < i ≤ n and hαβ + 2i+1

2
L
n − ε ≤

mid(m0
αβ) ≤ hαβ + 2i+1

2
L
n + ε, then m1

αβ ∈ E0
hαβ

.

Proof. (i)(⇒) Since hαβ + (i − 1)L
n ≤ mid(m0

αβ) < hαβ + iL
n and the opti-

mal recommendation (Table 7, R2/R3) is the action Ci = [ (1−2i)
2

L
n , (1−2i)

2
L
n ]

(Table 1), it follows that: hαβ + (i − 1)L
n + (1−2i)

2
L
n < mid(m0

βα) + (1−2i)
2

L
n ≤

hαβ + iL
n + (1−2i)

2
L
n ⇒ hαβ − 1

2
L
n < mid(m1

βα) ≤ hαβ + 1
2

L
n , and thus m1

βα ∈ E1
α.

From Prop. 1, with one more step we can get the result.

It follows that an individual transition from Ei (1 < i ≤ n or −n ≤ i < −1), to
the stability point can be done in at most two steps (Ei �→ E1( or E−1) �→ E0).
However, combined transitions departing from a state (Ei, Ej) or (Ej , Ei),
with 1 < i ≤ n and −n ≤ j < −1, may result in a state different from
(E1, E−1), (E−1, E1) or (E0, E0). The worst case is when the system is in the
state (Ei, Ej), with −n ≤ i, j < −1, since two simultaneous positive com-
pensation actions are not allowed. In this case, which occurs very often in
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exchanges between altruist agents, the optimal recommendation (Table 7) leads
the agents to the stability point in at most four steps, by one of the transitions: (i)
(Ei, Ej)−n≤i,j<−1

R13�→ (E1, Ej)−n≤j<−1
R7�→ (E0, E−1) R12�→ (E−1, E1) R8�→ (E0, E0) or

(ii) (Ei, Ej)−n≤i,j<−1
R14�→ (Ej , E1)−n≤j<−1

R10�→ (E−1, E0) R11�→ (E1, E−1) R9�→ (E0, E0).

5 A Sample Simulation

We show a simulation of part of the scenario analyzed in [14], extending the
application to consider personality-based agents. The situation is a political one,
with politicians and voters interacting for the purpose of electing politicians to
governmental positions. Politicians are expected to fulfill the promises they have
made to voters before the election, by making decisions that favor the voter’s
interests. After reaching governmental positions, politicians may or may not
fulfill their promises. In the positive case, they are entitled to charge the voters
for their re-election in the next polling. On the other hand, voters are expected to
choose politicians that best represent their interests, and give them votes. After
the election, they are entitled to charge the politicians for coherent behavior
with the promises they made. Frustration of any of those expectations entitles
the frustrated agent to refrain from behaving in a positive way toward the others.

An equilibrated political society is one where both voters and politicians do
not accumulate neither benefits nor losses, which is an idealization that may
never occur in practice. On the other hand, a stable political society is one
where both voters and politicians behave as respectively expected by the others
during a considered period, or the regulation of the behaviors of politicians and
voters is such that significant deviations from the expected behaviors of any of
them get each of the agents to be either enforced to backtrack from the deviated
behavior or allowed to look for other partners with different interests. In our
simulations, such regulation actions are not allowed, so that agents are doomed
to misfortune if the stability supervisor fails in being effective.

Exchange values can easily be associated with each action, of voting and gov-
ernmental decision. Voters and politicians can thus successively build a balance
of such values, as elections are successively performed. Considering this as an
open society, at each election new voters and new politicians may appear in the
process, behaving as non-transparent agents for the supervisor.

In a realistic simulation, both politicians and voters would have their own
decision procedures about the actions they have to take at each election. Such
procedures can be seen as stability supervisors that were internalized at each
agent, and that restrict themselves to give recommendations specifically for the
agent where each one is internalized. Having been internalized, the supervisors
can easily be seen to operate under the condition of partial observation, since the
internalization makes it not possible for the agents to fully grasp the exchange
values accumulated by the others. We are leaving for future work the problem of
tackling such situations, also because it could involve the analysis of interactions
between groups of agents, where the results of the exchanges between a pair of
agents may influence the exchanges performed by the others.
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Here, the stability supervisor is a centralized agent that makes recommen-
dations for a pair of transparent agents: a politician and an elector. The sim-
ulations were developed in the Python programming language, generating (i)
tables with the configurations of exchange values and material results at each
time t ∈ T = 0, . . . , 1000, and (ii) graphics showing the trajectory of the mid
points of the material results of the exchanges. The material and virtual values
that the electors and politicians could use at each exchange were set to vary in
−100 . . . + 100. The target stability point was set at ω = 1000 for both agents,
meaning that both agents get positive material results from the interactions. A
tolerance of ε = 25 was adopted for the definition of the reference value.

At each election and successive governmental period, the elector β assigns a
value rβα to its vote for the politician α and concludes a value vβα for his credit
over his election. Correspondingly, the politician α assigns a value rαβ to the
decisions he makes while in the government, after the election, and a credit vαβ

for the benefits he thinks are received by the elector β due to those decisions.
Satisfaction and debit values (sαβ , sβα, tαβ , tβα) are correspondingly assigned.

First, we considered successions of elections where the elector and the politi-
cian always disregard the supervisor’s recommendations. In those simulations
(Fig. 3(a), exchange values bound to [−3000, 2400]), the exchanges were totally
guided by the agents’ personality traits, characterized by the egoism of the politi-
cian and the altruism of the elector. The politician profited from the interaction
much more than the elector, which kept the latter in unfavorable results (related
to the stability point), resulting that the system was unable to be stabilized.

In successive experiments, we increased the level of obedience to the recom-
mendations, generating the following simulations: (1) obedience during 2% of
the elections (Fig.3(b), with exchange values bound to [−850, 1800] and range
of exchange values equals to 2650); (2) obedience during 25% of the elections
(Fig. 3(c), exchange values bound to [500, 1500], maximal deviation of 500 around
the stability point); (3) obedience in 100% of the elections (Fig. 3(d), exchange
values bound to [900, 1100], maximal deviation of 100 around the stability point).

Figure 3(b) shows a succession of elections, with a level of obedience to the
recommendations of 2%. Observe that just such level of obedience was enough
to make the politician and the elector alternated their kinds of behaviors, thus
avoiding that one of them profited from the interaction at the expense of the
other. The system was able to pass through the stability point in various oppor-
tunities (e.g., at t = 180 and t = 365), but was unstable almost all of the time.
Figure 3(c-d) shows the effects of the increasing level of obedience. The range
of deviations of the results from the stability point was progressively reduced as
the politician and the elector progressively adhered to the recommendations.

The simulations that we produced seem to agree with the theoretical predic-
tions derived from the model (in Sect. 4.5). Thus, considering agents with blind
obedience (Fig. 3(d)), the deviation around the stability point stayed stable be-
tween −100 and 100, the maximum variation allowed at each interaction.
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Fig. 3. (a) Agents always disregarding recommendations; agent obedience in (b) 2% of
the elections, (c) 25% of the elections and (d) 100% of the elections (blind obedience)

6 Related Work

Values have been extensively used in the MAS area, through value-based and
market-oriented decision, and value-based social theory (see, e.g., [15,16,17]), as
well social norms (e.g., in [18,19]), the latter considering that knowledge sharing
between agents is supported by social contracts and rules.

However, the approach based on social exchange values, which gives rise to
a qualitative analysis of the interactions based on the individual evaluations of
the exchanges, appeared only in 2003 [20], its formulation becoming stable only
after [4]. Since them, the merits in using Piaget’s notion of exchange values to
the analysis of social organization, and applications to problems like that of part-
ners selection, formation of coalitions and collaborative interactions have been
discussed [14,21,22]. In particular, the application of this approach applied to
the analysis of successful/uncessful cooperative interactions in the bioinformatics
domain was presented in [22].

On the other hand, the study of personality-based agents can be traced back
to at least [23], while its study in the context of multiagent systems goes back
to [8,24], where advantages and possible applications of the approach were exten-
sively discussed. In both works, personality traits were mapped into goals and
practical reasoning rules (internal point of view). Modeling personality traits
from an external (the supervisor’s) point of view, through state transition ma-
trices as we do here, seems to be new.
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7 Conclusion

The paper leads toward the idea of modeling agents’ personality traits in social
exchange regulation mechanisms in open societies, also extending the previously
proposed concept of equilibrium supervisors to consider the stability of social
exchanges in points that may be different from the equilibrium and may vary in
time. Then, the notion of equilibrium is a particular case of stability [4].

We studied two sample sets of personality traits: (i) blind, eventual obedience,
and full disregard of recommendations (related to the levels of adherence to
the regulation mechanism), and (ii) fanaticism, tolerance, egoism, altruism and
prudence (in connection to preferences about balances of material results).

The regulation mechanism implements a Qualitative Interval Markov Deci-
sion Processes for the coordination of the exchanges between transparent agents
(agents that allow full external access to their internal states). A theoretical
analysis of the Qualitative Interval Markov Decision Process was realized, and
simulations of performances of a stability supervisor were presented, considering
different levels of obedience, which conformed to the theoretical analysis.

We point out that the regulation of the interactions between non-transparent
agents (agents that restrict such external access) was done in [13], with the
help of personality-based Hidden Markov Models, so that the supervisor is able
to recognize and maintain an adequate model of the personality traits of such
agents, based on observations of their behaviors. In that work, the set of person-
ality traits was enlarged with the agents’ tendencies in the evaluation of their
virtual results, which is then observed by the supervisor.

In our future work, we expect to advance the internalization of the stability
supervisor into the agents themselves, going toward the idea of self-regulation
of exchange processes, not only distributing the decision process (like, e.g., in
Multiagent MDP [11,25]), but also considering incomplete information about the
balances of material results of the exchanges between non-transparent agents,
in the form of a personality-based qualitative interval Partially Observable MDP
(POMDP) [26,27], a kind of decentralized or distributed POMDP [28,29,30].
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