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Preface

This book presents the proceedings of the 4th International Conference on Trust, Pri-
vacy and Security in Digital Business (TrustBus 2007), held in Regensburg, Germany  
September 4–6, 2007.  The conference continued from previous events held in 
Zaragoza (2004), Copenhagen (2005) and Krakow (2006), and maintained the aim of 
bringing together academic researchers and industry developers to discuss the state of 
the art in technology for establishing trust, privacy and security in digital business. We 
thank the attendees for coming to Regensburg to participate and debate the new 
emerging advances in this area. 

The conference program included one keynote presentation, one panel session and 
eight technical papers sessions. The keynote speech was delivered by Alfred Kobsa 
from the University of California, Irvine (USA), on the topic of “Privacy-Enhanced 
Personalization.” The subject of the panel discussion was “Managing Digital Identi-
ties—Challenges and Opportunities.” The participants were  Marco Casassa Mont 
(Hewlett-Packard Laboratories, UK), Eduardo B. Fernandez (Florida Atlantic Univer-
sity, USA), Socratis Katsikas (University of Piraeus, Greece), Alfred Kobsa (Univer-
sity of California, Irvine, USA), and Rolf Oppliger (Informatikstrategieorgan Bund, 
ISB, Switzerland). The panel was chaired by Günther Pernul (University of Regens-
burg, Germany). The reviewed paper sessions covered a broad range of topics, from 
access control models to security and risk management, and from privacy and identity 
management to security protocols. The conference attracted 80 submissions, each of 
which was assigned to four referees for review. The Program Committee ultimately 
accepted 28 papers for inclusion in the proceedings. 

We would like to express our thanks to the various people who assisted us in orga-
nizing the event and formulating the program.  We are very grateful to the Program 
Committee members and the external reviewers, for their timely and rigorous reviews 
of the papers.  Thanks are also due to the DEXA Organizing Committee for support-
ing our event, and in particular to Gabriela Wagner for her help with the administra-
tive aspects.  

Finally, we would like to thank all of the authors that submitted papers for the 
event, and contributed to an interesting set of conference proceedings. 

September 2007                                                                          Costas Lambrinoudakis 
Günther Pernul 

A Min Tjoa 
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Trustbus’07 Keynote Talk  
Privacy Enhanced Personalization 

Alfred Kobsa  

University of California,  
Irvine, USA 

kobsa@uci.edu 
http://www.ics.uci.edu/~kobsa 

Abstract. Web personalization has demonstrated to be advantageous for both 
online customers and vendors. However, current personalization methods 
require considerable amounts of data about users, and the benefits of 
personalization are therefore counteracted by privacy concerns. Personalized 
systems need to take these concerns into account, as well as privacy laws and 
industry self-regulation that may be in effect. Privacy-Enhanced Personalization 
aims at reconciling the goals and methods of user modeling and personalization 
with privacy considerations, and to strive for best possible personalization 
within the boundaries set by privacy. This talk surveys recent research on 
factors that affect people's personal information disclosure and on 
personalization methods that bear fewer privacy risks, and presents design 
recommendations based thereon. 
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Panel Discussion  
Managing Digital Identities –  
Challenges and Opportunities 

Günther Pernul1, Marco Casassa Mont2, Eduardo B. Fernandez3,  
Socrates Katsikas4, Alfred Kobsa5, and Rolf Oppliger6 

1 University of Regensburg, Germany 
2 Hewlett-Packard Laboratories, UK 
3 Florida Atlantic University, USA 

4 University of Piraeus, Greece 
5 University of California, Irvine, USA 

6 Informatikstrategieorgan Bund, ISB, Switzerland 

Identity Management (IdM) comes in two dimensions: First, the secure and 
efficient creation, use, and administration of personal attributes which make up 
a digital identifier of a human and used in large scale global networks, such as 
the Internet. Second, as in-house IdM which is a core component of enterprise 
security management. In this panel we will be focusing on both. 

In open networks the major question is how IdM has to be organised to 
enable efficient user identification (on request) and how it would still be 
possible at the same time to safeguard privacy by avoiding the scenario of a 
“transparent system user”. The challenges for global IdM are manifold but 
linked to a basic trade-off-situation: Service providers will only grant electronic 
access upon successful authentication of a requester, but at the same time users 
should be able to protect their privacy and transactions shall not be linkable. In 
addition, in the wake of terrorist threat, the request for global unique electronic 
identifiers has gained more popularity than ever. 

In-house IdM is influenced by organisational and technical drivers. It deals 
with the management of digital identities during their lifecycle within 
organisations. Some years ago, technologies like stand-alone Single-Sign-On 
modules or meta-directories quite often already were branded with the term 
IdM. Lately researchers as well as software vendors have realised that 
companies need more than just technical components to solve their identity 
chaos: Organisations need a comprehensive IdM Infrastructure, bearing in mind 
technical as well as organisational aspects. In addition to that, the emerging 
demand for sharing identity information between organisations results in a 
greater need for standardized data exchange channels.   

For IdM on a global as well as on a local scale many technical, 
organisational and political questions are still to be solved. Data ownership, 
compliance with laws and regulations, data privacy issues are examples for 
questions which need to be faced in an efficient way in the future. 



Recognition of Authority in Virtual

Organisations

Tuan-Anh Nguyen, David Chadwick, and Bassem Nasser

University of Kent, Canterbury, England

Abstract. A Virtual Organisation (VO) is a temporary alliance of au-
tonomous, diverse, and geographically dispersed organisations, where the
participants pool resources, information and knowledge in order to meet
common objectives. This requires dynamic security policy management.
We propose an authorisation policy management model called recogni-
tion of authority (ROA) which allows dynamically trusted authorities to
adjust the authorisation policies for VO resources. The model supports
dynamic delegation of authority, and the expansion and contraction of
organizations in a VO, so that the underlying authorisation system is able
to use existing user credentials issued by participating organisations to
evaluate the user’s access rights to VO resources.

1 Introduction

A Virtual Organisation (VO) is a temporary alliance of autonomous, diverse, and
geographically dispersed organisations, where the participants pool resources,
information and knowledge in order to meet common objectives. The objectives
of an alliance can evolve and the relationships between the different parties may
change. Therefore virtual organisations are naturally dynamic. Consequently,
management, especially security management in such a dynamic environment
must be provided with suitable dynamic mechanisms. There are several areas of
security under consideration for VOs but in this paper we are concerned with
authorisation and access control.

The behaviour of an organisation’s authorisation system is normally governed
by an authorisation policy, written by the policy officer (or Source of Authority -
SoA). In a dynamic environment like a VO, organisations may continually join or
leave the collaboration. When joining a VO, an organisation may need to provide
access to its protected resources to users from other organisations in the VO. When
the organisation leaves the VO, access rights to its protected resources from users
outside the organisation have to be removed. In these cases, the authorisation pol-
icy of the organisationhas to be dynamically modified and updated to cater for these
dynamic changes. However,

1. in a VO, which is a pan-organisational system, the number of attributes and
users can be in the hundreds or thousands. Managing these attributes and
users and their relationships is a formidable task that can not realistically
be done by one person ([16]).

C. Lambrinoudakis, G. Pernul, A M. Tjoa (Eds.): TrustBus 2007, LNCS 4657, pp. 3–13, 2007.
c© Springer-Verlag Berlin Heidelberg 2007



4 T.-A. Nguyen, D. Chadwick, and B. Nasser

2. in reality, an authorisation policy is a set of low-level policies derived from
high-level ones and the refinement process requires the involvement of many
people, within the same or partner organisations ([6], [11]).

3. the exact form of collaboration between an organisation and a partner in
the VO is normally not known beforehand, so the permissions to modify the
authorisation policy need to be delegated on demand to the people that deal
with the collaboration.

Therefore, the permissions to modify and update the policy may need to
be dynamically delegated from the SoA to other delegates on demand. Conse-
quently, these delegates are allowed to adjust the organisation’s policy, in order
to accommodate requirements in the collaborations and to give users in partner
organisations access rights to the protected resources of the organisation.

In the RBAC model ([5], [17]), an authorisation policy includes a set of role-
permission assignments (RPA), a role hierarchy (optional) and a set of rules
that regulate the assignments of roles to users (user-role assignments, URA).
In order to avoid policy conflicts, especially when the same organisations are
simultaneously members of multiple VOs, we require that each collaboration be
independent with its own security objectives and requirements. For example,
within one collaboration, a Student role may be considered the subordinate role
of a Staff role and the later to inherit the permissions of the former, but within
another collaboration, the two roles may be independent with no permission
inheritance. If the two collaborations are not independent, it is possible that the
requirements of one collaboration cannot be fulfilled or they may conflict with
those of the other.

On the other hand, in a VO there may be several organisations that support an
inter-organisationalworkflowand these organisationsmay need to be changeddur-
ing the workflow’s life cycle. Furthermore, the workflow’s requirements (or specifi-
cation)may also need to be changed. The workflow’s security infrastructure should
not be tied to users or attributes from any of the partner organisations. Other-
wise, if one partner is replacedby another then the workflowsecurity infrastructure
would have to be modified to account for this change. Additionally, the partner or-
ganisations should not tie permissions used by the workflow to their own users or
attributes because if the permissions needed for the workflow change, the partner
organisation would need to modify the permissions given to its users or attributes
to accommodate these changes. Consequently there needs to be a level of indirec-
tion between the workflow’s security infrastructure and the organisation’s security
infrastructure. Since each organisation may support several inter-organisational
workflows, it is not realistic for each organisation to restructure its organisational
level security infrastructure when workflow security infrastructure changes occur
and vice versa. Therefore, the workflow security infrastructure needs to be sepa-
rated from the organisational-level security infrastructure as stated in [8] and [14].
Our model provides this separation through the dynamic on demand specification
of organizational level attributes that grant access to a VO’s workflow resources.
The organizational level attributes are dynamically mapped into either workflow
roles or workflow privileges.
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1.1 Objectives and Contribution

In the VO environment, there are issuing domains that issue credentials to users
and target domains that consume credentials ([3]). The authorization policy
of the target domain decides whether an issued credential is to be trusted or
not i.e. is valid or not, and whether it provides sufficient permissions or not to
the accessed resource. In an attribute (or role) based authorisation policy, the
permission-attribute assignments (or RPA) form the access control policy. The
URA form the credential validation policy ([3]). Thus, an authorisation policy
includes an access control policy and a credential validation policy.

In this paper, we propose a model called recognition of authority which
provides the following features for authorisation administration in a virtual or-
ganisation:

– Administrative roles are defined which grant permission to dynamically up-
date limited parts of the authorisation policy in the target domain, more
specifically, to assign organizational level attributes to a subset of the privi-
leges which grant access to the VO’s workflow resources.

– Administrators are dynamically created by assigning these administrative
roles to them. These roles can be dynamically delegated, and also dynami-
cally revoked, thereby dynamically adding and removing administrators from
the system.

– An administrator can dynamically assign a subset of the permissions granted
by the administrative role, to any organizational level user attributes (i.e.
perform RPA). In addition, the administrator can provide the policy infor-
mation for validating the user credentials that contain these attributes (i.e.
URA validation).

– Collaborations between organisations are independent of each other, since a
VO’s workflow privileges are independent of those of other VOs.

– Application-level (workflow) security infrastructures are separated from or-
ganisational level security infrastructures since workflow permissions are dy-
namically assigned to organizational level attributes.

By allowing authorization policies to be dynamically updated as above, our
model allows the authorisation system of a target domain to dynamically recog-
nise trusted administrators, to dynamically recognise the new attributes they
are trusted to issue, and to dynamically recognise new users of the VO. The
initial definition of the administrative roles means that the authorization sys-
tem knows the limit of their administrative authority in assigning permissions
to users.

The rest of this paper is structured as follows: section 2 reviews some related
research, section 3 compares and contrasts two approaches for assigning permis-
sions to attributes, section 4 presents our recognition of authority management
model in detail and the last section provides a conclusion and indicates where
future research is still needed.
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2 Related Works

In [7], the authorisation policy in a target domain is only modified and updated
by the security officer in that domain, so that the model is not appropriate for
dynamic and large environments like VOs. The RT model (Role-based Trust-
management – [9], [10]) is a very powerful framework for representing policies
and credentials in distributed authorisation system. It provides the capability of
role mapping i.e. one role issued in one domain is mapped to another role issued
in another domain. In this way, permissions in one organisation are assigned to
roles issued in another organisation and users from one organisation can access
protected resources in another. The disadvantage of the RT model is that it only
supports RT formatted credentials, ignoring the fact that users’ credentials in
VOs are organisation-dependent. In [14], the policy of an organisation is only
updated by its administrator and does not have a mechanism to separate collab-
orations from each other. Furthermore, the policy for role mapping is statically
set by the administrator in a system-site. The current PERMIS infrastructure
([1], [2]) supports the dynamic assignment of roles to users in different domains
but does not have the capability of dynamically adjusting the authorisation
policy. The CAS model ([15]) is used for authorisation in Grid environments
but the policy of a CAS server is only modified and updated by its predefined
administrators. Furthermore, it can not separate the workflow security infras-
tructure from the organisation level security infrastructure or explicitly deal with
multiple collaborations. If there is a change of participant in the collaboration,
the CAS server has to be re-configured with a new set of users and users’ per-
missions. The framework proposed in [6] does not separate inter-organisational
workflows from organisation-level changes because if there is a change in partic-
ipation, the inter-organisational workflow specification which specifies who can
have which permissions will have to be changed. Furthermore, the framework has
no mechanism to separate collaborations from each other. In [12], the authors
proposed the dynamic coalition-based access control (DCBAC) model that facil-
itates the formation of dynamic coalitions through the use of a registry service,
where available services can be advertised by potential coalition members. This
model does not consider the decentralised administration of collaborations, so
that only the SoA in an organisation can register the organisation’s services to
coalitions. Furthermore, the workflow security infrastructures are not separated
from the organisation level security infrastructures. The major contribution of
our paper is bring together in one model the various advantages of the differ-
ent models above, by allowing the dynamic update of authorization policies by
a dynamically changing decentralized pool of administrators, whilst keeping a
tight separation between workflow security infrastructure and organisation level
security infrastructure and also between one collaboration and another.

3 Direct Permission Assignment vs. Role Mapping

There are two approaches for assigning permissions in a local organisation to
users in partner organisations. The first is to directly assign permissions to
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remote user attributes ([4], [6], [7], [15]) and the second is to map remote user
attributes into local user roles by attribute-role mapping ([9], [14]). Both ap-
proaches can facilitate collaboration between organisations. In the attribute-role
mapping approach, the permission given to a remote attribute is the permission
of the local role, which is fixed. Thus, this approach limits the granularity of del-
egation to that of the pre-defined local roles (and their subordinate roles), whilst
direct permission assignment allows each permission to be delegated or assigned
separately. On the other hand, by mapping remote user attributes to local roles
(used for workflows), the changes of participants in a workflow are confined to
the modification of mappings from an organisation’s attributes to the local user
roles (it does not affect the workflow’s specification) and changes to the speci-
fication of local roles do not require modifications to the remote user attribute
specifications. Thus, this approach supports the separation of workflows from
organisational changes ([8], [14]). Since both approaches have their merits, our
model is designed to support both approaches. When an administrative role is
defined, its administrative permissions are defined as either an ability to assign
permissions to user attributes, or an ability to map user attributes into existing
local user roles.

4 Recognition of Authority Management Model

We identify two types of permission: a normal permission (or user permission)
and an administrative permission. A user permission is a consent (for a user) to
perform an action on a particular resource under certain conditions. An adminis-
trative permission is a consent (for an administrator) to perform role permission
assignments i.e. to either assign one or more user permissions to a set of (one or
more) user attributes, or to perform role mappings between user attributes.

Fig. 1. User Roles and Administrative Roles
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Fig. 2. Collaboration Policy

When a set of user permissions is given to an attribute, we say that the at-
tribute is a user attribute. When a set of administrative permissions is given to
a role we say the role is an administrative role. Someone who holds an admin-
istrative role is called an administrator. The set of user permissions and user
attributes that an administrator can assign or map to new user attributes is
called his administrative scope.

The recognition of authority management model for facilitating dynamic col-
laboration between organisations comprises the following steps:

1. The policy writer (SoA) of the target domain defines a set of administrative
roles for the target domain, an administrative role credential validation pol-
icy, and the workflow permissions that are attached to these administrative
roles (i.e. the administrative scope).

2. The SoA dynamically delegates these administrative roles to trusted people
in remote domains with whom there is to be a collaboration, by issuing
administrative role credentials to them.

3. To establish a collaboration, one of these administrators must update the
SoA’s authorisation policy by writing a collaboration policy. The collabora-
tion policy includes an access control policy and/or a role mapping policy,
and a user credential validation policy. The latter specifies validation rules
for user credentials containing newly defined (organizational level) user at-
tributes, whilst the former specifies either role permission assignments or
role mappings for the newly defined user attributes. In this way, users who
hold credentials containing these new attributes will gain access to the ap-
propriate target resources.

4. In order to ensure that no administrator can overstep his delegated authority,
the authorisation system has to validate that the collaboration policy lies
within the the administrative scope specified in Figure 1 above. If it does, it
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is accepted, and its policy rules become dynamically incorporated into the
SoA’s policy. If it does not, it is rejected, and its policy rules will be ignored.

5. When a user from a collaborating domain wants to access a protected re-
source in the target domain, assuming the collaboration policy has been
accepted, the authorisation system retrieves and validates the user’s creden-
tials/attributes against the now enlarged credential validation policy. Only
valid attributes will then be used by the access control system to make ac-
cess control decisions for the user’s request against the now enlarged access
control policy ([3]).

6. An administrator may dynamically delegate his administrative role to an-
other person, providing the delegate falls within the scope of the administra-
tive role credential validation policy set by the resource SoA (see Figure 1).
In [13] we have proposed a delegation of authority model that has the capa-
bility to further constrain the authority of administrators so that they may
not only delegate their administrative roles, but also a subset of them. How-
ever, this refined delegation of administrative roles is not considered further
in the scope of this paper. We will assume for now that administrators may
delegate their (unconstrained) roles to other administrators.

4.1 Administrative Roles

The SoA of a target domain is the person who is fully trusted by the authorisation
system to set its authorisation policy. The SoA’s administrative scope is all the
user permissions that are under his control in the target domain. In our model,
we propose that the SoA defines a set of administrative roles which each control
either a subset of the user permissions or mappings to subsets of local user
attributes. The SoA may then delegate these administrative roles to other people
on demand as the need arises, so that the delegates can control subsets of user
permissions or role mappings. We express an administrative role as:

– Either a finite set of user permissions piwhich can be assigned to (new or
existing) user attributes: aRole = {p1, p2, . . . , pn}. The holder of this kind
of administrative role is trusted to assign any of the user permissions that
comprise the definition of the administrative role, to any set of user at-
tributes provided that the assignments satisfy the restrictions placed on the
administrative role.

– Or a set of existing user attributes to which new user attributes can be
mapped: aRole = {uR1, uR2, . . . , uRn}. The holder of this kind of adminis-
trative role is trusted to map any set of new user attributes into any set of
existing local user attributes that comprise the definition of the administra-
tive role, provided that the mappings satisfy the restrictions placed on the
administrative role.

Note that the remote administrator who deals with a collaboration needs to
know either the existing permissions or user attributes in the target domain in
order to perform either role permission assignments or role mappings. A DTD
for role-permission assignments and attribute-role mappings is provided in the
Appendix.
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4.2 Validation of an Administrator’s Administrative Roles

Validating an administrator’s administrative roles is no different to validating
a user’s credential. The authorisation system validates credentials based on its
credential validation policy. We have proposed a model for validating users’
credentials, called the Credential Validation Service (CVS) in [3]. In general,
the CVS is provided with a trust model that tells it which attribute issuers to
trust (roots of trust), and a credential validation policy that provides the rules
to control which delegates are allowed to receive which delegated roles.

The formal representation of the CVS’s credential validation policy is as
follows:

1. a set of attributes ATTRIBUTES,
2. a set of attribute hierarchies SRH = {RH}, RH is a attribute hierarchy,
3. a set of delegation rights RIGHTS = {d},
4. a set of trusted root credential issuers or AAs AAS = {AA},
5. HAS ⊂ AASxRIGHTS is a AA – Delegation Rights table, which says which

trusted credential issuers have which delegation rights.

We formulate a delegation right (or the right to delegate or assign an attribute)
as d = d(attr, Q, n, DT ) where Q is a restriction of the delegation right – the
holder of the delegation right can only delegate or assign attr to a user (delegate)
that satisfies the restriction Q. Restrictions will be presented shortly. n > 0 is
the maximum delegation depth of a delegation chain that can be made by the
holder. DT is the maximum validity period of the delegations that can be made
by the holder.

The CVS is able to retrieve (in pull mode) or obtain (in push mode) user
credentials, find the delegation chain(s) from a trusted credential issuer to a
user’s credential and validate the credentials in the delegation chain(s). Trusted
credential issuers are only allowed to delegate (or assign) attributes to users who
satisfy the restrictions placed on their delegation rights.

For collaborations between organisations, the CVS is able to validate admin-
istrative role credentials as well as user attribute credentials. The administrative
role credential validation policy provides the rules used to control the validation
of administrative role credentials according to the same trust model as user cre-
dentials. In this case, the SoA is the only trusted root credential issuer for the
delegation of administrative roles.

In our model, Q is an expression of the attributes a user must have in order
to become a delegate. Because a user’s attributes are the user’s properties in
his organisation, the expression of user attributes varies between organisations
and is application-dependent. User attributes may be the roles of the user in
the organisation, the user’s age, credit limit, or the domain of the user etc. An
example expression of user attributes is (Role = Researcher) ∧ (Age > 35) i.e.
i.e. in order to be a delegate, the user must have a ”Researcher” role and be
aged greater than 35.
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4.3 Validation of Collaboration Policies

A collaboration policy made by an administrator includes an access control pol-
icy (or role mapping policy) and a credential validation policy. This will control
which users are able to access the target resource. The authorisation system in
the target domain has to check whether the access control or role mapping pol-
icy is within the administrative scope of the administrator, but the credential
validation policy does not have any restrictions placed on it, since the adminis-
trator is trusted to say which users should have access to the resource. In reality,
the VO agreement will state which target resources should be made available to
the collaborating organizations, and so the SoA only sets restrictions on which
resources can be accessed, via the administrative scope. It is then left up to
the various collaborating administrators to decide which of their users should
have this access, and to set their credential validation policies accordingly. In
this way, the policy that validates the users is delegated to the collaborating
administrators, but is enforced by the target resource’s PDP.

If we assume that an administrator has a set of valid administrative roles
aRoles = {aRolei}, i = 1..n, where an administrative role has a set of user per-
missions aRolei = {pi

1, p
i
2, . . . , p

i
ii} or user attributes aRolei = {uRi

1, uRi
2, . . . ,

uRi
ii} then a role-permission assignment attribute ← {p1, p2, . . . , pk} is valid if

and only if ∀p ∈ {p1, p2, . . . , pk}, ∃l, 1 ≤ l ≤ n, p ∈ aRolel and an attribute-role
mapping uR ← attribute is valid if and only if ∃aRolei, uR ∈ aRolei or uR is a
subordinate of uRR in which ∃aRolei, uRR ∈ aRolei.

If the above policies are valid, then the target resource will add these policies
to its existing ones. The CVS will add the administrator’s credential validation
policy to its existing ones, and the PDP will add the role-permission assign-
ments to its existing ones. We believe that role mappings are logically part of
the CVS’s functionality, and that after validating a user’s credentials, the CVS
should return the mapped roles to the PEP. In this way the PDP can make an
access control decision based on its existing rule set.

5 Conclusion

Dynamically decentralising the administration of an authorisation system for a
VO’s requirements without loosing central control over broad policy is a chal-
lenging goal for system designers and architects. Our work provides a signifi-
cant and practical advance towards this goal by proposing the recognition of
authority management model. The ROA model allows dynamically assigned ad-
ministrators to dynamically adjust the authorisation policy of a target domain.
Therefore, our model supports decentralised authorisation administration. By
separating authorisation policies created for each collaboration, the collabora-
tions remain independent, so that the policies for one collaboration do not affect
other collaborations and the policies can be added and removed independently.
By supporting attribute-role mapping, our model can separate workflows from
organisational changes. By supporting delegated role-permission assignments we



12 T.-A. Nguyen, D. Chadwick, and B. Nasser

maximize the granularity of administrative delegation. Another benefit of del-
egated role-permission assignments is that administrators can assign target re-
source permissions to local organizational level user attributes and it facilitates
decentralised management of permissions to VO resources.

Currently, an implementation of the recognition of authority model in the
PERMIS authorisation infrastructure is under way. We hope that with the im-
plementation, we can evaluate the usability and performance of the model.
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Appendix

A DTD for Attribute-Permission Assignment and Attribute-Role
Mapping
<!ELEMENT AttributeAssignmentPolicy (AttributeAssignment)+ >

<!ELEMENT AttributeAssignment (SubjectDomain, AttributeList, Delegate, Truste-

dIssuer, Validity) >

<!ELEMENT SubjectDomain EMPTY>

<!ATTLIST SubjectDomain ID IDREF #REQUIRED>

<!ELEMENT AttributeList (Attribute*) >

<!ELEMENT Attribute EMPTY >

<!ATTLIST Attribute Type IDREF #IMPLIED Value IDREF #IMPLIED >

<!ELEMENT TrustedIssuer EMPTY>

<!ATTLIST TrustedIssuer ID IDREF #REQUIRED>

<!ELEMENT Validity (Absolute?, Age?, Maximum?, Minimum?) >

<!ELEMENT Delegate EMPTY >

<!ATTLIST Delegate Depth CDATA #IMPLIED >

<!ELEMENT TargetPolicy (TargetDomainSpec+) >

<!ELEMENT TargetDomainSpec ((Include, Exclude*)+, ObjectClass* ) >

<!ATTLIST TargetDomainSpec ID IDREF #REQUIRED>

<!ELEMENT ActionPolicy (Action+) >

<!ELEMENT Action EMPTY>

<!ATTLISTActionNameNMTOKEN#REQUIREDArgsNMTOKENS#IMPLIED>

<!ELEMENT TargetAccessPolicy (TargetAccess) >

<!ELEMENT TargetAccess ( AttributeList, TargetList, IF?) >

<!ELEMENT TargetList (Target+ ) >

<!ELEMENT Target (TargetName —TargetDomain) >

<!ATTLIST Target Actions NMTOKENS #IMPLIED >

<!ELEMENT TargetName EMPTY>

<!ATTLIST TargetName LDAPDN CDATA #REQUIRED>

<!ELEMENT TargetDomain EMPTY>

<!ATTLIST TargetDomain ID IDREF #REQUIRED>

<!ELEMENT AttributeMappingPolicy (AttributeMapping) >

<!ELEMENT AttributeMapping (Attribute, LocalRole)+ >

<!ELEMENT LocalRole EMPTY >

<!ATTLIST LocalRole Type IDREF #IMPLIED Value IDREF #IMPLIED >
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Abstract. In this paper we propose a security architecture and mecha-
nism for Virtual Organizations (VO) for businesses. The VOs we consider
are based on web service technology to address interoperability issues
and cater for future business software, and are dynamic, i.e. their mem-
bership may change frequently throughout their lifetime. We improve
over previous approaches in the following aspect: We have designed, im-
plemented and evaluated a comprehensive security mechanism for our
architecture that can protect both the web services in the VO and the
VO management services. The security policies of VO management are
enforced by inspecting the request for the encodings of parameters that
are relevant to the policy decision. The basic idea may be applicable to
other web service based software with data-dependent security policies,
e.g. databases.

1 Introduction

In collaborative world-wide business processes scenarios a large number of orga-
nizations interact dynamically sharing their resources. These collaborations can
be arranged in Virtual Organizations (VO). A VO consists of a collection of in-
dividuals and institutions defined according to a set of resource sharing rules [4].
This definition covers the technical view point favored by the Grid community,
while in the business community, the purpose of the VO is emphasized as in the
following definition: A VO is a temporary coalition of geographically dispersed
individuals, groups, enterprise units or entire organizations that pool resources,
facilities, and information to achieve common business objectives [12].

The work in this paper considers VOs with the following properties:

– dynamic: VOs evolve during operation, e.g. allowing member replacement.
– business process driven: VOs where the interactions are defined by a business

process (choreography).
– web service-based: VOs where the shared resources are web services.

A (business process) choreography is the description of the flow of visible
interactions, i.e. web service calls, of the participating organizations. A standard
language for choreography of web services is the Web Services Choreography

C. Lambrinoudakis, G. Pernul, A M. Tjoa (Eds.): TrustBus 2007, LNCS 4657, pp. 14–23, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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Description Language (WS-CDL) [13]. Orchestration based VOs can also be
represented by a choreography where the orchestrating party acts a seperate
role in the choreography. In this paper choreography is therefore seen as the
more general concept encompassing both concepts of regular choreograhpy and
orchestration.

A VO management system facilitates the administration and management of
such VOs. It enables the creation, deletion and other operations on the state of
a VO. This functionality is encapsulated in a component called lifecycle man-
ager. Furthermore, VO management assigns individual organizations roles in the
business process thereby implicitly adding, removing and replacing members of
the VO. This functionality is encapsulated in a component called membership
manager. Each component is a separate web service that can be called by any
type of client that wishes to establish or administer a VO. For details of lifecycle
and membership management see [12].

Securing VOs (or similar forms of collaborations) has been considered before
[2,3,10,16]. The focus of previous work is to secure the interactions of the organi-
zations, i.e. the authentication and access control decision for the web services.
The security of the VO management services (referred to as infrastructure ser-
vices), i.e. the access control policies of the administration interface, are not
considered. We propose a security architecture and mechanism that addresses
both, the security of the VO operation, as well as its management. The unique
outstanding feature is that our architecture uses one security mechanism de-
ployed before resources and VO management services.

The advantages of having one security mechanism are two-fold:
First, there is reduced security engineering effort in implementation and design

of security critical components. The number and size of these security critical
components decreases by combining the security mechanisms for the resources
with those of VO management. Furthermore, the security of VO management
services has been externalized to the security mechanism, such that VO man-
agement services can now be implemented without security in mind and without
embedded security checks. In summary, our overall implementation effort was
reduced with this security architecture.

Second, the administration of the overall system becomes easier, since the ad-
ministrator has to deal with and learn only one security policy language. Instead
of a set of heterogeneous policy languages and mechanisms, one mechanism can
handle all. This in turn can increase the verifiability and auditability of the sys-
tem, since consistency check can be performed more easily. In conclusion, our
system is more easy to administer and control.

Our particular security mechanism has further advantages:

First, the policy language makes administration of VO management security
more flexible. Hard-coded, mandatory security checks have been replaced with
configurable, policy-driven checks. Our system can therefore cater for a variety
of VO management security requirements.

Second, our security mechanism can be deployed in front of any web service
without changes to that web services. Any service implemented according to web
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service standards can be retrofitted with security and placed into a VO. This
makes use and setup of VOs more comfortable and opens it to wider range of
legacy services.

The contributions of the paper are

– the design of a VO security architecture and mechanism that allows for dis-
tributed control using one security mechanism for VO management services
and resources. This includes the design and specification of a set of VO man-
agement policies and the security token mechanisms and key distribution to
establish trust relations.

– an implementation and an evaluation of the security mechanism. We im-
plemented the security mechanism as part of a larger research project and
evaluated its impact on web service invocations.

The remainder of the paper is organized as follows: Section 2 gives an overview
of related work, before Section 3 describes the components in the system.
Section 4 describes the security components and algorithms and Section 5 sum-
marizes the performance evaluation. Section 6 concludes the paper.

2 Related Work

Other approaches for the authorization challenge in VOs have been proposed in
the literature which we will review next. KeyNote and PERMIS do not address
the challenge of distributed management of policies, but were rather designed
for one trust domain. Akenti focuses on the policy decision as well and leaves
the administration question open, but offers the possibility for delegation. CAS
and VOMS are designed to be used in distributed administered VOs, but neither
considers yet the question of how to secure the infrastructure services themselves.

– KeyNote: KeyNote is a trust-management system that defines a language
to specify security policies, actions, principals and credentials, and uses a
compliance checker to validate access requests [1].

– Akenti: The Akenti authorization system [16] is a security model and archi-
tecture that uses authenticated X.509 identity certificates and distributed
digitally signed authorization policy certificates to make access decisions
about distributed resources.

– PERMIS: There are three main components to the PERMIS implemen-
tation: the authorization policy, the privilege allocator (PA) and the PMI
application programming interface (API) - details can be found in [2].

– CAS: The Globus team first proposed a security architecture for grids in
[5]. This architecture did not yet address the problem of distributed admin-
istration of resources, but those of protecting user credentials and identity
mapping which are not covered in our architecture. The Community Autho-
rization Service (CAS) proposed as a solution for specifying and enforcing
community (VO) policies allows resource owners to grant access to blocks
of resources to a community as a whole, and let the community itself manage
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fine-grained access control within that framework [10] using capabilities [6].
Granting access to a community gives total control of the local resources to
the CAS server administrator [9,10,18]. Furthermore, the problem of securing
the infrastructure services, such as the lifecycle and membership manager or
the CAS server itself have not been addressed.

– VOMS: The Virtual Organization Membership Service (VOMS) can be
considered a specialization of CAS [3].

3 System Architecture

Before joining a VO, an organization must obtain a global identity certificate.
The certificate authority (CA) issues this certificate to the organization signed
with the private key of the trusted root certificate in a public-key infrastructure
(PKI).

The VO infrastructure consists of the following components:

– Web Service (WS): This is the resource (web service) offered by an orga-
nization to other participants in a VO.

– Policy Enforcement Point (PEP): The policy enforcement (PEP) is a
reference monitor that intercepts every web service call to an organization’s
web services. The PEP authenticates the caller’s identity and verifies all
supplied credentials (e.g. in a challenge-response protocol). It then forwards
the caller’s identity, the attributes of the credentials and the details of the
web service call to the policy decision point (PDP). The separation of the
access control function into policy enforcement and decision point has been
suggested in [11]. After receiving the PDP’s access decision it either blocks
or forwards the call to the web service (WS). Our security mechanism is a
special PEP that not only protects the web services of the VO, but also the
VO management web services, i.e. it intercepts calls to both.

– Policy Decision Point (PDP): The policy decision point (PDP) receives
the caller’s identity, attributes and the web service call details from the
PEP. It then evaluates the stored policies and returns either a grant or deny

Fig. 1. System Architecture
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decision to the PEP. All our policies are implemented using XACML [8] in a
role-based access approach [15]. For a good survey of access control see [14].
Access control policies for web services are generated using the approach
described in [13].

– Lifecycle Manager (LCM): This service is part of the VO management and
it allows the creation and deletion of VOs. It also stores the choreography
of the VO. The lifecycle manager issues attribute credentials to the creator
of a VO.

– Membership Manager (MM): The membership manager, as part of the
VO Management, assigns organizations to business roles. The security sig-
nificance of the VO management services are detailed in the next section.

3.1 VO Management Interface

The VO management interface is described only briefly due to space require-
ments. The lifecycle and membership manager offer methods for VO creation,
VO deletion, choreography retrieval, role listing, role assignment (and removal)
and member replacement.

4 Security Architecture

4.1 Security Model for VO Management

The current model for security of VO management is simple. Each VO has a VO
manager that is responsible for all administration tasks. The VO manager can
access all administration services (MM and LCM) and perform the necessary
operations. VO members may use the query management services (MM) to get
information about the VO they are part of, i.e. the list of the roles, etc. On the
other hand, non-members should be prohibited from obtaining any information
about the VO. There is a trifold security hierarchy of manager, member, and
everybody, similar to UNIX file system access. To ensure the consistency of the
VO management model, a set of management policies is generated according in
role-based access control.

4.2 Roles

The roles in the policies of the security architecture are the business roles (BP-
ROLE ) as described in the choreography of the VO. To support VO management
security, this has to be extended with a second role type for the VO manager
(VOMANAGER).

In the context of web service security, RBAC policies allow one organization to
limit the access to only that role. Compared to capability-based approaches, such
as CAS, where the service is exposed to all members of a VO, the organization
can now limit the access to a subset of them.
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4.3 VO Management Policies

Besides the policies generated for the security of the interactions, there are poli-
cies that need to be enforced for the security of the VO management. The security
mechanism not only verifies access, but also the content of the web service call,
greatly enhancing its capabilities. The set of (allow-)policies derived from our
security architecture can be represented as follows in Figure 2.

{
Role: *
Target: Lifecycle Manager
Operation: createVO()

}
{
Role: VOMANAGER
Target: Membership Manager
Operation: assignRole()

}

{
Role: VOMANAGER
Target: Lifecycle Manager
Operation: deleteVO()
}
{
Role: VOMANAGER
Target: Membership Manager
Operation: removeRole()
}

{
Role: BP-ROLE
Target: Lifecycle Manager
Operation: getChoreography()
}
{
Role: BP-ROLE
Target: Membership Manager
Operation: getRoles()
}

Fig. 2. Policies for VO Management Security

4.4 Role Assignment

This section clarifies the distribution of administration tasks between the dif-
ferent security administrators. The LCM issues an attribute credential attesting
the role VOMANAGER to the creator of a VO (as a return value of the web
service call). This credential can be either signed by a key belonging to the LCM
only (with a certificate signed by the CA) or signed by the CA itself. Then the
VO manager assigns the roles in the business process choreography (BP-ROLE )
to specific members. For each assignment the VO manager creates an attribute
credential with the BP-ROLE, the member’s identity and the VO identifier. This
credential is issued to the member, i.e. all role assignments are done by the VO
manager.

4.5 PEP Implementation

The PEP implementation is able to authenticate the caller’s identity, verify
all supplied credentials, forward the information to the PDP and grant/deny
access. Our implementation is based on the Tomcat server with the Axis web
service framework and supporting libraries for XML security and SAML [7]. For
encryption, two distinguished methods are used: a symmetric and an asymmetric
key algorithm.

The architecture works as an external layer, or module, that can be configured
for any web service, setting handlers to intercept all the messages and perform
the security tasks. Figure 3 depicts the use of the security layers for a simple
echo service. This web service echoes any received message back to the sender.
The security layer can be abstracted from the service layer. The service need
not know about the security handlers and only care about its own logic, i.e. any
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Fig. 3. Overview of the client and server interactions in the implementation

legacy web service can be secured and used in a VO. The implementation of the
PEP is divided into three handlers: TokenHandler and ClientHandler on the
client’s side and ServiceHandler on the server’s side.

Outgoing Message. The steps for an outgoing message are depicted with
numbers on the left side of Figure 3. Every time a client (using the security
mechanism) sends a message to the WS (step 1), the message is intercepted first
by the handlers. Two distinct actions take place: first, the token processing, and
later, the signature and encryption processes.

Firstly, on step 2, the TokenHandler uses a SAMLIssuer object to add signed
tokens to the header of the message. The tokens (SAML assertions) considered
must contain one subject, identified by a X.509 certificate, and, at least, one
attribute statement with two attributes: role name and VO identifier (VO–id).
It is possible to chain tokens, i.e. the VO manager can be the subject of the
token issued by a CA granting the VOMANAGER role. Then, the VO manager
can issue tokens (signing them with his own key), having others as subjects,
granting the businesses roles, creating a chain of tokens.

To prevent unauthorized access to information that only belongs to a specific
VO, each VO has an associated symmetric key, shared by the partners. So,
after the token insertion, the role name attribute is encrypted (step 3) with
the corresponding VO key. This key is currently not being renewed, when the
membership of the VO changes, since it is assumed that the party leaving the
VO will not receive future messages and therefore encrypted tokens.

After the token processing is completed, the message is intercepted by the
ClientHandler (step 4) that signs the message’s body (steps 5 and 6). Then, the
handler encrypts the message’s body with the public-key of the recipient before
it is sent over the network (step 7).

Incoming Message. The steps for an incoming message are depicted with num-
bers on the right side of Figure 3. The incoming message is intercepted by the
ServiceHandler (step 1), which coordinates the verification process. The first
verification stage is executed by the WSSecurityEngine (step 2). This engine
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decrypts the message’s body with the private key and then verifies the mes-
sage’s body signature (step 3). Next, for each token, the role name attribute is
decrypted using the symmetric key associated with the VO–id specified in the
corresponding attribute. In case the receiver does not have the key, the attribute
is left encrypted.

The next stage is executed by the ServiceHandler itself and consists of three
major tasks: checking the certificate authenticity (steps 5 and 6), completing
verification of the tokens (step 7) and the VO–id parameter verification.

The VO–id parameter verification (step 8) ensures the scope of the message
(what VO) and extracts the right permissions (attributes) for the PDP. It is
that enables the PEP to secure the VO management services and externalize
their security enforcement. Note that there could be more than one VO, and the
two partners could be in more than one VO together, i.e. the client could have
different permissions in each VO, e.g. in one he is the VO manager and in the
other he plays a business role. So it is important to extract the correct attributes
for the specific call, in particular for calls to VO management services.

Every message to a VO management service contains the VO–id parameter in
the SOAP body element, which is sufficient to detect the scope of the message,
although, this information alone is not enough to enforce the policies. The VO–
id parameter is the SOAP body is identified by flexible parsing and its special,
fixed encoding in its namespace. The VO–id parameter from the SAML assertion
(in the SOAP header of the message) is also extracted. The assertion is located
and the attribute statement for the VO–id is retrieved. Having both VO–id
parameters, it is possible to correlate messages to a VO. By extracting the name
of the role from the same assertion, it is possible for the PDP to evaluate the
access request against the policies of Figure 2 for this message (in the correct
VO scope). If all the verifications are passed successfully, the message reaches
the target service (step 9).

5 Performance Evaluation

We measured the overhead created by the insertion of the security mechanism
in a web service invocation. The echo service was used for the evaluation and
four test cases were defined:

– the message is exchanged with no security
– the message, on both sides, is signed by the sender and then verified by the

receiver
– the message, on both sides, is signed and encrypted by the sender, and then

verified by the receiver
– a token is added, the attribute statements are encrypted and later, the mes-

sage is signed and encrypted; at the receiver side, the message is verified.

To compare the different test cases, the round-trip time (RTT) of the mes-
sages is used. On each test case, the size of the message’s content assumed three
different values: empty string, 256 bytes and 64 Kbytes of data. For each size



22 F. Kerschbaum, R. Deitos, and P. Robinson

Fig. 4. Graphical representation for time measurement

on each test case, a sample of 110 values (RTT) was gathered. Three rounds of
measurements were done. First of all, the size of the resulting SOAPMessage at
the TCP layer was measured, and is depicted in Table 1.

Table 1. Message size in bytes for the test cases

Empty String 256B 64KB
No security 371 627 65907

Signature 3163 3426 68707

Signature + Encryption 4777 5127 93311

Signature + Encryption + SAML token 14866 15215 103395

We can conclude that the overhead of the architecture in the size of the
message is a linear function, e.g. the size of the message is approximately 1.5
times the size of the content plus a constant overhead. Figure 4 is the graph for
time measurement. It represents the average values for the three rounds from
the sample. The four different curves represent the four test cases for a different
amount of data.

6 Conclusions

We present a security architecture and mechanism for VOs in business. It uses
one security mechanism for protecting the VO management services as well as the
resources offered in the VO. The advantages of having one security mechanism
are reduced implementation effort due the reduction of security critical compo-
nents and easier administration, since the administrator needs to deal with only
one security mechanism. The basic idea of verifying the parameters of a web ser-
vice call to the supplied credentials may be useful in other data-dependent web
services, e.g. databases. Our evaluation of the implementation showed that the
overhead introduced by the security architecture is acceptable for practical de-
ployment. Future work is to extend the infrastructure services, e.g. by reputation
services, but still secure them with the same security mechanism.
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Abstract. Organizational culture influences the way a) information security is 
perceived, b) security countermeasures are adopted, and c) the organization 
reacts to the cultural changes of a new security program. In Information 
Security Management Outsourcing (ISMO), cultural differences may arise 
between the organization and the provider, for example conflict between the 
countermeasures applied by the provider and the company’s internal policies. 
We propose a conceptual framework of security mechanisms in order 
organizations that choose ISMO to identify and manage cultural dissimilarity.  

Keywords: Information Security Management Outsourcing, Organizational 
Culture. 

1   Introduction 

Outsourcing an Information Systems (IS) function is common practice, but, lately, 
organizations start to outsource IS security function(s), as well. In 2003, Gartner 
predicted that, for the Western European market, the managed security services would 
be the fastest-growing service type across all vertical markets in the period 2002-06. 
Gartner expected outsourced security monitoring and management market to grow at 
a combined annual rate of 31% through 2005 [8]. According to the three latest 
CSI/FBI surveys a 37% in 2005 and 39% in 2006 of the respondents outsource, and 
the percentage of the outsourced security function ranges. In addition, 10% in 2005 
and 12% in 2006 outsource more than 20% of the security function; however, “largest 
firms outsource the highest percentage of their security function” [3]. Nonetheless, 
Information Security Outsourcing appears to be an emergent issue.  

Information Technology (IT) Security Outsourcing is “the transfer of existing in-
house IT security function(s) to a third-party provider” [7]. We refer not solely to IT 
security outsourcing, but to Information Security Management Outsourcing (ISMO), 
which may include the functions that affect and are affected by cultural, ethical, social 
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and legal aspects as well [5]. Regarding an Information Security Management System 
(ISMS), one has to take into account, inter alia, standards, codes-of-practice, 
regulation, and cultural and ethical issues. In ISMO, then, the MSSP’s responsibilities 
may include risk management, security policy and awareness, regulatory compliance, 
etc., issues that go beyond the provision and management of physical or technical 
security. One can assume that the approaches of IT/IS outsourcing are applicable in 
ISMO, too. Many issues and problems are indeed similar; however, the legal, 
commercial/organizational and technical elements of ISMO are considerably distinct 
[7], [15]. Security outsourcing decision-making differs; selecting the functions to be 
outsourced is complicated, cost and ROI estimation is problematic, and security 
awareness may be hindered if security services are transparent to the end-users [14]. 

In IS outsourcing literature [4] two phases are identified: the decision phase (e.g. 
why and what to outsource, what selection criteria exist), and the implementation one 
(e.g. how to select the vendor and structure the relationship, how to negotiate, build 
and manage the contract, how to evaluate the outcome). We examine ISMO in the 
implementation phase, meaning best practices, methods, techniques to achieve 
optimum IS outsourcing outcome and focus on issues that arise due to cultural 
differences between the organization and the provider. To do so, we examine how or-
ganizational culture affects information security, what are cultural dissimilarities and 
how these affect the ISMO outcome. We also aim at assisting an organization to 
identify and manage cultural dissimilarities between itself and the Managed Security 
Services Provider (MSSP). To the best of our knowledge, literature regarding cultural 
dissimilarity in the ISMO is limited; thus, we draw upon existing IS Outsourcing 
research, as well as upon social theories (Social Exchange Theory, Power-Political 
Theory). We identify factors that affect the outsourcing outcome and propose security 
mechanisms, existing or altered, which may influence these factors positively. 

In Section 2, we present our view on organizational culture, how it affects 
information security, and the emergent security cultural issues. The issue of cultural 
dissimilarity in the ISMO context is introduced in Section 3. Section 4 describes the 
need to adopt a social view of the IS outsourcing research, by an outline of two 
fundamental social theories. Section 5 presents factors that influence the IS 
outsourcing outcome. We then explore the association of these factors with cultural 
dissimilarity and the ISMO success. We provide a framework of mechanisms for 
ISMO (Section 6), which could mitigate problems due to cultural diversity between 
the outsourcing parties. Finally, we summarize and identify issues of further research. 

2   The Role of Organizational Culture in Information Security  

Organizational culture is defined by [24] as a three-level model. The first level is 
organizational artifacts; all the phenomena that one sees, hears and feels when 
encounters the organization. They are visible and easily identified by an outsider (i.e. 
architecture, language etc.). The second level is the espoused or shared values. These 
are partially visible and reflect the values of a particular group of individuals (i.e. 
attitudes, policies etc.). The third level is the basic underlying assumptions; involves 
the underlying beliefs and values which are hidden and largely unconscious. Each 
level influences the other ones; a change in the basic assumptions would alter the 



26 A. Tsohou et al. 

shared values of the company and ultimately would affect the artifacts. An example of 
an information security artifact would be the organizational access control means, 
such as a biometric device. The information security strategy dictated by the senior 
executives would be considered as the information security organizational espoused 
values [30]; these can be visible in the form of information security policies which 
constitute another artifact. Finally, the personnel’s perceptions of privacy are an 
example of underlying beliefs and values within the organization. 

Organizational culture influences information security; it is reflected to the 
stakeholders’ security-related actions, or responses to security incidents. [30] examine 
the employees’ behavior by applying Schein’s model, to find alternative methods to 
auditing and to introduce cultural change in terms of security. [28] also state that 
culture is one of the determinant factors of employees’ security-related behavior. 
They agree with [30] that cultural change should be initialized at the “basic 
underlying assumptions” level and, thus, the more visible levels could be affected. 
Moreover, [13] explore security policy formulation and implementation through 
organizational context and identify organizational culture as one of its basic elements. 
[11] identifies the consistency between the ISMS and the organizational culture as a 
critical success factor. [26] examines the IS security human factors in multi-cultural 
settings (e.g. attitude to age), and highlights the significance of culture deviations for 
IS security. In the next section, we study the relation between organizational culture 
and information security, in the context of ISMO, and define cultural dissimilarity.  

3   ISMO Context and the Significance of Cultural Dissimilarity 

Organizations outsource security as usually it is not a core competence and they 
cannot afford to maintain the specialist competency needed [31]. The MSSP provides 
access to leading edge technology, and warranties for the service level and expertise 
[2], [6]. The offered services are usually 24x7, which require resources hard to 
allocate by an organization [1], [25]. ISMO offers just one commercial relationship 
and places the customer in a much stronger negotiating position [7]. Another merit is 
the potential cost savings [1], [2], [25], [31], as the security provider benefits from a 
shallower learning curve, economies of scale, and a potentially more efficient process. 
Finally, it may cover legal or regulatory requirements, as outsourcing is a way to 
mitigate legal liability or transfer the risk to a third party [7]. 

However, the provider imposes its own operational risks [7], since its employees 
and/or contractors could act unprofessionally or negligently to the detriment of the 
customer. A MSSP may have access to a company’s IT and networks, so as to 
monitor and manage security; thus, the customer becomes more susceptible to 
confidentiality breaches and violations of data protection legislation [1], [2]. The 
provider itself may turn out to be a single point of failure or an appealing target. If the 
provider’s systems suffer an attack, then its customer systems and data are also 
vulnerable. In addition, as the techniques and methods of a provider are likely to be 
similar for several customers, a customer security breach may introduce a new risk for 
the rest. Despite the cost savings of ISMO, any new outsourcing arrangement will 
require some upfront cost and resources, e.g. new infrastructure or new licenses [6], 
[7] and may result to the organization’s dependency to a single provider.  
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One also has to consider organizational culture issues, since it affects the way a) 
information security is perceived, b) security controls are adopted, and c) organization 
reacts to the cultural changes a security program may introduce [13]. [6] suggests that 
cultural differences between the organization and the MSSP can be an obstacle, as 
they can introduce conflict between the security controls applied by the MSSP and the 
company’s internal processes and policies. By cultural differences we mean any 
dissimilarity that is apparent in the three levels of the company and MSSP’s organiza-
tional cultures. This dissimilarity is visible on the artifacts’ level and becomes more 
nebulous to the two underlying levels. Cultural dissimilarity is significant in ISMO, 
since the security plan is proposed and applied by the MSSP, who remains a third 
party and does not belong to the organization’s inner context. When examining issues 
of ISMO success, one should consider that the involved organizations may adopt 
different cultural assumptions, which influence information security. 

Consider an ISMO situation where the MSSP must conduct risk management. 
Although, we recognize that risk analysis methodologies (e.g. CRAMM, OCTAVE) 
include techniques for observing organizational structure and context, a third party is 
hard to perceive the lower levels of organizational culture and in sequel reflect the 
basic underlying assumptions in the risk management procedures. An example of the 
authors’ former experience as security consultants entails performing IS risk 
management for a Greek public psychiatric clinic. One of the resulting controls was to 
establish a physical access control scheme in the hospital reception, with physical 
barriers, because patients’ files were stored in the room. The employees consented to 
a card system and an alarm, but they strongly resisted to physical barriers, as they 
believed that they needed an easy emergency escape. This underlying assumption was 
formed based on employees’ previous experiences and was not apparent to the risk 
analysts. In addition, the underlying assumptions of the latter were in contrast to this 
belief. Next, we will propose a theoretical framework, which can be used to address 
such cultural diversities and to show how these may influence outsourcing outcome. 

4   Social Theories for the Understanding of IS Outsourcing 

Information Security is an IS function and, therefore, we draw upon current IS 
outsourcing literature, which currently suggests a socially-oriented approach. [17], 
[18] observe a trend towards social theories as opposed to the former economic 
theoretical models. Recent researchers suggest a social view by incorporating theories 
such as Social Exchange Theory or Power-Political Theory [10], [19], [27]. [18] 
propose an integrative view on the issue; an organization can benefit from the 
competitive advantage goal of the strategic view, the cost efficiency goal of the 
economic view, and the trust and alliance benefits of the social view. [17] observe a 
shift from customer-oriented approaches to ones that place emphasis on both 
customer and provider, and examine the evolving relationship. Outsourcing success 
does not depend only on the contractual aspects, but also on the relationship between 
clients and vendors; thus the examination of this relationship is critical [15]. Most of 
the IS outsourcing approaches rely on transaction cost economics. Researchers argue 
that the evolving relationship between the provider and the services receiver is 
changing from a buyer-supplier type, towards a more strategic partnership [10], [15], 
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[19]. So, this relationship is characterized by: (a) risk and benefit sharing, (b) viewing 
the relationship as a series of exchanges without a definite endpoint, and (c) 
establishing a range of mechanisms to monitor and execute its operations [19]. 

Social Exchange Theory argues that social associations are exchanges of activities 
between two or more persons; activities that can be tangible or intangible, rewarding 
or costly [4]. A basic assumption is that the parties of an exchange are involved in a 
continuous process of activities that reward and activities that compensate the benefit; 
e.g. a party acts in a beneficial way for the other and obliges him to reciprocate. In IS 
outsourcing, the theory implies that the acquisition of services or products is achieved 
through continuous interactions based on mutual benefit [18], and it has been applied 
to explain and enhance the relationship between the two parties [15], [19], [27]. 

According to Power Political Theory, any relationship is a power-structure; 
organizations are political entities and people within organizations have different 
degrees of power. Two major constructs are power and politics. Power refers to “the 
potential of a party to influence the behavior of another in a certain manner”. Power 
refers to aspects of authority, recourse allocation, dependency etc. Politics is defined 
as “the way in which power is exercised”. Politics may include the selection of 
decision criteria and information use, the reliance on outside experts etc. [4], [17]. In 
IS outsourcing, the outsourcing decision is an outcome of power distribution among 
stakeholders. The power of the stakeholders affects the decision and the outcome of 
the outsourcing process influences existing power balances in return. Power-political 
theory is viewed as an important tool for examining IS outsourcing issues [4], [16], 
[18], or it is applied in order to explore the power and trust issues that arise [19]. 

5   A Social View for Managing Cultural Dissimilarity in ISMO 

Our research aims at managing cultural dissimilarity between the involved parties in 
ISMO. We adopt a social view of ISMO, which is in line with the nature of our 
research questions and the above mentioned shift towards social perspectives. In this 
section we firstly select factors that determine IS outsourcing success and secondly, 
we analyze their relationship to organizational culture; cultural dissimilarity is proved 
to affect all the determinant factors and ultimately the outsourcing success. 

In order to apply a social perspective of ISMO we study applications of the above 
social theories and identify factors that affect the IS outsourcing outcome. The 
relationship between the interested parties can be viewed as a partnership; “an 
interorganizational relationship to achieve the participants' shared goals” [19]. Four 
determinants factors positively affect partnership quality: participation, 
communication quality, information sharing and top management support; thus, these 
factors influence positively the outsourcing success. The factor of coordination was 
also identified but was not supported with significant evidence. Since a) we consider 
it as important for the IS partnership stability and b) it was not proved irrelevant to 
partnership quality, we choose to include coordination. In addition, [27] identify the 
factors of communication and mutual understanding. Therefore, the social factors that 
will be examined regarding their connection with organizational culture are: 
Coordination, Communication Quality, Participation, Mutual Understanding, 
Information Sharing. We view Top Management Support as a prerequisite of ISMO. 
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[19] did not support the correlation between cultural similarity and outsourcing 
success, but others argue that cultural dissimilarity affects ISMO success [6]. To 
support this we reveal the impact of organizational cultural differences on these social 
factors, and thereby on the ISMO success. Communication quality has been connected 
to partnership quality [19], [27]. In order to achieve internal integration and function 
as a unit, a group creates a common language - meaning the common use of concepts 
and words - and a system of communication [24]. A common language is necessary 
for any kind of consensus or any communication. Disregarding the fact that people 
may be making different assumptions about the meaning of words results in commu-
nication breakdowns. Cultural differences between the provider and the receiver 
would cause using terms differently or having unlike mental models, without realizing 
it [23]. Similarly, mutual understanding, which empowers trust and ultimately 
reduces conflicts, is affected by cultural similarity. [24] identifies mutual 
understanding and trust as a matter of culture; in order to achieve them one has to 
confront firstly with its own and second with others’ assumptions.  

Another social factor is the participation of the two parties on a common goal. The 
shared consensus of who is in and who is out of the group or the organization and the 
criteria that define the group’s boundaries is a cultural issue [24]. These rules 
discriminate people into two categories: the insiders (more trusted) and the outsiders. 
In ISMO, cultural differences may result in the MSSP’s members to be perceived as 
outsiders; thus, participation will be inhibited. Information sharing is also affected by 
organizational culture (e.g., who is authorized to have access to information, what is 
considered to be information). A part of the shared assumptions refers to the rules of 
the organization according to what constitutes data, what information and knowledge 
are [24]. Therefore, what type of information is considered sensitive, classified or 
proprietary and what should be the access privileges of the MSSP, are affected. 
Moreover, power and authority allocation are issues of organizational culture [24]. 
The ISMO partnership is likely to disturb power distribution or result in power conf-
licts; e.g. a receiver’s member must adhere to security controls that are established by 
external members. Power allocation is connected to the balanced coordination of the 
two parties. Additionally, the problems of coordination in an organization are 
ultimately a problem of messing subcultures [23]; organizational cultures deviations 
will affect the way the two parties coordinate in order to achieve their common goals. 

6   Managing ISMO Cultural Dissimilarity: A Framework  

In order to manage cultural dissimilarity, one has to seek mechanisms that affect each 
of the above factors. Our framework consists of mechanisms that influence elements 
of organizational culture and, therefore, affect the social factors that determine ISMO 
success (Fig.1). Firstly, we have provided evidence that communication is strongly 
affected by the organizational culture; an impact rooted in the organization members’ 
language and the system of symbols. In the ISMO an example refers to the term of 
risk - an information security fundamental construct; organizations’ members could 
have different risk perceptions: what is considered as dreadful risk in one organization 
is not always dreadful for another. This may play an important role on the risk mana-
gement process and outcome [22]. Managing the different perceptions of risks and 



30 A. Tsohou et al. 

creating a common language is important for communication. To do so, we suggest 
the exploration of the different underlying assumptions about security-related 
concepts. This can be achieved through a process of security communication [29] in 
order to take under consideration the stakeholders’ various risk perceptions in the risk 
management process. Security communication is characterized as an interactive one 
and refers to the exchange of information among individuals, groups and institutions, 
which involves messages about the nature of security including concerns, opinions or 
reactions to security messages. These messages may involve reactions to the legal or 
institutional arrangements for security management [29]. The purpose of this process 
is to achieve better understanding of security-related issues amongst stakeholders and, 
thus, create a common system of symbols. Security management methodologies 
include some form of communication between security experts and stakeholders, but 
mostly they involve one-way messages and not an interactive process.  

 

Fig. 1. Managing cultural dissimilarity 

Exploring the underlying assumptions of the two organizational cultures is also 
important for achieving mutual understanding. In ISMO, mutual understanding refers 
to sharing similar assumptions regarding information security; it refers to reaching a 
consensus towards what is right and wrong regarding IS security. While the 
communication factor lies on assigning same meanings to words or symbols, mutual 
understanding refers to stakeholders adopting similar assumptions. Therefore, it can 
be achieved by exploring own and others’ assumptions over information security. The 
first step towards mutual understanding is confronting with organization’s own 
security assumptions, and second, examining the provider’s assumptions; these steps 
can be achieved by defining and evaluating their security cultures. As information 
security culture refers to the assumption about which type of security behavior is 
accepted [20] and defines the way information security is perceived (e.g. what is 
considered ethical), it affects mutual understanding. We argue that an organization 
must evaluate its own security culture before selecting an ISMO partner and second, 
select one that is compatible. Methods of doing so exist in the literature [12], [20].  

Participation also poses a positive role in ISMO success. An element of organiza-
tional culture is the embraced notions about who belongs in the organizational group. 
This means that one has to seek ways to redefine and loosen the group boundaries of 
the members of both organizations, which may hinder the ISMO partnership. We 
propose employees’ exchange between the two parties. When a MSSP employee 
works and associates within the organizational context of the receiver, he gradually 
becomes a member of the context, and slowly is not perceived to be an outsider. He 
also comprehends organizational goals, processes and characteristics of the 
organization. When a receiver’s employee participates in the security management 
process, or is transferred in the MSSP premises for training, she understands goals 
and feels that she is part of the security effort, regardless of expertise. 
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Fig. 2. Managing ISMO cultural dissimilarity framework 

In ISMO, information sharing refers to the sharing of: a) information from the 
receiver to the MSSP required by the security management process, or b) security 
knowledge, security management results, and emergent business changes, towards the 
receiver. To manage security in a way compatible to the receiver’s organizational 
context, the MSSP must understand its unique characteristics. For example, a hospital 
and a bank both have security concerns, but the hospital emphasizes on the 
confidentiality of sensitive medical data, as opposed to the bank where the integrity of 
the economic transactions is more crucial. This means that the receiver should provide 
information regarding the internal business objectives and processes. However, the 
sharing of proprietary information should take place after the employees are guided 
how to assist the ISMO provider. The second dimension regards the security 
knowledge sharing, i.e. security awareness programs that communicate the risk 
management process, the security controls, and responsibilities towards security [21]. 

We also consider the coordination factor to be significant, as it is connected to 
organizational culture [23] and lies on the element of power distribution. ISMO may 
contribute to a rearrangement of power and might introduce power conflicts, e.g. 
employees may resist to security guidelines communicated by of the MSSP. A way to 
reduce resulting conflicts and maintain power balance is top management timely and 
clearly to define the roles, responsibilities and authorities that undertake the 
employees of both organizations. This must be communicated to both involved parties 
by the early stages of the ISMO in order to avoid possible frustration. 

Finally, top management support and involvement are significant for achieving 
security goals [9] and are also important in ISMO. ISO 17799: 2005 states that 
“management should actively support security within the organization through clear 
direction, demonstrated commitment, explicit assignment, and acknowledgment of 
information security responsibilities” [11]. The MSSP may propose countermeasures 
that introduce changes in the standard workflow of a business. To manage these, top 
management commitment and support are required; otherwise, the proposed security 
plan may fail and not be embedded in the organizational culture. In any case, top 
management support is a prerequisite for all the above factors and for undertaking 
ISMO as a partnership. Summarizing, we have explored the negative influence of 
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cultural dissimilarity to ISMO success. We examined six social factors, and suggested 
a framework of indicative mechanisms to handle these diversities (Fig.2).  

7   Conclusions and Further Research  

We connect organizational culture to information security elements and reveal its 
significance to information security. In ISMO, cultural differences are identified as a 
negative factor and thus we aim to assist organizations to manage them in order to 
achieve ISMO success. We draw upon current trends and theoretical perspectives of 
IS outsourcing and view it as a partnership. We identify factors that affect the 
outsourcing outcome and link them to cultural differences. Our framework consists of 
six security mechanisms that affect the identified social factors and ultimately smooth 
cultural deviations. These are: a) Security communication (affects communication), b) 
Definition and evaluation of security culture (linked to mutual understanding), c) 
Employees’ exchange and Active participation (influence participation), d) ISMO 
guidelines and Security awareness programs (affect information sharing), and e) 
Definition of employee roles, responsibilities and authorities (linked to coordination). 

This conceptual framework can be tested either in a longitudinal case study, or in a 
quantitative survey, since its effectiveness must be explored in an organizational 
context. In addition, each mechanism can be researched individually, because it either 
introduces new research questions (i.e. risk management active participation), or it 
redefines more mature areas of interest (i.e. awareness programs). The framework is 
significant as it unites and correlates issues of organizational culture under the scope 
of managing cultural dissimilarity and achieving a fertile ISMO process. 
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Abstract. The establishement of trust relationships among organiza-
tions has proved to enhance the cooperation among organizations in-
volved in Virtual organization Breeding Environments (VBEs) and their
collaboration within the Virtual Organizations (VOs). Main obstacles to
establishing trust relationships however stems from the lack of a common
definition for trust and trust parameters. Consequently the assessment of
the trust level of organizations as well as the creation of trust among or-
ganizations are quite challenging. In practice organizations individually
assess the trustworthiness of others both manually and in an ad hoc man-
ner. This paper presents an approach and a system for semi-automatic
Trust Management (TrustMan) in collaborative networks. Based on
the multi-criteria and customizable trust model that we have defined in
earlier publications, here we define the TrustMan system that on one
hand aggregates our previously introduced models and approaches, and
on the other hand automates the processes related to management of
trust among organizations in VBEs.

Keywords: Trust among organizations, TrustMan system, VBE.

1 Introduction

During the last decade, digital technology has changed the world in profound
and exciting ways. Today organizations communicate and interact instantly with
others even for sensitive issues, such as for businesses collaborations, without tra-
ditional limitations of time and location. Collaborative networks such as global
supply chains have enabled industries to manufacture products and deliver them
to markets with incredible speed and efficiency. Mobile devices are now facilitat-
ing collaborating organizations to be productive no matter where they are.

As more and more of the world’s information, commerce, and communications
are moving to digital form facilitated with the continuously advancing ICTs, they
are opening the door to a new world of connected experiences that link organiza-
tions interests and market operations into a seamless whole that extends across
local, regional, country, and global markets. An emerging beneficial approach
for organizations to co-work in such evolving and expanding market, which has
taken advantage of these advanced ICTs, is configuring collaborative networks
(CN) [3]. As addressed in section 2, in various forms of CNs, including short term
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collaborations, (e.g. in VOs) and long term cooperation, (e.g. in VBEs), organi-
zations can interoperate and co-work with each other while being facilitated by
computer networks to achieve some common goals, for example, acquiring and
responding to larger, better and more business opportunities.

Of course despite the possibility to collaborate with others, organizations had
neither made ful use of the advanced ICTs nor optimally benefited through co-
working. But whether they succeed or not is no longer the question of the power
of the digital devices (infrastructure) and the speed of network connections.
One real challenge today is trust among organizations needed to smoothen their
co-working. Ultimately, the effectiveness of collaboration among organizations,
configured to respond to acquired business opportunities, depends on their abil-
ity to quickly create trust to each other and establish trust relationships among
them which in turn facilitates sharing of information, resources, costs, etc. [2].

The answer to trust problems had been primarily aligned to security issues-
in creating systems and processes that are always secure so that organizations
have a high degree of confidence that the technology they use will protect their
identity, privacy, and information [9] [15]. However, the creation of trust among
organizations, which aims at supporting them to achieve common goals in collab-
orative business, can hardly be achieved by considering technology only. Some
approaches for creating and assessing trust are presented in [4][11].

We address trust as a multi-criteria subject in which the assessment of trust
level of organizations can be customized depending on the specific application.
In [9]we presented an approach for comprehensively identifying trust elements,
which then was applied to identify the main elements. The trust elements are
hierarchically categorized from abstract (non-measurable) to measurable ones,
addressing trust: objective, perspectives, requirements and criteria.

This paper uses the previous work as the base and presents the specification
of the TrustMan system. This system is designed and implemented applying the
measurable trust elements, specifically, the trust criteria. It is designed based
on service oriented architecture (SOA), thus implemented as web services to en-
hance its independence from operating environments, and platforms [13]. The
remaining part of the paper is organized as follows: section 2 presents the con-
cepts related to trust among organizations in VBEs. Section 3 addresses the
specification of the TrustMan system. Finally section 4 concludes the paper.

2 Trust Among Organizations in VBEs

The market is now continuously evolving to match today’s connected and digital
world. The organizational preparedness necessary to facilitate their collabora-
tive initiatives must match the market’s evolution pace. But it has proved hard
to individually achieve the required preparedness. Among others the prepared-
ness aspects for configuration of collaborative networks includes: the existence
of common operating principles, acquiring interoperable infrastructure, creat-
ing trust to other organizations, etc. Previous research on CNs had indicated
the importance of the pre-existence of VBEs as facilitating environments for
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organizations towards their participation in collaborative businesses [3]. The fol-
lowing definitions are adopted in this paper:

- VO: A partnership of (legally) independent organizations (e.g. VO partners) that

come together and share resources and skills to achieve a common goal, such as acquir-

ing and responding to a market/society opportunity [3].
- VBE: An association of organizations and related supporting institutions ad-

hering to a base long term cooperation agreement, and adopting common operating

principles and infrastructures, with the main goal of increasing both their chances and

preparedness towards collaboration in potential virtual organizations (VO) [1].

A number of concepts constitute the base for modeling trust [8], and are used
for the development of TrustMan system. Following are their descriptions [7]:

- Trust: is an objective-specific confidence of a trustor organization to a trustee

organization based on the results of fact-based trust level assessment of that trustee.

- Trust objective: is the purpose for which the trust relationship establishment

among the involved organizations is required. Examples of trust objectives include for:

inviting an organization to join a VO, selecting an organization as a VO coordinator,

an organization to decide joining a VBE, etc.

- Trust perspective: represents the specific “point of view” of the trustor on the

main aspects that must be considered for assessing the trust level of the trustee. In

[6] we presented five trust perspectives for organizations namely: Technological (Tc),
Social (So), Managerial (Mn), Economical (Ec), and Structural (St).

- Trust criteria: represent the measurable trust elements that characterize a re-

spective trust requirement. Therefore, for each organization, the values of its trust

criteria can be used to make an objective fact-based judgment on whether the respec-

tive requirement is met. Each trust criteria constitutes a value structure, which defines

the acceptable structure for its data, such as scalars, vectors, arrays, list of strings, etc.

Also it defines the metric applied to scale the data. The comprehensive set of trust

criteria for organizations is presented in [7].
- Trust level: Refers to the intensity level of trust for a trustee in a trust relation-

ship, based on the assessment of values for a set of necessary trust criteria. The criteria

for the trust level assessment are varied and wide in spectrum depending on several

issues such as on the objective, perspective, etc. for creating trust. When trust level

is evaluated for a specific purpose, such as for inviting a member to a VO, and the

evaluation is based on specific trust criteria for that the purpose, we call the results,

specific trustworthiness of the trustee.

Some of the most crucial preparedness aspects in the VBE are: making the
environment trustworthy enough to convince organizations to join and customers
to provide business opportunities, ensuring that all VBE members meet the base
trust level, etc. Thus trust levels of members must be assessed, and the results
applied for creating trust to each other. The following research questions must
be properly addressed to realize trust among organizations in VBEs:

(A) Can trustworthiness (trust level) of an organization be measured? How complex
is it? Does it have quantitative values, and if so, what are the metrics? Furthermore,
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is it one number or a set of numbers? If not quantitative, then does it have qualitative
value, such as good or bad, high or low?

In [7], we presented an approach for trustworthiness of organizations to be
measured in terms of quantitative values for a set of trust criteria. We argued
that trustworthiness is complex and can neither be measured with a single value
nor interpreted with a single metric. The levels upon which several specific met-
rics are met represent the trust level of an organization. However, it should be
noted that the assessed trust level is not absolute rather comparative (e.g. as
represented in Fig. 1). The trust level of an organization is rated based on its
values for the given set of trust criteria as compared to values of others (Fig. 1).
To manage trust in VBEs, trust and trust relationships must be properly char-
acterized, and modeled. The modeling of trust and trust relationships among
organizations is addressed in [8].

The mechanisms developed for the manipulation of values for trust criteria are
based on mathematical equations. The equations are derived based on results
from the analysis of causal relations among trust criteria, known factors and
intermediate factors. The derivations of equations are beyond the scope of this
paper but they are presented in detail in [7]. Below are three general formulas:

TL = Avg[(WTc ∗STc), (WSo ∗SSo), (WSt ∗SSt), (WMn ∗SMn), (WEc ∗SEc)] (1)

Sper =
1
n

n∑

i

WIFi ∗ SIFi (2)

SIF = f [trust criteria, known factors] Where0 < Wi < 1, and
∑
∀i

Wi = 1

TL: trust level, S : score, per : trust perspective, IF : intermediate factor, W : weight,
Avg : average

(B) How can the TrustMan system assist VBE member to: assess trust level of
others in the VBE, foresee their trustworthiness in the coming time, and establish trust
relationships with others?

(C) How to make TrustMan system replicable, adaptable and sustainable?

This paper presents the specification of services needed for semi-automatically
managing trust among organizations in response to these two questions.

3 Specification of the TrustMan System

In this section we present the specification of users and their requirements, and
the functionalities for TrustMan system. We also address the architecture and
technical aspects related to the user interface, orchestration and choreography
of services, authentication of external access, etc. of TrustMan system.

3.1 The Specification of Users and Their Requirements

There are 3 general trust objectives for creating inter-organizational trust in
VBEs [8]: (1) Trust among VBE member organizations: Focuses on assessing
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trust level of organizations, and establishing their trust relationships for different pur-

poses, i.e. smoothing cooperation in the VBE, enhancing collaboration in VOs, etc. (2)
Trust between the VBE member and the VBE administration: Focuses on cre-

ating trust of a VBE member to the VBE administration to enhance the commitment

of member to the VBE, to ease the managerial tasks, etc. (3) Trust between exter-
nal stakeholders and the VBE: Focuses on creating trust of external stakeholders

to the VBE, i.e. invited organizations to become members or customer to provide

opportunities.

Based on these objectives we classified five user groups with their respective
requirements as follows: (i) VBE administrator: (1)Assesses base trust level of

membership applicant and VBE members, (2)Updates the list of trust criteria. (ii) VO
planner: (1)Selects specific trust criteria for evaluation, (2)Evaluates specific trust-

worthiness. (iii) VBE member: (1)Accesses its base trust level records, (2)Updates

the trust related data. (iv) Membership applicant: (1)Submits trust related data

for base trust level assessment. (v) External stakeholders: (1)Supports customer to

create trust to the VBE, (2) Supports invited organizations to trust the VBE.

3.2 Specification of Functionalities for TrustMan System

This section addresses the functionalities, input data, output information and
their presentation in TrustMan system.

A. Motivation: Assessing organization’s trust level has been a challenging
task. It is even more challenging when a number of organizations are involved
and their trust levels must be absolutely compared [6]. Further to addressing
the requirements presented in section 3.1, the specification of TrustMan system
also addresses the complexity of comparing organization’s trustworthiness. If
trust level of organizations is properly assessed and compared, and then the
results applied to their collaboration establishment, a smooth environment for
their interactions will basically be created [7].

B. Functionalities: The TrustMan system implementation adopted the SOA
and specifically the web service technology. Thus the specified functionalities are
services. The system provides five integrated services as described below:

Service 1: For assessing base trust level of organizations
When customizing the TrustMan system, in a specific VBE, the administrator

selects the minimum set of trust criteria provided by TrustMan system that
reflects the characteristics and the specific domain/application of the VBE and
suits the needs of the environment. This selected minimum set is called the base
trust criteria. The results of the assessment that applies these base trust criteria
are referred to as base trust level for organizations. The base trust level provides
the threshold for acceptable trustworthiness to keep a member in the VBE. The
service for assessing base trust level is implemented to support the assessment
of trust level for organizations based on these base trust criteria. The kinds of
assessment supported by the TrustMan system for the base trust level includes:
periodic assessment of base trust level for members, and one-time assessment of
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base trust level for a membership applicant. This is an administrative service and
is accessed by the VBE administrator.

Service 2: For evaluating specific trustworthiness of organizations
This service aims at measuring how trustworthy an organization is against

a specific trust objective, i.e. inviting a VBE member to participate in a VO,
appoint a VBE member to become a VO coordinator or VBE administrator,
etc. A priori to the evaluation, the trustor selects the specific set of trust criteria
from the general set of trust criteria provided by TrustMan system. Then trustor
sets the rating for the values of trust criteria to define different levels of trust
for the evaluation. The evaluation of specific trustworthiness can be done at a
certain point in time such as current time. Also, the evaluation can be applied
to forecast trustworthiness for future collaborations. This is an administrative
service and thus it is accessed by the VBE administrator and VO planner.

Service 3: For establishing trust relationships among organizations
The approach suggested to facilitate establishing trust relationships among or-

ganizations is through measuring their historical data for both their trust records
and performance records. While establishing trust relationships among them par-
ticipating organizations can be provided with relevant information queried from
the data stored in the TrustMan system, which will enable them trust others.
However, some information stored might be too strategic, and thus owner orga-
nizations can hardly allow their information to be publicly accessed. Thus the
access is categorized as: (1) Public access: Any organization can access the informa-

tion, (2) Restricted access: Only VBE members can access the information, and (3)
Protected access: The administrator and the owner access the information.

This is a semi-administrative service that can be accessed by the VBE admin-
istrator, and VBE members that are permitted for specific reasons.

Service 4: For managing trust related data
This service supports three users of the system, namely: membership appli-

cants, members, and VBE administrator. The applicants will use this service
to submit their trust related data to facilite the evaluation towards joining the
VBE. The submitted data is used to assess their base trust level to support
deciding whether to accept the application. The members will use this service
to update their trust related data. And finally, the VBE administrator will use
this service to manage all the trust related data in the system i.e. ensuring data
is updated, valid and with reliable source.

Service 5: For creating trust to the VBE
This service supports external stakeholders to create trust to the VBE. There

are two kinds of external stakeholders: the invited organizations for becoming
members, and the customers. These external stakeholders need to access infor-
mation that will convince them about the trustworthiness of the VBE in relation
to their businesses. The service will thus guide respective stakeholder to access
specific information based on its purpose or perception of trust.

C. Input data and their sources: The input data applied during the assess-
ment of trust level are the values of trust criteria for organizations. The main
sources of data for organizations are twofold: (1) Data submitted by VBE member
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Fig. 1. Trustmetre - Qualitative trust levels of organizations in VBE

applicant, and (2) Performance data of organizations collected from their par-
ticipations in VOs.

D. Output information and presentation: The output from the services for
assessing trust level and evaluating specific trustworthiness of organizations is
the trust levels expressed qualitatively as indicated in Fig. 1. The resulted trust
levels are comparative and thus are valid for the given: values of trust criteria,
the selected trust criteria, the involved organizations, and the applied ratings.
The qualitative representation of trust levels is based on the interpretations of
scores for values of trust criteria for the organizations [7].

3.3 Technical Specification

In this sub-section we address the technical specification of TrustMan system
focusing on the general view, interfaces, services’ orchestration and choreography.

(i) General aspects of the TrustMan system: The system is made up of
three main layers: top, middle and bottom layers. The top layer is the human
interface; the middle layer is the orchestration and choreography; and the bottom
layer is the invocation interface.

(ii) Human access and interface: The access of the system for human users
is controlled by three main parameters: userID, password and user role. The
userID refers to the unique identification of the user and specifically for this
system, each user is provided with an organization number, which is used as its
identification for accessing the system. The password is created by the respective
user during the first login. In addition to being an authorized user, their roles are
used to identify which information (public, restricted, and protected) and services
(assess, or view trust level record) can be accessed with the current login details.
Thus the same user access various parts of the system with different roles, e.g. as
a VBE administrator or member. Human access to the system is facilitated by so
called human interface . It is implemented as a web based interface with various
pages accessed by providing authentication information. However, it should be
noted that the TrustMan system is a semi-automatic system in the sense that
the final decision about the trust level of organization is not provided by the
system rather is made by the trustor. The interpretation of trust level depends
on specific trustor and the TrustMan system only supports trustors by providing
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them with the assessment results that they can use to make their final decisions
related to trust.

(iii) Orchestration and choreography of TrustMan services: In next
paragraphs we describe the concepts of orchestration and choreography for ser-
vices, and provide an example on how we applied them for TrustMan system.

Orchestration refers to the logic (the sequence and flow) for execution of
functions within one system process [8]. For example, in java programming this
refers to execution of functions within one object. Fig. 2 shows orchestration of
several processes integrated in one choreography process, such as system control,
access right, base trust level, etc. Choreography represents the logic that will
be followed to execute various modules including invoking other services in order
to provide a single integrated service [12]. Several java web services were chore-
ographed to provide required integrated services including: for assessing base
trust level and evaluating specific trustworthiness of organizations. To exemplify,
we present the service for accessing the base trust level.

Fig. 2 represents the choreography for a set of services constituting the process
of base trust level assessment (as explained below) and thus represents a partial
processes’ architecture of the TrustMan system. Consider a user starting to assess
the base trust level of a member in the VBE. The system will first validate
whether the user has the right to access the system. Once positively validated

Fig. 2. Choreography of the process for assessing base trust level of an organization
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Fig. 3. Authenticated access for TrustMan system from a remote user

the user is granted the access. Then the service for assessing base trust level
is invoked. The system checks whether the organization whose trust level need
to be assessed is registered and trust data is complete. When positive response
is received from the services which check the registration and completeness of
data, the data for the organization is retrieved and its base trust level is assessed.
Lastly, the response is sent to the user. If at any stage a failure happens then the
process is terminated and the user receives a negative response with the right
response message, e.g. the organization is not registered (Fig. 2).

(iv) External system access and invocation: TrustMan system provides ser-
vices to other systems through invocation based on the SOAP protocol. There
are several steps that the system should take to verify each specific invocation.
Fig. 3 presents a generic invocation design showing interactions needed for an
organization to update its trust related data from local repositories. We have
applied the security over the network, such as the authentication of source net-
work, as provided by the ECOLEAD ICT infrastructure [14]. It is expected that
the request will have a local authentication certificate as shown in step 1 in
Fig. 3. If the requested service is granted by the TrustMan system control then
a positive response is sent otherwise negative response is sent. The only inter-
face for invocation is the WSDL layer, which describes the services that can be
invoked, and the parameters that must be passed [5].

4 Conclusion

In this paper based on mathematical model addressed in [7], trust elements as
presented in [9] and trust models as presented in [8], we have addressed the
specification of TrustMan system for the management of trust among organiza-
tions in VBEs. The paper presented the main services for assessing trust level of
organizations, establishing their trust relationships, creating trust to the VBE
and managing trust related data. It has addressed the user categories and their
rights for accessing the system through either human or system interface.

The results presented in this paper considered VBEs as reference application
domain for which a pilot is now being built and tried in real VBEs. However,
these results can also be applied to other collaborative environments and net-
works whose members involve organizations.
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Abstract. Digital watermarking is a value-added technique used in digital rights 
management systems for the purposes of copy protection and copy deterrence 
for digital contents, and it has inspired a large variety of work. Unfortunately, 
much of that work focus mainly on right-holder’s security needs rather than 
those of consumers. This paper proposes a new buyer-seller watermarking 
protocol for the betterment of consumers’ security needs. The key features of 
our scheme are including of loss-preventing security property ensured, semi-
trust third party involved, efficient protection from conspiracy attacks, and 
lightweight involvement for buyers.  

Keywords: Digital commerce, copyright protection, anonymity, conspiracy 
attacks, security. 

1   Introduction 

Digital commerce defines a particular subset of electronic commerce which deals only 
with digital products or digital services, and every auxiliary used for trading is digital 
[10]. Transferring the traditional business model for selling digital goods linked with 
physical media to the online world leads to the need for a system to protect digital 
intellectual property. In order to protect valuable digital content, digital rights 
management (DRM) is a system that aims at secure distribution and usage of such 
content and commonly comprises a huge variety of different technologies [14]. 
Digital watermarking in DRM systems is a technique to bind imperceptible 
information to digital content for a variety of purposes, i.e., copyright control. The 
purpose of this service is to trace digital pirates. As soon as the copyright violations 
are detected, right holders and/or content owners will be notified, and the infringer 
will likely be sued by the law. 

Traditionally, right-holders have a centralized view. They are used to posing as the 
only victims of trading digital goods online. Therefore, current digital watermarking 
schemes (and DRM systems) focus chiefly on right-holder’s security needs and 
commonly pass over those of consumers. As the case stands, disputes are inevitable. 
Memon and Wong [12] indicated an equivocal case that may bring about a fierce 
debate among the interested parties, especially for buyers and sellers, and will have 
them mired in difficulties. That is, a content owner (seller) inserts a unique watermark 
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into a copy of the content before it is sold to the buyer. Once an illegal replica is 
detected and the responsible distributor (buyer) is determined by extracting the 
watermark embedded, the original buyer may argue that the unauthorized copy was 
created or caused by the seller for compensation, a security breach, etc. They 
proposed a buyer-seller watermarking protocol against the foregoing problem, but not 
other consumer privacy concerns such as anonymity. Solutions to the problem of 
anonymity are briefly listed below. Ju et al.’s work [5] is to offer unlinkability of the 
purchased contents by the same buyer to watermarking protocol with anonymity 
control. The discussion of collusion attacks against anonymity is considered in Choi 
et al.’s scheme [6] in which no trusted third party is involved. However, as described 
by Goi et al. [1], both of the two schemes have more or less weaknesses and/or 
security flaws with result that they cannot provide the features and security as 
claimed.  In addition, Lei et al.’s effort [2] is to deal with the unbinding problem as 
well as anonymity appeared in Memon and Wong’s scheme.  

Early study yielded elegant but typically inefficient solutions to the anonymity 
problem and the related conspiracy attacks. A key point is how the trusted third party 
(TTP) involves in the watermarking protocol in order to preserve consumer rights and 
privacy concerns. Most recent, practical approaches employ one or more TTPs to 
achieve anonymity. A full trusted watermark certificate authority, which is 
responsible for the generation of random and valid watermarks upon buyers’ requests, 
is a very common assumption as a base for security services (e.g., [2,5,12]). This 
work, however, does not consider possible misbehavior by the trusted party, and thus 
may enable the interested party, that is, the seller, to collude with the third party to 
gain an advantage. In this paper we propose a different approach to consumer’s 
protection. We use a third party that is “semi-trusted,” in the sense of acting as a 
notary role to provide assurance about the properties of the data (such as its integrity), 
and then use digital signatures to cryptographically link the buyer’s own secret 
watermark and one-time public key to the purchase order against unbinding problems. 
In our solutions, no one else but the buyer knows his/her own secret watermark and 
real identity even though the notary may conspire with either of the main parties. As 
far as practicability is concerned, the buyer is only required to interact with 
correspondent certification authorities during the pre-transaction, and with the 
intended seller during transaction; and further, the buyer is not involved in the 
procedure of arbitration before he/she is found guilty. The plaintiff (seller) should 
rightly give proof about the responsible distributor’s (buyer) illegality. 

The rest of this paper is organized as follows. In Section 2, we discuss preliminary 
concepts and security properties used in this paper, and Section 3 presents the 
proposed watermarking protocol in detail. Section 4 gives a security analysis of our 
new protocol thoroughly. Section 5 then concludes the paper with a summary of our 
achievements. 

2   Preliminaries 

Before starting our approach, we set out the requirements that such protocols should 
meet. Firstly, the detailed treatment of consumer rights and privacy concerns is 
described in Section 2.1. Then, for completeness and readability, cryptographic 
primitives used in our scheme are obvious and briefly summarized in Section 2.2. 
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2.1   Security Properties 

Digital watermarks have been proposed for the purposes of copy protection and copy 
deterrence for multimedia content. In order for on-line business activities with digital 
content to prosper, there are security requirements that are needed for the correct 
behavior of the application. As discussed in [1,2,5,6,12], the following set of security 
properties on a buyer-seller watermarking protocol are incorporated and extended:  

• Accountable Anonymity: Anonymity refers to the complete absence of identifica-
tion data in a transaction only if consumers behave correctly. 

• Unlinkability: The purpose of transaction unlinkability is to prevent linking a 
customer’s transactions to each other [15]. Given two digital contents, anyone, 
including the sellers, should not be able to determine whether or not these two 
contents were purchased by the same buyer. 

• Traceability: The identity of a buyer can be traced and revealed once the buyer 
has distributed digital contents illegally as with piracy.  

• Binding: The binding property is to link a chosen watermark to a specific digital 
content or a specific transaction. The link is needed so that the buyer can prove that 
this payment is intended for this order and not for some other goods or services. 
That is, the linkage stops the malicious seller from producing a made-up piracy to 
get compensated more. 

• Dispute Resolution: The malicious buyer cannot excuse his/her guilt by claiming 
that the copy was created by the seller or a security breach of the seller’s system. 
This is a kind of seller’s security. The other is a buyer’s security that is intended to 
protect an honest buyer against frame-up of a malicious seller or other buyers. 

2.2   Cryptographic Primitives 

• Homomorphic Cryptosystems 
A cryptosystem is required to be privacy homomorphic with respect to the watermark 
insertion operation ⊕ of the underlying watermarking scheme [12]. That is, a 
homomorphic cryptosystem Eh can be informally stated as follows: 

)()()( bEaEbaE h
K

h
K

h
K ⊕=⊕  for every a and b in the message space and K is the 

public (encryption) key. For example, the RSA public-key cryptosystem is a privacy 
homomorphism with respect to multiplication operation.  

• Anonymous Public-Key Certificates  
An anonymous public-key certificate scheme is originally intended for accountable 
anonymity and fair document exchange [3]. In order to prevent the recipient from 
knowing the sender’s real identity in the certificate, the scheme is to permit the sender 
to apply to a certificate authority (CA) for an anonymous public-key certificate, 
including a new public key and a pseudonym, based on the original certificate [13]. 
Then, the sender can sign the message with the private key in connection with the 
new public key without revealing the real identity, and the recipient can still verify the 
message authenticity by the anonymous certificate. Only the CA issuing the 
anonymous certificate is able to find a link from the pseudonym to the real identity of 
the sender, and hold the sender accountable for the message if disputes take place.  
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• Verifiable Encryption 
Publicly verifiable encryption is a means to check the correctness of encrypted data 
without compromising secrecy, and it has been used in applications like digital 
signature [11], secret sharing [9], or key escrow [4]. Here we give a scenario to depict 
how a verifiable encryption scheme works in this paper. For anonymity, the buyer 
(denoted by B) generates a one-time key pair randomly in a transaction, and sends the 
notary (denoted by NA) an unavailable but verifiable cipher of the one-time private 
key using the public key of the arbiter (denoted by ARB), who stays off-line. This 
setting is a kind of fair escrow cryptosystems using off-line escrow agents where the 
verifiable escrowed cipher convinces NA of its validity and that ARB is able to 
recover the key if needed. Normally, the anonymity and privacy concerns of B are 
preserved against the seller.  

3   A Privacy-Preserving Buyer-Seller Watermarking Protocol  

3.1   Notation and Abbreviations 

In the model of the proposed scheme, five different roles involved are as follows. 

1. S: The seller, who can gain from the sales of digital content. The seller can be in 
the form of the content provider or the distributor. 

2. B: The buyer, who wants to consume the digital content from the seller. 
3. CA: A trusted certification authority, who issues digital certificates and takes 

responsibility for authentication.  
4. NA: A notary authority, which assures correctness of data presented and then 

certifies the validity of watermarks generated by the buyer.  
5. ARB: An arbiter with the power or influence to make judgements and decide what 

will be done or accepted for copyright infringement. 
 
The notation used in the scheme description is as follows. 

 

),( AA skpk  the identity A is in possession of a pair of keys where pkA is A’s public 
key and skA is A’s private key.  

),( AA skpk  a public-private key pair, a kind of ),( AA skpk , is used for an 

anonymous certificate. 

),( **
AA skpk  a one-time public-private key pair, a kind of ),( AA skpk , is used for 

unlinkable serial transactions.   
)( ACA pkCert a public-key certificate associated with subject A is issued by 

certification authority CA. The format of digital certificates is in 
accordance with X.509. 

WXX ⊕=′ the watermarked copy X ′ of digital content X  where ⊕ denotes the 
watermark insertion operation and W is the watermark being 
embedded. 

)(⋅h
pkA

E  the privacy-homomorphic encryption function using A’s public key.  

)(⋅
AskSign  the signature function of entity A with A’s private key. 
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)(⋅h
skA

D  a public-key and privacy-homomorphic decryption function under A’s 
private key with respect to the binary operator ⊕ . 

)(⋅h  a collision resistant one-way hash function. 

3.2   The Proposed Scheme 

The privacy-preserving buyer-seller watermarking protocol consists of three 
subprotocols: registration protocol, watermarking generation and insertion protocol, 
and copyright violator identification and arbitration protocol. The registration 
protocol is prepared for an online transaction, which can be done before the 
transaction. The watermarking generation and insertion protocol mainly deals with the 
matter of digital trading. The copyright violator identification and arbitration protocol 
is used for a web spider service that routinely searches the Internet and tests for digital 
files that have been watermarked.  

A. Registration protocol 
The registration protocol deals with the buyer procedure of acquiring the public-key 
certificate and its anonymous certificate from CA under a secure and trusted 
communication. First, B randomly selects a key pair ),( BB skpk  and requests CA to 

issue the public-key certificate )( BCA pkCert  if the successful verification of B’s 

identification. Due to privacy concerns, B randomly generates a key pair ),( BB skpk  

and sends CA the new public key Bpk and the original public-key certificate 

)( BCA pkCert to apply for an anonymous certificate )( BCA pkCert  with the pseudonym 

of B. The above treatment is shown in Figure 1. 

  Buyer                                                           Certification Authority 

generate ),( BB skpk

archive ))(),(( BCABCA pkCertpkCert

REQUEST(Anonymous certificate, )(, BCAB pkCertpk )

REQUEST( Public-key Certificate, Bpk )
RESPONSE( )( BCA pkCert )

RESPONSE( )( BCA pkCert

 

Fig. 1. Registration Protocol 

B. Watermarking generation and insertion protocol 
This is a three-party protocol among B, S, and NA that describes processes involved 
in digital trading. To begin with, B and S should reach an agreement (denoted as 
ARG) on rights and duties defined during negotiation and written down in a pre-
contract in advance. Figure 2 illustrates the details of the following steps. 
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Buyer                                                    Seller Notary Authority 

generate  and ),( **
BB skpk )( *

BpkARB skEE
ARB

generate proof for*
Bskpf ARBE

choose W and compute )(* WEew h
pkB

))(,,( * ARGhpkewSignS BskB B

)),(),(,,,,( *
*

BBCAARBskBpkNA SpkCertARGhEpfpkewEE
BNA

decrypt  with NAE NApk

verify  with BS BPK  from )( BCA pkCert
verify and  *

Bskpf ARBE

))(||||( * ARGhpkewSignS BskNA NA

archive ))(,),(,,( *
BCABB pkCertSARGhewpk

verify  with and  with NAS NApk )(* ARGSign
Bsk

*
Bpk

generate V and compute VXX
find  and compute ))(()( ** WXEXE h

pk
h
pk BB

archive ),,,,,,( *
NAARBB SEpkewARGV

retrieve X  with *
Bsk

NEGOTIATION (Common agreement, ARG)

NAskB
EARGSignARG ),(, * NAE

ARBNAB ESpkew ,,, *

)(* XE h
pkB

 

Fig. 2. Watermarking Generation and Insertion Protocol 

1. In the cause of transaction unlinkability, B randomly selects a key pair ),( **
BB skpk  

used for a single transaction and then generates an escrow cipher ARBE  of the new 

private key *
Bsk  by using ARBpk . The ciphertext ARBE  is reserved for copyright 

violator identification and arbitration and its verifiable proof *
Bsk

pf is produced by a 

verifiable encryption scheme. Then, B creates a more robust watermark W in 
compliance with the characteristics of the purchased object X and encrypts it 

)(* WEew h
pkB

= . The signature ))(,,( * ARGhpkewSignS BskB B
= and the ciphertext 

)),(),(,,,,( *
*

BBCAARBskBpkNA SpkCertARGhEpfpkewEE
BNA

=  are made, respectively. 

Lastly, B sends the confirmed agreement ))(,( * ARGSignARG
Bsk

and NAE to S. 

2. S holds the confirmed agreement and then forwards the ciphertext ENA to NA in 
order to obtain B’s one-time public key verified. 

3. Upon receiving ENA, NA decrypts it and then verifies the validity of SB and *
Bsk

pf . If 

certain well-defined conditions are met, NA is assured of *
Bsk  escrowed correctly 
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and generates his/her signature on ,, *
Bpkew and )(ARGh against the unbinding 

problem. Afterwards, NA delivers ARBNAB ESpkew ,,, *  to S and stores 

)(,),(,,*
BCABB pkCertSARGhewpk in TableNA.  

4. S conducts the verification including NAS and )(* ARGSign
Bsk

, and aborts the 

transaction if any component is invalid. Otherwise, S generates a unique 
watermark V for this particular transaction, produces the watermarked digital 
content VXX ⊕=′ . Next, S generates a random permutation σ of degree m to 

permute the encrypted watermark ew by ))(())(( ** WEWE h
pk

h
pk BB

σσ = . The second-

round watermark insertion ))(())(()()( **** WXEWEXEXE h
pk

h
pk

h
pk

h
pk BBBB

σσ ⊕′=⊕′=′′  

is performed in the re-permuted and encrypted domain. Obviously, S has no idea 

about X ′′ . After that, )(* XE h
pkB

′′ is delivered to B and the sales record 

),,,,,,( *
NAARBB SEpkewARGV σ with respect to X is stored in TableX. 

5. After receiving ),(* XE h
pkB

′′ B decrypts it with *
Bsk by computing 

))(( ** XEDX h

pk

h

sk BB

′′=′′  and obtains the doubly watermarked copy X ′′ . To this 

end, neither B nor S can attempt to get X and X ′′ respectively because of B’s lack 

of the knowledge of σ and V and S’s lack of the knowledge of *
Bsk . 

C. Copyright violator identification and arbitration protocol 
Once an illegal replica Y of certain digital content X is found, S will launch the 
copyright violator identification and arbitration protocol with the help of ARB, NA 
and CA to extract undeniable evidences, and identify the responsible distributor who 
was the buyer involved in some earlier transaction. This process is performed by the 
means of a watermark extraction function Det(X,Y) in compliance with the 
watermarking algorithm. The protocol is depicted in Fig. 3 and proceeds as follows. 

1. On discovering an unauthorized copy Y of X, S extracts the unique watermark U in 
Y. By correlating U with every watermark V stored in TableX, S selects the one 
with the highest correlation beyond a confidence threshold. When a match is 

found, S collects the relevant data including NAARBB SEpkewARGV ,,,,,, *σ   from 

the matched entry of TableX and sends them along with Y to ARB for arbitration.  
2. Upon receiving the arbitration request, ARB firstly verifies the validity of NA’s 

signature SNA and rejects the case if the verification doesn’t hold. Otherwise, ARB 

decrypts EARB to obtain B’s one-time private key *
Bsk  and then retrieves the secret 

watermark W by computing )(* ewD
Bsk

. A check on the presence of )(Wσ  in Y can 

be performed by using the corresponding watermark detection and extraction 
algorithm. If the verification holds, ARB judges the buyer to be guilty and sends 

*
Bpk  to NA for extracting B’s real identity from the cooperation between NA and 

CA. Otherwise, B is considered innocent and his/her identity remains unexposed. 
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3. When receiving *
Bpk  from ARB, NA uses it as the key to retrieve )( BCA pkCert  

from the matched entry in TableNA and then turns to CA to ask for B’s real identity 
by forwarding B’s anonymous certificate. 

4. After verifying )( BCA pkCert , CA will disclose and deliver the real identity of the 

anonymous buyer over to S by NA and ARB.  

Seller Arbiter Notary Authority Certification Authority

found Y
),( YXDetU

verify  with NAS NApk

obtain  by decryption of*
Bsk ARBE

)()(
),()(

)(

?

*

WW
YXDetW

ewDW
Bsk

retrieve )( BCA pkCert  from TableNA

verify )( BCA pkCert

NAARBB SEpkewARGhYX ,,,),(,,, *

*
Bpk

)( BCA pkCert

BIDBID BID
 

Fig. 3. Copyright Violator Identification and Arbitration Protocol 

4   Discussions 

A security analysis on the proposed scheme is given in accordance with the list of 
requirements shown in Section 2.1. Specifically, collusion tolerance to common 
signal transformations hinges on the security and robustness of the underlying 
watermarking scheme. We then summarize some features related to practicability and 
effectiveness in this section. 

A. Security analysis 
1. Accountable anonymity: Full anonymity may result in security risks such as 

misuse by anonymous users that are unacceptable in certain applications, most 
notably in digital commerce. Therefore, we deal with the balance of anonymity 
versus accountability known as accountable anonymity. In our scheme, only the 
CA is in possession of the real identity of an anonymous buyer and cannot violate 
security agreements to disclose the identification unless ARB gives NA and CA a 
valid order in a legal procedure.  

2. Transaction unlinkability: Only employing anonymous public-key certificates is 
lacking in privacy protection because sellers are able to protect their interests by 
maintaining a profile on each anonymous customer. In view of this, we use one-
time key pair and verifiable encryption to mask identifications in anonymous 
public-key certificates even though these certificates are collected by NA. To make 
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privacy protection more secure, a one-time certificate is necessary for 
unlinkability. The efficient treatment of one-time certificates can be referred to [8]. 

3. Transaction binding: The unbinding problem takes place for lack of binding a 
chosen watermark to a specific digital content or a specific transaction [2]. 
Customers may suffer false accusation from made-up piracy that is the attack of 
watermark transplantation made from malicious sellers. Due to a similar concern in 
a credit-card-over-SET transaction, we use the concept of the dual signature that 
provides a link between two related messages being sent to solve the problem. In 
protocols two signatures SB and SNA are designed for the purpose. 

4. Dispute resolution: Keeping the buyer own watermark secret is the key to the 
security of a buyer-seller watermarking protocol. In the proposed scheme, the 
malicious seller cannot produce a pirated copy X ′′  for lack of the knowledge of 

the specific watermark W or the buyer’s one-time private key *
Bsk . Similarly, the 

ill-behaved buyer cannot falsely deny reselling an unauthorized copy and shift the 
blame onto others, i.e., the seller.  

B. Semi-trust third party 
In cryptography, a trusted third party (TTP) is an entity which facilitates interactions 
between two parties who both trust the third party; they use this trust to secure their 
own interactions. Previous research efforts employ one or more TTPs to ensure 
security, and thus may enable the third party to learn the contents of documents being 
exchange, e.g. the buyer’s own secret watermark and order information. Here we put 
an emphasis on reducing the involvement of a TTP, who acts as a semi-trusted third 
party. That is, the third party NA only verifies the validity of the message enclosed in 
the ciphertext ENA and then sends the endorsed message SNA to the seller if the 
verification holds. In our scheme, NA learns no valuable information about the 
specific watermark W, and anyone who colludes with NA will not gain any useful 
new information about the buyer.  

C. Protection against conspiracy attack 
The buyer’s secret information could be revealed by a conspiracy between the seller 
and other participants in a transaction. As described in [12,2], S can obtain the 
specific watermark W in league with WCA. Besides, S can further know the real 
identity of B and other security properties, including transaction unlikability and 
dispute resolution, cannot be achieved by a conspiracy in [5,6]. To address the above 
problem, B deals with the generation of the watermark W and one-time key pair 

),( **
BB skpk for secrecy and anonymity; and further, B asks NA the endorsement of the 

related information ))(,,( * ARGhpkew B  by providing the unavailable but verifiable 

cipher of *
Bsk encrypted under ARB’s public key ARBpk .  

D. Lightweight involvement for buyers 
Generally, the more consumers need to involve themselves in complicated business 
activities, the more their reluctance will grow to engage in a transaction. A universal 
acceptance of SSL-based payment system is an example. For this purpose, B is only 
required to interact with S to carry out a transaction in the proposed scheme. Even 
though the accusation against B is in progress, B is not involved in criminal 
investigations conducted by ARB unless and until B is found guilty.  
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5   Conclusion 

Within digital commerce the buyer-seller watermarking protocol toward consumer 
rights and privacy concerns is very promising. This is a supplement to current DRM 
systems and applications, which lay quite a particular stress on right-holder’s protection. 
In this paper, we have shown efficient solutions to consumer’s protection in the semi-
trusted third-party setting. This option, the notary service, provides a novel type of 
security from conspiracy attacks since the third party need not be fully trusted.  
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Abstract. Intrusion signatures are used to detect and/or prevent fast-spreading
worms or exploits, and usually, constructing these signatures is an automatic pro-
cess without human intervention for the sake of speed. In principle, the automatic
signature construction process can produce not only true-positive intrusion sig-
natures but also false-positive ones, the latter of which poses a grave problem
because they can be misused to disclose privacy information. Manual signature
checking (for a whitelist) can solve the problem, but it slows down the reaction
time for an attack dramatically. In this paper, we propose a mechanism to generate
signatures automatically while preserving the privacy information. Essentially,
we transform the original feature values within an audit trail instance into feature
ranges, and then use these feature ranges to construct a privacy-preserved intru-
sion signature. Our current focus is on the methods constructing feature ranges,
and for this purpose, several methods are proposed to discover feature ranges.
The experimental results are quite encouraging: the transformation from values
to ranges leads not only to the preservation of privacy but also to the enhancement
of the detection performance.

1 Introduction

The research on intrusion detection has been intensively pursued in the last 30 years [1],
and till now, most successful products (e.g., Snort [15], Bro [12]) are based on a database
of intrusion signatures, which consist of characteristic elements of intrusions. Most, if
not all, intrusion signatures are mined by security experts after the event using the audit
trails left by these intrusions. This manual procedure usually hinders the timely spread of
intrusion signatures, making intrusion detection systems useless for detecting worms,
especially for fast-spreading worms that can infect most vulnerable computers in the
Internet within 30 minutes [17].

For this reason, a lot of solutions have been proposed to mine intrusion signatures
automatically. For example, Honeycomb[4], Autograph[3] and EarlyBird[16] used the
prevalence of a byte sequence within the worm traffic assuming that the traffic has a
large volume, and that there is an invariant bytestring in it. The later assumption could
be defeated by polymorphic worms, so PolyGraph[9] is then proposed to alleviate the
assumption using the logic relations between several small invariant byte sequences.

C. Lambrinoudakis, G. Pernul, A M. Tjoa (Eds.): TrustBus 2007, LNCS 4657, pp. 54–64, 2007.
c© Springer-Verlag Berlin Heidelberg 2007
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However, these systems will generate some false-positive signatures unavoidably
[4,3,16,9]. In other words, if these signatures are deployed widely in the Internet, the
privacy information within the false-positive signatures will be disclosed. In order to
eliminate the possibility, all of them apply the whitelisting strategy based on consensus.
In short, the privacy information could be included in such a signature (1) if a sensitive
document is intensively circulated in an enterprise, and/or (2) if some ‘privacy infor-
mation’ is deliberately inserted to mislead these worm signature generators [13]. The
problem becomes worse by the large amplification due to its instant and wide deploy-
ment [8]. At present, manually checking on these signatures is the only solution to the
problem but it could slow down the reaction time to an intrusion.

In this paper, we present a practical mechanism to generate intrusion signatures auto-
matically while preserving the privacy information within these signatures. Specifically,
the feature values in any audit trail are converted into feature ranges to meet the privacy
requirement. Since the feature ranges hide the exact sensitive values, the signature after
conversion will not disclose any privacy information [19,20]. Furthermore, noise feature
ranges could be inserted into the signature to further preserve the privacy information.
Xu and Ning [19,20] have shown that the privacy information within values can be
preserved using ranges. Therefore, we used their results directly and shifted our efforts
to other indispensable parts in the mechanism, where we evaluated several methods in
constructing feature ranges from feature values in training audit trails.

The remaining parts of this paper are organized as follows. The design is given in
section 2. As an indispensable part in the design, the construction of feature ranges is
proposed in Section 3, and we evaluated our proposal in Section 4. Finally, we review
the research and conclude the paper.

2 Automatic Assembly of Privacy-Preserved Intrusion Signatures

In this section, using the theoretical framework proposed in [6], we propose a mecha-
nism to automatically build privacy-preserved intrusion signatures.

2.1 Theoretical Basis for Intrusion Detection

In a nutshell, the framework introduces three new concepts to formalize the process
of intrusion detection: feature range, NSA label and compound feature.
Every instance in a training audit trail can be represented by a feature range of a high-
order compound feature, and every feature range has a NSA label, which is used to
detect behaviors in test audit trails. In detail, the value of every feature in an instance is
first replaced with a feature range, which is gleaned by extending its value so that the
extension does not conflict with other existing values. Secondly, the feature ranges of all
features are compounded using cartesian products to build a (training or test) behavior
signature for intrusion detection.

Within this basis, it is supposed that there are a training audit trail and a feature vector
FV = {F1, . . . , Fn}. For every feature Fi, a series of feature ranges R1

Fi
, . . . , Rm

Fi

is first mined from the training audit trails. Using feature ranges of all features, the
behavior signatures Sig1, Sig2 . . . , Sigl are constructed for intrusion detection. In the
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Fig. 1. The design of a signature assembly line

detection phase, a test instance is formalized as a signature Sigt, and it is detected in
accordance with whether it matches any existing behavior signature.

2.2 A Signature Assembly Line

Obviously, in the above theoretical basis, a signature can be constructed automatically
provided that the feature ranges of all features are predefined. Using this property, we
design a signature assembly line for intrusion detection as illustrated in Figure 1, in
which automatic signature assemblers, who have no knowledge about intrusions or in-
trusion detection, construct the signatures automatically and mechanically.

The signature assembly line consists of four modules. The first module collects the
audit trails of a computing resource for intrusion detection. For example, Libpcap[7],
winpcap[18] etc. The second module extracts an instance from the collected audit trails
using a set of predefined features. From the instance, automatic signature assemblers
construct a signature by replacing the values of the instance with their corresponding
feature ranges. In the last module ‘signature analysis’, the signatures are post-
processed for further detection and/or identification.

Privacy-Preserving Within the Signature Assembly Line. We argue that the privacy
information within a signature can be preserved if all of its feature values are replaced
by feature ranges, hiding the real values [20,19]. The extent of privacy-preserving can
be represented by the extension of a real value to a feature range. In addition, the feature
range can be further replaced by an index to provide more privacy-protection.

In the theoretical basis [6], there are two ways to extend a value into a feature range.
First, a feature range can be achieved by including the values as well as its neighboring
values while such inclusion will not lead to any conflict in the behaviors of a computing
resource. By conflict, we mean that, in the collected audit trails, two values falling into
the same feature range have different behavior labels (e.g., one is ‘normal’, another is
‘buffer-overflow’). Secondly, we can further extend a feature range in a signature by in-
serting noise if such insertion does not lead to conflicts. For example, suppose that there
is a signature “{duration = [2s, 5s], protocol = TCP, totalpackets = [100, 300]}”
with the behavior label ‘normal’, a non-existing range of totalpackets ‘[1400, 2500]’ is
considered noise if the behavior label of the extended signature “{duration = [2s, 5s],
protocol = TCP, totalpackets = [100, 300]∪ [1400, 2500]}” is also ‘normal’. This is
consistent with the fact that there is no behavior from the computing resource
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matching the signature “{duration = [2s, 5s], protocol = TCP, totalpackets =
[1400, 2500]}”. Further study on noise injection is left for our future work.

Our Research Focus. Within the signature assembly line, the first two modules are
well-studied in literatures and existing tools [7,18], and the last module can be achieved
using several existing work. For example, the signatures can be labeled to fine-tune
the behavior models on the fly [5]. These signatures can be correlated to build attack
scenarios [11]. In addition, the statistical analysis on signatures was also applied to
study the characteristics of the audit trails, and further to identify the anomalies [2].

The signature construction is the most important module in the assembly line be-
cause it is critical to guarantee the privacy within the output signatures, and to make the
assembly process automatic. Nonetheless, little work has been done on this module. In
the following sections, we will solely focus on this module of signature construction.

3 Discovering Feature Ranges

To assemble a signature automatically, it is important to build feature ranges of every
feature. Specifically, in order to eliminate uncertainty in the assembly line, the feature
ranges of every feature F should be collected in advance such that R1

F ∪ R2
F ∪ . . . =

Dom(F ). For numerical feature values, only a subset of the possible values are obtained
from the training audit trails. The anomalousness of a novel value (i.e., its NSA label in
our framework) is inferred from existing values. However, for a nominal feature, it is
difficult to do such inference since all values are independent. Therefore, each of known
nominal feature values is considered as a feature range by itself, and a special feature
range R0

F is assigned if a new value occurs. In other words, our feature range discovery
method is mostly applied to discrete and continuous features.

Inferring the NSA label of the new value can be performed using NSA labels of the
neighboring values. This, in turn, requires that we should have a clear and unambiguous
way to determine whether two values are neighboring. We use the following definition
to determine whether two (numerical) values are neighbors.

Definition 1. Two numerical values v1 and v2 are neighbors if there are no value
falling between them in the training audit trails.

Next, we address the question how to assign a NSA label to the new value given its
left and right neighbors v1 and v2. The answer lies in building the feature ranges in
a systematic manner so that the space (v1, v2) is completely covered by one or more
suitably labeled feature ranges. We first collect all values, v1, v2, . . . , vl, and their NSA
labels. Subsequently, the feature ranges are determined and labeled using several dif-
ferent methods as discussed below.

3.1 Methods to Build Feature Ranges

Suppose there are two neighboring values vi and vi+1 (i < l), the NSA label of the
intervening space (vi, vi+1) could be determined by L(vi) and/or L(vi+1). If L(vi) =
L(vi+1), the space [vi, vi+1] will be assigned the same NSA label as L(vi). Otherwise,



58 Z. Li, A. Das, and J. Zhou

the space [vi, vi+1] will be split into two parts, LSi and USi, based on different splitting
strategies: S1: equal splitting; S2: frequency-based splitting; S3: intrusion-constant
splitting.

These splitting strategies are defined below. The NSA label of LSi is assigned as
L(vi), and the NSA label of USi is L(vi+1). The total size in USi and LSi is vi+1 −
vi+ε if these two parts are not overlapping, where ε is the value precision of the feature.

We also evaluated the significance of overlapping feature ranges. This is due to the
common argument that overlapping feature ranges could detect more intrusion varia-
tions in practice. We use a parameter Os that determines the amount of overlapping
around the splitting boundary between two neighboring feature ranges. A zero value
for Os indicates non-overlapping boundary between neighboring ranges.

S0: No Splitting. For comparison, we will evaluate an extreme scenario when every
value is simply considered as a feature range. This scenario is regarded as a baseline for
the usefulness of assigning and splitting unknown feature subspace since we have not
conducted any generalization in building feature ranges.

S1: Equal Splitting. If L(vi) �= L(vi+1), the splitting point is vi+vi+1+ε
2 .

Splitting with this point, the two parts are LSi = [vi,
vi+vi+1+ε+Os

2 ) and USi =
[vi+vi+1+ε−Os

2 , vi+1].

S2: Frequency-Based Splitting. We also collect the frequency information of all val-
ues in the training audit trails, Frv1 , F rv2 , . . . , F rvl

. If L(vi) �= L(vi+1), the split-

ting point is vi + ε + (vi+1 − vi − ε) ∗ Frvi

Frvi
+Frvi+1

. Splitting with this point, the

two parts are LSi = [vi, vi + ε + (vi+1 − vi − ε + Os) ∗ Frvi

Frvi
+Frvi+1

) and USi =

[vi+1 − (vi+1 − vi − ε + Os) ∗ Frvi+1
Frvi

+Frvi+1
, vi+1].

S3: Intrusion-constant Splitting. Assume that there is a constant Ic. If L(vi) �=
L(vi+1), it is split and the two parts LSi and USi are labeled as follows. (1) LSi =
[vi, vi+1 − Ic − Os) and USi = [vi+1 − Ic, vi+1] if L(vi) = ‘N ′ and L(vi+1) = ‘A′;
and (2) LSi = [vi, vi + Ic) and USi = [vi + Ic − Os, vi+1] if L(vi) = ‘A′ and
L(vi+1) = ‘N ′. Otherwise, the unknown part will be split equally as in S1.

The overlapping parameter Os may lead to an incorrect LSi or USi whose bound-
aries are outside the interval [vi, vi+1]. These boundaries are manipulated to make
sure that the splitting is applied only to the interval [vi, vi+1]. Figure 2 illustrates one
example of splitting an unknown feature subspace using S1, S2 and S3 with Os =
0, ε = 1. There are two feature values v1 = 10 and v2 = 15, and Frv1 = 1,
Frv2 = 3, L(v1) = ‘N ′ and L(v2) = ‘A′.Using S1 in (b), the splitting point is
vi+vi+1+1

2 = 13, LS1 = [10, 13) and US1 = [13, 15]. Using S2 in (c), the splitting

point is vi+ε+(vi+1−vi−ε)∗ Frvi

Frvi
+Frvi+1

= 12, LS1 = [10, 12) and US1 = [12, 15].

Using S3 with Ic = 1 in (d), LS1 = [10, 14) and US1 = [14, 15].
Furthermore, two feature ranges are merged if they are neighboring with the same

NSA label. The merging is used to decrease the number of feature ranges. Specifically,
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Fig. 2. Splitting strategies for an unknown feature subspace

the two neighboring ranges Ri and Ri+1, if L(Ri) = L(Ri+1), is merged into a feature
range. That’s also why the unknown subspace is split only if L(vi) �= L(vi+1).

Finally, we evaluate the different splitting strategies using a labeled test dataset. The
test instance in the dataset feeds into the signature assembly line, and the outputted
signature will be detected to determine whether it is in the behavior models. Based on
the number of instances that are identified correctly, we can determine the usefulness of
the splitting strategies.

4 Experiments: A Case Study

In our experiments, we evaluated the effectiveness of the assembly line in two aspects:
(1) the influence of feature range conversion on the detection performance, and (2) the
difference of our proposed splitting strategies.

We have chosen a typical and widely-used dataset from KDD CUP 1999 contest1.
The value precision of discrete features is εd = 1, and the value precision of continuous
features is εc = 0.01. We design our experiments in two phases. First, we sample some
instances from the training and test datasets. We randomly sample 10000 instances from
the total 4898431 training instances and 500 instances from the total 311029 test in-
stances. To make our evaluation results convincing, we give three pairs of such training
and test samples. Secondly, we perform the evaluation on the complete datasets.

4.1 Evaluating S0∼S3 Splitting Strategies

Table 1 gives the notations used in this section to describe the detection performance.
Table 2 shows the detection performance when there is no label assigning and split-

ting for unknown feature subspaces. Obviously, most instances in the three test samples
as well as the whole test dataset cannot be identified as their original labels, especially
for normal behaviors. Specifically, only few normal instances are identified correctly,
but more than half intrusive instances can be identified correctly, and there are fewer
false negatives in comparison. In S0, an instance will be identified if it is identical to
an existing instance in the training audit trails. Thus, the performance in Table 2 indi-
cates that normal behaviors will generate different instances in their audit trails, but for
intrusive behaviors, more than half of them will generate known instances.

1 Please refer to http://www-cse.ucsd.edu/users/elkan/clresults.html
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Table 1. Notations used in detection results

INDEX NOTATIONS ORIGINAL CLASS DETECTION RESULTS

1 #NN normal normal
2 #NA normal anomaly
3 #II intrusion original intrusion
4 #IA intrusion anomaly
5 #IN intrusion normal

Table 2. S0: Without Label Assigning and Splitting

Sample Pair Normal Intrusion #NN #NA #II #IA #IN

Pair 1 103 397 0 103 203 193 1
Pair 2 91 409 0 91 216 193 0
Pair 3 108 392 5 103 193 198 1

Complete 60953 250436 7669 52924 201537 45640 3259

Table 3. Evaluating S1, S2 and S3 Splitting Strategies. To save space, we have merged several
rows because they have the same detection performance.

(Pair 1) Normal:Intrusion=103:397
S? Ic Os #NN #NA #II #IA #IN

S1 - 0 35 68 280 115 2
S1 - 1 35 68 281 114 2
S1 - 2,3,5,10 35 68 281 114 2
S2 - 0,1,2,3,5,10 35 68 280 115 2
S3 0 0 35 68 280 115 2
S3 1 0 35 68 280 115 2
S3 2 0 35 68 281 114 2
S3 3 0 35 68 280 115 2
S3 5 0 35 68 280 115 2
S3 10 0 35 68 281 114 2
S3 0 1,2,3,5,10 35 68 280 115 2

(Pair 2) Normal:Intrusion=91:409
S? Ic Os #NN #NA #II #IA #IN

S1 - 0,1,2,3 39 52 294 113 2
S1 - 5 39 52 293 114 2
S1 - 10 39 52 292 115 2
S2 - 0,1,2,3,5,10 39 52 292 115 2
S3 0 0 39 52 290 117 2
S3 1 0 39 52 291 116 2
S3 2 0 39 52 291 116 2
S3 3 0 39 52 292 115 2
S3 5 0 39 52 294 113 2
S3 10 0 39 52 294 113 2
S3 0 1,2,3,5,10 39 52 290 117 2

(Pair 3) Normal:Intrusion=108:392
S? Ic Os #NN #NA #II #IA #IN

S1 - 0,1,2,3,5,10 45 63 273 115 4
S2 - 0,1,2,3,5,10 45 63 273 115 4
S3 0,1,2,3,5,10 0 45 63 273 115 4
S3 0 1,2,3,5,10 45 63 273 115 4

S1,S2,S3 Splitting Strategies. In comparison with Table 2, the overall detection per-
formance has been enhanced after applying S1/S2/S3 splitting strategies in Table 3
and Table 4. For normal behaviors, the performance enhancement is almost the same
for different splitting strategies. Although the performance enhancement for intrusive
behaviors is a little different, it is small enough to be negligible in comparison with the
overall detection performance, especially for the sample pair 3. There are two additional
possible reasons for the small difference between S1/S2/S3. First, in the training audit
trails, there are very few unknown feature subspaces for these three splitting strategies.
Secondly, in the test audit trails, there are few instances whose feature values fall into
the unknown feature subspaces. If these two factors were not present, we could con-
clude with certainty that the splitting strategies S1/S2/S3 are indistinguishable in their
effectiveness in discovering feature ranges.
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Table 4. Evaluating S1, S2 and S3 Splitting Strategies

(Complete) Normal:Intrusion=60593:250436
S? Ic Os #NN #NA #II #IA #IN

S1 - 0 57102 3491 215834 21636 12966
S1 - 1 57103 3490 215834 21636 12966
S1 - 2 57103 3490 215834 21636 12966
S1 - 3 57103 3490 215834 21636 12966
S1 - 5 57104 3489 215834 21636 12966
S1 - 10 57104 3489 215834 21636 12966
S2 - 0 57104 3489 215832 21638 12966
S2 - 1 57106 3487 215836 21634 12966
S2 - 2 57106 3487 215836 21634 12966
S2 - 3 57106 3487 215836 21634 12966
S2 - 5 57106 3487 215836 21634 12966
S2 - 10 57106 3487 215836 21634 12966
S3 0 0 57106 3487 215829 21641 12966
S3 1 0 57103 3490 215833 21637 12966
S3 2 0 57103 3490 215833 21637 12966
S3 3 0 57103 3490 215833 21637 12966
S3 5 0 57103 3490 215833 21637 12966
S3 10 0 57104 3489 215831 21639 12966
S3 0 1 57106 3487 215829 21641 12966
S3 0 2 57106 3487 215829 21641 12966
S3 0 3 57106 3487 215829 21641 12966
S3 0 5 57106 3487 215829 21641 12966
S3 0 10 57106 3487 215829 21641 12966

Table 5. Detection performance before and after feature range transformation

Before (%) After (%)
Sample Pair FAR FPR DR IR FAR FPR DR IR

Pair 1 20.64 100.00 99.75 51.13 14.69 66.02 99.50 70.53
Pair 2 18.20 100.00 100.00 52.81 11.38 57.14 99.51 71.88
Pair 3 20.89 95.37 99.74 49.23 13.97 58.33 98.98 69.64

Complete 17.63 86.83 98.70 80.47 1.45 5.76 94.82 86.18

Comparing the performance enhancement between the test samples in Table 3 and
the whole test dataset Table 4, we could make the same conclusion about the usefulness
of these splitting strategies in this case study. In other words, the influence of incom-
pleteness in the training audit trails on our conclusions is very small.

4.2 Detection Performance

To explicitly state the usefulness of the signature assembly line, we quantify the de-
tection performance before and after the feature range transformation: false alarm rate
FAR = #NA

#NA+#IA+#II
, false positive rate FPR = #NA

#NN+#NA
, detection rate DR =

#II+#IA

#IN+#II+#IA
, and intrusion identification rate IR = #II

#IN+#II+#IA
.

From Table 5, it is clear that the feature range transformation is effective by lowering
false alarm rate FAR, false positive rate FPR and enhancing the intrusion identification
capability IR, all of which are desirable for intrusion detection.

In summary, instead of regarding every occurring feature value as a feature range,
we should split the unknown feature subspaces to enhance the usefulness of feature
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ranges for signature assemblers. Thus, we can identify more instances in the detection
phase. In our case study, we also found that the overlapping scheme has no use in
collecting feature ranges, and that the difference of these three splitting strategies is so
insignificant that it can be negligible.

5 Related Work

Our signature assembly line is capable of generating signatures automatically while pre-
serving the privacy information within intrusion signatures. Lincoln et al. [8] has shown
the necessity to provide privacy protection in generating alerts. Xu and Ning [19,20]
used the feature ranges to protect the privacy in alert correlation. We addressed the pri-
vacy information in a signature, which can be spread into the whole Internet while an
alert can be contained in several central processing units. Since we have not seen any
existing work addressing the privacy problem in intrusion signatures, we review the
existing methods for (manual and automatic) signature generation.

Existing Intrusion Signatures. In general, intrusion signatures include the character-
istic elements of intrusions/attacks. Existing intrusion detection systems provide differ-
ent signature languages with varying expressiveness, e.g., Snort[15], RealSecure[14],
most of which are only used to express the network-based intrusions. For example,
Snort signatures only represent network behaviors, and it is packet-based basically. At
present, there is a general lack of systematic and precise definition of intrusion signa-
tures that can be widely applicable in both host-based and network-based scenarios.
Furthermore, the creation of these signatures is a tedious, manual process that requires
detailed knowledge about software vulnerabilities and the intrusions themselves. Even
worse, there does not exist any formal mechanism to guarantee of the quality of the
manually constructed signatures. There is no privacy problem because most of these
signatures are inspected manually after the event.

Worm Signatures. A lot of work (e.g., Honeycomb[4], Autograph[3], EarlyBird[16]
and PolyGraph[9]) has been conducted recently to generate worm signatures automat-
ically. Honeycomb[4] is an automatic tool to generate worm signatures, using pattern
detection techniques and packet header conformance tests, from the suspicious traffic
captured by honeypots. Autograph[3] tries to automatically detect the signature(s) of
any worm that propagates by randomly scanning IP addresses, without knowing the
worm’s payload or time of introduction in advance. In PolyGraph[9], a series of tokens
is first extracted from the suspicious flows. Then, a clustering technique is applied to
divide the suspicious flows into several clusters, and for every cluster, a worm signa-
ture, which may consist of several disjoint invariants, is generated to match every flow
in it. With a specific requirement for high-speed implementation, Earlybird[16] is built
in a packet granularity rather than the flow granularity in the above three systems. In
summary, these four techniques try to identify a single contiguous or disjoint invari-
ant pattern in the worm traffic, which will not lead to false positive in the detection
phase. In addition, TaintCheck [10] can further help signature generation systems using
information on the vulnerability and how it is exploited.
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However, none of the above techniques considered the privacy issue in their signa-
tures and all of them used invariant(s) within the network traffic to build signatures.
Our signature assembly line can complement them to preserve the privacy information
within the original signature outputted.

6 Conclusions

In this paper, we have proposed a signature assembly line to generate privacy-preserved
signatures. It can provide privacy protection for the audit trails by transforming feature
values into feature ranges. In our framework, we have proven the feasibility of the
transformation, and our experiments have shown its effectiveness in that it not only
preserves the privacy, but also enhances the detection performance. Our case study has
also shown that though splitting of uncovered feature ranges improve performance, it is
relatively insensitive to the particular splitting strategy adopted as well as the allowance
of overlapping feature ranges. In our future work, we will further study the effects of
noise injection in intrusion signatures.
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Abstract. Personal identifying information is released without much control 
from the end user to service providers. We describe a system to scrutinize the 
stated claims of a service provider on safeguarding PII by interrogating their in-
frastructure. We attempt to empower end users by providing means to commu-
nicate their privacy concerns in a common language understood by the service 
provider, allowing them to set baseline privacy practices for service providers 
to adhere to, and providing a means of retrieving information from the service 
provider in the common language to base their PII release decisions. 

1   Introduction 

This paper will describe a system for providing privacy assurance information to end-
users so that they can make an informed decision about releasing their PII to others, 
be they merchants, governments, or business partners. It hopes to be simple to use and 
deploy, give the end user more control over their PII, and be able to bridge the level 
of abstraction between high level privacy concerns and technical back-end implemen-
tation details. 

1.1   Problems and Motivation 

PII abuse can come in many shapes, like leaked credit card numbers, email addresses 
being sold to mailing lists, or search term histories [1]. Granted that the potential for 
abuse is always present the merchant can take steps to give consumers assurance that 
they can be trusted with private information.  

Another compelling reason for businesses to take privacy seriously is regulations 
[2] and laws [3] concerning privacy of consumer records. The penalties are steep and 
the loss of reputation is unpalatable. Being compliant enhances the business's image 
with consumers since it shows awareness of privacy issues [4]. 

Efforts like Trust-e [5], BBBOnLine [6], and Platform for Privacy Preferences 
(P3P) [7] ─ amongst other privacy seal programs ─ help to provide assurance of mer-
chants' willingness to take the issue of privacy seriously, but consumers still express 
dissatisfaction and want more safeguards for their Personally Identifiable Information 
(PII) [8,9]. 

The end user should also be allowed to choose how their PII should be handled 
[10]. To allow end user participation, unlike privacy seals which have no means of 
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asking about the end user's choice, P3P, is an effort to give the end user some way of 
defining their own usage policies for their PII [11]. 

Unfortunately, neither of the above provide any means to interrogate the business 
and its processes to see if the promises being made can be fulfilled [12,13,14]. What 
is needed is for there to be some connection between what is stated on the privacy 
seal or P3P privacy policy and what really goes on within the business and its privacy 
capabilities [14]. 

This brings us to the problem that end users are not privacy experts Instead of dis-
cussing privacy at this mind-boggling level it is better to move the discussion to 
higher and more abstract levels where the business can express their privacy profile in 
terms that the end user can understand [15]. 

Another problem is how much information to provide. The right amount of infor-
mation should be sufficient for end users' needs and also not be too much of a burden 
for the business in terms of volume and exposure. 

1.2   Goals 

What is needed is a solution that involves consumers more, is more transparent, and 
most of all simple [9]. We believe that a privacy assurance solution should allow 
communication between end-users and service providers in a common language, es-
tablish guidelines on levels of assurance information, provide mappings between pri-
vacy preferences and the back end, and above all provide trust in these mappings. 

2   Our Solution 

We will begin by examining how end users and businesses can communicate with 
each other in ways understandable to both. Then we will see how to reconcile each 
side's privacy concerns. Afterwards we'll look at how the high level expressions of 
privacy are mapped to back-end privacy technologies. Then we will consider how 
privacy information is provisioned on the business side which will lead us, finally, to 
a discussion of where and how trust fits into the solution. 

It should be noted that the term “privacy policies or policy” as used in this paper is 
different from the typical definition used in privacy and security circles. It is usually 
used to define a formal means of capturing the privacy characteristics of system in 
terms of predicates involving rules on how to manipulate the data. In this paper the 
term is used to define a set of privacy preferences or practices that end users and ser-
vice providers are interested in which are stated in natural language, and do not have 
strictly formal underlying semantics. This makes machine processing more difficult 
but in sections 2.1.1 and 2.2 we give an initial attempt of reconciling our privacy poli-
cies with processing systems. 

2.1   Clauses: A Vocabulary for Expressing Privacy Policies 

Both users and service providers will have the freedom to create policies to suit their 
needs. In order to bring the two together a common vocabulary is developed. This 
comes in the form of privacy statements or privacy clauses which are a basic primitive 
of our solution. A clause is succinct, clear, and unambiguous and clearly communicates 
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its intended purpose at a level that does not require expert knowledge of privacy sys-
tems or their implementation. It is expressed in natural language and it is hoped that 
both clients and services will be able to understand each other more clearly. This em-
powers an end-user, whom it is assumed has no technically advanced knowledge, to 
communicate their privacy preferences in a language they understand. In section 5 we 
discuss how our policies relate to previous work on policy definition. 

An important aspect of clauses is that they are standardized. Since the same pool of 
statements are being used by both the users and service providers it is an easy matter 
to match up expected policies with actual ones and negotiate the mismatches. At least 
in this way the glaring omissions in service providers' policies will become obvious 
and in the same way unrealistic expectations from users will clear up. When there are 
deficiencies in specific clauses the totality of the policy must be looked at. The set of 
clauses that form the policy is a stronger indication of the suitability of a policy than 
the individual clauses of which it is made up. Even if there is disagreement between a 
user and the service provider at least both know where the other stands on privacy. 

A policy is then just a collection of clauses, crafted for a particular purpose de-
pending on the context of the interaction. For the user interacting with a bank they 
may invoke an “on-line banking” policy; for a service provider interacting with an on-
line shopper they may invoke a “website customer” policy. 

Templates for policies can provide a set of clauses that adhere to best practices or 
commonly held standards. To this a user can add or remove clauses depending on 
their preferences and needs. Templates are especially geared towards end users who 
may need help creating a privacy policy that would serve the purposes that the end 
user needed them for. 

There is still a problem of where the clauses come from in the first place, and who 
provides guidance or establishes what is an appropriate policy for a particular purpose 
and what is not. In order to facilitate both problems it is important that there be some 
agreement about privacy in general and clauses and policies in particular. A way of 
doing this is through standardization. Trusted entities, such as governments or stan-
dardization bodies such as the W3C, who have experience in this field through efforts 
like P3P, can be called upon to provide a working pool of clauses and provide guid-
ance on how to go about creating a privacy policy that is appropriate for a particular 
activity as a template. 

We are aware that positive and negative clauses are subjective but it is hoped that 
through proactive efforts by privacy experts in concert with privacy groups we can ar-
rive at a standard of privacy expectations and conduct. 

2.1.1   Matching End User and Service Provider Privacy Policies Using Clauses 
During a transaction where PII is to be divulged to the service provider, the end user 
can conduct a policy matching activity where the system can compare their privacy 
preferences (as stated in their privacy policy) to that of the service provider's policy. 

The trivial case is when both the end user and service provider policies are identi-
cal. In this case there would be no warnings. When this is not the case then the system 
has two scenarios: 
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• Missing Clauses: This occurs when the service provider does not provide a 
clause(s) present in the end user's policy. This is flagged by the system and re-
ported to the end user. 

• Excess Clause: This occurs when the service provider's policy has a clause(s) not 
present in the end user's policy. This is not cause for alarm since all clauses are 
privacy positive and the additional clause will only strengthen the privacy policy. 

After the matching phase the end user can make a decision on whether or not to di-
vulge their PII. or they can then move to the next stage of the process which is valida-
tion of the clauses against capabilities of service provider's back-end systems. We talk 
about this in section 2.2. 

2.2   Mapping and Capability Validation 

Once a policy has been set by a service provider the onus is upon them to implement 
the measures to uphold those policies. The fact that clauses only talk about the “what” 
and not the “how” allows service providers flexibility in choosing the best solution for 
their particular infrastructure. 

To tie together and bridge the “what” to the “how” there has to be some sort of 
mapping that facilitates this connection. The main job of this mapping is to communi-
cate the back end privacy controls, processes, and other privacy enhancing features 
implemented by the service provider through the process of verification of clauses in 
privacy policies. 

Our solution allows each clause to be composed of specific tests that query controls 
and system components on the back end. In this way a suite of tests can be created that 
inspects the system and reports back the results that can be used to verify clauses. 

 

Fig. 1. Mapping clauses to the back end controls through tests 

Figure 1 shows how each clause in the privacy policy is mapped to back end tests. 
A test only validates that the control or feature is in place and working in a known 
manner. There can be multiple tests on the same control to validate particular attrib-
utes, as long as they are relevant to the clause being verified. 

Once the proper mapping between clauses and back end controls, via tests, has 
been established the service provider can now offer the end user a way to verify the 
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claims made on the service provider's privacy policy. This step, called capability 
checking, is crucial in affording assurance to the end user since it allows the user to 
see if the service provider is actually able to uphold their promises. 

It is important to note that the knowledge of which tests are conducted is security 
sensitive and it would be a critical weakness against attacks because it would provide 
information about the nature of the systems on the back end. Therefore, detailed in-
formation is filtered out of the transmitted results to the end user. Also no information 
about the tests to be conducted leaves the service provider. The only information an 
attacker has is the privacy policy and the clauses. From that the attacker can only 
make inferences as to the nature of the service provider's back end. The end user does 
not suffer since all they require is for clauses to be fulfilled, how that is done is be-
yond their concern, they have the TTP to trust for that. 

So far we have assumed that the correct back end controls are in place to ensure the 
privacy of end users' PII and only those clauses have been put into the privacy policy 
that are backed up by those controls. This is an obvious area of abuse and so trust has 
to be introduced here. In our solution trust comes in the form of third parties.  

2.3   Trusted Third Parties and the Trust Chain 

The missing trust has to come from entities that end users do trust such as trusted 
third parties (TTPs), like ISO, Trust-e and Verisign [16], or non-government con-
sumer organizations. The way forward is to invite the TTP to scrutinize their back end 
systems, the mappings and their privacy policies in a compliance verification process 
similar to ISO 17799 and ISO 27001. If the TTP is satisfied it would issue a trust to-
ken that can be presented to the end user at the time of policy matching and verifica-
tion, thus providing trust in the results and ultimately in the business.  

The main concerns of the TTP are: 

• Verifying that the controls and privacy enhancing technologies that are imple-
mented by the service provider on their infrastructure are configured and function-
ing properly 

• Verifying that the tests used to interrogate the proper configuration and function of 
are capturing and analyzing the correct data 

• Verifying that the clause-to-test mapping is appropriate and complete 
• Maintain the integrity, confidentiality, and availability of trust tokens and service 

provider data. 

It is not the user who is responsible for validating the suitability or appropriateness 
of the privacy enhancing infrastructure of the service provider, but a trusted third 
party. The user will only be responsible for checking that third party seals are current 
and valid and accessing the trustworthiness of the vouching party. 

In this way the end user can establish trust based on the reputation of the TTP, 
while the service provider can benefit from this trust relationship that has already 
been established, or has a better chance of growing stronger due to the fact that trust is 
a TTP's business and this shows the good intentions of the business to end users. 

In a common usage scenario, the TTP performs its verification of the service pro-
vider's back end and how this translates to their privacy policies. It then transfers a 
trust token to the service provider to display along with their privacy policies as well 
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as with their policy validation results. The TTP will hold a copy of the model, or de-
scription, of the service provider's back-end and privacy policy for dispute resolution 
and as a means of recording the conditions under which the trust token was issued.  

After that an end user can ask for privacy policies and/or verification results. The 
results and the trust token are transmitted back to the end user. 

Finally, the end user must now verify that the trust token is valid and intended for 
this set of results and the privacy policy under scrutiny. The end user can do this via a 
privacy seal verification scheme, such as one described in [17]. Once the end user has 
checked the validity of the trust token they can then be assured that the results, 
whether positive or negative, are correct and worthy of trust. 

Also worth noting is the fact that the TTP do not have exclusivity and that both the 
service provider and end user can utilize any number of TTPs. Situations can arise 
where no common TTPs are in use between the end user and service provider, at 
which point the end user can choose to add the TTP and complete or discontinue the 
transaction. 

3   The Implemented System 

Now we move on to discuss an implementation of the system described so far. This 
work is part of an ongoing effort funded by the EU called PRivacy and Identity Man-
agement for Europe (PRIME) [18]. This project is a multi-party endeavor with part-
ners across Europe. As such our work is only one component of a large platform and 
we take for granted work being done by other partners, especially when it provides 
functionality we can utilize. The system presented has been fully implemented as part 
of the integrated prototype within PRIME, which is currently at version 2 [18]. 

The main functionalities provided by the Assurance Control component are to: 

• Compare privacy polices of the service provider and the privacy preferences of the 
user and highlight similarities, differences and deficiencies 

• Conduct capability tests to verify the statements made in the service policy and 
ensure the service side is capable of fulfilling the promises made in their policy 

• Provide results of above in a way that allows a user to make informed decisions 
about releasing their private details, with some guidance built in 

For a more in-depth discussion of the specific functions and how the module inter-
acts within the PRIME frame work please refer to [18]. 

3.1   The End-User Experience 

Presenting assurance information in a way that is simple, clutter free, and easily un-
derstood is still an area of research. To help direct our interface creation, we have 
worked in concert with a human computer interface team within PRIME and used 
their findings from usability tests conducted with end users. The preliminary findings 
have been published, for further details see [19]. As well, [20] discusses some general 
guidelines for indicators and their placement that has been incorporated as well in our 
GUI as well. 
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Most users claimed that the functionality provided by assurance control was useful 
and that assurance control features should appear just before release of PII [19]. 

Although the main purpose of PRIME is to empower individuals in protecting their 
privacy in customer to business (C2B) scenarios, our system is not limited to this type 
of usage. With the proper protocols, Businesses to business (B2B) and government to 
business use cases are also possible. 

 

Fig. 2. Capability validation process 

A simple walk through is shown in figure 2, corresponding to the following steps: 

1. The user, having selecting which clauses they want verified, submits these to his 
or her capability checking, aka Policy Validator, module. 

2. This module communicates this list to its counterpart on the service side and 
awaits its response.  

3. The service-side Policy Validator searches for the clause to test mapping in the 
mapping file kept on the service side. It then queries the result database for these 
tests and retrieves their results. It can either aggregate the test results to a level that 
only verifies that the clause was fulfilled or it can send back more information. 
This is configurable and left up to service providers to choose how much detail 
they want to include in test result data. 

4. The Policy Validator displays the results to the end user to allow them to make an 
informed decision about releasing their PII. 

5. If the end user is satisfied then they can divulge their PII or if not they can provide 
feedback to the service provider so that it can make meet user demands in the  
future. 
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4   Related Work 

There has been a great deal of work done on privacy polices [11,21,22,23,24]. In these 
policy frameworks the focus has been on access control based on conditional logic. Our 
polices are just collections or groupings of clauses that serve a particular purpose under 
a particular context. Since access control plays a big part in the control of PII our solu-
tion works in concert with the Access Control Decision Function (ACDF) and Identity 
Control (IDCTRL) in PRIME, to provide a total privacy package. 

P3P is a W3C specification that allows websites and end users to specify their privacy 
practices and preferences respectively in a standardized way that are easy to retrieve and 
interpret by end users. There have been many critiques of P3P such as [12,13,21,25]. We 
shall focus on how our solution differs from P3P, the gaps it fills in, and how P3P could 
be used within the system we have implemented albeit with changes to its role. 

Expressing privacy concerns in P3P is done by defining statements in a machine 
readable format written in XML [11]. Although there are editors [26] that help with 
this process, there are two problems that are not yet addressed.  

First, end user must know what their privacy vulnerabilities are and how to check 
if a website will mitigate those risks. Most users are naïve and would not be compe-
tent enough to express privacy concerns beyond vague statements.  

Second, even with the prerequisite privacy knowledge the definition of privacy po-
lices must be in a language geared towards the facilitation of accessing PII based on 
conditions. This is a difficult task which our solution simplifies by introducing stan-
dardized privacy clauses and templates that are written in human readable form and 
are unambiguous, concise, and capture privacy concerns based on expert knowledge. 

As is also the case with privacy seals, P3P can not link the privacy practices ex-
pressed by the website and anything tangible on the back-end. This gap is where our 
solution introduces mechanisms to check that policies and the technical realities of the 
website's infrastructure are coherent. 

Although P3P has its limitations, its strength as a robust policy definition language 
and logic model allows it to translate complex privacy clauses into machine readable 
form. In fact, P3P's strengths could benefit our solution and could be incorporated un-
der the clause layer as the gateway between human readable clauses and service pro-
vider result data bases and back end models. 

Projects like Privacy Bird [27] from AT&T and Privacy Fox [28] try to bring a 
simplified and more useful solution to end user by providing a graphical face to P3P. 
Our solution differs in that instead of just a single aggregate representation embodied 
by the bird icon we opted to give a more granular output so that the end user could 
have more context as to exactly what went wrong. 

In our solution once the end user divulges their information there is no way for them 
to sure that the service provider continues to adhere to their privacy practices. One way 
to combat this is to have a persistent service that monitors the end user's information and 
checks that the privacy practices are still in place. One such effort is Obligation Man-
ager [29], which is also part of the PRIME framework. Working in concert, they can 
provide stronger evidence that the service provider is honoring its promises. 

5   Future Directions 

Since clauses are the central privacy vector they need to be developed further from 
the select set that are being implemented now. They need to be more complex and 
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recognize complex privacy needs of sophisticated users as well as laws and regula-
tions that businesses must adhere to. They also need to be stated in such a way that is 
unambiguous in any language. The guidelines for TTP behavior are an open issue that 
requires research and reflection based on other established TTP standards and the out-
come of discussions on privacy. 

Presentation of privacy assurance information is an ongoing research effort in con-
cert with the HCI team and efforts will reveal just how much trust can be conveyed 
between parties and identify the missing pieces in the puzzle. 

At the moment the service provider depends on in-house security expertise or third 
party advice to implement and deploy privacy mechanisms. This dependence on secu-
rity expertise could be avoided if the clauses themselves provided a set of tests that a 
service provider had to conduct. It could cut out the third party completely and move 
the reliance on to the PRIME system itself rather than third parties. The obstacles to 
resolving this are that service side topologies are not well understood and providing a 
generic yet robust enough set of tests that would be applicable everywhere is a diffi-
cult thing to do at present. 

6   Conclusion 

We have shown how a common standardized privacy clause pool would help com-
municate end user concerns as well as service provider promises. With the clauses 
forming policies we have designed a mapping framework that would allow high level 
clauses to be mapped to back end technology that would abstract the complexity away 
for the end user and at the same time allow the service provider flexibility in how they 
implement and manage their infrastructure. Finally we have shown how trust is in-
jected into this system through trusted third parties and their role in establishing a 
trust chain. This allows end users to form their own trust relationships with TTPs in-
dependent of service providers depending on their preferences and experiences. 

In summary, this paper reports work in progress to provide a simple and effective sys-
tem for providing assurance information and building trust in privacy practices of busi-
nesses and other entities whilst being practical for deployment in current infrastructure. 
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Abstract. With the advent of agile programming, lightweight software proc-
esses are being favoured over the highly formalised approaches of the past. 
Likewise, access control may benefit from a less prescriptive approach with an 
increasing reliance on users to behave ethically. These ideals correlate with op-
timistic access controls. However, ensuring that users behave in a trustworthy 
manner may require more than optimistic access controls. This paper investi-
gates the possibility of enhancing optimistic access controls with usage control 
to ensure that users conduct themselves in a trustworthy manner. Usage control 
enables finer-grained control over the usage of digital objects than do traditional 
access control policies and models. Further to ease the development and main-
tenance of usage control measures, it is posited that it is completely separated 
from the application logic by using aspect-oriented programming.  

1   Introduction 

With the advent of agile programming, lightweight software processes are being fa-
voured over the highly formalised approaches of the 80s and 90s, where the emphasis is 
on "people not processes". Likewise, access control may benefit from a less prescriptive 
approach with an increasing reliance on users to behave ethically. These ideals correlate 
with optimistic access controls which were first advocated by Povey [9]. However, op-
timistic access controls alone may not be enough to ensure that users behave in a trust-
worthy manner. This paper firstly investigates the possibility of enhancing optimistic 
access controls with usage control to ensure that users conduct themselves in a trustwor-
thy manner. Usage control enables finer-grained control over the usage of digital objects 
than do traditional access control policies and models, as trust management concerns are 
also given consideration. 

It is evidently difficult to implement access control and often in dynamic environ-
ments preconfigured access control policies may change dramatically depending on 
the context. Often in unpredicted circumstances users that are denied access could 
have prevented a catastrophe had they been allowed access. Consider as an example a 
nurse – at a hospital that been isolated during a tornado – who needs access to a pa-
tient's records but cannot access them as nurses are not authorised to access this  
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information [9]. The costs of implementing and maintaining complex preconfigured  
access control policies sometimes far outweigh the benefits. Optimistic controls are ret-
rospective and allow users to exceed their normal privileges. However, if a user ac-
cesses information unethically, the consequences could be disastrous. Hence this paper 
proposes that optimistic access control be enhanced with some form of usage control 
which may prevent the user from engaging in risky behaviour. 

The next section of this paper discusses typical access control methods, while Section 
3 presents the concept of optimistic access control. Section 4 describes the concept of 
usage control as a means to enhance optimistic access control, while the discourse in 
Section 5 focuses on a possible technique to implement the model proposed using as-
pect-oriented programming. Section 6 concludes with directions for future work. 

2   Background Work on Access Control 

Discretionary access control is an access policy that restricts access to files and other 
system objects such as directories and devices on the basis of the identity of the users 
and/or the groups to which they belong [12]. With discretionary access control, no 
control is enforced on the use or dissemination of the information once this informa-
tion has been released to an authorized user [8]. Discretionary access control is very 
flexible but highly vulnerable to Trojan Horses. As a result of this inadequacy, man-
datory access policies are proposed.  

Mandatory access control [11] refers to access control policy decisions that are made 
beyond the control of the individual owner of the object. A central authority determines 
what information is to be accessible by whom, and the user cannot change access rights 
[8]. Mandatory access control is deemed to be superior to discretionary access control as 
it is not vulnerable to illegal information flows. An illegal flow arises when information 
is transmitted from one object to another object in violation of the information flow se-
curity policy [13]. Even the most dominant model of recent times, the role-based access 
control model, is vulnerable to illegal information flows, as demonstrated by Chon et 
al.[1]. Within role-based access control (RBAC), system administrators create roles ac-
cording to the job functions performed in a company or organization, grant permissions 
(access authorization) to those roles, and then assign users to the roles on the basis of 
their specific job responsibilities and qualifications [15].  

These models often assume that users want and are able to determine permissions 
before the actual access is made. These mechanisms require a priori setting of permis-
sions that are difficult to specify and maintain in highly dynamic environments. In 
other words, these models assume that human beings cannot behave in a trustworthy 
manner and the system has to prevent them from behaving in an undesirable manner. 
Human trust is subjective and context specific and therefore it is difficult to form a 
definition that incorporates all views and types of trusts [4]. Integrating trust/distrust 
into the computing world requires transforming a complex social concept into an 
easy-to-use technical product that embodies the basic principles of trust/distrust [3]. 
Human beings make decisions based on the circumstances of a particular situation. 
For example, within a typical mandatory access control model, doctors may have the 
privilege to view sensitive information but nurses and clerks would not. With role-
based access control, the role could be based on job responsibilities. For instance, a 
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patient's record can be written by any health professional assigned to the role of ward 
physician [10]. However, this does not guarantee that a valid user demonstrates integ-
rity or acts professionally. 

Hence, if software systems could trust humans to decide how and when they can 
access information, this would be a more accurate assessment of trust. Trust on a hu-
manistic level is highly complex and there are a variety of factors that influence trust. 
The emergence of trust-based access control frameworks is largely due to communi-
cations occurring among parties where each party is unknown. This communication is 
typically decentralised. A new type of access control is needed where the access is not 
preconfigured and the user is essentially trusted to behave ethically. If it is left to hu-
mans to make that judgement and not to the information system, then the complexity 
of the system is shifted to allow all the users to interact with the system. 

While pessimistic access controls such as DAC, MAC and RBAC maybe highly 
appropriate in certain contexts, optimistic access controls may be more appropriate in 
other circumstances. For instance, Stevens and Wulf [16] considered an actual inter-
organizational co-operation scenario where it was found that traditional access control 
did not comply with the organization's requirements and that co-operation and com-
petitive reasons motivate the use of interactive and optimistic access controls. Hong 
and Landany [5] also established that there is a need for privacy-sensitive systems to 
have a range of control and feedback mechanisms for building pessimistic, optimistic 
and mixed-initiative applications. 

3   Optimistic Access Control 

Optimistic access control is useful in cases where openness and availability are more 
important than complete confidentiality. Optimistic access control also has the advan-
tage that it is far easier for people to use, since it is rather difficult for individuals to 
predict all of the possible usage scenarios and thus all of the necessary permissions. 
Optimistic access control is based on the assumption that most access control proc-
esses will be legitimate, and it relies on controls external to the system to ensure that 
the organization's security policy is maintained. The scheme allows users to exceed 
their normal privileges in a way which is constrained so that it is securely audited and 
may be rolled back [9]. 

According to Povey [9] the optimistic enforcement of security policies is retrospec-
tive and relies on administrators to detect unreasonable access and take steps to com-
pensate for the action. Such steps might include the following: 

• Undoing illegitimate modifications 
• Taking punitive action (e.g. firing or prosecuting individuals) 
• Removing privileges 

Most access control methods require setting of permissions that are difficult to 
specify and maintain in highly dynamic environments. Optimistic access controls trust 
human beings to perform legitimate accesses and take retrospective action after such 
trust is breached. The initial costs of implementing optimistic access control methods 
are minimal. However, the consequences of a breach in trust could be disastrous. If 
such a breach is discovered, it could involve prosecution or require the performing of 
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a roll-back procedure. Although the roll-back procedure may be able to restore the 
system to its original state prior to the breach, it is highly likely that it may not be able 
to undo the damage done. This paper proposes that this type of access control should 
be augmented with some sort of control to ensure that humans behave ethically. It is 
proposed that optimistic access control be complemented with usage control.   

4   Enhancing Optimistic Access Control with Usage Control 

Sandhu and Park [14], recognizing the inadequacy of traditional access control mod-
els, propose a new approach to access control called usage control (UCON). Conse-
quently, there has been a trend towards complementing access control methods such 
as role-based access control with usage control (see [7] and [19] ). The UCON model 
encompasses emerging applications such as trust management in a unified framework. 
They claim that the missing components of traditional access control involve the con-
cepts of obligations and conditions. Obligations require some action by the subject 
(user) so as to gain or sustain access, e.g. by clicking the ACCEPT button on a license 
agreement or agreeing not to distribute the document. Conditions represent system-
oriented factors such as time-of-day, where subjects are allowed access only within a 
specific time period.  

Sandhu and Park [14] expanded usage control into a family of models for usage 
control, involving pre-authorizations and ongoing authorizations. The implementation 
of pre-authorization is relatively simple as it warrants checking the conditions and ob-
ligations before the user may proceed. The implementation of ongoing authorization 
is, however, non-trivial. Furthermore, Sandhu and Park [14] do not propose how on-
going authorizations may be implemented. We propose using multithreading to im-
plement ongoing authorizations (see Fig. 1). If a subject (user) requests an object 
(such as a file), the pre-conditions and pre-obligations are checked, then two separate 
threads are invoked representing ongoing conditions and the ongoing obligations re-
spectively. During the access, the ongoing conditions and ongoing obligations are 
tested intermittently. As this model is based on optimistic access control, it will allow 
the user to proceed even if either the pre-conditions, pre-obligations, ongoing condi-
tions or the ongoing obligations are invalid. However, the system will advise the user 
that this access is invalid and the user has to accept responsibility for this illegitimate 
access. The illicit access will be red-flagged and logged. Perhaps the user will be 
asked to justify his or her actions to the system administer at a later stage. 

In terms of the enforcement of security policies, it is imperative that it is centrally 
located and enforced uniformly. Accordingly, the same notion would apply to the  
implementation of such policies in terms of application logic [17]. This type of de-
ployment may be achieved though the use of aspect-oriented methodologies. The 
premise of the model is to create an aspect that will intercept calls when a subject re-
quests access to an object and enhance optimistic access control with usage control. A 
significant amount of work has been conducted in aspect-oriented security in respect of 
access control. It has been shown that the implementation of access control using as-
pect-oriented programming eases the implementation of security type concerns such as 
access control [2]. It results in an implementation that is easier to maintain and port to 
different environments. Many recent systems are based on a three-tier architecture – 
access is via the web, the application programs reside within an application server, 
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User requests
access to object: 
Check pre-conditions 
Check pre-obligations

Start
Ongoing Conditions Thread

Start
Ongoing Obligations Thread

Intermittently 
Test Conditions 

Intermittently 
Test Obligations 

End Request 

Stop
Ongoing Conditions Thread 

Stop
Ongoing Obligations Thread 

    Main Thread

 

Fig. 1. Implementing Usage Control with Multithreading 

and the data is stored within a database system [7]. However, only the application 
layer is considered in the next section.   

5   An Aspect-Oriented Approach to Usage Control 

Aspect-orientation provides explicit language support for modularising design deci-
sions that cross-cut a functionally-decomposed program [18]. An aspect is a modular 
unit of a crosscutting implementation that is provided in terms of pointcuts and  
advices and that specifies what (advice) and when (pointcut) its code is going to be 
executed. While aspects are similar to objects, aspects observe objects and react to 
their behavior. An aspect describes a recurring property of a program and can span 
multiple classes, interfaces or aspects. Unlike a class though, aspects are injected into 
other types. They also allow programmers to write, view and edit a crosscutting con-
cern as a separate entity. The application code and aspectual code will be combined at 
compile time by invoking a special tool called a weaver [6].  
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In the next elucidation, a generic aspect to facilitate the non-intrusive implementa-
tion of usage control to enhance optimistic access control measures is presented. The 
operations relating to optimistic access control are not included in the aspect as this 
depends on the system design. Optimistic access control may be assimilated into the 
object-oriented design or it may be separated as an aspectual concern. If optimistic 
access control is treated as a separate concern then measures such as the roll back pro-
cedures may be invoked within the generic aspect. 

The generic aspect to enhance optimistic access control with usage control, defines 
three pointcuts. The first pointcut intercepts those calls where a subject requests  
access to an object. The around advice defines code that is executed before the re-
quest is granted. This advice contains operations to test the pre-Obligations and the 
pre-Conditions. If the pre-Conditions and pre-Obligations are not satisfied, warnings 
are issued. Additionally the aspect should contain operations to log all accesses. It is 
important to note that an aspect cannot capture two join points running in two differ-
ent threads concurrently. Therefore we have to pass the context of this access to the 
threads via the AccessObject object. This contextual information will be required 
when ongoing conditions and obligations are no longer satisfied. Note that once the 
request method of the Access class is allowed to proceed it will have to pause 
periodically to allow the other threads to execute. 

pointcut Intercept_Request(Access AccessObject):  
execution(* *.request(..)) && 
!within(OngoingConditions) && target(AccessObject); 
void around(Access AccessObject):  
Intercept_Request(AccessObject){ 
    pre_Conditions(); 
    pre_Obligations(); 
    Conditions conditions = new  
    Conditions(AccessObject);  
    Thread conditionsthread = new Thread(conditions);  
    conditionsthread.start(); 
    Obligations obligations = 
    new Obligations(AccessObject);     
    Thread obligationsthread = new Thread(obligations); 
    obligationsthread.start(); 
    proceed(AccessObject); 
     

 obligationsthread.stop(); 
    conditionsthread.stop(); 
}   

The next two pointcuts intercept execution points which indicate that the ongoing 
conditions and ongoing obligations are no longer satisfied. The after advice defines 
code that is executed after such an irregularity is detected. Here this is represented by 
the stop method. If some action results in the stop method being called on either 
the conditions object or the obligations object, then this call will be inter-
cepted by the aspect. In either case, with optimistic access control, a warning is  
issued. Perhaps in other contexts the access could be terminated immediately. The 
getState( ) method gives contextual information about the access – such as 
whether the access is sustained despite the illegitimacy of the access. 
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pointcut OngoingConditions(Conditions conditions): 
call(* *.stop() ) && target(conditions); 
after(Conditions conditions):  
OngoingConditions(conditions){      
    if (conditions.getState()){ 
    //Warning Issued 
    } 
} 

pointcut OngoingObligations(Obligations obligations): 
call(* *.stop() ) && target(obligations); 
after(Obligations obligations): 
 OngoingObligations(obligations){    
    if (obligations.getState()){ 
    //Warning Issued 
    } 
} 

All the pointcuts and advices defined above will be encapsulated within a single 
aspect. In terms of this generic aspect a request could be either read or write access. 
Hence this generic aspect has to be re-specified according to the application's naming.  

6   Conclusions and Future Work  

The element of trust within optimistic access control requires an investigation into 
human behaviours and responses to its application. It would be pragmatic to investi-
gate whether the model presented here does in fact result in human beings behaving in 
a trustworthy manner. The aspect designed for the enhancement of optimistic access 
control has not been tested within a real world context. However, confining all the 
operations relating to usage control to a single modular structure will ease both devel-
opment and maintenance costs. This paper furthermore explored the relationship  
between multithreading and crosscutting behaviour and demonstrated how ongoing 
authorisations may be maintained with multithreading. 

The proposed solution to access control draws inspiration from some of the princi-
ples advocated by agile methods. For examples, consider the agile principles relating 
to embracing change and maintaining simplicity. Here access control was imple-
mented in its most rudimentary form – as with agile methods, the reliance was on 
people rather than on complicated processes to maintain control. The use of aspect-
oriented programming contributed to the principles of embracing change and main-
taining simplicity.  
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Abstract. Usage control governs the handling of sensitive data after it has been
given away. The enforcement of usage control requirements is a challenge be-
cause the service requester in general has no control over the service provider’s
information processing devices. We analyze applicable trust models, conclude
that observation-based enforcement is often more appropriate than enforcement
by direct control over the service provider’s actions, and present a logical archi-
tecture that blends both forms of enforcement with the business logics of service-
oriented architectures.

1 Introduction

The past few years have seen major technological and business trends that are reshap-
ing software technology and business processes. These trends have a profound impact
on the trust models, security policies, security procedures, and security infrastructures
that companies need to develop and maintain [1,2]. From a technological perspective,
service-oriented architectures (SOA) and business process management platforms have
emerged as the architectures and technologies of choice for structuring and integrating
applications within and across enterprises. From a business perspective, companies and
institutions have increasingly outsourced the non-core parts of their business processes.
Outsourcing is the ongoing administration, management, and possibly subcontracting
of specific IT processes by external parties to enhance efficiency and effectiveness of
those processes (cited after [2]). Outsourcing is sometimes iterated, so that the service
provider (SP) itself outsources some functions to third parties [3]. In this way a com-
pany can concentrate on its core business rather than on peripheral tasks. Outsourcing
often involves sensitive data such as trade secrets or the personal data of customers.
Data owners (i.e., the companies who own the trade secrets) and data subjects (i.e., the
customers to whom (personal) data is related) are interested in governing how that data
may be used by the SPs. Further, regulatory frameworks such as the Sarbanes-Oxley act
also impose technical and governance restrictions on how business-relevant data may
or must be processed.

There is a long history of security research concerned with the protection of data.
Access control (AC for short) addresses the question of who may access which data
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under which circumstances. Those decisions are taken with information that relates to
the present and the past. More recent work has extended the concept to usage control
(UC for short; [4,5,6,7]) that is concerned with what may happen with data once a
data provider has given it to a data consumer. In service-oriented settings, the data
consumers are typically the SPs. Requirements about the future handling of data are
called obligations. Examples include “delete the document within thirty days”, “notify
the data owner whenever the data is accessed”, “log every access to the document”, and
“the data must be stored in an encrypted manner” [8]. Obligations are also studied in the
areas of privacy (e.g., [9,10,11]) and digital rights management (DRM, e.g., [12,13]).

In this paper, we tackle the problem of enforcing obligations in SOAs. Because of the
special trust relationships in service-based business processes, it might be sufficient not
to ensure the adherence to obligations—which is what is needed in DRM contexts—but
rather to observe and react to violations in hindsight. Based on these considerations,
we present a logical architecture that identifies the necessary core functionalities for
enforcing UC. We show how to connect the UC logic to the business logic(s) of a SOA.
We make the assumptions explicit, discuss the crucial aspect of trust, and demonstrate
the limitations of the architecture. Implementing the architecture is a next step.

Problem Statement and Contribution. To summarize, the problem that we study is
whether and how UC requirements can be enforced in SOAs and which enforcement
strategies are appropriate in which scenarios. Our solution is the analysis of different
trust models in usage control scenarios and the specification of functional components
that can enforce UC requirements. The contribution of this paper is, to our knowledge,
the first explicit conceptual treatment of security and trust requirements for UC in out-
sourced SOAs and the first logical architecture addressing it.

Overview. In §2, we discuss the fundamentally different UC-related trust models
in the areas of DRM and service-based business processes. This analysis leads us to
two different kinds of enforcement of UC requirements in §3, detective and preventive
enforcement. We present the logical architecture in §4 and sketch two different deploy-
ment schemes in §5. Finally, in §6, we put our work in context and conclude.

2 Usage Control and Trust in Different Domains

Different stakeholders have different interests in UC. Human data subjects are interested
in their privacy being respected. To keep their competitive advantage, companies want
to prevent their trade secrets from falling into the hands of competitors. Similarly, artists
and distributors of artworks and software are interested in receiving royalty payments
for their intellectual property. Finally, shareholders and other parties are interested in
compliance with governance rules such as the Sarbanes-Oxley act. In contrast to this
perspective of the data provider, data consumers (or SPs, respectively) have different
interests with regard to whether and how obligations are enforced.

In the DRM (B2C) area, the data consumer has in general no interest in adapting its
computing infrastructure to meet the more or less prying needs of a data provider. The
data consumers’ well-being does not depend on whether or not they receive a movie.
Furthermore, limitations imposed by DRM are often seen as a nuisance by the data
consumers because DRM may also prevent playing data on several devices or making
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backup copies. Legal restrictions are often not taken seriously by the data consumers
because the enforcement of the law in this area is nearly impossible. In terms of UC en-
forcement mechanisms, the data consumers have an interest in data protection as many
DRM mechanisms send information back to central servers that may be of privacy-
sensitive nature.

This is in contrast to the relationship between a company and an outsourced SP
(B2B). SPs are interested in adhering to the stipulated terms and conditions for two rea-
sons. Firstly, maintaining a high reputation is important in competitive markets. Loosing
one customer translates into considerable losses (compare the value of an outsourcing
contract and the value of an mp3 song). Depending on the level of customization, a
company using, e.g., the SAP R/3 business suite, might quickly move from one SP to
another; and SPs with a low reputation have difficulties of finding new customers. Sec-
ondly, the legal implications of not adhering to the terms and conditions may be severe.
The penalties stipulated in the outsourcing contracts act as a deterrence for the SP to
handle the customer’s data in unintended ways.

Finally, public administrations, seen as SPs, have in general no direct economic rela-
tionship with businesses (A2B) or citizens (A2C) who send them sensitive data. How-
ever, most processes in administrations are strictly governed and public administrations
usually have no particular interest in breaking the respective laws and regulations. We
may conclude that these administrations are inherently honest and that violations of
usage control requirements tend to happen unintentionally rather than deliberately.

The relationship between SPs and service requesters often is subject to regulatory
demands. These may include the requirement that a company provide evidence to regu-
lators, auditors and finally its customers that it is delivering a secure, privacy-respecting,
trustworthy service. Yet, regulators might not consider sophisticated outsourcing struc-
tures and may only hold one of the parties accountable to the end user. Similarly, even if
contractual protection and deterrence can help avoid problems with regulators and law
enforcement, they are not sufficient to mitigate the rage of customers whose pressure
might force a global brand to take responsibility for outsourced services.

In sum, service requesters (data providers) must trust the SPs (data consumers) to
handle the received sensitive data in accordance with stipulated terms. To achieve this
trust, secure service-oriented infrastructures must be developed so that data providers
can specify security policies for services and the infrastructure can enforce such policies,
monitor and detect violations, and diagnose the root causes for violations in order to
take appropriate actions. However, SPs may be reluctant to give the service requesters
too much control over their IT infrastructures. Even giving away information about the
internal behavior may be critical to the SP; but it is generally more acceptable than
giving control to the service requester.

3 Enforcement of Usage Control

In DRM, data providers are interested in gaining enough control over the data consumers’
IT infrastructures so that they can make sure that UC requirements are adhered to. This is
a consequence of the trust relationship described in §2. In contrast, in the domain of busi-
ness IT it may be impossible, not practical, too costly, or simply not necessary to fully
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control the IT infrastructure of the service that receives sensitive data. This is equally
a consequence of the respective trust relationship discussed in §2. SPs may, however,
agree to present some (trustworthy—cf. §5) information about their actions. The original
senders of the data can then, in hindsight, decide whether previously stipulated obliga-
tions have been adhered to. If not, they can penalize the receiver, e.g., by lowering trust
ratings. The idea is that of deterrence: potential delinquents are aware that their wrong-
doings may be detected and that they may be held accountable. In the following, we will
refer to the first kind of enforcement as preventive enforcement and to the second kind as
detective enforcement.

The functionality of mechanisms for preventive enforcement can be broken down
into the fundamental strategies of inhibition, modification, execution, and finite delay
[8,14]. Mechanisms for preventive enforcement are mostly developed in the DRM area
and usually perform enforcement by inhibition, with a few exceptions that support en-
forcement by modification [15]. Detective enforcement does not require direct influ-
ence on the actions performed by the SP but relies on signaling mechanisms that inform
about actions of the SP. As a consequence, the original requirement (e.g., “delete the
data item within thirty days”) is transformed into a combined statement that consists of
an observable requirement (“the execution of the deletion command within thirty days
must be confirmed”) and a compensating action that is executed in case of violation
(e.g., “lower the SP’s trust rating”) [7]. We require that a violation of the observable
requirement implies a violation of the original requirement. Ideally, one would like the
opposite direction to hold as well, but this is in general not possible—this is the cost
for using the weaker observation-based kind of enforcement. Detective enforcement
involves both signaling and monitoring components. Typically, signalers reside at the
SP’s side (or at some distributed parts of the service requester infrastructure such as
SAP R/3 clients). They send (partial) information about the provider’s internal state or
actions to the service requester. Monitors predominantly reside at the requester’s side.
They receive signals from the signalers and verify if these signals conform with ap-
plicable UC policies. Obviously, a monitor must trust the information that is sent by
signaling components; the latter must be correct and complete: notifications are sent
whenever necessary, and there must not be any “spurious” notifications (§5).

4 A Logical Architecture for Usage Control in SOAs

We now describe an architecture for UC in SOAs. It is logical in the sense that it is
completely independent of any implementation. Later, in §5, we sketch two deployment
schemes for integrating UC with an existing SOA.

Abstractly, a service is a functional entity with an internal state that receives and
sends messages under well-defined conditions (contracts). A service S sends a request
to another service S’; if there is a result of the computation that S may be interested
in, S’ can send a response message. Messages consist of a command that the requester
wants the receiver to execute, possibly including references to the receiver’s state (e.g.,
a data base), data that the receiver needs to perform its task and that might have to be
usage-controlled, and UC policies for that data.
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Fig. 1. Services with access and usage control

Fig. 1 schematically shows how to incorporate enforcement mechanisms for AC and
UC into this simple service model. Labeled arrows represent the main data flows (mes-
sages) and boxes represent functional components; we will convey the meaning of the
labels later. A request enters the system from the left hand side. Rather than passing it
directly to the business logic of the receiving service (say, service 1, to which the re-
quest was directed), we first make the message enter the hierarchically decomposed box
labeled “AC/UC”. Once this box has performed its tasks, messages are sent to other ser-
vices. These messages may be identical to those originally received, and the receiving
services may be identical to the original receiver (service 1), but they need not, because
the AC/UC enforcement mechanisms may have decided otherwise. The idea is that an
AC/UC component resides within each communication channel between two services;
it intercepts requests and performs its tasks.

We distinguish between messages that directly relate to usages (label u) and those
that do not (label nu). Usage always relates to data for which UC policies exist. It can
be classified into management, distribution to other parties, rendering, data processing,
and execution of programs [15]. Usages can be combined; editing a document with a
word processor, for instance, usually involves rendering, processing, and management
usages. Messages that do not relate to usage include notifications, status reports, pay-
ments, fines, etc. In Fig. 1, we make the following assumption. All usage-related actions
that the business logic of a service undertakes (manage, render, process, execute) as the
result of processing a request (that is, usages that are not directly mentioned in the
original request) are not directly executed but rather encoded as an explicit request and
fed back to the AC/UC component of the service (uppermost arrow and feed-back data
flows for services 2 and 3). In this way, we make sure that all usage-related actions
(messages) always pass the AC/UC component of a service and are hence subject to
UC. This is of course a strong assumption. However, it can be justified by the logi-
cal nature of the architecture: UC need not necessarly be implemented by dedicated
software components (§5).
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The main functional components of the AC/UC component are three monitoring
components (request, actual actions, and obligations monitor), the AC policy enforce-
ment point (PEP), a UC PEP that takes policy-defined actions should this be necessary
(e.g., delete a file after thirty days, notify the data owner, spell out a fine), and a compo-
nent that can be used to analyze system executions w.r.t. a set of policies in an off-line
manner and to analyze existing logs for business decisions.

The request monitor does nothing but log incoming requests. The main requirement
is to be sufficiently fast and to scale. Some requests may not be allowed to be logged;
this is stipulated by monitoring policies. The logs of all requests can later be used for
offline analysis purposes. Incoming requests are forwarded to the AC PEP.

The AC PEP decides whether a request can be granted, that is, if the command in the
(command, data, UC policy) triple of the message can be executed w.r.t. the applicable
AC policies. These policies can reflect both the AC functionality of the business logic
of the service itself and AC functionality that reflects requirements on the entire system
rather than a single service (e.g., chinese wall policies). In addition to AC policies, UC
policies may be applicable. These UC policies are defined system-wide (reflecting legal
frameworks), on a per-service, or a per-data item basis. How these policies are retrieved
and how the system knows when to activate them is outside the scope of the logical
architecture. If any UC policies are applicable to the data that is part of the data in the
request, they must be tied to the data object in question and then be activated. Activated
obligations are handled by the obligations monitor discussed below. If the AC PEP
decides that a request can be granted, it forwards it to the UC PEP. The reason for not
directly sending the request to the service’s business logic is that even at the moment
of granting access, UC requirements may have to be enforced—e.g., a notification may
have to be sent, or a policy that was activated earlier prohibits the current request from
being forwarded to the service’s business logic.

The online obligations monitor monitors requirements on the future of a data item
that was previously sent to the service and for which an applicable UC policy exists. The
monitor keeps track of the actions of the service. If specific policy-defined conditions
are met (or violated), it makes the UC PEP perform specific tasks.

The UC PEP enforces UC requirements based on the four classes of enforcement de-
fined in §3. For instance, the execution of action conditions with an executor mechanism
can be done by spelling out fines—i.e., sending the respective message to a respective
service—notifying a data owner, or automatically issuing a payment. Note that the exe-
cution of actions may also be delayed as demonstrated by the above example of deletion
in thirty days (this is different from delaying enforcement mechanisms which simply
wait to see if certain favorable conditions have, by virtue of actions the requester may
have taken in the meantime, become true). As a second example, the obligations moni-
tor can also tell the UC PEP not to forward a request to the service’s business logic, i.e.,
inhibit it. For instance, a UC policy might state that some action must not be executed
more than three times. When the fourth request arrives, then the obligations monitor
will notify the UC PEP that this fourth request must not be forwarded to the service’s
business logic. The other forms of enforcement can be achieved in a similar manner.
If the result of the UC PEP is different from the original request yet itself a usage (an
action for which UC policies may be applicable), then this result must be enveloped
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into a request and fed back to the request monitor: similar to actions that the business
logic of a service may want to execute, UC policies may be applicable.

If according to the obligations monitor, the UC PEP has nothing to do, then the latter
forwards the input received from the AC PEP, and possibly also that of the obligations
monitor. The actions of the UC PEP may affect the AC PEP and the obligations monitor,
e.g., if any policy stipulates actions to be taken after three fines were spelled out. These
components hence get fed back with the actions executed by the UC PEP.

The actual actions monitor logs all messages that the UC PEP has deemed appro-
priate (or modified into something appropriate) for being executed by the service. Fur-
thermore, it forwards the requests that it receives to the service’s business logic (or to
another service, if this is applicable—for instance, a penalty service). The actual ac-
tions monitor also serves as the signaling component for other services, as discussed in
§3. The actual actions monitor does not need to send its data to the UC PEP and the
obligations monitor because this has already been achieved by the UC PEP. The moni-
toring activity is governed by a monitoring policy, similar to the monitoring policy that
governs the request monitor.

Finally, an offline diagnosis engine analyzes activities in the logs. Data mining tech-
niques can be performed for risk analysis, or it might be decided that online detection
of UC policy violations is not really an issue and that offline detection—e.g., once a
week—is fully appropriate for a given business scenario.

In addition to trust issues that we will discuss in §5, this perspective on UC involves
a constraint that relates to side effects. A UC policy may depend on the output of a
service. For instance, a policy may state that if the result of the service’s computation
includes specific names, then it must not be distributed to specific parties. This means
that the UC PEP must first trigger the service’s business logic, then retrieve the result,
and check it w.r.t. its UC policies. The problem then obviously is that the service’s
computation may have side effects that cannot be undone.

5 Engineering Usage Control in SOAs

We now describe the mapping of this functionality to a technical architecture and to the
implementation.

Dedicated Services. One approach to implementing the above functionality imple-
ments dedicated software components for each functionality of one of the logical en-
tities. AC and UC are hence enforced at the interface level of a service. The challenge
with this approach is twofold. Firstly, preventive enforcement requires that all actions of
a service are initiated by requests that pass through the respective AC/UC component.
In other words, there must be no other way for a service to receive requests, and the
service exclusively performs actions that are initiated by an external request. Proactive
behavior of a service—that is not initiated by sending explicit messages to itself—
is obviously prohibited by this approach. Secondly, detective enforcement requires all
consumer-side events that are relevant for checking compliance with a policy to be (1)
generated by the signaling components and (2) received and appropriately interpreted
by the monitoring components. In particular, signaling components must not miss any
events that they should inform the monitoring components about (completeness) and
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the signaling components must not notify the monitors of actions that have not taken
place (correctness). As an example for a possible technical infrastructure, Apache Axis
(ws.apache.org/axis), a development framework for Java web services, allows
the definition of request handlers and handler chains. These handlers intercept requests,
perform specific actions, and then send requests to the business logic (and all requests
necessarily pass the handlers). The AC and UC PEPs can be implemented as part of
these handlers. Because the online obligations monitor must take into account infor-
mation that is not exclusively related to requests that are sent to the business logic
(e.g., time or notification messages), it cannot in general be integrated into the handlers.
Checking the conditions of a UC requirement must be done by a dedicated component.

Weaving. The approach of implementing the enforcement infrastructure along the
lines of the functional entities is appealing because of its modular nature: AC/UC com-
ponents can be added to any communication channel in a system. However, we have
seen that it relies on a set of rather strong assumptions on the deployment of the ser-
vices. A further possibility consists of compiling the AC/UC functionality directly into
the service. This scenario is attractive when a SP is tailoring services to customer’s needs
anyway, as it happens in several outsourcing scenarios. We would argue that when the
service binary is built, one could also alter the source code so as to incorporate some
functionalities of the logical architecture. In this scenario, generic AC PEPs, online obli-
gation monitors, and UC PEPs could be interwoven with the service’s business logic at
compile time, similarly to what aspect weavers do in aspect-oriented programming [16],
how monitors can be interwoven with object code [17], and to what modified Java virtual
machine class loaders do at runtime to implement security requirements [18].

Parsimonious Trusted Computing. Both approaches to implementing UC enforce-
ment mechanisms rely on assumptions that relate to trust at different levels. How can it
be ensured that the only way for services to receive requests is after they have passed the
respective AC/UC component? The system must be trusted that there are no other ways
to request actions from a service. Similarly, how can the (currently deployed) business
logic of a service itself be trusted? How can signalers provide monitors with the correct
and complete information that these monitors need for assessing adherence to policies?
How can it be ensured that a service reacts to a message in the specified way, i.e., how
can input messages and internal actions be linked? And how can it be ensured that the
components of AC and UC mechanisms have been implemented correctly and may not
be tampered with? These difficult questions are relevant in both deployment scenarios.

At least some technological help can be expected here. First, with trusted computing
technology, hardware-based solutions for restricting the actions of an IT system and
making sure that a certain configuration of a service is running on a specific host (re-
mote attestation) are becoming increasingly powerful. For example, trusted computing
technology could be used to make signaling mechanisms more tamper-resistant. Ap-
proaches in this direction have been presented in the literature [19,20]. Second, data
caging at the level of hardware (e.g., Intel’s LaGrande Technology) and operating sys-
tems (e.g., Symbian OS v9) can also be implemented for general business information
systems and protect both program code and cryptographic keys. These cryptographic
keys can be used to restrict access to data to those who possess the respective key (which
of course implies that decrypted data must not be publicly accessible). Third, there exist

ws.apache.org/axis
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approaches for securing software that cannot rely on trusted hardware [21,22]. However,
these approaches are often considered weaker than hardware-based approaches. Finally,
off-the shelf components such as databases can be equipped with built-in mechanisms
for increasing trust (e.g., Hippocratic databases [9]).

6 Related Work and Conclusions

UC has been discussed by several authors [5,6,7], with few researchers explicitly cater-
ing to the notion of distribution in UC, i.e., the loss of control over a data item after
giving it away. Several policy languages for UC have been proposed [23,24,13,12,8].
Enforcement by observation and penalties has been documented [25,5,26]; and preven-
tive control mechanisms have been surveyed and characterized [15,8,14]. All this work
does not relate to the specifics of loosely-coupled software architectures for business
information systems (in the P2P context, related work was mentioned earlier [20,19]).
To our knowledge, this paper constitutes the first treatment of UC in SOAs.

Distributed UC is concerned with requirements on data after this data has left the
data provider’s scope of influence. Sources for the respective requirements are the data
owners’ interests but also governance rules and regulations. Some of these requirements
can be controlled. For other requirements, enforcement by observation and compensa-
tion is a suitable solution. Whether or not preventive or detective control mechanisms
are applied depends on the underlying business and trust models. Enforcement by ob-
servation and compensation seems to be applicable in outsourced business service sce-
narios rather than in DRM (§2). In SOAs, the data consumer (SP) may not want the
data provider (service requester) to be so powerful; full control may also be technically
impossible, inappropriate because of the wrong trust model, or too costly. In the DRM
scenario, the trust model is fundamentally different. Furthermore, in the area of DRM
for handheld devices, we would argue that if there is sufficient control over the hand-
held’s operations for observation purposes, then there should be sufficient control to
directly enforce by control as well.

The contributions of this paper are technical and conceptual. Technically, we have
identified the main functional components for enforcing UC policies. We have defined
a logical architecture and presented two different deployment schemes, one relying on
dedicated SW components, and one relying on weaving the functionality with the ser-
vice’s business logic at compile-time. Conceptually, we have shown how the appropri-
ateness of different enforcement schemes (preventive or detective control) depends on
the business model of the SP and the applicable trust model. In other words, we have
shown that UC in SOAs and UC in DRM are fundamentally different. While trust is
a huge technological and also organizational problem, we have hinted at first building
blocks for respective solutions. We are aware that a logical architecture is only a first
step and that we will face many challenges when implementing it.

In addition to scalability issues that we did not scrutinize in this paper, we did not
mention two further technical challenges. Firstly, when instantiating the abstract notions
of usages with actual usages, then the question about their semantics arises: if a policy
specifies that a data item has to be “deleted”, does this mean that all copies have to
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be deleted, that the data has to be physically over-written several times, or that in case
of encrypted storage the key is deleted? At the level of business processes, however,
policies may directly relate to (standardized) messages exchanged between services,
which means that this problem may be less relevant. Secondly, we did not touch the
problem of rights delegation and propagation in iterative outsourcing scenarios.

Open research and engineering problems relate to all of the above. We need to better
understand how hardware-based trusted computing technology, secure storage of keys,
application-specific enforcement schemes, modern operating systems and middleware
can help establish the necessary trust.
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Abstract. This paper focuses on the management of device-based identities 
within enterprises. This is a key requirement in enterprises where the identities 
of devices have become as important as the identities of humans (users) to grant 
access to enterprise resources. In this context, access control systems need to 
understand which devices are being used to access resources, by whom and in 
which contexts. Trust in managed devices’ identities is an important first step to 
enable this. Most related commercial solutions are deployed at the network 
level. Instead, we focus at the application/service level to leverage current en-
terprise identity management solutions, used to manage users’ identities. We 
investigate requirements and related issues. We introduce an initial approach 
and describe our related solution. A working prototype (proof-of concept) has 
been fully implemented by extending HP OpenView Identity Management solu-
tions and using trusted computing-enabled devices. This is work in progress: we 
aim at setting the context and discussing our current status and next steps. 

1   Introduction 

Devices are becoming more and more pervasive in today’s society. Laptops, PDAs, 
mobile phones, etc. are used by employees in enterprises to fulfill their jobs and 
sometimes also for personal matters. From a user (individual) perspective, this further 
simplifies their day-to-day life by avoiding any unnecessary duplication of devices 
and tools. From an enterprise perspective, the fact that devices are used by employees 
for a variety of purposes, introduces additional risks and threats, in particular about 
the integrity of these devices and their trustworthiness to access enterprise intranets 
and networked resources. Private devices (e.g. personal laptops, etc.) could also be 
used at work - with potential risks due to lower security and assurance (e.g. about 
installed software, patch control, local access control settings, etc.) than the ones 
mandated by the enterprise.  

This paper specifically focuses on devices (e.g. laptops) owned by enterprises and 
used by employees to carry out their daily work (and potentially their private activi-
ties). Current enterprise services, applications and information are mainly protected 
by traditional access control systems (within enterprise identity management solu-
tions) that usually only take into account human-based identities (via login/passwords, 
digital certificates, etc.) or human-based identities that are strongly bound to a given 
device. To have better control of resources, it is becoming more and more important 
for enterprises also to explicitly identify devices and their properties i.e. consider the 
identity of a device as a self-standing entity or as one of a group of known entities. 
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Furthermore, trust and assurance are required about the authenticity and validity of a 
device’s identity. Dealing with devices’ identities and their associations to human 
identities is not trivial. The goal of this paper is to explore this space and propose an 
initial approach and solution to address (aspects of) the management of devices’ iden-
tities in enterprises. This is work in progress, involving ongoing R&D activities at HP 
Labs, in collaboration also with HP business groups.  

2   Enterprise Scenario 

An enterprise scenario is considered, where users (i.e. employees, business partners, 
other workers, etc.) use enterprise devices to access enterprise resources, e.g. web 
services, shared file systems, document repositories, legacy applications/services. 
Users authenticate to their devices via their login and password: their “identities” are 
known by the enterprise. In this scenario, the identity of a device is also taken into 
account. A user can be granted access to a resource purely based on the identity of a 
device (it is using) and its properties (e.g. if it has been checked and vouched by en-
terprise IT administrators). In this case the user could be anonymous or authenticated. 
Alternatively, access could be granted only if a specific combination/association of 
user identity and device identity is available. The same device could be shared by 
multiple users, at different times and for different purposes. In this scenario, enter-
prise IT and security administrators protect enterprise resources by defining appropri-
ate fine-grained access control policies that are derived from business and security 
needs and can be based on any combination of devices’ identities, users’ identities, 
device properties and other contextual information. Trusted computing components, 
such as Trusted Computing Group (TCG) modules [1], are deployed within devices 
and leveraged to strongly protect identities (that can be encrypted before being locally 
stored) and provide mechanisms to check for the integrity of these identities and their 
installed software.  

3   Problem Space and Important Requirements 

Our work aims at addressing the problem of the management of device-based identi-
ties in enterprises. Most of current solutions focus on devices’ identities at the net-
work level, not really at an application/service level (see “Related Work” Section). 
Whilst the former approach is definitely important, the latter approach enables enter-
prises to leverage their “middleware” identity management solutions (e.g. [3,9], that 
handle users’ identities at the application/service level) also to manage devices’ iden-
tities. The remaining part of this paper focuses at this level, by setting the context and 
suggesting an initial approach to deal with it.  

A few important requirements have been identified by investigating our enterprise 
scenario and by focusing on aspects and processes involved in device-based identity 
management: (1) define a model and explicitly represent a device identity; (2) be able 
to “assess” and “certify” a device identity to deal with trust issues; (3)  securely store 
and protect a device identity; (4) be able to associate users’ identities to devices’ iden-
tities; (5) be able to provision devices’ identities (along with users’ identities) within 
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enterprise systems and IT security systems, such as access control systems; (6) deal 
with the lifecycle management (inclusive of modification and disposal) of devices’ 
identities, in addition to the lifecycle management of traditional users’ identities;     
(7) define and manage fine-grained access control policies to keep into account any 
combination of users’ identities, devices’ identities, device properties and other con-
textual information. 

All these requirements have an impact on current devices, on how enterprises as-
sess, manage and use identities, their lifecycle and how resources are protected. 

4   Our Analysis of Device-Based Identity Management 

This section further analyses the stated problem, by taking into account requirements 
and current enterprise identity management solutions. This analysis focuses on three 
key aspects: (A) processes that an enterprise needs to put in place to deal with device-
based identities; (B) modelling and storage of a device identity; (C) definition of fine-
grained access control policies involving devices’ and users’ identities.  

A)   Enterprise Processes for Device-based Identity Management. The manage-
ment of devices’ identities in enterprises has to comply with enterprises’ current iden-
tity management processes, in particular the ones that have already been deployed to 
deal with users’ identities [2]. These processes usually are automated by identity 
management solutions that operate at an enterprise “middleware” level.  A more de-
tailed description of these processes and related implications for devices’ identities 
follows: 

• Identity creation and certification. identity information is collected by an en-
terprise, its provenance is checked and verified. An identity can be certified and 
potentially vouched by another entity (e.g. a trusted third party). In case of a de-
vice’s identity, this stage requires collecting properties and information about the 
device itself and the definition of what its unique identity is. This might require 
as well a certification of this information, according to Enterprise IT security 
standards. An additional step, also related to devices’ identities, consists in stor-
ing these identities (in a secure and safe way) directly on the devices, for their  
future usage. As anticipated, trusted computing features can be leveraged to se-
curely achieve this goal. Point B) further expands on this point;  

• Identity provisioning. once an identity (of a user or a device) has been created, it 
has to be “provisioned” within enterprise systems, by: (1) processing and storing 
identity attributes in relevant enterprise data repositories (e.g. databases, LDAP 
directories, etc.); (2) creating user accounts; (3) setting and configuring applica-
tions and services to recognise these new identities. Current Identity Management 
enterprise solutions (e.g. [3]) provide these provisioning and account manage-
ment features but mainly focus on users’ identities. These steps are also required 
for devices’ identities; 

• Access control setting and policy definition. fine-grained access control poli-
cies are defined and deployed (by security administrators) to protect enterprise 
resources and allow/disallow accesses based on rights and credentials. The intro-
duction of devices’ identities increases the degree of control and richness of  
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access control policies but, at the same time, poses problems on how to effec-
tively capture all these aspects within access control policies. Point C) further ex-
pands on this aspect;  

• Identity lifecycle management. once identities are provisioned and access con-
trol policies are in place, they can be subject to modification, updates and – even-
tually deletion. The lifecycle of devices’ identities (and related policies) not only 
has implications on enterprise resources but also on the affected devices. This  
introduces further complexity to the lifecycle management that needs to be ad-
dressed.  

B)   Modelling, Representation and Storage of Device Identity. A device identity 
consists of a set of information (attributes) that uniquely identifies a device and de-
scribes its properties in a given context – in this case an enterprise context. In general 
a device identity can include: device unique identifier; logical name of the device; 
product properties of the device (including manufacturer, production date, etc.); ex-
pected “location” of the device (in case of static device); intended usage of the de-
vice/business purposes of the device; potential list of device’s owners, etc. The list of 
attributes composing a device identity can vary depending on the context. There is 
currently no agreement in the industry on exactly what a device identity (i.e. which 
attributes) consists of. There are a few initiatives carried on in this space to further 
explore this aspect, including the one mentioned in [4]. 

Key requirements for device identity (as well as for user identity) include being 
able to explicitly represent it, safely store it and then use it, for example for authenti-
cation and authorization purposes. At the current stage there are two main options for 
representing devices’ identities, reflecting what happens for users’ identities: 

• “Uncertified” device identity. this is a collection of identity attributes, with no 
certification or assessment made by any party (if not the device itself, its owner 
or its manufacturer). The main disadvantage of this approach is that this type of 
identity can be easily modified and tampered with; 

• “Certified” device identity. this identity is still a collection of attributes, how-
ever it is “certified”, for example by using digital certificates, XML-based signa-
ture schemas, etc.  By leveraging public-key cryptographic schemas, e.g. [5], a 
“private key” and a correspondent “public key” are associated to a device. A  
certified device identity (e.g. signed XML digital credentials [6] or an X509 iden-
tity/attribute certificate [5]) contains a statement about the device’s public key 
and it is signed, to check for the integrity of identity attributes.  Further trust on 
an asserted device identity can be provided if the certification of this identity is 
made by a “trusted” party. In the case of the enterprise scenario, the enterprise it-
self can vouch for and issue these certificates: this simplifies the overall certifica-
tion process and avoids dependencies on third parties.  However a certification 
infrastructure has to be put in place within enterprises to deal with the lifecycle 
management of these certificates. 

In both cases (uncertified and certified identities) there is the issue of safely storing a 
device identity on the device itself and to strongly associate this identity to the device 
and (potentially) to a user. In case of “certified device identity” this is typically done 
by protecting the secret (cryptographic private key) associated to the device identity.  
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To address these issues, help can be provided by trusted computing technologies 
[1] that are more and more pervasive in business computing systems. Specifically 
Trusted Platform Modules (TPM) are currently available on a broad range of devices 
including laptops and PCs. Typically, a TPM is a tamper-resistant cryptographic mod-
ule and ships with a built in endorsement (cryptographic) credential installed by its 
manufacturer. This endorsement credential can be used to implement a device identity 
provisioning solution that can remotely identify that a device has the appropriate 
trusted computing capabilities to protect the device identity with hardware and to bind 
it physically to the device via the TPM. More generally, TPM will be used to generate 
a cryptographic key in a secure way, with the assurance that this cryptographic key 
can only be used on the device where it was provisioned to represent the device’s 
identity. Details of the use of state-of-the-art TPM mechanisms and protocols can be 
found in TCG specifications [1] and in literature on this topic such as [15]. 

C)   Fine-grained Access Control Policies involving Device Identity and User Iden-
tity. Devices’ identities provisioned in enterprises can be used by enterprise security 
administrators to define access control policies. These policies involve authentications 
and authorization aspects.  

At a “conceptual level”, traditional user-based access control policies can be repre-
sented via a “Resources x Users” access control matrix [7] - for a given set of resources 
and users. This matrix describes - for each protected resource and for each user - which 
access rights a user has on a given resource. This conceptual approach allows discrimi-
nating between known and unknown (anonymous) users, based on the knowledge of 
their identities. These access rights could be as simple as allowing/disallowing particular 
operations (read/write/execute, etc.) or include more complex policy constraints, dictat-
ing for example levels of required authentication, time-based constraints, conditions on 
specific (contextual) attributes, etc. This is a good starting point also to explore how to 
factor in devices’ identities. Two related models of access control policies have been 
analysed by leveraging the matrix model:  

• Representation of devices as a “special type” of Users. this involves their clas-
sification as either “Unknown Devices” or “Known Devices”, based on the fact 
their identity is unknown/known – in the context of the classification of 
“Known/Unknown” users - see Figure 1. Hierarchies of groups of known devices 
can be provided. Access control on resources can be expressed by keeping into 
account either users’ identities or devices’ identities. This representation con-
strains administrators to represent devices in the context of (known, unknown) 
users that might use/be associated to these devices.  

Fine-grained access control rules/constraints can be defined in the intersection 
of a user/device with a resource. Rules in the access control matrix can be used to 
deal with joint authentication (AND) of both a user and a device and related ac-
cess constraints. This includes: constraints for authenticating users with tradi-
tional authentication mechanisms (e.g. login/password, credentials); constraints 
for authenticating devices, for example by requiring certified identities; check 
properties of the involved user and device and impose additional constraints on 
other contextual information. This approach allows enterprise security adminis-
trator to express a policy such as “only a known user using a specific known  
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device, with, for example, an identity underpinned by a TPM module, can access 
the specified resource”.  

• Representation of devices (along with their identities) as resources. In this 
approach, devices are listed (either separately or within hierarchies) as “Re-
sources”. A device can authenticate itself with its own identity. A negative aspect 
of this approach is that it is not clear how to deal with unknown devices and, in 
general, how to associate overall access control rights. In this model devices are 
just represented as resources: we still want to enable their access to other re-
sources purely based on their identities. 

Resource1
Resource2
Resource3  

Fig. 1. Representing devices as a “special type” of users 

The main limitation of the above two approaches is that users and devices are clas-
sified in the same matrix – hence constraints applies to the identity of a user AND the 
identity of a device (unless one of the two or both are unknown). In our analysis addi-
tional technical approaches have been explored to deal with access control involving 
constraints on “users AND devices” and “users OR devices”. These alternative ap-
proaches include [16]: (1) usage of multiple matrices, including a “Resources x 
 Users” matrix and a “Resources x Devices” matrices; (2) usage of three-dimensional 
matrix; (3) usage of a “Tree of Matrices”. They all have limitations, mainly in terms 
of complexity in defining and managing them [16]. 

At the current stage, the most realistic and feasible approach (based also on current 
enterprise identity management solutions for users’ identities) consists of representing 
devices as a “special type” of users, by using a “Resources x Users” matrix,  as shown 
in Figure 1. In this context, Allow/Deny policies or fine-grained access control poli-
cies can be set at the intersections of managed resources and users/devices, to obtain 
the required level of control. 

5   Our Current Approach 

Our current approach to device-based identity management is pragmatic: to move 
towards its adoption, it leverages as much as possible state-of-the-art enterprise iden-
tity provisioning and access control solutions (used to protect applications and  
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services) and extends them to manage devices’ identities. In this context it is impor-
tant to recognise the role that trusted computing components play to protect devices’ 
identities and the need for certification and trust assurance of these identities.  

Based on key requirements and our analysis, a solution is proposed, consisting of a 
system and related mechanisms to: (a) explicitly certify and protect devices’ identities 
by leveraging (when available) trusted computing capabilities [1] of a device (e.g. its 
TPM module) and an enterprise “Identity Certification Service”; (b) allow for a flexi-
ble association of human identities to device-identities, when this is required;            
(c) provision and manage the lifecycle of device identities (and other associated in-
formation) into enterprise management systems; (d) support fine-grained, policy-
driven access control on enterprise resources taking into account different types of 
identities (device and/or human-based) and contextual information. 

The significant case where enterprise devices are configured by enterprise adminis-
trators is considered. In the proposed model, a “self-registration” web service is used 
to authenticate administrators, before starting the process of registering and provision-
ing a device identity.  Attributes qualifying a device identity (e.g. name, manufac-
turer, configuration attributes, etc.) are inserted by an administrator via a related web 
form. An optional approach for the “self-registration” service is to allow individual 
users to register a device and provision a device identity within the enterprise infra-
structure.  

Managed devices may or may not have trusted computing capabilities e.g. TPM 
modules. In either case, a unique (cryptographic) private key is associated to a device 
and a device identity is “certified” for that key via the “Identity Certification Service”. 
Specifically, a device identity is in the form of a signed certificate.  In case of a device 
being TPM enabled, further cryptographic strength and security is introduced as the 
private key associated to the “device identity” certificate is generated by using TPM 
cryptographic capabilities.  

The “Identity Certification Service” is a “Certification Authority” specialised in 
handling and certifying devices’ identities with a format that can be configured by the 
enterprise: current formats (we experimented with) are based on X.509 certificates 
and digital-signed XML credentials. Importantly the “Identity Certification Service” 
will be able to identify in the device identity certificates it issues whether those are 
issued to (1) strong device identities rooted in hardware TPM, or (2) to software-
protected device identities protected by a user credential. In the case where the user 
“self-registration” option is used for the provisioning service, identifying whether a 
device identity is appropriately protected by a TPM hardware or not cannot be veri-
fied by an administrator. In this case it is possible to take advantage of the TPM  
endorsement credentials for the web service to identify remotely that the device iden-
tity to be certified is indeed related to a cryptographic key generated by a hardware 
TPM module - produced by a known manufacturer. Details of these mechanisms are 
not discussed in this paper as they are standard applications of TPM technology. This 
“Identity Certification Service” can be operated by either the enterprise or a trusted 
third party. If required, the “Identity Certification Service” also allows an administra-
tor to associate a human-based identity (e.g. his/her login name or his/her identity 
certificate) to the device identity and certifies this binding. Certified devices’ identi-
ties are then provisioned to enterprise systems via existing enterprise identity provi-
sioning solutions (e.g. [3]). In our approach, the same identity provisioning solution is 



 On Device-Based Identity Management in Enterprises 101 

used to provision both “human-based identities” and their associations to “device-
identities”.   

This phase includes configuring an access control system to be aware that a new 
device identity has been provisioned so that access control policies can be set: alterna-
tively, if the device identity is part of an existing hierarchy of devices, it will obey to 
the associated policies. Our access control system leverages existing access control 
solutions (e.g. [8]): it is driven by fine-grained access control policies, targeting en-
terprise resources (e.g. systems, web services, applications, etc.). It consists of: (a) a 
Policy Authoring Point (PAP) to author fine-grained access policies keeping into 
account the nature of the remote device (e.g. with or without TPM), different types of 
identities (including “devices’ identities”, “users’ identities”, association of devices to 
users), their hierarchical organisation, etc; (b) a Policy Decision Point (PDP) to make 
decisions based on the context and the above policies; (c) a Policy Enforcement Point 
(PEP) to intercept runtime attempts to access enterprise resources, gather contextual 
information (such as a device identity) and enforce decisions made by the PDP com-
ponent. The significant case of an enforcement point deployed within a web server 
(providing enterprise web services/applications) has been considered. It uses an ac-
cess control “matrix” model described in section 4 based on a “Representation of 
devices as a “special types” of Users” and shown in Figure 1. This matrix represents 
(a) controlled resources and (b) all combination of Known/Unknown “entities” that 
can (or cannot) access resources. Entities can be devices, users and any grouping of 
them based on their identities. The intersection in the matrix of a resource with an 
entity (or a set of hierarchical entities) can be set to allow/disallow accesses via fine-
grained rules (based on time, contextual parameters, certificate properties, TPM-based 
device authentication, etc.). Hierarchies of groups of devices are supported. In this 
context, a device can authenticate itself with its own identity, potentially underpinned 
by its TPM (when present). A full working prototype has been implemented. Figure 2 
illustrates the main components and steps involved in our prototype. 

HP OpenView
Select Access

HP OpenView
Select Access

4. Update 
certificate value

5. Resource 
request

10. Response
200 / 403

9. Allow / Deny

Inside TPM
MS CSP

1. Key 
creation

2. 
Certificate
signature

3. Provisioning

Databa
se

Web Server

Validator
PDP

7. Certificate 
authentication

8

Enforcer
PEP6. Certificate 

authentication

CA1(TPM)
CA2(No TPM)

Self-Registration
Web page

HP OpenView
Select Identity

HP OpenView
Select Identity

User Device

Identity
Certification
Service

H
P 

O
p

en
V

ie
w

Pr
o

te
ct

To
ol

s

 

Fig. 2. Device-identity Management Demonstrator 

This prototype leverages and extends three HP Identity Management solutions: HP 
ProtectTools Security Manager [8]; HP OpenView Select Identity [3]; .HP OpenView 
Select Access [9]. More details are available in [16]. 
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6   Related Work, Current Status and Next Steps 

The idea of being able to identify devices is not new and has been pursued extensively 
with weakly bound identifiers such as software protected cryptographic identities, 
MAC addresses, or even statically allocated IP addresses.  There are currently multi-
ple initiatives to standardise device identities [4] but it is not clear how they will 
evolve and if they will converge.  

A few solutions (e.g. [17]) provide software mechanisms to protect data (via en-
cryption) stored in (mobile) devices at different levels of abstraction. Additional rele-
vant work on security solutions to protect data on mobile devices and deal with  
authentication aspects can be found at [18]. The idea of using a Hardware Security 
Module to strongly protect device identities is described in [10]. Also the idea of 
using TPM modules to protect confidential information stored on a device (including 
identity information) is not new. However, most of current solutions mainly address 
the problem of how to protect the identity of a device and how to use it, not really 
how to manage this identity in enterprises, consistently with enterprise “middleware” 
identity management processes (e.g. provisioning, configuration and access control). 
This is a key contribution of our work.  

Relevant work is going on in the context of Liberty Alliance [13] in terms of Iden-
tity Capable Devices: this involves provisioning devices (potentially using trusted 
computing devices) with “identity tokens” and autonomously using them in federated 
identity management context [14]. This work can influence the way devices’ identi-
ties are certified and locally associated/stored to devices. We are currently involved in 
this initiative and related activities.  

Device identities have primarily been used in the network infrastructure, such as in 
[11,12], rather than to protect access to application-level resources in the enterprise. 
Most of the existing enterprise identity and access control management solutions do 
not include features to support device identities and authentication: our work aims at 
addressing this issue. Our prototype (integrated with HP OpenView Identity Man-
agement solutions) demonstrates the feasibility of dealing with device-based identity 
management also at an application/service level. We are currently refining our tech-
nology by adding further expressiveness to access control policies.  

Next steps include further research in this space, in particular with regards to the 
representation of devices in access control policies (by analysing additional models) 
and the full lifecycle management of devices’ identities. This will also include  
researching additional aspects of the usage of “device” authentication, such as recon-
ciling network-based and application-based access control management.  

7   Conclusions 

This paper focused on the problem of dealing with device-based identity management 
in enterprises. Most of related solutions address this problem at the network level. 
However, current enterprise identity management solutions operate at the “middle-
ware” level and lack support for integrated management of devices’ identities and 
users’ identities - in terms of provisioning, access control policies and authentications. 
Our work aimed at leveraging and extending these identity management solutions to 
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deal also with device-based identity management. We explored requirements and 
introduced our approach. A full working prototype has been implemented along with 
a related demonstrator, leveraging TPM-enabled devices and state-of-the-art HP Iden-
tity Management solutions. This is work in progress: further research is required to 
fully explore the implications of devices’ identities on access control policies and how 
to deal with their overall lifecycle management in enterprises.       
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Abstract. Nowadays, business processes (BP) are important in the maintenance 
of competitiveness within enterprises. Moreover, security is a crucial issue in 
business performance. In the last few years, the languages used for BP 
representation have been improved and new notations have appeared. Proposals 
for security requirement specifications at this high level of abstraction have also 
appeared. Nevertheless, these models have not been transformed into concrete 
models that can be used in a software development process. In our proposal, we 
will obtain analysis-level classes from a business process specification in which 
security requirements are included. Model transformations are within the scope 
of MDA and they are specified by using the QVT standard. Finally, we shall 
apply this approach to a typical health-care business process. 

1   Introduction 

In recent years, enterprise performance has been linked to the capability that they 
have to adapt themselves to the changes that arise in the market. In this context, 
business processes have become valuable resources that have been used to maintain 
competitiveness since they are the means through which an enterprise describes, 
standardizes, and adapts the way it reacts to certain types of business events, and how 
it interacts with suppliers, partners, competitors, and customers [19]. 

On the other hand, economic globalization, along with the intensive use of 
communications and information technologies, have caused enterprises to not only 
expand their businesses but also to increase their vulnerability. As a consequence, and 
with the increase in the number of attacks on systems, it is highly probable that sooner 
or later an intrusion may be successful [14]. 

Although the importance of business process security is widely accepted, the 
business analyst perspective in relation to security has hardly been dealt with to date. 
In [17] we introduced security representation into business processes. To do so, we 
extended the UML 2.0 Activity Diagram [13] by creating the BPSec profile, which 
allows us to capture security requirements expressed by the business analyst. Such a 
specification gives origin to a Secure Business Process. 

Nowadays, model transformation has come under the scrutiny of the community of 
researchers and practitioners since it focuses upon solving the problems of time, cost 
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and quality associated with software creation. The OMG (Object Management Group) 
proposal in relation to this fact is called MDA (Model-Driven Architecture) [12]. 
MDA is a framework for software development that allows the creation of models 
which are independent of technological implementation and QVT 
(Query/View/Transformation) [15], a standard for model transformation. 

The MDA approach is composed of the following perspectives: (i) the 
Computation Independent viewpoint which focuses on the environment of the system, 
(ii) the Platform Independent viewpoint which focuses on the operation of a system 
whilst concealing the details necessary for a particular platform, and (iii) the Platform 
Specific viewpoint which combines the platform independent viewpoint with an 
additional focus on the detail of the use of a specific platform by a system [12]. 

In our proposal, we consider that an SBP (Secure Business Process) is a CIM 
(Computation Independent Model) that can be transformed into a PIM (Platform 
Independent Model). This transformation, carried out with QVT, leads to the 
generation of UML artifacts that can be used in a systematic and ordered process in 
software development. We have chosen the UP (Unified Process) [8, 16], which is 
composed of a set of activities necessary for transforming user requirements into a 
software system, due to the fact that it is a consolidated and successful software 
construction method [5]. 

The structure of the remainder of the paper is as follows: in Section 2, we will 
summarize the main issues concerning security in business processes together with 
our profile of a security requirement specification in business processes. In Section 3, 
we will present our proposal. Finally, in Section 4, we will put forward an example 
and in Section 5 our conclusions will be drawn. 

2   Security in Business Process 

In business process modeling, the main objective is to produce a description of reality, 
for example, the way in which a commercial transaction is carried out, in order to 
understand and eventually modify it with the aim of incorporating improvements into 
it. As a consequence, a notation must allow us to incorporate different perspectives 
which give place to various diagrams in which the rules, goals, objectives of the 
business and not only relationships but also interactions are shown [3]. 

In spite of the importance of security within business processes, the research works 
related to the security specifications carried out by business domain experts are; (i) 
scarce [1, 6, 7, 10], (ii) orientated towards transaction security [18], (iii) directly 
orientated towards information systems in general [21] or (iv) intended for security 
and software engineers [11]. 

However, at the present it is possible to capture security requirements at a high 
level, which are easily identifiable by those who model business processes, because: 
(i) the business process representation has improved in the UML 2.0 version, (ii) the 
security requirement will tend to have the same basic kinds of valuable and 
potentially vulnerable assets [4], and (iii) empirical studies show that it is common at 
the business process level for customers and end users to be able to express their 
security needs [9]. 
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Therefore, we have approached the problem of including security in business 
processes [17] by extending the UML 2.0 Activity Diagram (UML 2.0-AD) which 
allows business analysts to specify security requirements. The proposed extension, 
which we have called BPSec, basically considers the graphical representation of 
security requirements, a non-limited list (see Figure 1) taken from the taxonomy 
proposed in [4]. 

  AC  AC  AD  Ix  NR  
NR  Px  Px  

Security 
Requirement (a) 

Audit  
Register (b) 

Access 
Control 

Attack Harm 
Detection Integrity  Non 

Repudiation Privacy 

Fig. 1. Icons to represent security requirements in BPSec 

In our proposal we have used a padlock (Figure 1a) to represent security 
requirements in a standard way. The same symbol, the padlock, but with a twisted 
edge (Figure 1b) is used to represent a Security Requirement with Audit Register. 

The relation between security requirement (dark-coloured) and the UML 2.0-AD 
is shown in Figure 2. «SecurityRole», «SecurityPermission», «G-AuditRegister», 
«NR-AuditRegister» and «SP-AuditRegister» stereotypes have been added with the 
purpose of complementing the security requirements specification. 
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Fig. 2. BPSec and UML 2.0-AD Elements Model 
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Table 1. Security Requirements and UML 2.0-AD elements 

Access Control: This corresponds to the limitation of access to resources by authorized users only. It implies the limitation 
of access to a set of resources that are considered important enough to be protected in a special way 
− Action: This implies the definition of a secure role and security permissions associated with the action. The possible 

permissions are: Execution (default value) and CheckExecution. 
− ActivityPartition: This implies the creation of a secure role and security permissions associated with actions, data store 

and data flows contained in the partition 
− DataStoreNode: This implies the definition of a secure role and security permissions associated with the data store: The 

possible permissions are: Create, Delete, Read, and Update (default value) 
− InterruptibleActivityRegion: This implies the creation of a secure role and security permissions associated with actions, 

data stores, and data flows contained in the region 
− ObjectFlow: This implies the definition of a secure role and of security permissions associated with the object flow: The 

possible permissions are: SendReceive (default value) and CheckSendRecieve 
Attack Harm Detection: This is defined as the detection, register and notification of an attempted attack or threat, whether 
it is successful or not. This requirement represents an attention signal covering the elements which are indicated. 
− ActivityPartition: This implies the identification of a security role associated with the partition and the registration of 

the date and time of the produced accesses to the partition 
− DataStoreNode: This implies the identification of a security role and the registration of the date and time of the accesses 

produced upon the data store 
− InterruptibleActivityRegion: This implies the identification of a security role and the registration of the date and time 

when the accesses are produced in the region 
− ObjectFlow: This implies the identification of the security roles (sender and receiver) related to the object flow and the 

registration of the date and time of the sending and reception of the flow 
Integrity: This is related to the protection of components from intentional and non-authorized corruption. The integrity 
specification is valued as low, medium, and high. An integrity specification (at any degree) is related to the importance of 
the information contained in the data store or data flow 
− DataStoreNode: This implies the protection of the data store content. Together with this, the security role, date and time 

of all accesses to the data store are registered 
− ObjectFlow: This implies the protection of the data contained in the object flow. Additionally, security roles involved in 

the flow, date and time of sending and reception are registered 
Non Repudiation: This establishes the need to avoid the denial of any aspect of the interaction (e.g. message, transaction, 
transmission of data) so that any future problems (e.g. legal and liability) can be avoided. 
− ObjectFlow: This implies flow protection. Additionally, the date and time of the sending and reception of the flow 

involved in the interaction are registered. 
Privacy: This is related to conditions of information protection concerning a determined individual or entity, thus limiting 
access to sensitive information by non-authorized parties. From the point of view of the business analyst, the privacy 
specification implies the non-revelation (confidentiality) and non-storage (anonymity) of the information regarding a 
determined role. 
− ActivityPartition: This implies the creation of a secure role associated with the partition 
− InterruptibleActivityRegion: This implies the creation of a secure role associated with the region  

The set of security requirements, which is not exclusive, is described in Table 1. 
The meaning of the relationship between each security requirement and UML 2.0-AD 
element is also described. 

As a result of BPSec application, a Secure Business Process is obtained. The SBP 
description is used to obtain the analysis-level classes. 

3   Analysis-Level Classes from Secure Business Processes 

A business process built by a business analyst is not only useful in the specific 
business field, but is also very useful in a process of software construction, and can be 
used to obtain numerous kinds of system requirements. In our proposal, CIM2PIM 
transformations are aimed at obtaining useful artifacts in software development in 
such a way that automatically obtained analysis-level classes become part of an 
ordered and systematic process of software development. 

In Figure 3, the basic aspects of our proposal are shown. At the top, we can see 
UML 2.0-AD and BPSec. In an MDA approach, an SBP description corresponds to a 
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Fig. 3. An overview of our proposal 

computation independent model (left-hand side). Through the application of a set of 
transformation rules, C2P_1, applied to SBP, it is possible to obtain a subset of the 
security analysis-level classes that facilitate the understanding of the problem. UP 
(right-hand side) is considered because the SBP description will be useful in the 
“Business Modeling” and “Requirement” disciplines, and the analysis-level classes 
complement the “Requirement” and “Analysis & Design” disciplines. 

In our review of related literature, ranging from business processes to analysis-
level class transformations, we have found two works that deal directly with this type 
of transformations. In the first [2], activity diagrams are transformed into analysis 
classes. This transformation is not performed automatically, and a previous version of 
UML 2.0 is used. In the second work [20], the software designer studies the business 
process model described with BPMN by extracting the UML classes which are later 
refined. The differences between these proposals and ours are that, firstly we use 
QVT for transformation specifications, secondly we pay special attention to security 
requirements, and finally we connect the result of transformations with a software 
development process. 

In order to obtain a clearer view of the transformation rules, we shall present them 
in the following order: (i) QVT rules mapping general aspects of SBP which are not 
related to security specifications, (ii) QVT rules directly related to security 
specifications and finally, (iii) refinement rules that must be applied once analysis-
level classes have been obtained as a consequence of QVT rule application. 

QVT rules that are not related to security specifications can be used to obtain 
analysis-level classes derived from partitions, regions and the operations associated 
with the classes obtained. The QVT rules are described in Table 2. 

If the QVT rules are applied to the security requirements described with BPSec, we 
can directly obtain analysis-level classes that have the requirement name. Indirectly, a 
class called SecurityRole is created and eventually SecurityPermission. The 
specification of audit register gives place to classes of the AuditRegister type 
associated with SecurityRole, SecurityPermission or a particular security requirement. 
The QVT specifications for these rules are described in Table 3. 
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Table 2.  Mapping between Activity Diagrams and Class Diagrams elements 

transformation ActivityDiagram2ClassDiagram 
 top relation R1  // from Activity Partition to Analysis-Level Class 
 { 
 checkonly domain uml_ActivityDiagram ap:ActivityPartition {name = n} 
 enforce domain uml_ClassDiagram c:Class {name = n} 
 where { ap.containedNode  forAll(cn:Action|R4(cn))} 
 } 
 top relation R2  // from Interruptible Activity Region to Analysis-Level Class 
 { 
 checkonly domain uml_ActivityDiagram iar:InterruptibleActivityRegion {name = n} 
 enforce domain uml_ClassDiagram c:Class {name = n} 
 where { ap.containedNode  forAll(cn:Action|R4(cn))} 
 } 
 top relation R3  // from Data Store Node to Analysis-Level Class 
 { 
 checkonly domain uml_ActivityDiagram dsn:DataStoreNode {name = n} 
 enforce domain uml_ClassDiagram c:Class {name = n} 
 } 
 relation R4 // from Action to Operation in Analysis-Level Class 
 { 
 checkonly domain uml_ActivityDiagram ac:Action {name = n, inPartition=ap} 
 enforce domain uml_ClassDiagram op:Operation {name = n, ownerClass=c:Class{name=ap.name}} 
 } 

Table 3.  Mapping between BPSec and Class Diagrams elements 

transformation BPSec2ClassDiagram 
top relation R5   // from Security Requirement to Analysis-Level Class 
 { 
 checkonly domain bpmn_BPSec sr:SecurityRequirement {requirementtype = n} 
 enforce domain uml_ClassDiagram c:Class {name = n} 
 } 
top relation R6   // from Security Requirement to specific Analysis-Level Class 
 { 
 checkonly domain bpmn_BPSec sr:SecurityRequirement {requirementtype = n} 
 enforce domain uml_ClassDiagram c:Class {name =“SecurityRole”} 
 } 
top relation R7   // Access Control to specific Analysis-Level Class 
 { 
 checkonly domain bpmn_BPSec ac:AccessControl {name = n} 
 enforce domain uml_ClassDiagram c:Class {name =“SecurityPermission”} 
 } 
top relation R8   // from AccessControl to audit register Class 
 { 
 checkonly domain bpmn_BPSec ar:AuditRegister {requirementtype = n} 
 enforce domain uml_ClassDiagram c:Class {name =nc} 
 where { nc= if (n=“AC”) then “SP_AuditRegister” endif;} 
 } 
top relation R9   // from Integrity to generic audit register Class 
 { 
 checkonly domain bpmn_BPSec In:Integrity {name = n} 
 enforce domain uml_ClassDiagram c:Class {name =“G_AuditRegister”} 
 } 
top relation R10   // from AttackHarmDetection to generic audit register Class 
 { 
 checkonly domain bpmn_BPSec Ad:AttackHarmDetection {name=n} 
 enforce domain uml_ClassDiagram c:Class {name =“G_AuditRegister”} 
 } 
top relation R11   // from Privacy to generic audit register Class 
 { 
 checkonly domain bpmn_BPSec ar:AuditRegister {requirementtype = n} 
 enforce domain uml_ClassDiagram c:Class {name =nc} 
 where {nc= if (n=“P”) then “G_AuditRegister” endif;} 
 } 
top relation R12   // from NonRepudiation to audit register Class 
 { 
 checkonly domain bpmn_BPSec ar:AuditRegister {requirementtype = n} 
 enforce domain uml_ClassDiagram c:Class {name =nc} 
 where {nc= if (n=“NR”) then “NR_AuditRegister” endif;} 
 }  
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Table 4. Refinement Rules for Analysis-Level Classes 

RR1: InterruptibleActivityRegion Name is obtained by linking the ActivityPartition names in 
which the Region is contained 

RR2: Composition relationships are obtained from top and middle ActivityPartitions 
RR3: Relationships between classes derived from security requirements and the activity 

diagram element are obtained from the “BPSec and AD-UML 2.0-AD Elements Model” (Figure 
2) 

RR4: Relationships between classes derived from security requirements are obtained from 
“BPSec and AD-UML 2.0-AD Elements Model” (Figure 2) 

RR5: Redundant specifications must be eliminated 

4   Example 

Our illustrative example (see Figure 4) describes a typical business process for the 
admission of patients to a health-care institution. In this case, the business analyst 
identified the following Activity Partitions: Patient, Administration Area (a top 
partition which is divided into the Admission and Accounting central partitions), and 
the Medical Area (divided into Medical Evaluation and Examination). 
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Fig. 4. Admission of Patients in a Medical Institution  

The business analyst has considered several aspects of security. He/she has 
specified «Privacy» (anonymity) for the “Patient” Activity Partition, with the aim of 
preventing the disclosure and storage of sensitive information about Patients. 
«Nonrepudiation» has been defined for the control flow which goes from the action 
“Fill out Admission Request” to the actions “Capture Insurance Information” and 
“Check Clinical Data” with the aim of avoiding the denial of the “Admission 
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Table 5. QVT and refinement rules applied to Patient Admnission Business Process 

R1: Patient, Administration Area, Admission, Accounting, Medical Area, Medical Evaluation, and Examinations 
R2: Region 01 (from InterruptibleActivityRegion) 
R3: Admission Request, Accounting Data, Clinical Data, Accounting Information, Medical Evaluation and Clinical Information 
R4: Patient [Fill out Admission Request and Receive Medical Evaluation]; Admission [Capture Insurance Information, Check 

Clinical Data, and Create Empty Clinical Data]; Accounting [Fill out Cost Information, and Store Data]; Administration 
Area [Capture Insurance Information, Check Clinical Data, Create Empty Clinical Data, Fill out Cost Information, and 
Store Data]; Medical Evaluation [Pre-Admission Test, Evaluation Patient Examinations, Fill out Clinical Data, and Fill out 
Patient Information]; Examinations [Complete Accounting Information, Carry out Examinations, and Complete Clinical 
information]; Medical Area [Pre-Admission Test, Evaluation Patient Examinations, Fill out Clinical Data, Fill out Patient 
Information, Complete Accounting Information, Carry out Examinations, and Complete Clinical information]; Region 01 
[Capture Insurance Information, Check Clinical Data, Create Empty Clinical Data, Fill out Cost Information, and Store 
Data] 

R5: Privacy (anonymity), NonRepudiation, Access Control and Privacy (confidentiality), Integrity (high), and 
AttackHarmDetection 

R6: SecurityRole 
R7: G-AuditRegister 
R8: SP-AuditRegister 
R9: G-AuditRegister 
R10: G-AuditRegister 
R11: NR-AuditRegister 
RR1: AdmissionAccounting (name assigned to Region 01) 
RR2: Administration Area composed of Admission and Accounting; Medical Area composed of Medical Evaluation and 

Examinations 
RR3: Privacy  Patient ; Privacy  AdmissionAccounting; NonRepudiation  Admission Request; AccessControl  

AdmissionAccounting; Integrity  Clinical Information; AttackHarmDetection  Medical Evaluation 
RR4: Privacy  SecurityRole; AccessControl  SecurityRole  SecurityPermission  SP-AuditRegister; Integrity  

SecurityRole  G-AuditRegister; AttackHarmDetection  SecurityRole  G-AuditRegister 
RR5: SecurityRole  G-AuditRegister redundancies must be eliminated 
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Fig. 5.Analysis-Level Class from Patient Admission 

Request” reception. «AccessControl» and «Privacy» (confidentiality) has been 
defined for the Interruptible Activity Region. A «SecurityRole» can be derived from 
this specification. Admission/Accounting will be one role. All objects in an 
interruptible region must be considered for permission specification. The Access 
Control specification has been complemented with an audit requirement. This implies 
that it must register information about the security role and security permissions. 
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Integrity requirement (high) has been specified for the “Clinical Information” Data 
Store and finally, the business analyst has specified Attack Harm Detection for the 
“Medical Evaluation” Data Store, so that all events related to the attempt or success of 
attacks or damages are registered. 

The attainment of analysis-level classes through the application of the 
transformations defined with the QVT rules (R) and the Refinement Rules (RR) are 
described in Table 5. 

Figure 5 shows a graphical representation of the analysis-level classes which are 
presented in Table 5. This figure is enriched since, after the application of the QVT 
rules, we have named the region, we have incorporated the relationship between the 
elements in the class diagrams and we have eliminated the redundancies. In addition, 
the analysis-level class derived from the security requirement specification is shown 
in the dark-coloured areas. 

5   Conclusion and Ongoing Work 

One way in which to confront the problem of security consists of incorporating it into 
the business process specifications at an early stage. At that level, it is possible to 
capture security requirements which take into account the business analyst’s 
viewpoint. In previous works, we have proposed an extension of the UML 2.0 
Activity Diagram through which it is possible to specify security requirements at a 
high level of abstraction. 

In addition, models transformation has come to the attention of the community of 
researchers and practitioners owing to the fact that it has the aim of solving the 
problems of time, cost and quality associated with software creation. 

In this paper, we have presented a model transformation by using the MDA 
approach with QVT specification. By using a Secure Business Process specification, 
which is considered to be a Computation Independent Model, we have obtained a set 
of analysis-level classes, which are considered to be a Platform Independent Model. 
The analysis-level class obtains a subset of all classes which are necessary for 
describing a problem, and the SBP can be used in a well-known software 
development process.  

Ongoing work is orientated towards enriching transformations in order to make it 
possible to obtain more complete models of analysis-level classes. Together with this, 
our future work also has the purpose of optimizing the prototype that we have created 
to carry out the transformations with the aim of improving specification reuse and 
documentation. 
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Abstract. The design of effective access control models, to meet the unique 
challenges posed by the web services paradigm, is a current research focus. 
Despite recent advances in this field, solutions are generally limited to 
controlling access to single operations of request-response nature. To ensure 
that a service is used appropriately, message exchanges can be grouped into 
conversations consisting of related messages that are governed by sequence 
constraints. Towards addressing the security of message exchanges, this paper 
describes an access control model for web services conversations. A trust and 
context aware access control model is presented that promotes the seamless 
execution of operations contained by web services conversations.  

1   Introduction 

The emergence and continued development of web services currently sustains the 
creation of e-business applications. Web services technology [16] has however not 
reached its full potential, as Internet invocations are generally limited to simple 
request-response exchanges. The development of protocols for web service 
conversations is being addressed by current research [20], [4]. For instance, a Travel 
service exposes several operations in a conversation to allow users to book flights, 
reserve hotel rooms, view and cancel bookings and make payments. Considering 
access control, it would be important to ensure that users starting conversations can 
successfully conclude them, and that conversations are not terminated for the lack of 
authorisation.  

Widespread acceptance of conversational web services will not become a reality if 
effective security solutions are not found, as web services allow greater availability 
and access to information, thereby introducing the possibility of more malicious 
attacks. Vendor-driven specifications that address security are focused around WS-
Security [2] that enables the exchange of secure messages between web services 
requestors and providers. WS-Trust [13] extends WS-Security to establish trust 
relationships between web services requestors and providers. WS-SecureConversation 
[1] describes how web services requestors and providers establish a security context 
with credentials before commencing with message exchanges. Thereafter, a security 
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token accompanies all subsequent messages to increase the overall performance and 
security of all subsequent messages. Access control rules are defined in XACML to 
protect web services resources. The use of XACML is limited for conversations, as its 
profile for RBAC does not address basic requirements such as session-based 
authorisation management [6].  

Several web services access control schemes have been suggested in the past. 
Research has steadily progressed by suggesting the use of mechanisms such as access 
control lists [12], role-based access control [22], attribute based access control [21], 
trust management [19] and context information [5]. Often mechanisms are used in 
conjunction with each other to enhance flexibility [5], [9], [18].  This research builds 
upon previous approaches to define an access control model for web services 
conversations. A contribution is made by illustrating how a trust relationship and 
related trust context information can be used to manage access control throughout the 
progression of a conversation.  

The paper is structured as follows: Section 2 provides a background on web 
services conversations, and employs an example to highlight access control 
requirements. Section 3 describes the approach to trust and trust context information 
for this research. Section 4 describes all features of the model, and section 5 
concludes the paper.  

2   Background 

A conversation is a sequence of operations aimed at the completion of a general goal, 
such the fulfillment of an order. A conversation can be supported by a specification 
such as the Web Services Conversation Language (WSCL) [3], [20] that describes a 
web service’s external behavior. A conversation is maintained by tracking the series 
of messages going backward and forward between two endpoints with a unique 
conversation identifier, and demarcated by start and end tags. The conversational 
nature of web services interactions is now illustrated by means of an example that will 
be referred to throughout the paper.  

Retailer Manufacturer

Warehouse
service

Manufacturer
service

Order service

 

Fig. 1. Web services conversation 

The application being modeled is that of a Retailer offering consumer goods, 
depicted in figure 1. Interactions between the Retailer and Manufacturer services 
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represent automated B2B (Business-to-Business) interactions that take place in a 
conversational manner. For this paper, a subset of Manufacturer operations is 
considered such as SubmitOrder, CancelOrder, NotifyShipment and ReturnGoods. 
When requests are made to execute these operations by Warehouse services, the 
access control policy of the Manufacturer service needs to consider the trust 
relationship with each of these services. For instance, access to the SubmitOrder 
operation should only be granted to Warehouse services that are trusted, as they 
would probably pay their orders at a later stage. The context of the trust relationship 
also influences access control decisions. For instance, the Manufacturer service 
should only be able to send a shipment notification to a Warehouse service, if it has 
already paid its order, or is know to pay orders on time. In this case the Warehouse 
service’s payment history, which is context information relating to the Warehouse 
service’s behavior, can ensure that the request is granted.  

The Manufacturer service interacts with the Warehouse application, the manager of 
the warehouse, or the Warehouse web service to where notifications are sent. For 
example, a Warehouse application automatically invokes the SubmitOrder operation 
of the Manufacturer service when items fall below stock. If necessary, a designated 
employee such as a warehouse manager can invoke the CancelOrder operation within 
24 hours. This is only allowed if the manager presents a digital credential stating his 
authority as an employee designated to this task.  

The case study identifies access control requirements for web services 
conversations namely: trust, trust context information and participants, which need to 
be dealt with in the access control policy of the web services provider. The next 
section highlights related research, supporting our approach to access control for web 
services conversations. 

3   Related Work 

To address the openness of the environment, researchers in web services and other 
distributed system technologies employ trust as mechanism to allow cross-domain 
movement of users and application entities, represented by digital credentials [7], 
[15], [19]. The enforcement of access control for web services conversations has been 
addressed by considering the release of policies during trust negotiation [17]. To 
ensure that a conversation can be concluded successfully, all policies that relate to the 
conversation are released to users, so that they can provide required credentials.  

Web services access control based on trust and context constraints is described by 
Bhatti et al [5]. A user is assigned to a role, based on the trust in the certified 
attributes the user presents. In this case, trust is of binary nature and is based on 
cryptographic controls. Context constraints, such as time and location, are further 
used to ensure fine-grained access to resources. The concept of access control based 
on a trust level was discussed by Chakraborty and Ray [8], who described a role-
based access control model that assigns roles to users based on their trust level. A 
consequence of computing a trust level for individual users accessing a system is that 
it may result in excessive overheads.  

In line with current research, the authors of this paper have defined a trust 
formation framework that determines trust levels for web services entities [10], [11]. 
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The reader is referred to [11] for a discussion of this work. A trust level for each web 
services requestor is determined by a trust component. Information is stored in 
memory and can dynamically be requested by the access control policy to adapt the 
assignment of permissions. Trust context information, over which trust is defined is 
for instance the identity of the web services requestor; security and privacy policies 
that regulate the environment between the web services requestor and provider; the 
past history and experiences associated with the web services requestor; and service 
level agreements that exist between the web services requestor and the web services 
provider. Such trust context information is hierarchically structured and evaluated by 
means of a fuzzy mathematical model to obtain the resultant trust level intuitively.  

Based on the well-known definition of context by Dey and Abowd [14], trust 
context in the realm of a web services trust relationship is defined as the information 
that characterises the trust in the web services requestor, the web services provider 
and the external environment that they share, which is considered relevant to the 
conversation taking place between them. At the next level of this hierarchy, the trust 
in the web services requestor is for instance determined by four trust context 
categories namely Compliance to agreements, Competence, Predictability and 
Goodwill. Each represent summarized trust context information, determined by fuzzy 
techniques and indicates the degree to which the trust context information is realised. 
The trust level, inferred from trust context categories, represents the degree to which a 
trust relationship exists.  

Such trust levels therefore do not reflect the trust held towards individuals, but 
rather the trust held towards organisational entities, represented by web service 
requestors such as Warehouse services. These trust level enables the construction of 
rules which can be included in access control policies to treat trusted web services 
requestors differently from those in whom there is little or no trust. Trust levels also 
influence permissions that are assigned to respective users operating within the 
domain of web services requestors.  

The current research proposes that a trust level and its related context information 
are employed to support access control decision-making during web services 
conversations. The rationale behind this statement is that if the trust level of a web 
services requestor is not sufficient to access an operation, there may be cases where 
relevant trust context information, representing specific conditions which are related 
to the state of the conversation can be used, enabling the conversation to conclude 
successfully.  

The next section describes a trust and context aware access control model for web 
services conversations that illustrates the how trust context information, identified in 
this section, can be used by access control decisions of a web services conversation.  

4   Access Control Model for Web Services Conversations  

The access control model presented in this paper is based on the trust relationship that 
exists between a web services provider and web services requestor. At the same time, 
the access control model is in line with current developments in attribute-based access 
control, as access is granted to users, such as the warehouse manager, based on their 
abilities, expressed as sets of attributes. As the trust relationship between a web 
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services provider and its web services requestors dominates all interactions, it is 
possible that a user may be granted access to a particular operation from one domain, 
but users from another domain may be denied access even though they possess similar 
credentials. Finally, the context of the trust relationship is used to compensate for 
potential lack of available trust information, to allow a conversation to complete 
successfully. Important features of the proposed model are defined next, followed by 
a definition of rules and facts which should be part of the access control policy. A 
high-level view of the access control model is given in figure 2.  

CSession. A conversation session is defined as a set of messages, identified by start, 
continue and end message tags. A csession ∈  CSESSION is identified by a unique 
identifier. There can only be one web services requestor that participates in a 
conversation session, but a web services providers can participate in many 
conversation sessions.  

WSObject is the set of all web services objects that require protection in the domain 
of a web services provider. A web service object is an expression of the form 
wsobject = value, where wsobject ∈  WSOBJECT and value is a variable, and 
wsobject is a web service operation, a collection of operations, a web service or a 
collection of web services that are exposed by the web services provider. Such 
relationships introduce a partial order ⊆ wsobj on the set of web service objects, where 
operations are the minimal elements of the partial order.    

SAction is the set of all signed actions. A signed action is an expression of the form 
saction = value. Given a set of actions A, a set of values saction ∈  SACTION is 
defined as {+a, -a | a ∈A}. An example of a signed action would be saction = “+exe”. 

AccessDecision is the set of all access decisions that can be made by the system of 
the web services provider. Permissions, defined by the set WSOBJECT x SACTION, 
are assigned to either roles or user attributes, and are used to derive access decisions. 

WSRequestor is the set of all web services requestors who require access to 
operations and services provided by web services providers. A web services requestor 
is an expression of the form wsrequestor = value, where wsrequestor ∈  
WSREQUESTOR, wsrequestor is the identifier of a web services requestor, and value 
is a variable. 

TrustLevel is the set of all trust levels, defined as {ignorance, low, moderate, high}. 
Trust levels are defined in a hierarchy where ignorance ⊆  low ⊆  moderate ⊆  good 
⊆  high. The trust level is an expression of the form trustlevel = value, where 
trustlevel ∈  TRUSTLEVEL, and value is a variable. During a conversation, a web 
services requestor is assigned to a role or a set of roles based on its trust level. 

CxtConstraint is an expression in the form cxtconstraint(wsrequestor, attr1 ,   attrj), 
where cxtconstraint ∈  CXTCONSTRAINT, cxtconstraint is the name of the constraint, 
and attr1, . . attrj is the list of elements. For each 0 < i  ≤  j, attri=value, where value is a 
variable. 

ReqRole is the set of all roles assigned to web services requestors. The role reflects 
the relationship that the web services provider has with the web services requestor. A 
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reqrole is an expression of the form reqrole = value, where reqrole ∈  REQROLE, 
and value is a variable. Examples of roles are guest, associate, and partner that are 
defined in a role hierarchy. 

UsrAttr are sets of attributes representing users and is an expression in the form 
UsrAttr(attr1 ,   attrj), where usrattr ∈  USRATTR, usrattr is the name of the assertion, 
and attr1, . . attrj is the list of elements. For each 0 < i  ≤  j, attri=value, where value is a 
variable. 

WS
Requestor

Usr
Attribute

Req
Role

Access
Decision

Cxt
Constraint

Trust
Level

User

C
Session

 

Fig. 2. Access control model 

4.1   Access Control Policy Rules  

Access control rules are represented as logical expressions in Datalog [23], [24]. To 
make an access control decision, a query ?dercando(wsobject, wsrequestor, +saction) 
is answered by a process of inference. For example, the query dercando(submitorder, 
abcretail, +exe) determines if web services requestor ABCRetail can execute the 
SubmitOrder operation. Access control rules and facts are described next, where 
variables are defined in uppercase and constants in lowercase.  

Assume that moderately trusted web service requestors may be granted access to 
the SubmitOrder, CancelOrder, NotifyShipment operations. ReturnGoods is an 
operation granted only to highly trusted web services requestors. Assume there is a 
retailer named ABCRetail who is moderately trusted. Roles are defined in the systems 
as follows: the associate role has a moderate (moderate = 2) trust level and the partner 
role has a high   (high = 3) trust level. Next, three different cases, identified by the 
case study, are considered to illustrate the operation of the access control model.  

Case 1: Access decision based on the trust level of a web services requestor 
First, access granted to web services requestors, automatically invoking operations, is 
discussed. In this case, a web services requestor may access an operation, if the web 
services requestor is active in the role to which the permission has been assigned, 
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shown by rule 1. Rule 2 determines this role activation by comparing the trust levels 
of the web service requestor and roles. Trust levels are retrieved from the trust 
component when facts are instantiated. The cando predicate defines a permission to 
access the object.  

  
For example, assume ABCRetail needs to execute the SubmitOrder operation. 

Facts instantiated in the access control policy are: 

cando(submitorder, associate, +exe).   – permission  (associate = 2) 
reqtl(abcretail, 2).                     - trust level of service requestor  
roletl(associate, 2).                  - trust level of role 

 
Permission is thus granted to ABCRetail to execute the SubmitOrder operation as 

permission exist for web services requestors active in the associate role to execute the 
SubmitOrder operation. ABCRetail activates this role since its trust level is moderate.   

Case 2: Access decision based the context of the trust relationship  
Secondly, access granted to web services requestors who have made progress in a 
conversation, but who do not have an adequate trust level to access an operation is 
considered. In order to support the continuation of the conversation, trust context is 
used where possible, to compensate for the lack of trust, as indicated by the trust level 
of the web services requestor. The trust level of the web services requestor can be one 
level lower that what is required, determined by the below predicate. The canaccess 
predicate defines a permission to access the object. Rule 3 extends rule 1 to include 
these features.  
 

dercando(WSOBJECT, WSREQUESTOR, +SACTION) :-

(cando(WSOBJECT, REQROLE, +SACTION) active(WSREQUESTOR, REQROLE))
(below(WSREQUESTOR canaccess(WSOBJECT, +SACTION)
cxtconstraint(WSREQUESTOR, ATTR .. ATTRJ)). (3)

below(WSREQUESTOR) :-
(reqtl(WSREQUESTOR, TLREQUESTOR), roletl(REQROLE, TLROLE) 
(diff is TLROLE - TLREQUESTOR) (diff = 1)). (4)

 
 
For example, access to the ReturnGoods operation is granted to web services 

requestors in whom there is high trust. To allow the conversation to proceed at this 
point, relevant trust context that can be considered are predictability and 
creditworthiness, in conjunction with a moderate trust level. Creditworthiness is a 
trust context category found under competence, described earlier. This information is 
used in conjunction with good trust in the environment between the web services 

dercando(WSOBJECT, WSREQUESTOR, +SACTION) :-  
 cando(WSOBJECT,REQROLE,+SACTION)∧  active(WSREQUESTOR, REQROLE).(1)  
 active(WSREQUESTOR, REQROLE) :-   
 (reqtl(WSREQUESTOR, TLREQUESTOR), roletl(REQROLE, TLROLE) ∧        

 ((TLREQUESTOR > TLROLE) ∨ (TLREQUESTOR = TLROLE)).          (2)  
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provider and web services requestor, another trust context category. By granting web 
services requestors with a moderate trust level access to the ReturnGoods operation, 
organisational trust relationships are cultivated with those who have potential to 
become highly trusted partners in the future. Rule 4 specifies trust context constraints 
for the ReturnGoods operation if the trust level is insufficient.  

 

canaccess(returngoods, +exe) trustenvironment(WSREQUESTOR, TV = good)
predictable(WSREQUESTOR, PR = high) creditrec(WSREQUESTOR,

CR = good). (4)
 

 
For example, assume ABCRetail needs to execute the ReturnGoods operation. Its 

trust level is moderate, and it has progressed to the last point of the order 
conversation. The following facts exist in the access control policy: 

canaccess(returngoods, +exe).           - permission   
reqtl(abcretail, 2).                          - trust level of service requestor 
roletl(partner, 3).                     - trust level of role  
trustenvironment(abcretail, good).      – trust in environment is good  
predictable(abcretail, high).           – predictability is high  
creditrec(abcretail, good).             – creditrecord is good 

 
ABCRetail, a web services requestor with a moderate trust level, is thus granted 

access to the ReturnGoods operation, as the trust in the environment with the web 
services provider is good, its predictability is high, and its credit record is good. Each 
of these trust context categories is retrieved from the trust component, where they are 
stored in memory.  

Case 3: Access decision based on the attributes of a user  
Finally, access granted to the user making a request from within the domain of the 
web services requestor is considered. The manager is not considered as an individual 
acting on his/her own authority, but rather as a member of a trusted partner, acting on 
its behalf. The level of trust in the web services requestor influences the access 
granted to the user. The user must present a credential containing required attributes, 
over and above conditions stated in rule 3. The usrcando predicate defines a 
permission to access the object.  

 

dercando(WSOBJECT, WSREQUESTOR, +SACTION) :-
(cando(WSOBJECT, REQROLE, +SACTION) active(WSREQUESTOR, REQROLE)

usrcando(WSOBJECT, +SACTION))
(below(WSREQUESTOR canaccess(WSOBJECT, +SACTION)
cxtconstraint(WSREQUESTOR, ATTR .. ATTRJ)
usrcando(WSOBJECT, +SACTION)). (5)

usrcando(WSOBJECT, +SACTION) :- attr(ATTR1 ,…. ATTRJ). (6)

 
 
Consider the case where the CancelOrder operation is executed by a warehouse 

manager, of ABCRetailer. The access control rule specifies that ABCRetailer 
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application must be active in the associate role, and that the user making the request 
must present a digital credential stating his title and permission for the operation. 

 
cando(cancelorder, associate, +exe).   - permission 
reqtl(abcretail, 2).                     - trust level of service requestor  
roletl(associate, 2).                  - trust level of role 
attr(title = senior manager,  
     permit = may-cancel-orders).      - user attributes 

The manager is granted access to invoke the CancelOrder operation, because 
ABCRetailer is a moderately trusted web services requestor, and trusted attributes are 
presented stating the ability of the manager. If there was low trust in the web services 
requestor, the manager would not have been able to invoke this operation, even if 
he/she presents valid credentials.  

5   Conclusion  

This paper presented a trust and context aware access control model for web services 
conversations that grants and adapts permissions assigned to both web services 
requestors and their respective users based on the current context of the trust 
relationship that exists. The paper proposes that access control for web services 
conversations can only be implemented meaningfully if the trust context over which 
decisions are made is firmly entrenched in the decision-making process. The paper 
highlights that an access decision is made based on the evaluation of different types of 
permissions, defined for different types of entities making requests to the web service, 
in conjunction with trust and context restrictions. The paper does not address context 
information relating to aspects such as time and location. Next research will address 
reasoning over hierarchical trust context information by means of logical rules.  
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Abstract. Federations of autonomous domains allow resource sharing in a 
highly dynamic manner, improving organizational response times and 
facilitating cooperation between different information systems. To accomplish 
this, it is essential to provide a scalable and flexible mechanism that allows 
security management and acts at application level independently of operating 
system or platform. In this paper we present a scalable solution that enables 
interoperation between different systems participating in a dynamic federation, 
while it also allows the participating systems to retain their autonomy; we 
present the software architecture of this distributed access control enforcement 
mechanism and describe our implementation choices.  

1   Introduction 

Over the last decades we have experienced a major shift towards the decentralized, 
distributed computing paradigm. The benefits from the realization of distributed 
infrastructures are manifold; among else, many challenges have attracted considerable 
attention in distributed computing, such as: implementation of sophisticated 
knowledge extraction techniques that enable utilization of assets from different 
domains; achievement of interoperability between different platforms; performance 
issues and last but not least, advances in distributed security models. Most of the 
developed security techniques apply at operating system level; other solutions apply 
by embedding at each application a customized security mechanism that enables 
access to authorized users, before logging in. As a consequence, in order to utilize 
resources in distributed infrastructures, a user has to undergo several independent 
authorization procedures. This task creates a considerable overhead on each domain, 
while it also makes more difficult any attempt for Information System’s integration. 
Another parameter that has to be considered is the immediate drop in the degree of 
user satisfaction, which can prove to be detrimental in business application scenarios. 

While decentralization of administrative control requires that all participating 
domains specify their policies in an interoperable manner, there are a number of 
challenges related with the ability to transfer the credentials of users in the federated 
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environment across organizational boundaries [1]. In order to achieve this, there is a 
requirement to establish interoperable protocols and to provide support for composite 
policy evaluation.  

One additional concern regarding the management of distributed systems is related 
to heterogeneity, due to the presence of resources of diverse nature. In this paper we 
describe a distributed infrastructure utilizing XML technologies for access control 
enforcement. The system’s modular components communicate using the Java Remote 
Method Invocation (RMI) model. The developed prototype is characterized by its 
scalability potential and its platform independency. The contribution of this paper 
relies on the following: (i) We present a technique that enables cooperation and 
resource sharing between multiple autonomous domains; (ii) we present techniques 
that enable user authentication through a single sign-on procedure for all domains, 
simplifying thus the authentication procedures to a high degree; (iii) We enable ease 
of integration of our access control mechanism with existing platforms, while we 
retain platform and operating system independency. 

The remainder of the paper is organized as follows. After the brief introduction, we 
present the motivation for our research in Section 1; related work and background 
literature is studied in Section 2. Section 3 analyses the requirements placed on the 
system design and Section 4 raises and discusses issues related to the system’s design 
and provides example usage scenarios; Section 5 provides concluding remarks and 
directions for future work. 

2   Related Work 

The problem of defining access control models for multi-domain environments has 
recently attracted considerable interest. A number of solutions have been proposed 
towards this direction. So far, more emphasis has been placed on implementing 
models, than for creating mechanisms that enable secure interoperation between 
different domains.  In [2] the notion of secure virtual enclaves is being introduced, 
where domains complying with the Role Based Access Control (RBAC) model share 
resources. In this work the roles and shared resources are specified in advance and 
agreed without using technological means, providing thus little support towards the 
formation of dynamic coalitions.   

Bonatti et al [3], propose an algebra for the synthesis of an access control policy 
out of simpler policies. In their model their language’s expressiveness is analyzed 
with respect to first order logic. They show that their language’s formal semantics are 
equivalent to first order logic formulations. Even though this work provides a tool for 
preliminary feasibility analysis, the exact implementation details to provide support 
for coalition formation are missing [3].  

Khurana et al [4], define a model for the dynamic management of coalitions based 
on a Restricted First Order Predicate Logic (RFOPL) RBAC compliant language RCL 
2000. In their model, domains take turns in making proposals about the management 
of shared coalition assets resources. A coalition access control matrix is being 
formulated keeping records of allowed accesses, while the matrix is being modified 
during the negotiation process and as intermediate system states are formed. Their 
work also builds upon a negotiation process that defines membership upon roles with 
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predefined access permissions instead of negotiating the permissions according to the 
role classified for every specific user, as defined instead in our work. 

Another notable approach that builds upon an XML policy language is the X-
GTRBAC framework [1]. This framework provides support for most of the RBAC 
concepts, such as Separation of Duty Constraints; it also has an integrated mechanism 
for resolving conflicts emerging from ambiguities or conflicting requirements from 
the domain specific policies. Unfortunately there are no supporting software tools for 
this framework so far. Instead of defining a new language, we have decided to utilize 
evolving standards in access controls and extend them appropriately and develop 
suitable software tools for multi-domain environments security management. Our 
work in addition develops a scalable infrastructure built upon independent modules 
that interoperate using evolving standards in access control. 

3   Requirements Analysis 

Among the basic requirements when developing distributed access control 
enforcement infrastructures is the preservation of autonomy. The requirement for 
decentralization of administrative control in multi-domain environments poses major 
challenges when specifying the framework for access control policy definition. 
Decentralization in our framework is achieved by implementing multiple autonomous 
domains each one of which is responsible for enforcing local access control policies. 
Each policy enables determination of access privileges for role-access-object pairs, in 
accordance to the generic Role Based Access Control Model (RBAC) compliant 
policy definition.  

Our framework builds upon the main principles of the XACML [6] policy 
framework which focuses on enabling distributed management of resources. XACML 
is an XML based framework for specifying and applying access control for Web-
based resources that supports prohibitions, obligations, and resolution of conflicts. 
Our extended authorization framework has the following strong points: 

• It is built using standardized technologies, thus providing support for extensions 
and enables interoperation between various platforms 

• It allows extensions as to support the needs for a variety of environments.  
• It allows context-based authorization, by enabling authorization upon examination 

of domain related predicates (see also section 4). 

Our work extends this single-domain authorization framework to provide support 
for role and privilege assignment for users belonging to remote domains. This is 
necessary when users from one domain need to be assigned privileges to access data 
from other federated domains. In order to achieve this interconnection between 
different domains, several issues need to be taken under consideration:  

• Access to data should be regulated by specific generic guidelines, applicable for all 
the cooperating environments. 

• While the data access guidelines should be uniform, enforcement points should be 
autonomous and have a large degree of freedom in managing their IT 
infrastructure.  
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• Dynamic nature of the coalition. The number of units who participate in the 
cooperating schema is not stable. Units can join or depart at any time, increasing 
thus the complexity of the overall management. 

• Absence of centralized authorization architecture. Security policies can be defined 
locally without the necessity for central management which would endanger the 
system’s performance by introducing a single point of failure. It would also not be 
consistent to the distributed nature of the system. 

• Transparency to the users. The procedures for retrieving i.e. medical-record details, 
whether retrieved locally or from a remote domain should be of no difference to 
the user.   

3.1   Generic Access Control Enforcement Model 

The basic operational principles of our framework can be divided in two major 
categories: authentication-related and authorization-specific. Authentication is 
performed by implementing a mechanism that allows interpretation using SAML [7] 
compliant assertions for authenticating credentials. The SAML standard provides 
support for various types of authentication information; a SAML assertion provides 
information that the requester’s credentials match predefined policy requirements. In 
order to provide an efficient and robust mechanism to verify the user’s identity we 
have utilised X.509 certificates. Thus, the first task for a user is to provide appropriate 
credentials that will allow him/her identification within the domain he/she belongs to. 
The SAML assertion issued by the authentication module can be further used by the 
access control framework in the presence of multiple policies, eliminating the 
necessity for a user to undergo multiple authentication procedures within the context 
of the federated environment.  

Every solution attempting to enable intra-domain communication should be 
characterized by its interoperability and scalability features. Our approach in order to 
enable cooperation between different access policies, builds upon a policy mapping 
process, which enables roles from one domain to be mapped to another domain [1][9]. 
In a multi-domain environment, a requester usually originates from a different domain 
than the one that the requested resource belongs to. As we already stated in the 
previous paragraphs, a basic requirement is related with the credential management in 
the federated environment in such a manner that a single sign-on (SSO) mechanism is 
provided [12]. By integrating in our authentication mechanism SSO capabilities 
through signed SAML statements, different domains in the federated environment 
identify authorization decisions already issued by other domains. In addition, our 
framework provides support for context-enabled authorization and authentication; this 
is achieved by incorporating context related environmental attributes in role 
definitions (for example the domain where a user belongs, such as 
medical.administration.gov). In cases where a request does not originate from the 
same domain with the PDP, the PDP communicates with the coalition registry which 
stores information about the available mappings for the requester’s role. Each PDP 
contains information about in-mappings consisting information about roles from 
remote domains associated with roles to its own jurisdiction and out-mappings for 
roles in other domains that its policy is associated with. Our approach thus results in a 
distributed implementation of the coalition registry, which only stores information on 
a domain-pair basis. 
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Table 1. Xpath based role mapping between roles in two domains 

DOMAIN A DOMAIN B 

Minister/GenSecretaryB/SectorB2Manager Minister/GenSecretary/SectorBDirector 

 
Typically if we consider that the policy is encoded in XML compatible form, the 

coalition registry contains information about role equivalences between different role 
hierarchies, which can be encoded by means of XPath expressions [8]. XPath aims at 
addressing parts of XML documents. It represents location of data in an XML 
document correctly and efficiently, which makes it a suitable language for both XML 
query and access control [11]. An example mapping based on XPath is presented in 
Table 1. This provides an example of a mapping codification example, where the 
XPath expressions identify role equivalences between different role hierarchies. 
Therefore we define paths that allow the mapping of roles between different role 
schemata. Notice that due to the expressiveness of XPath, one can represent more 
complex role mappings in a very compact way, by grouping together equivalent roles 
in one XPath expression, without having to write separate rules for each role. The 
applicability of such a solution is apparent in case of organizations which operate 
under a common framework (example medical organizations, ministries in  
e-Government environments, etc).  

We enable role mapping to be performed on single-direction basis i.e. a role in one 
organization could acquire the permissions of another role on the target domain, 
without the opposite being necessary valid. The next section discusses in detail our 
proposed approach and we underline the design decisions we undertook in respect to 
the system design issues raised in this section.  

Upon authentication of the requester, the authorization framework works as 
follows: The administrator edits the policy in appropriate format and makes it 
available to the PDP. Each request is directed to the Policy Enforcement Point (PEP) 
which constructs a XACML request message and directs it to the Policy Decision 
Point (PDP). The PDP proceeds by loading the policy from the policy repository and 
evaluating the request according to the loaded policy. Accordingly the response is 
formulated in an XACML response message and is directed to the PEP which finally 
enforces the decision, authorizing or rejecting the request.  

4   System Architecture and Implementation 

The distributed policy authorization module is realized by means of object-oriented 
software architecture, using Java. The system design can be represented using UML 
class diagrams. Figure 2 depicts a UML based representation of the software 
architecture meta-model, which extends the single-domain XACML’s generic model 
by introducing the multi-domain management classes. 

The main classes of the model include the following: Rule, Policy and PolicySet. 
The Policy class manages those policies which refer to shared target objects. A target 
refers to a set of resources under request (Objects requested), the subject (requestor’s 
role) and the action intended to be performed over the shared objects.  
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Fig. 1. The distributed access control infrastructure software architecture design in UML notation 

The effect of a Rule indicates the result of a logical (i.e. true or false) evaluation of 
the rule. The allowed actions we have provisioned for are “Permit” and “Deny”. A 
policy <Target> element specifies the subsets resources, actions and environment to 
which the policy applies. Obligation policies may be supported but their existence is 
not deemed as necessary, considering our requirements. Obligation policies are likely 
to be defined by administrators and their characteristic is that there may be less strict 
controls on modifying an obligation policy. For example, a negative obligation policy 
may act as a restraining guideline in cases where it is not practical or feasible to issue 
a negative authorization policy. Policy interoperation is ruled by a Policy combining 
algorithm, implemented by an appropriate class, responsible for resolving conflicts 
and ambiguities; depending on the criticality of shared resources, a deny overrides 
mechanism specifies the priority of access denial criterion in case of a conflict. 
Subject and Resource classes enable including constraint determination and 
manipulation in the role-specification schema; for example temporal constraints 
(determination of activating and deactivating times for a session) or environmental 
constraints that facilitate role management and enable defining a set of actions for a 
group of users characterized by common attributes. The distributed PEP and PDP 
which enable interoperation in a federated environment have been implemented by 
means of appropriate classes. 

The PEP handles authorization enforcement and is responsible for formulating the 
request for a resource in a XACML compliant message and subsequently forwarding 
it to the PDP. Furthermore, the PDP except from reasoning over a specific access 
request provides through its interface the ability to edit and load available policies 
 



 Design and Implementation of Distributed Access Control Infrastructures 131 

Table 2a (left). An Excerpt from an XACML request. The requester’s attribute is highlighted, 
as well as the requested resource. Table 2b (right) XACML response message. 

<Request>  
<Subject>  <Attribute >  
     <AttributeValue>secretary@nsf.gov</AttributeValue>     
</Attribute></Subject> 
       <Resource><Attribute><AttributeValue> 
file://record/ResearcherlRecords/PeterDoe          
</AttributeValue></Attribute></Resource> 

<Action><Attribute><AttributeValue>read      
</AttributeValue></Attribute></Action>  
</Request> 

<Response> 

 <Result> 

<Decision>NotApplicable 

</Decision> 

 </Result> 

</Response> 

from the domain’s policy repository. Our PDP’s interface allows loading policies 
from the policy repository and editing them invocating the PolicyUse class. In a 
similar manner, the PEP constructs the XACML compatible request (Table 2a) and 
also extracts the response from the XACML response (Table 2b) by invoking the 
ResponseUse class. All the main modules of the developed prototype represented in 
UML notation are represented in Figure 2.  

4.1   System Usage Scenario - Implementation Details 

When a request for a resource appears, it is directed towards the PEP of the domain 
that contains the requested objects. The request includes the requested object, the 
subject (requester) and the action (permission) over that resource. Imagine the 
following scenario: a doctor who works as a general practitioner in two different 
hospitals while located in hospital B, wants to access some files that he/she has 
created in hospital A. Since there is a request for files to a remote domain, the 
authorization process works as follows: the authentication server issues a signed 
credential which will be also recognized by the corresponding module in hospital B; 
thus domain B’s authentication module is invoked, evaluating the provided by domain 
A’s SAML assertions, allowing a single sign-on procedure for all the participating 
domains in the coalition. Accordingly domain A’s PEP identifies the address of all the 
cooperating PDP’s and forwards the request to them. Each PDP maintains records of 
 

 

Fig. 3. Multi-domain access control enforcement 
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the role equivalences from other domains in its coalition registry; thus hospital’s B 
PDP will identify the doctor as one of the roles that should be authorized to access 
hospital B resources. The invocation also of the context handler integrated in the 
authentication module and using XACML’s context enabled role definition, allows 
easily authentication evaluating domain specific attributes for a role (such as the 
domain that the request originates from; for example we authenticate all users that 
originate from a specific domain like: medical.admin.gov). These attributes can be 
easily included in the generic XML-based role definition schema. The issued 
credential along with the request is directed to the domain’s PEP which upon 
receiving an access request, formulates a XACML compliant message indicating the 
requester, the object to be accessed and the permission under request and directs it to 
the PDP.  

From a technical perspective, there were several issues to consider: first, the need 
to provide a means to authenticate all users with a single sign-on mechanism; second, 
the necessity to provide a technique to allow efficiently a mechanism for policy 
interoperation; third, to provide a technique to reflect easily policy updates, while 
retaining the security features of the system.  

Communication between the different modules from the remote domains is achieved 
using Java’s Remote Method Invocation Model; the reason for selecting this is that it 
allows to reflect easily updates in both domains authentication-authorization models and 
to reflect also easily policy updates. Figure 3 gives an overview of the generic 
architecture of the distributed access control framework. The authenticating module 
functions in a way that was presented in the beginning of the current section. The 
authorization framework implemented for our experimental federated environment 
which consisted of 3 subnets, functions as follows: Each PDP (one for each domain) 
through the developed for our evaluation purposes prototype interface provides the 
ability to edit and modify policies. The PEP provides through the interface the ability to 
formulate requests, and then constructs an appropriate message in XACML format. 
Through an RMI call the PEP identifies the PDPs of the cooperating domains and 
directs an XACML message. Accordingly the message is parsed by the parsing module 
and the original request is identified from the message’s payload. Then the policy is 
loaded from the policy repository and finally the request is evaluated against the 
available policies. Finally a response message is sent to the PEP which enforces the 
decision. For the overall system, the potential impact on the PEP’s performance is small 
since there is absence of a centralized PEP; on the contrary, the PEP is implemented in a 
distributed manner. We have implemented an experimental topology comprising of 
three different domains with different role hierarchies. Each domain comprises of a 
different sub-network each one with its own PEP and PDP; these independent modules 
communicate using Java RMI. For our evaluation scenario we have directed several 
concurrent requests from each domain towards the other, measuring the capability of 
our prototype to correctly evaluate those different access requests.  

5   Conclusions 

In this paper we presented a distributed authorization framework that supports 
federated autonomous environments. Among its more distinctive features are: (i) its 
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distributed nature that allows maintenance of autonomy of participating domains; (ii) 
credential management using single authentication procedures by means of SAML 
assertions (iii) incorporation of context-related parameters in role specification 
schemas that effortlessly allow for context-based authentication and authorization. 
Moreover we can distinguish its scalability support due to the low complexity of the 
role mapping mechanism; we presented its salient features that support 
interoperability, since it utilizes XML-based technologies for role specification and 
role mapping codification. The fact that the coalition registry is also implemented in a 
distributed manner facilitates its deployment as it demands fewer resources and 
avoids the existence of a single point of failure as in the case of deploying it in a 
centralized manner.  

We have presented a prototype implementation as part of an ongoing research 
work; throughout the paper we have presented a generic software architecture using 
UML notation as well as an operation scenario explaining in detail the role of each 
module. So far we have tested our prototype using an experimental setting of three 
different domains and the initial findings are promising. Our framework provides the 
possibility to apply access controls at application level, providing platform and 
operating system independency. 

Our architecture supports the satisfaction of the requirements recorded in section 3 
by: a) providing access to data for users in the federated domain using the presented 
architecture which applies the policy rules for each domain, while it facilitates 
autonomy maintenance for all the participating domains; b) by not restricting the 
number of domains that join or leave the federation since maintenance of coalition 
related information adds only a small amount of information overhead to the coalition 
registry; c) there is absence of centralized management. Each domain may cooperate 
with each other without intermediate management.  

One of the main limitations of our approach is the fact that policy mappings have 
to be agreed by means of bilateral service level agreements between domain 
administrators; such a limitation though may not always be restrictive, since it is the 
case for most federated frameworks [10] such as e-Government alliances, or e-
healthcare coalitions, to regulate under a common framework; moreover, the legal 
implications of an inappropriate access to sensitive personal data make automated 
coalition formation a risky process.  In addition, it has been proved that the problem 
of automated negotiation for more than two policies is intractable [5]. In cases also 
that there is no direct equivalency in between the different role hierarchies, it is easy 
to create a new role on one of the hierarchies so as to provide support for a remote 
domain to access only specific shared resources. In addition the complexity of the 
approach is by far less than that of creating a global policy out of the component 
policies of the individual domains and requires less time to integrate a new role 
equivalency in the coalition registry.  

The technical challenges that had to be overcome by the proposed approach are 
manifold: the architecture of the platform allows ease integration of a large number of 
domains, supporting thus scalability to a high extent; in addition the policy mappings 
have been implemented using a low cost technique by both means of technical 
feasibility and information overhead, something that makes it possible to integrate the 
platform over wireless infrastructures that lack hardware resources.  
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Our future work focuses on providing an automated framework to facilitate 
conflict resolution for the participating domains and on testing the validity of our 
framework by extensive experimentation for a large number of domains.  
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Abstract. Whilst device authentication must be considered as a cardinal security 
issue, complementary and of equal importance to user authentication, in today’s 
wireless networks, only a few papers address it patchily. This paper identifies and 
analyses possible major solutions towards solving the device authentication 
problem. We discuss key issues and future challenges that characterize each 
solution examining its pros and cons. We also offer a short qualitative 
comparative analysis for the device authentication schemes in question, 
examining its applicability for both infrastructure and ad-hoc deployments. 

Keywords: Device authentication, 802.1X, TCG, Wireless security. 

1   Introduction and Problem Statement 

Today, networks face many security risks, whether wired or wireless. One of the most 
common is unauthorized network access by an unknown device that connects to a 
network. From the one hand, wired devices like routers and switches are considered to 
be “locked-in-the-rack” and therefore under the supervision of an administrator. In 
contrast, one of the most important problems in today’s deployment of infrastructure 
IEEE 802.11 wireless LANs, Mobile Ad-hoc Networks (MANET) and Wireless 
Sensor Networks (WSN) is that of the rogue device problem. In many installations, 
anything plugged in is given access to the network. Devices can almost immediately 
begin broadcasting data and reading information, regardless of what they are or come 
from. These systems can be difficult to scan, patch, or control. Furthermore, an 
unauthorized device is difficult to identify, locate and repel, when on the move, in an 
emergency situation. For instance, this refers to the situation in which an insider 
connects an unauthorized IEEE 802.11 device, say an Access Point (AP), to the 
corporate LAN, thus creating a security hole in the company network. Whether this 
sort of attack is most common to infrastructure IEEE 802.11 networks, similar 
problems may easily arise to MANETs, WSNs and even Radio Frequency 
Identification (RFID) tags where a rogue or even a compromised or cloned device can 
be fatal for the overall network trustworthiness. For instance, at present, most RFID 
devices promiscuously broadcast their static identifier with no explicit authentication 
procedure. This gives the opportunity to attackers to passively scan identifying data 
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performing a skimming attack. Additionally, skimmed data may be used to fabricate 
cloned tags, thus giving more opportunities to attackers. In a swapping attack, for 
example, the adversary fabricates cloned tags, seals them inside a decoy container and 
quickly swaps the fake container with the original. Having the ability to clone a tag 
and prepare the decoy in advance, the adversary is able to carry out the physical swap 
very quickly. Furthermore, it is well known that erratic behaviours in sensors 
networks seeking physical access to sensor devices are difficult to be repelled due to 
the anonymous and (semi)uncontrolled terrain in most cases. At best, physical access 
to a certain sensor enables the aggressor to obtain sensor’s secret keys. According to 
[1] a competent attacker equipped with a laptop is able to retrieve sensor keys in less 
than a minute given that he/she has physical access to it. Once these keys are 
compromised the attacker has access to the communications of the whole network. 

In all cases, the heart of the problem is the lack of any mutual device-to-device 
authentication procedure or mechanism when a certain device attempts to join the 
network. Also, there are many cases where an identified device may not be allowed 
on the network; for example, if it was reported as stolen, the metadata in the device 
identity or policy store would indicate that it should not be allowed. Device 
authentication mechanisms enable an organization to manage both users and devices, 
thus it is considered as a second layer of authentication, ensuring that only specific 
authorized devices operated by authorized users can access the organization’s 
network. Separately, neither one can have access. This means that even in case 
passwords, credentials or tokens are stolen or compromised, the network will still be 
well protected as long as the authorized device is not employed. It also assures that 
private data stored across network resources are never exposed because unauthorized 
devices cannot access the network, even when operated by an authorized person. 
Moreover, in case of infrastructure devices (e.g. Access Points, switches, etc) and 
other hardware that is not operated directly by humans, (like sensors) device 
authentication can guarantee to a great deal that a device is genuine and has not been 
somehow compromised. Therefore, device authentication effectively enforces 
network access control policies in a proactive manner, that is, before they connect to 
the network. 

Currently, the most usual practice to protect against unauthorized access is to 
perform device identification by maintaining a list of MAC addresses that are allowed 
to access the network. However, today, this solution is considered ineffective as the 
majority of end-user devices allow the user to configure its MAC address at will. As a 
result, an insider can modify the MAC address of his rogue AP to match an existing 
authorized device and connect to the network without detection. In this paper we 
survey all major potential solutions and trends to the device authentication issue and 
examine its pros and cons. Each option is further analyzed and compared with the 
others based on some indicative qualitative criteria giving a comprehensive view 
about its applicability and robustness in terms of security. The remainder of the paper 
is structured as follows: the next section identifies and analyses possible solutions to 
the device authentication problem so far. Section 3 gives a qualitative analysis for the 
device authentication schemes in question. Finally, Section 4 offers some concluding 
thoughts and future directions of this work. 
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2   Identification of Possible Solutions 

2.1   The IEEE 802.1X Framework 

With the advent of the IEEE 802.11i specification [2] the 802.1X [3] framework 
provides various Extensible Authentication Protocol (EAP)-based and certificate-
oriented mechanisms that can be employed both for user as well as for device 
authentication. Towards this direction every device must afford a device certificate 
bound to it to be able to prove its identity prior acquiring an IP address and joining the 
network. The uniqueness of each network device can be determined by a combination 
of its hardware and software characteristics. For example, hardware parameters may 
be the device’s serial number, hard disk or other components serial codes and 
manufacturer identities, MAC address, processor type, memory capacity, etc, while as 
software parameters may use a hash of some driver codes, start/end memory address 
of software portions stored in ROM and other similar attributes. A careful choice of 
this kind of characteristics is enough to uniquely identify each network device even 
those of the same model and type. Note however that these attributes must be static in 
the long run as they comprise the identity of each particular device. 

Once a collection of such parameters has been decided, e.g. by the network 
operator, a hash of the concatenated sequence (charact_1|| charac_2 ||…|| charact_n) is 
calculated to serve as the mid or long-term identity of the device. As a result, a device 
certificate must bind a combination, say a hash of various physical properties of the 
device (MAC address, serial number, driver versions, etc), to a private key in the form 
of a X.509 certificate. After that, device-to-device authentication can be effectively 
exercised utilizing EAP methods (EAP-TLS, EAP-TTLS, PEAP, etc), before any user 
authentication takes place. It is stressed that the private key of the device must be 
stored securely in the device in the form of a tamper resistant memory, therefore not 
accessible by human users or applications. By this scheme, the authentication server 
can utilize the same identity certificate that is always used when being authenticated 
by other network nodes.  

However, at least for IEEE 802.11 infrastructure mode, 802.1X-based device 
authentication mandates several modifications concerning the current communication 
procedures between the AP and the authentication (usually RADIUS) server. 
Specifically, all APs must act as supplicants when booting-up (before acquiring an IP 
address) to be able to be authenticated as devices to the corresponding RADIUS 
server. Moreover, all network devices, including APs, must support e.g. EAP-TLS 
protocol functionality to support certificate based authentication at the data link layer. 
In addition, a well-defined and scalable (re)keying mechanism between the AP and 
the authentication server to encrypt the traffic between them must be somehow 
automated and not rely on administrators to configure it manually. This is especially 
true for remote network devices. Currently however, no standard automated session 
key derivation procedure between an AP and the authentication server exists. 
Furthermore, to thwart clever attackers any solution applied must support periodic re-
authentication at regular intervals, thus ensuring session freshness. Additionally, 
periodic session validation may presume the derivation of a session key between the 
involved devices during initial device authentication phase. After that, it is not 
possible to substitute a legitimate device, since the rogue one does not know the 
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current session parameters, including the key. Apart from all previously discussed 
issues the 802.1X approach: (a) cannot straightforwardly be accommodated to ad-hoc 
network configurations as it requires infrastructure mode, (b) mandates some sort of 
Public Key Infrastructure (PKI) and some rather sophisticated and maybe costly 
hardware and software components to be implemented, (c) in most cases requires 
expensive public key operations and protocols, that lightweight mobile devices is 
difficult to afford. Therefore, it is only appropriate for medium to large organizations 
rather than for Small Office/Home Office (SOHO) environments, MANETs, or 
WSNs. Concluding this subsection, we can say that 802.1X-oriented device 
authentication, if refined and standardized sometime in the future, can provide a 
promising avenue towards solving the device authentication problem. 

2.2   The IEEE 802.16 Case 

When Device authentication through corresponding device (manufacturer) certificates 
is already part of the IEEE 802.16 standard, namely the Privacy Key Management 
(PKM) protocol [4]. The PKM RSA authentication protocol employs X.509 digital 
certificates and the RSA public key encryption algorithm that binds public RSA 
encryption keys to MAC addresses of MSs. Under this context, a Base Station (BS) 
authenticates a client Mobile Station (MS) during the initial authorization exchange. 
Each MS must incorporate a unique X.509 digital certificate issued by the MS’s 
manufacturer. The digital certificate among other contains the MS’s Public Key and 
serial number and the MS’s MAC address. When requesting an Authorization Key 
(AK), an MS presents its X.509 certificate to the BS. Upon reception, the BS verifies 
the MS’s certificate, and then uses the public key that it contains to encrypt an AK, 
which then sends back to the corresponding MS. Under this scheme MAC spoofing 
attacks can be effectively repelled considering that only the legitimate MS device has 
the matching private key to decrypt AK and join the network. Briefly, the 
specification mandates that all MSs using RSA authentication shall have factory-
installed RSA private/public key pairs or provide an internal algorithm to generate 
such key pairs dynamically. All MSs with factory-installed RSA key pairs shall also 
have factory-installed X.509 certificates. All MSs that rely on internal algorithms to 
generate an RSA key pair must offer a mechanism for installing a manufacturer-
issued X.509 certificate after key generation. For mutual authentication each BS is 
also equipped with a digital certificate that binds its hardware characteristics with the 
corresponding public key as described in [4]. 

Note that the newest PKM version 2 protocol specification [4] supports 
802.1X/EAP authentication too. This is of course a movement towards providing a 
unified 802.11/802.16 authentication framework, but in our case device authentication 
services to heterogeneous 802.11/802.16 contexts may also be applied as discussed 
earlier in the previous subsection. Generally, the PKM’s authentication protocol 
establishes a shared secret (AK) between the MS and the BS. The shared secret is 
then used to secure subsequent PKM exchanges of temporary keys. PKM also 
supports periodic re-authentication / re-authorization and key refresh. Although, the 
802.16 approach is effective as far as the device authentication problem is concerned, 
it suffers from the same problems discussed in Section 2.1. 
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2.3   The Trusted Computing Solution 

A different hardware oriented solution towards solving the device authentication 
problem has been examined in the means of trusted computing. Considering this 
option a number of hardware and software manufacturers have cooperated forming 
the non-profit Trusted Computing Group (TCG). The main aim of TCG is to develop 
trusted platforms by utilizing Trusted Platform Module (TPM) chips and novel 
hardware architectures. The TPM chip [5], also referred to as the “Fritz chip”, is 
responsible for a number of basic functions including integrity measurement, integrity 
storage and integrity reporting of all critical events occurring in the trusted platform. 
This chip can be either embedded in a smartcard or dongle soldered onto the 
motherboard or will be integrated in the main processor. The latter approach offers 
better security because the data is not transferred on motherboard buses between the 
TPM and the CPU. Very recently [6], TCG formed the Mobile Phone Work Group 
focusing on the adoption of TCG concepts for mobile devices. This work group will 
enhance TCG as needed to address specific features of mobile devices like their 
connectivity and limited capability. 

The specification defined by the TCG [7] states that Trusted Platforms (TPs) are 
computing platforms that add to themselves the property of trust. In other words, they 
provide proper mechanisms to verify, in a secure way, that the data yielded by them is 
not tampered with. When a manipulation is performed, a security discrepancy is 
detected and reported to the user who will decide whether or not to trust the data 
provided by the TPs. More specifically, on booting up, the TPM takes over inspecting 
the integrity of boot ROM, then loading and executing it, and finally, verifying the 
overall system’s state. It then verifies the first portion of the operating system, loads 
and executes it, and again attests the system’s state. This procedure repeats several 
times for all protected software modules which in the end are loaded and become 
available to the system upon booting up. Moreover, the TCG-enabled system 
preserves and maintains a list of approved hardware and software components. For 
each of them, the system must confirm whether it is approved and not revoked and 
whether it is digitally signed in case of software. Meanwhile, e.g. in case that some 
components have been upgraded and therefore the system’s configuration has 
changed, it must go online to be recertified. In this context, trusted computing can 
contribute a great deal to the vision of the “self authenticated, self protecting 
network” where every wireless or wired network entity that contains a TPM is self 
and cross authenticated before entering the network. As a result, rogue components 
either hardware or software can be repelled from joining the network. Nevertheless, 
currently the level of security provided by TPM modules highly depends on the 
details of design and implementation, which are not clear yet for almost all trusted 
computing manufacturers. Moreover, the TCG specifications has to cover some 
distance until it reaches a mature state and proved to be secure and trustworthy 
enough (not simply trusted) in the long run [8,9,12]. 

2.4   Other Approaches 

In this subsection we shall briefly survey other research works dealing diametrically 
or partly with device authentication. 
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In NIST report 7206 [10] the authors employ smart cards to support user and 
mobile devices authentication. They state that smart card authentication is perhaps the 
best-known example of a proof by possession mechanism when compared to other 
more traditional categories of authentication, including proof by knowledge (e.g. 
passwords) and proof by property (e.g. fingerprints). Towards this direction the report 
provides an overview of two novel types of smart card that use standard interfaces 
supported by most handheld devices. Without doubt, when used for user 
authentication, smart cards can improve the security of a device and provide 
additional security services too. Device authentication can also be seconded 
considering that it is generally more difficult to operate a rogue (compromised or 
stolen legitimate) device without the proper smart card. On the other hand, cloning an 
existing device and its matching smart card is not exactly an easy task for the attacker 
to accomplish. On the contrary though, standard size smart cards are generally not 
suitable for handheld devices due to the relatively large size of the card, the need for a 
proper card reader, and the difficulty and cumbersomeness of embedding a reader to 
the device. Putting aside these obstacles, by e.g. utilizing interfaces found today in 
most smart card readers (as in the aforementioned report), smart card authentication 
may prove very profitable. Some difficulties remain however including the increased 
acquisition and administrative cost for the users and the organizations themselves and 
the fact that this solution is not suitable for small wireless devices like sensors  
and RFIDs. 

In another work [11] that partly deals with device authentication the authors 
examine location-based access control mechanisms. They propose a new protocol for 
location verification, called the Echo protocol and they prove its security. Location 
verification enables location-based access control. This means that a person carrying a 
specific device can be granted access to particular resources only if his/her location 
has been confirmed by employing a corresponding protocol. Naturally, when this 
approach is combined with physical security e.g. who’s entering the building, then 
location verification can be used to allow wireless access to all those inside. It is true 
that location-based access control has several pros. Among others, it is natural for 
various applications. While one simple security policy might permit wireless access 
of only the printers installed in the office you are in, on the other hand might force 
that a wireless device must cease operating if it is detected operating outside the 
company building or being moved to another room. By this means, stolen, 
compromised or rogue devices not operated in certain premises, where they are 
supposed to operate according to the current policy, will be proved useless to 
malevolent individuals. Though, while location-based access control in human terms 
is straightforward, e.g. turning on the TV set in a particular room needs to have a 
physical presence in the room, achieving the same kind of guarantee with wireless 
networks, is not so easy. Location-based access control policies on networks and 
information resources by extension, requires a method to perform location 
verification, where an entity’s location is securely verified to meet certain criteria: e.g. 
being inside a particular room. In practice, while this approach may be effective if 
implemented properly (guarantee in-region verification for a high rate of legitimate 
location claims), requires significant administrative costs in terms of configuring and 
maintaining proper and strict policies for every network entity involved. On the top of 
that, as with 802.1X, location-based access control adapts better with infrastructure 
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wireless networks having some sort of administrative authority to define policies 
rather than ad-hoc pervasive mode and nomadic computing. 

A different approach that examines the feasibility of identifying wireless nodes in a 
network by measuring distinctive electromagnetic characteristics or “signatures” of 
Wireless Local Area Network (WLAN) cards is presented in [13,14]. There the 
authors focus and perform preliminary experiments with IEEE 802.11 compatible 
cards but their conclusions can be applicable to other wireless technologies as well. 
Their idea originates from the remark that the physical layer of 802.11 wireless 
communications cannot effectively protect the identities of the communication 
endpoints. Specifically, any electromagnetic signal transmitted over the air can be 
passively or actively monitored, captured and analyzed at will by any properly 
equipped adversary located within the wireless device’s transmission range. This 
physical layer “vulnerability” is also under investigation by several researchers in the 
context of the so called template attacks. Therefore, users’ anonymity and privacy can 
be in danger if their device can be uniquely identified, through the measurement of 
distinctive radio-frequency electrical characteristics or electromagnetic signatures that 
it emits. The attacker’s aim in this case is to correctly relate a received 
electromagnetic emission with a specific transmitter (device). At frequencies, such as 
2.4 GHz or 5.2 GHz, used in 802.11 networks even minor component variations in a 
transmitting circuit may result to a significant effect on the emitted signal. Given that 
we are able to detect and record distinctive electromagnetic signatures, a wireless 
device and its user can not only be monitored, but when combined with visual 
identification, can also be identified. Due to these qualities, devices’ electromagnetic 
emissions are worth being further investigated in the context of effective device 
identification / authentication. Rogue, compromised and even cloned devices can be 
differentiated from the legitimate ones through their electromagnetic signature that 
they emit. However, this must be proven so, not only in sporadic experiments, but 
also in large scale, where many types and access technologies of wireless devices are 
employed. On the other hand, device authentication based on this scheme may be 
practical in corporate networks - by constructing beforehand a database of all 
authorized devices’ electromagnetic signatures (metadata describing the asset) and 
putting it in a corresponding authentication server - but seems rather unpractical for 
ad-hoc deployments.  

The last one but lightweight category of solutions has been proposed in [15] and 
redefined later in under a three party (proxy assisted) setting1. The authors analyze a 
particular human-to-computer authentication protocol designed by Hopper and Blum 
(HB), and demonstrate by using RFID tags that it is practical for authenticating low-
cost pervasive devices as well. The outcome of their work is a new symmetric 
authentication protocol, namely HB+ that is appropriate to securely identify and 
authenticate wireless devices with limited power and processing capabilities. The 
motivation here is that low-end RFID tags and other similar pervasive devices share 
many limitations with human beings. For instance, just like people, RFID tags can 
neither remember long passwords nor keep long calculations in their working 
memory. In this context, well-studied human authentication and identification 

                                                           
1 We selected these works among others in the literature [17] as the most representative for 

low-end, low-cost wireless devices. 
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protocols utilized for proving human's identity to a machine, can also be applied in 
low-cost wireless devices. It is true that securing low-end wireless devices is a 
challenging issue because of their limited resources and small physical form. Towards 
this direction the HB+ and other analogous protocols [17] can contribute to the 
problem of secure device authentication. Nevertheless, while theoretically the HB+ 
protocol is secure against both passive and active aggressors and should be realizable 
for implementation in current RFID tags, a number of open questions remain before 
the HB+ can see practical realization [15]. Moreover, do not neglect that HB+ and 
alike protocols proposed both for RFIDs and sensors devices lean against symmetric 
secrets stored inside the device, which in turn can be entirely revealed through active 
or physical attacks, such as electron microscope probing as discussed in [16]. 

3   Discussion 

Currently, there exist several software-based ways to safeguard mobile devices 
Virtual Private Networks (VPNs), firewalls, upper layer data encryption software, 
device management solutions, to name just a few. These types of solutions typically 
protect the data and or operating systems of the devices from attacks, but cannot 
guarantee the integrity and authenticity of the hardware platform on which they are 
running. For example, while SIM or UICC are employed in the wireless cellular 
networks to authenticate users, they cannot ensure the computing platform on the 
mobile equipment is trustworthy too. Also, many applications of cryptographic 
identification protocols are vulnerable against adversaries who perform real time 
active attacks. For instance, when identifying a physical device like a wireless AP, 
common identification schemes can be by-passed by faithfully relaying all messages 
between the communicating participants. This attack is well known in the literature as 
mafia fraud. Furthermore, this sort of solutions does not contribute much in protecting 
the unique identity of a handheld device such as a mobile phone. When intercepted, 
these identities can be further utilised to install rogue network components in absence 
of effective access control mechanisms. However, device authentication is a hard 
problem to deal with, as it involves some sort of bootstrapping trust between the 
access control mechanism and the stranger device or between several stranger devices 
in ad-hoc mode. This becomes even more complicated considering (a) the 
heterogeneity of the wireless access technologies that currently exist and (b) the 
diversity of network providers reflected in their security policies. In the previous 
section we investigated several device authentication schemes and discussed its pros 
and cons. Generally, schemes based on symmetric cryptography have obvious 
performance advantages over public-key cryptography; they fit much better to low-
end wireless devices and ad-hoc modes, but usually suffer from complex key 
management. They also mandate some sort of trust in the entire network as a device 
moves from one wireless domain to another. Admittedly, schemes based on public-
key technology offer less computation for more communication rounds, but are still 
too costly to be practical for at least non-infrastructure wireless networks that involve 
low-power computing devices. 
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Table 1. Device authentication schemes comparison (Mod.=Moderate, P=Partly, NA=Not 
Applicable, S=Symmetric, A= Asymmetric, Inf.=Infrastructure) 

Scheme 
Description 

Inf. 
/Ad-Hoc 

S/A
key 

Effectiveness/
Robustness 

Scal-
ability 

Prac- 
ticability 

Heterog. 
Env. 

IEEE 802.1X Inf. A High High Mod. Partly 
IEEE 802.16 Inf. A High High Mod. Partly 
Trusted Comp. Mainly Inf. Both High High Mod. Mostly 
Smart Cards Mainly Inf. Both High Mod. Fair Partly 
Location-based 
Access Control 

Mainly Inf. NA Mod. Mod. Mod. Partly 

Electromagnetic
Signatures 

Mainly Inf. NA Mod. Mod. Mod. Partly 

HB+ and other
similar protocols 

Both S Mod. Fair High Partly 

Table 1 depicts an aggregate comparative view of all the anticipated schemes 
considering six basic criteria: (a) supports infrastructure and/or ad-hoc deployments, 
that is, centralized and/or distributed, (b) requires symmetric or/and asymmetric key 
technology, (c) effectiveness and robustness in terms of security, (d) scalability, (e) 
practicability to implement, (f) supports heterogeneity in terms of access technologies 
and trust relations between network providers. As a general remark it seems that the 
trade-offs between security robustness and lightness in terms of processing power and 
accompanying infrastructures and between ad-hoc and infrastructure modes are not 
easy to fulfil. More specifically, the trusted computing approach and the 802.1X 
authentication framework seem to be the most promising solutions towards solving 
the device authentication problem. On the downside, these options are rather 
impractical for nomadic users and ad-hoc deployments, due to the PKI and 
Authorization, Authentication, Accounting (AAA) entities that they mandate and the 
associated cost that goes with them. The IEEE 802.16 solution although based on 
802.1X principles is more or less custom-tailored to Wi-Max networks. All the other 
approaches are very interesting still, they have to prove their effectiveness in terms of 
security robustness, scalability, key administration and ease of materialisation. In our 
opinion one global universal solution is at present difficult to form. It is better to 
orientate ourselves in choosing one of the aforementioned schemes, according to our 
particular needs and interest or alternatively develop a custom-made hybrid solution. 

4   Conclusions and Future Work 

In this work we define device authentication (or identification) as the entity 
authentication in which the objective is to identify and further authenticate a physical 
device possibly at a specific location. In this paper a constructive analysis of the current 
potential solutions and trends to the device authentication issue have been given. Each 
scheme was briefly presented and some comments including implementation problems 
and research challenges have been provided. Finally, a comparison of the schemes was 
conducted based on several criteria. As a statement of direction, we are currently 
working on expanding this work by proposing a new optimized hybrid device 
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authentication method, which exploits the advantages of the presented mechanisms, 
while at the same time minimizes the drawbacks pointed out throughout this paper. 
Another important issue worthy of investigation is how to preserve privacy, that is, 
logically disassociate the user from the device that they operate; in other words how to 
correctly identify a device without disclosing user’s private information, thus  
preserving anonymity, context privacy, location identity, etc. 
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Abstract. While logging events is becoming increasingly common in
computing, in communication and in collaborative environments, log sys-
tems need to satisfy increasingly challenging (if not conflicting) require-
ments. In this paper we propose a high-level framework for modeling log
systems, and reasoning about them. This framework allows one to give a
high-level representation of a log system and to check whether it satisfies
given audit and privacy properties which in turn can be expressed in
standard logic. In particular, the framework can be used for comparing
and assessing log systems. We validate our proposal by formalizing a
number of standard log properties and by using it to review a number of
existing systems. Despite the growing pervasiveness of log systems, we
believe this is the first framework of this sort.

1 Introduction

In the past few years we have witnessed a struggle between two competing forces:
privacy protection and fight against cyber-crime. Privacy protection has called
for new regulations [15,5], new technological solutions [2,4] and re-thinking of
business interactions [8]. On the other hand, efforts in countering cyber-crime,
have led to increasingly invasive laws [13] and new auditing techniques [24,3,1].

Such clash is most evident in the realm of auditing in general, and in the
regulations on how logs should be taken, maintained and deleted in particular.
A folklore pun well describes the problem as follows: if logs mention private in-
formation they are forbidden and if they do not - they are useless. For instance,
an important privacy requirement for log systems is the compliance with the
maximal retention period (the time after which a company has to delete user’s
data) which in some cases must be determined on a need basis [2,4,12] (e.g. ser-
vice providers have to delete logged data when they do not need it any longer to
offer their services). On the other hand, logs have to be kept for audit purpose or
for computer forensics. This problem goes beyond privacy in databases: Internet
Service Providers (ISPs) have similar regulations [10,27]. A recent amendment
to EU Directive N 2002/58/EC [13] requires service providers (i.e. ISPs, e-mail
services, communication providers) to store their logs for not less than 6 months
to help law enforcement agencies. Consequently, sensitive information about a
user may be in the system after the user’s own account has been deleted.
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We notice that even though logs are ubiquitous in computing and telecommu-
nication security and there is a significant amount of work on analyzing logs1, we
find relatively few papers on design and analysis of log systems [28,22,14] and on
what security properties a log system may or should exhibit [17]. This is some-
how striking in comparison with the large body of work on security properties
for e.g. security protocols or security models for access control.

In this paper we define a formal framework for modeling and analyzing log
systems, which allows one to provide a high level specification of a log system,
thereby allowing her to check whether it has the expected properties (e.g., if it
meets given privacy or audit requirements). in particular, our framework can be
used to compare different log systems with each other.

To validate our proposal, we include a survey of the requirements that are
applicable to log systems, and we show how to represent them formally. In addi-
tion, we have considered a number of log systems taken from the literature and
we show how they compare to each other when modeled in our framework.

2 Log Requirements

First we need to specify some notation: here we talk about (real world) events
and call trace a sequence of events. In turn, a trace may be logged in a log;
by recovering a trace we indicate the action of associating to a given log the
trace(s) of events that could have generated it. To be useful, logs often have to
meet various requirements. Here we list the most common of them (collected
from various papers in the literature: ISO17799 [16], CC [17], [6]); later, we will
be able to give a precise formalization of these properties.

– Completeness : All events in a trace of events can be recovered from its log.
– Partial Completeness: All events in a trace of events matching a given prop-

erty (relevant events) can be recovered from its log.
– Past Independence: In a trace, older events have no influence on the log and

recovery of newer events.
– Future Independence: In a trace, newer events have no influence on the log

entries of older events, nor on their recovery.
– Context Independence: The conjunction of past and future independence.
– Chaining: Valid logs become invalid if an intermediate record is altered.
– Exactness : The recovery of a log of a trace is unambiguous: given a log there

is a unique trace of events which could have generated it.

These notions allowone to characterize the precision and completeness of the audit.
Events in a trace usually have attributes (e.g. date, user name, address); the

following properties concern whether a given log system allows or not to recover
a certain attributes. This is particularly important for privacy protection.

– Complete Anonymity (w.r.t. attribute A): The recovery of an event does not
give any information on the value of its attribute A.

1 See the RAID conference series, for example.
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– Ambiguity (w.r.t. attribute A): The recovery of an event does not allow one
to establish the value of its attribute A.

– Linkability (w.r.t. attribute A): It is possible to determine whether two re-
covered events had the same value for attribute A (notice that the system
could still be ambiguous w.r.t. A).

– Positive/Negative Monotonicity: Newer events do not introduce/reduce ano-
nymity in older events.

These notions allow one to characterize the extent to which a log system protects
private information. Linkability is common because it allows precise auditing
even if some information is hidden.

An example of a log system which is not past independent is e.g. the log system
in Linux, which records a user’s name together with the assigned pseudonym2.
An example of a system which does not satisfy future independence is one in
which log entries are destroyed after a given retention time. Such system is
not complete either. Positive monotonicity is important when we do not want to
lose information we logged. Negative monotonicity is important from the privacy
perspective.

3 A Formal Model of Logs

To introduce our framework we give the definition of the world model, which is
the environment where logging takes place. Here and in the sequel, given a set
X we denote by 2X its powerset and by X∗ the set of sequences of elements
from X .

Definition 1. A World Model is a tuple 〈E, T, AD, {AFi}i∈I〉; where: E is a
set of real world events; T ⊆ 2E∗

is a set of valid traces; AD is a general
attribute domain which includes all possible dimensions (e.g. strings, real, data,
etc.); {AFi}i∈I is a set of attribute functions, which given a sequence of events
return the corresponding sequence of attribute values: E∗ �→ (2AD)∗ (e.g. user(),
date()).

Now we can define a log system which records events from the world model.

Definition 2. Let WM=〈E, T, AD, {AFi}i∈I〉 be a world model, then a Log Sys-
tem for WM is a tuple 〈R, L, Log(), Rec()〉; where: R is a set of records; L ⊆ 2R∗

is a set of valid logs in the system. Log: E∗ �→ R∗ is a function mapping a trace
of events into the corresponding log. Rec: R∗ �→ 2E∗

is the function which given
a log returns the corresponding set of traces (of events).

In other words, the recovery function Rec() maps a log into the set of traces
of events that could have originated the log. Considering that some information
might be lost during the logging process (e.g., in the case of anonymous systems),
it can well be the case that the Rec(l) contains more than one trace. We denote
events by e and records by r. A trace is represented by t = 〈e1, e2...en〉. Similarly,
a log is denoted by l = 〈r1, r2...rn〉. In the sequel, x ◦ x′ means that sequence x′

is appended to (after) sequence x preserving elements order.
2 In Linux pseudonyms are used for convenience, and not to preserve users’ privacy.
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Example. Let us describe a log system using pseudonyms (as in [18]). Consider
a hospital-based database containing medical and personal data of patients. The
hospital keeps track of all accesses to the database both to prevent data link-
age (privacy) and for accountability purposes. To define the World Model, we
introduce the following domains: Time is a set of positive integer values which
denote time; Operator is a set of users (represented by strings) who have access
to patient data; Patient is a set of all possible patients of the hospital (repre-
sented by strings); Status is the set: {successful, failed} used to denote whether
an action was carried out successfully or not. The general attribute-domain is
AD=Time

⋃
Operator

⋃
Patient

⋃
Status. Finally, attribute functions are de-

fined and named according to the domains above AF={Time(), Operator(),
Patient(), Status(), Data()}. In the world model, there are six types of events
(here, τ ∈ T ime; o ∈ Operator; p ∈ Patient; s ∈ Status ):

E={ login(τ ,o,s) (Operator) o logged-in at time τ ;
logoff(τ ,o,s) o logged-off at time τ ;
add(τ ,o,p,s) o added the record of p to the system at time τ ;
read(τ ,o,p,s) o read the record of p at time τ ;
update(τ ,o,p,s) o updated the record of p at time τ ;
delete(τ ,o,p,s) o deleted p from the system at time τ}

Having defined the set of possible events, a valid trace is any ordered (in time) se-
quence of such events. T = {t ∈ E∗| if ∀ei ∈ t ∧ ∀ej ∈ t . i < j =⇒ T ime(ei) <
Time(ej)}. We can now move on to the definition of the log system. Let us
first define some additional domains: Patient id is a set of all possible iden-
tifiers (strings) of all patients; Record id is a set of integers which unambigu-
ously point to a log record. Note that the Patient domain from the world
model differs from Patient id, as the real names of patients are substituted
with pseudonyms. We underline the identifier to refer to the pseudonym, so
p is the pseudonym of patient p. We also underline the records to distinguish
between records and events. The log system has four types of records (here:
j ∈ Record id; τ ∈ T ime; o ∈ Operator; p ∈ Patient id; s ∈ Status;):

R={ add(j,τ ,o,p,s) o added the record of p to the system at time τ ;
read(j,τ ,o,p,s) o read record of p at time τ ;
update(j,τ ,o,p,s) o changed record of p at time τ ;
delete(j,τ ,o,p,s) o deleted p from the system at time τ }

Record identifiers (j ) are assigned incrementally. We can now define the Log()
function:

Log(t) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

add(j, τ, o, p, s) ◦ Log(t′) if t = e ◦ t′ and e = add(τ, o, p, s);
read(j, τ, o, p, s) ◦ Log(t′) if t = e ◦ t′ and e = read(τ, o, p, s);
update(j, τ, o, p, s) ◦ Log(t′) if t = e ◦ t′ and e = update(τ, o, p, s);
delete(j, τ, o, p, s) ◦ Log(t′) if t = e ◦ t′ and e = delete(τ, o, p, s);
Log(t′) if t = e ◦ t′ and none of the above applies;
ε otherwise.
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The mapping between a patient and his pseudonym is done with a special binding
table to which access is restricted. We assume that login and logoff events are
not logged. For the recovery function, let M be the set of bijective mappings
Patient id �→ Patient; given m ∈ M we define Rm as follows:

Rm(l ◦ add(j, τ, o, p, s)) = Rm(l) ◦ add(j, τ, o, m(p), s)
Rm(l ◦ read(j, τ, o, p, s)) = Rm(l) ◦ read(j, τ, o, m(p), s)
Rm(l ◦ update(j, τ, o, p, s)) = Rm(l) ◦ update(j, τ, o, m(p), s)
Rm(l ◦ delete(j, τ, o, p, s)) = Rm(l) ◦ delete(j, τ, o, m(p), s)

(where Rm(ε) = ε); the recovery function is: Rec(l) = {t| t = Rm(l) for some m ∈
M}.

Notice that the recovery function maps a log into a set of traces. Consider
the following list of events: Login(8:58 21/10/2006,3 ,Edward Green,successful)
Add(10:30 21/10/2006,Edward Green,Mackle Daniels,successful) Login(12:00
21/10/2006,Suzi Wallach,successful) Changed(12:21 21/10/2006,Suzi Wallach,
Paul Anderson,failed) Changed(12:22 21/10/2006,Suzi Wallach,Mackle Daniels,
successful) Then the corresponding log is:

Record ID Cause Time Operator Patient Status
1 Add 10:30 21/10/2006 Edward Green 102 successful
2 Update 12:21 21/10/2006 Suzi Wallach 101 failed
3 Update 12:22 21/10/2006 Suzi Wallach 102 successful

As one can see the log file itself (without knowledge of the bijection mapping)
does not disclose any information about the patients of the hospital other than
the fact that records 1 and 3 concern the same patient. If an operator who has no
access to the private data tries to recover the log he obtains six possible traces:
one for each pseudonym-user assignment.

4 Properties

The formal log system allows us to give a precise definition of the informal prop-
erties stated in Section 2, providing us with a basis for assessing and comparing
different log systems.

Having a formal definition of these properties is very important to make them
precise, which is a less trivial task than it may seem at first. If one argues that
a log system where i) everything is logged but ii) old records are deleted is
complete then we need to change both the informal and the formal definitions.
Let WM=〈E, T, AD, {AFi}i∈I〉 be a world model, and 〈R, L, Log(), Rec()〉 be a
log system for WM:

3 Time is stored as an integer value, but for the sake of simplicity it is represented as
usual.
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Definition 3 (Properties)

– Trace Completeness: ∀t ∈ T t ∈ Rec(Log(t)).
– Partial Trace Completeness (w.r.t. a property P . Here we simply indicate by

P (t) the subsequence of t consisting of all and only events satisfying property
P ). ∀t ∈ T . P (t) ∈ Rec(Log(t)).

– Future Independence: ∀t, t′ ∈ T . t′ ∈ Rec(Log(t)) ⇐⇒ ∀t1 ∈ T ∃t′1 ∈
T . t′ ◦ t′1 ∈ Rec(Log(t ◦ t1))

– Past Independence: ∀t, t′ ∈ T . t′ ∈ Rec(Log(t)) ⇐⇒ ∀t1 ∈ T ∃t′1 ∈ T . t′1 ◦
t′ ∈ Rec(Log(t1 ◦ t)).

– Context Independence: conjunction of future and past independence.
– Chaining: l ◦ 〈r〉 ◦ l′ ∈ L =⇒ ∀r′ �= r l ◦ 〈r′〉 ◦ l′ �∈ L.
– Exactness: ∀t ∈ T {t} = Rec(Log(t))

To express most privacy-related properties we need to be able to make the
correspondence between single events and single log entries. In particular, if e is
an event in a trace t and t′ ∈ Rec(Log(t)) we have to be able to tell which event
in t′ corresponds to the original e. We denote this event by t′ ↓ e. In most cases,
the correspondence function ↓ is realized quite simply by assigning consecutive
numbers to events and log entries.

Definition 4 (Privacy Properties). Let AF be an attribute function.

– Complete Anonymity (w.r.t. AF ): ∀t ∈ T ∀t′ ∈ Rec(Log(t)) ∀e1, e2 ∈
t′, AF (e1) = AF (e2).

– Ambiguity (w.r.t. AF ): ∀t ∈ T ∀e ∈ t |AF (Rec(Log(t)) ↓ e)| > 1.
– Linkability (w.r.t. AF ): ∀t ∈ T ∀ei, ej ∈ t . AF (Rec(Log(t)) ↓ ei) =

AF (Rec(Log(t)) ↓ ej) ⇐⇒ AF (ei) = AF (ej)
– Positive Monotonicity (w.r.t. AF ): ∀t, t′ ∈ T ∀e ∈ t AF (Rec(Log(t)) ↓ e) ⊆

AF (Rec(Log(t ◦ t′)) ↓ e)
– Negative Monotonicity (w.r.t. AF ): ∀t, t′ ∈ T ∀e ∈ t AF (Rec(Log(t)) ↓ e) ⊇

AF (Rec(Log(t ◦ t′)) ↓ e)

We have now the formal machinery to relate some of these properties to each
other and these relations are shown in Figure 1 (see [11] for the proof).

Example. Consider again the system shown in the Section 3. The system is
not complete since exist events (e.g., t′=Login(t,o,s)) that are not logged corre-
sponding logs; it is partially complete w.r.t. the property P which is true for all
events except for login and logoff. The system in our example is context inde-
pendent because the recovery of a record does not depend on other records; it is
not chained since changes in the log are not noticeable by the system since by
definition of L any sequence of records from R is valid; it is not exact because
pseudonyms are mapped back (by the recovery function) to any person belonging
to the set of patients; for the same reason, it is completely anonymous. Notice
however that the system is still linkable: it allows us to see if two events pertain
to the same patient (though the presence of the pseudonym does not allow to
see which patient it is) as every user has only one identifier and visa versa. It is
monotonic since it is context independent.
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exact

complete

anonymous

ambiguous monotonic

future ind .

context ind .

Theorem 1
1. Every exact system is complete.
2. Every ambiguous system is not exact.
3. Every exact system is context indepen-

dent.
4. Every exact system is (positively and

negatively) monotonic.
5. Every future independent system is (pos-

itively and negatively) monotonic.
6. Every complete and anonymous system

is ambiguous.

Fig. 1. Relationships among properties

Other examples. We now use the properties just defined to assess and compare
some existing logging systems.

Pseudonyms based systems [18,19,20]. These systems use pseudonyms to
hide user identities to regular log users while allowing special authorized parties
(who have access to the pseudonymization function) carry out precise auditing,
The basic idea is to substitute private information with an arbitrary string (the
pseudonym). The correspondence between pseudonyms and user identifiers is
stored in some binding database with restricted access (here we should mention
that even the use of pseudonyms does not guarantee complete protection from
the use of statistical methods to reconstruct the behavior of user [9,20]).

Linux logs. Sometimes pseudonyms are used for convenience rather than for
privacy reasons. The Linux log system is an example of such pseudonymiza-
tion ante-literam: here, user identities are partially hidden using group and user
identifiers which can be considered as pseudonyms (e.g. user ”grayyoga” has
pseudonym 1001:100). The binding between user and her pseudonym is stored
in the /etc/passwd file. All kernel audit information contains no references to the
username but only to the user id4. On the other hand, when a new user is added
in the system his identity and pseudonym are stored in a log file. This means
that even if access to the /etc/passwd file is denied it is possible to recover a
user identity by consulting the log file.

Buschkes-Kesdogan system [7]. Buschkes and Kesdogan proposes a log sys-
tem which uses group pseudonyms (e.g. for access right management). Before
logging into a server a user receives from a Trusted Third Party (TTP) a cre-
dential containing a Group Reference Pseudonym (GRP). When she connects
to the server, she reveals her credential and the server authenticates the user
as a member of a group according to the GRP. The main peculiarity of the log
system is that a pseudonym id corresponds to a set of user identifiers.

4 See http://www.die.net/doc/linux/man/man8/auditctl.8.html
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IDA system [25]. The IDA log system uses pseudonyms as well, but instead of
substituting the private information with a pseudonym encrypts data. The main
advantage is that for re-identification of logs no binding database is required:
only the decryption key is needed for full recovery.

Waters et al. [28]. Our last example is to the system of Waters et al., where
log entries are encrypted as a whole. This solution eliminates the need to store
the correspondence between users and their pseudonyms. The disadvantage of
this approach is that – in general – searching in encrypted logs is difficult. To
overcome this problem the system stores a separate list of keywords for each log
entry encrypted with a unique key. This allows the system to carry out limited
search actions while offering good data protection. The authors also use a hash
function to preserve the order and integrity of the log.

We can now compare these systems along our classification.
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Linux logs – – –
√ √

– –
Lundin–Johnnson [18]

√ √ √ √ √
– –

Buschkes–Kesdogan [7]
√

–
√ √

– – –
IDA [25]

√ √ √ √ √
– –

Waters et al. [28]
√ √ √ √

– –
√

5 Related Works and Conclusion

There are a few works focusing on audit log properties. Billable and Yee in [6]
introduce forward integrity property and propose a system enforcing it. The
well-known Common Criteria security standard [17] reports some requirements
which we have referred to as properties. The audit requirements specify what
should be stored in the logs and how to use the logs collected.

Most log formalizations have beendeveloped formonitoring purposes [23,21,26].
Roger and Goubauld-Larrecq [23] investigate linear time logic for log auditing and
propose another logic consisting of Wolper-style linear-time formulae which make
auditing more efficient. Spanoudakis et al. [26] propose a formal description of com-
pliance checking for web-service based systems. Mansouri-Samani and Sloman [21]
presentGEM(generalized eventmonitoring language)which is used formonitoring
networks and distributed systems. B. Waters et al. [28] provide a formal description
of a searchable temper-resistant log model.
5 Note, that all these systems except [7] become exact if the operator has access to

the inverse mapping from pseudonyms to user names. Also note, that in contrast to
the system shown in our example, the system in [18] is complete.
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In this paper we propose an abstract framework for formalizing and reasoning
about log systems. Our framework allows one to model a concrete log system
and to check whether it satisfies certain properties; in particular it allows one to
check whether the system meets various requirements such as the one we have
collected from the literature [6,17,25,7].

The practical motivation for realizing this framework is given by the need
compare and assess precisely different log systems against the properties they
have to satisfy, which in our system can be expressed in a precise way using
a simple logic formalism. To validate our framework, we have encoded in it a
number of different systems ([18,7,25,28]). To the best of our knowledge, this is
the first framework of this kind.
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Abstract. This paper investigates the effect of new technologies and new 
systems on data protection and privacy. It attempts to give an overview of the 
major issues resulting form the introduction of new systems, mainly those based 
on RFID and ubiquitous/pervasive computing technology and discusses the 
consequences of increased efficiency and improved security in relation to 
privacy protection. Most of the legally-oriented analysis carried out in this 
paper is primarily grounded in the current European data and privacy protection 
legislation. 

1   Privacy Protection in a Changing World 

Privacy protection has not been exempted from recent developments in which 
increasing organized crime and the fear of terrorism have led to a substantial push 
towards more, tighter and better surveillance. It is difficult to argue that an 
individual’s right to privacy protection has to be respected when at the same time this 
protection of privacy is abused by criminals to harm the public. At the same time 
when terrorism and organized crime are starting to force governments all over the 
world to cut back on all sorts of freedoms, the pressure on the economy to 
continuously improve efficiency to remain competitive and to turn out innovative 
products is also mounting.  

It is therefore predictable that in the name of safety, security and competitiveness 
new technology will quickly be introduced, some of it probably without having 
properly reflected the consequences for privacy. From smart phones to smart homes 
and smart production, the effort to increase efficiency and comfort comes at a price: 
the growing volumes of person-related data being collected. While the nightmarish 
Orwellian scenarios described in several books ring an alarm with the public, it is 



156 G. Quirchmayr and C.C. Wills  

smart technology invading every corner of life that goes virtually unnoticed. Nice 
gadgets added to mobile phones and PDA’s have been accepted and the applications 
coming with the new devices have quickly been embraced by users. Location based 
services, the first widely spreading form of context aware services, are highly helpful, 
while at the same time revealing a lot of information about the mostly unaware user. 
Questions such as “Which information about a certain location is the user interested 
in?” and “What are the typical movements of users at a certain time of day?” will be 
easy to answer once the user is forced to be online permanently. As long as the 
paradigm remains that the user is logging on to a system via a device and not a system 
logging on to a device operated by the user, the control is at least with the user. 
Ubiquitous / pervasive computing is beginning to change this in a drastic way. 
Questions such as “Which level of control should the user have in the future?” and 
“Which level of privacy should the user be granted?” are already starting to dominate 
the privacy protection discussion.  

As comfortable as it is to walk into an area covered by a system and automatically 
be recognized and provided with the full spectrum of services, this comfort comes at a 
very high price. These services only work if the system has sufficient information 
about a user meaning that the more a system “knows” about a person the better it can 
tailor the service offered to the user. However, it should still be up to the user to 
decide which information a system should be allowed to hold and not the system 
operators who make this decision. With selling products or services being the focus of 
this operation it is of course in the best interest of business to move as far as possible 
towards complete customer profiles and push technology. How wrong this approach 
can go ubiquitously can be felt by the pervasiveness of spam. The nuisance that has so 
far been limited to electronic mail now is starting to spread to other devices with SMS 
spam being the second wave users are suffering from. In a world where technology is 
pervasive, i.e. computers can be found as part of almost everything we use, this flood 
of information will continue to increase and might, if not controlled, render certain 
technology useless. The developers of IT solutions also have to be increasingly 
careful not to lose the trust of consumers. Smart phone technology and RFID, both 
technologies which may substantially contribute to the desperately needed turnaround 
of the telecommunications and IT industries, are already perceived as invaders of 
privacy, facing users and providers of the technology with how to retain consumer 
trust and prevent the consumer from switching over to competitors products because 
of the justified or non-justified feeling to be spied on [rfidjournal March 12, 2003], 
[boycottbenetton 2003]. 

It is therefore in the interest of consumers, users and technology providers to start 
an open discussion in order to create an environment of trust in which technology will 
again be viewed as helping friend instead of the surveillance and “enemy of the state” 
image it has acquired over the past view years. Data and privacy protection legislation 
can play a decisive role in achieving this goal. 

2   Selected New Systems and Technologies 

Some of the new systems and technologies beginning to be used in either defense and 
law enforcement environments or in commercial contexts are bound to cause a 
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controversy from a privacy perspective. As necessary as the introduction of this 
technology may be, the way in which it was handled has in several cases provoked the 
outcry of privacy advocates. The technologies under scrutiny from privacy groups 
today are primarily databases and information systems operated by law enforcement 
and other governmental agencies for the prevention and investigation of serious 
crime, location-based and other context aware services aimed at users of mobile 
equipment, customer cards and the RFID. It was initially not so much the technology 
itself that provoked the adverse reactions, but the envisaged and in some cases already 
practiced uncritical and uncontrolled use of person-related information collected 
through the application of this technology has already given some of the technology a 
very bad name. An envisaged data exchange that has initially been aimed at 
increasing the security of airline passengers has for example sparked a completely 
unnecessary conflict between the US and the European Union, finally resulting in the 
European Parliament taking the EU Commission to court over an alleged breach of 
data protection legislation (cf. background information on [EPIC 2004], [EU-US 
2003]). Privacy advocates all over the European Union and safety fears in the US 
have contributed their share in escalating the situation and damaging the relationship. 
RFID has led to similarly strong emotional reactions which the discussions 
accompanying the planned use of the technology by companies in California 
[rfidjournal March 1, 2004] and by the clothing industry in Europe [boycottbenetton 
2003] frequently being quoted as reference points for the growing fear of consumers.  

The recent European proposal to store basic data about phone calls for a length of 
up to three years in case this information should be needed for the investigation and 
prosecution of serious crime, has immediately resulted in very critical reactions from 
privacy advocates in Europe. In this context the ability of telecommunications 
operators to collect an increasing amount of customer-related information which is 
generated from location-based services and from payments made via the mobile 
phones becomes problematic. There is no doubt that in the cases of serious organized 
crime and terrorism it would be very beneficial to have all this information, but the 
question arises who else than law enforcement officers might be given access to this 
customer history once the data has been collected. It is this basic uneasiness among 
customers which has led to very useful services, such as “mobile friend finders” not 
being greeted with the level of acceptance expected by service providers [Datenschutz 
versus Bequemlichkeit 2004]. 

The ongoing reports and discussions linked to identity theft as well as the recent 
legislative efforts made by governments around the world indicate the level of threat 
being perceived when it comes to “electronic identities”. Thousands of customer 
records have not only being stolen or lost from the sites of e-commerce operators, but 
have also disappeared without trace from such highly regarded institutions as leading 
banks. These cases have initiated a level of loss of trust that has very rarely been seen 
with any major technology in the past. Identity theft has for example reached a level 
at which even the US Federal Trade Commission has decided to become active [FTC 
2005], [ABA 2005].  

It is obvious that the more complete and comprehensive a customer or citizen 
profile is, the more dangerous its theft becomes. In this atmosphere of fear of identity 
theft, abuse of information and increasing surveillance a hostile reaction towards 
technology is inevitable.  
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3   Efficiency and Better Security vs. Privacy 

The underlying assumption of this section of the paper is that the drive towards 
introducing new technology primarily stems from the desire to improve the security 
and safety of the public and to increase the efficiency of a wide range of operations in 
order to cut costs. While the growing amount of technology use by law enforcement 
and other agencies can be viewed as a temporary development that will last as long as 
the dangers persist, there is no such corrective in sight for steadily increasing use of 
technology in a commercial context. With users and consumers demanding an ever 
increasing level of service and quality, supply chains being under growing pressure to 
perform more cost-efficiently and the competition not hesitating to introduce 
available cost cutting measures, including technology, the only alternative companies 
are left with is to embark on technology that gives them a competitive edge. As 
problematic as this ever stronger dependence on IT systems is, it seems to be the only 
alternative to completely losing whole industry sectors to countries that do not care 
too much about social and environmental standards. It is therefore natural that 
governments back the use of innovative technology by local industry. Better customer 
services and in general services that are better suited for the customer have led to the 
introduction of substantial information technology on the customer service side. 
Loyalty programs and the IT infrastructure behind them are only part of the new 
environment in which companies are trying to continuously collect and mine data 
about customers. Technology aimed at collecting data of all sorts is gradually being 
sneaked into products and services, the best example being all sorts of personalized 
and location based services for smart phones.   

The growing number of arising data security and privacy concerns do however 
slow the potential market growth. Consumers worrying about the safety of their 
Internet banking accounts, the security of their financial data, ongoing trading of their 
profiles and the potential abuse of collected data by government, have recently been 
very reluctant to accept new technology. The benefit of the technology for them is 
now carefully weighed against the potential risk it is associated with. Remote data 
collection and monitoring systems for vehicles are a major benefit when it comes to 
the prevention of theft and to the support of maintenance. They do on the other hand 
give a full movement profile of the owner of a monitored vehicle. As long as the 
prevention of abuse of this data cannot be guaranteed, consumers will be very 
reluctant to have this technology installed. The major problem is that in a situation in 
which potential abuse and lack of knowledge combine, the resulting confusion of the 
consumer can lead to a complete loss of trust. The best examples of such a 
development are the use of the Bluetooth technology in mobile phones and the use of 
RFID chips to tag consumer products (for an overview of ongoing debates cf. [Surden 
2005] and [SOLOVE 2005]). Handled carefully and properly, none of these 
technologies can do any harm, but an improperly configured Bluetooth connection 
can easily lead to the leakage of information from mobile devices. RFID tags can in 
theory communicate with their environment, but do need a reader in the close vicinity. 
That certain variations can be and in fact are already implanted in humans has 
certainly not helped to calm down the ongoing emotional debate [RFID Chips 
Implanted in Mexican Law-Enforcement Workers 2005]. Realistically viewing the 
technology, RFID tags can send information to nearby readers and Bluetooth 
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equipped devices can communicate with other such devices. In reality RFID tags will 
be used to replace the existing barcode giving the carrying product the ability to 
provide information stored on the tag. Unless deliberately stored on the tag, it will not 
contain any information about the user. In some situations such information can even 
be life saving, e.g. in the case of patients suffering from critical allergies. The danger 
is that such highly beneficial use might get blocked by the fear of potential abuse of 
information, e.g. by suppliers of medical products and services. 

In a work environment the increasing use of technology can lead to an increasing 
amount of surveillance. As long as this surveillance is carried out to assure the safety 
of employees and to enhance the quality of products and services, it is justified under 
the condition that it does not violate existing privacy legislation. The temptation to 
fully monitor a production line or a supply chain, including the continuous 
surveillance of involved humans is always there and might in some exceptional 
situations be justified, such as in today’s airport operations [Qantas baggage security 
2005]. Non-intrusiveness with respect to the production process and non-violation of 
privacy should be primary goals. Ubiquitous and pervasive computing technology 
offer the possibility for people to carry information about themselves with them and 
to communicate this information when entering or approaching a suitably equipped 
area, e.g. a production line. From a convenience as well as a security perspective it is 
a dream that once the employee enters a room, the equipment needed to perform a 
certain role automatically starts up and logs on the user. The obvious drawback is that 
every move of the user can now also be recorded, making it possible to carry out a 
detailed analysis of the user’s behavior patterns. This might in turn be beneficial for 
better adapting the surrounding equipment to the user’s needs, but it also is very easy 
to abuse such information. If this technology is combined with systems automatically 
logging on to mobile or wearable computers, the consequence could easily be an 
almost continuous surveillance. Such systems might be justifiable in dangerous work 
environments where this technology can substantially contribute to reducing the risk 
of accidents, but in an average office environment it will certainly provoke adverse 
reactions from employees. Privacy protection legislation will in most cases prevent 
the creation of such surveillance-oriented environments anyway, but previous 
scandals have shown that in the name of safety and security some companies could in 
the opinion of privacy advocates and the public easily go too far, as the use of simple 
video surveillance equipment has shown [Boston Magazine 2003].  

Countless previously documented attempts to use new technology to circumvent 
privacy legislation have however raised the level of suspicion among customers and 
employees.  

The major problem however is the rather careless use of technology whenever it 
becomes available. This has again been documented by the analysis of WLAN and 
Bluetooth connections all over Europe. Safe in theory and equipped with technology 
that can block out an intruder, the equipment usually comes with a standard 
configuration that is not aimed at security, but at the ease of use. Unaware users 
installing WLAN access points with standard configurations, turning on Bluetooth 
enabled mobile phones without checking the status of the Bluetooth connection all too 
often find themselves in a situation where they openly invite access to their devices 
and the connected networks without even realizing the potential dangers they create. 
In spite of legal regulations (cf. [§ 14 Austrian DSG 2000]) requesting that all 
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necessary and financially justifiable measures be taken to keep person-related data 
safe, unaware users continue to ignore even the elementary basics of data and privacy 
protection. 

Movement tracking, combined with increasingly complete consumer behavior 
profiles, gives companies the possibility to deliver the right product or service at the 
right time in the right place. As is well known, the position of mobile equipment, 
typically a mobile phone, being identified by either GPS or location services 
implemented through provider base stations, can today be quite exactly. Future 
systems will allow the calculation of a position within some centimeters. The core 
legal question is to which extent this data can be used by applications. The push 
towards storing more and more information over longer periods to have it available in 
case it is needed for business evaluations or for the future prosecution and prevention 
of crime, is in direct contradiction to the aim of privacy protection to have only the 
minimal amount of data stored and to grant access only for predefined applications. 
The second problem is that the more data we collect about a person, the more 
sensitive this data becomes, because the increasing amount of available data allow to 
construct an increasingly complete profile.  

The scale and potential implications of identity theft scandals have reached a 
frightening dimension, which one of the most recent scandals amply documents: “The 
numbers and the names associated with approximately 1.4 million credit and debit 
cards used at 108 of our stores primarily during a 90 day period between mid-
November 2004 and mid-February 2005 were stolen from DSW ... In addition, 
checking account information was stolen for around 96,000 checks used to make 
purchases at these same stores. This included the bank account numbers located on 
checks that were provided to DSW (the "Magnetic Ink Character Recognition" or 
"MICR" numbers) and the drivers' license numbers provided when paying by check.” 
[DSW 2005]. Especially when cases like these emerge, the appropriateness of data 
protection measures taken by companies handling such large amounts of sensitive 
financial data needs to be investigated. For a recent example of work on privacy ands 
risk perception frameworks in the context of RFID see [Thiesse 2007]. 

The results of several war drives carried out in past years in major cities, showing 
that a vast number of networks even today still remain completely unprotected, 
indicates the size of the problem. The current situation can be attributed to a mixture 
of missing awareness and negligence, both on the system administrator and on the end 
user side. PIN codes being written on the back of ATM and credit cards in spite of all 
warnings, completely unprotected WLAN’s, and PIN codes on mobile phones being 
turned off show that many users are at least as careless as some of the worst 
companies operating the IT systems. Intruders therefore see “phishing” and similar 
attacks, the intrusion in unprotected or only weakly protected systems and different 
forms of identity theft as an easy way to commit crime. With the possibility of 
organized crime getting involved as well, commercial IT infrastructures might soon 
become so vulnerable that they become unusable for business purposes. Legal 
frameworks, as well developed as they might be, will therefore have to be 
complemented with the necessary technological defenses and an according legal 
obligation to implement them. This legislation partially already exists on a European 
scale (see Article 17 of [EUDPG 1995]). 
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4   Can Existing Legal Frameworks Cope? 

Existing legal frameworks can in some parts of the world cope very well with 
challenges to privacy. The European Data Protection Directive [EUDPG 1995], which 
has been in effect since the 1990’s has widely been viewed as one of the landmark 
agreements in privacy protection. As one of the core underlying assumptions of 
modern privacy protection is that it covers all forms of automated and non-automated 
processing of data, the change of technology cannot result in the successful 
circumvention of privacy protection legislation. Debates such as the one on RFID tags 
in California in 2004 [RFID California 2004] occurring inside the European Union 
would therefore see European privacy advocates being able to argue on the basis of an 
already existing and comparatively comprehensive legislation. The major remaining 
problem from a privacy perspective would be the use of the technology under one of 
the exemptions regulated in Article 13 or the Directive [EUDPG 1995]. 

Article 13 

1.  Member States may adopt legislative measures to restrict the scope of the 
obligations and rights provided for in Articles 6 (1), 10, 11 (1), 12 and 21 when 
such a restriction constitutes a necessary measure to safeguard: 
(a) national security; 
(b) defence; 
(c) public security; 
(d) the prevention, investigation, detection and prosecution of criminal offences, 

or of breaches of ethics for regulated professions; 
(e) an important economic or financial interest of a Member State or of the 

European Union, including monetary, budgetary and taxation matters; 
(f) a monitoring, inspection or regulatory function connected, even occasionally, 

with the exercise of official authority in cases referred to in (c), (d) and (e); 
(g) the protection of the data subject or of the rights and freedoms of others. 

2.  Subject to adequate legal safeguards, in particular that the data are not used for 
taking measures or decisions regarding any particular individual, Member States 
may, where there is clearly no risk of breaching the privacy of the data subject, 
restrict by a legislative measure the rights provided for in Article 12 when data are 
processed solely for purposes of scientific research or are kept in personal form for 
a period which does not exceed the period necessary for the sole purpose of 
creating statistics. 

These exemptions, when closely looked at, are very similar with the exemptions 
regulated in many other countries, including the US. That is why some of the highly 
emotional discussions around the exchange of passenger data in the interest of 
aviation security could have been approached in a more constructive way from the 
beginning, as discussed in the first section of this paper. One of the major benefits of 
the existence of the Directive is that all major changes affecting the level of protection 
of privacy have to be discussed in the light of this Directive. In case the suggested 
change is not covered by one the exemptions in Article 13, a change to the Directive 
has to be proposed, which in turn will almost automatically lead to a public debate 



162 G. Quirchmayr and C.C. Wills  

about the envisaged measure. It is then up to the democratically elected 
representatives to vote on the suggested change. In an extreme case the initiated 
debate might even lead to an EU-wide referendum. 

Nationally introduced legislation can at this stage, at least inside the European 
Union, in principle cope with newly introduced technology, such as RFID tags. The 
trickiest issue is the use of new technology in the workplace. It is on one hand 
essential in order to continuously increase the competitiveness of a company, but does 
on the other hand occasionally lead to experiments that result in outcomes which 
cannot be implemented due to a possible violation of existing legislation. Ubiquitous / 
pervasive computing, the tagging of equipment and in an extreme case of humans, has 
also launched a widespread discussion among data protection activists in Europe, 
because the growing amount of data collected about individuals increases the 
possibility of abuse by criminals getting hold of the data. Mechanisms for securing 
data are therefore dominating the European discussion. More and more single points 
of attack created by infrastructure designers increase the level of risk and the potential 
damage that can be done by an intruder. At the same time the virtually uncontrollable 
number of mobile equipment on which sometimes highly sensitive data is stored, 
leads to growing vulnerability. Inside the European Union it is therefore not so much 
the legislative side which makes data protection advocates worry, it is more the 
careless use of technology and in several cases unfortunately the outright 
incompetence of systems administrators and users that are viewed as major threats. 

The really alarming problem associated with the new technology is its use in 
cooperation with companies located outside the European Union. Unless covered by 
international treaties and agreements, such as the Safe Harbor Agreement between the 
US and the EU [Safe Harbor Website 2005], problems will doubtlessly occur as soon as 
any person-related data is exported outside the EU. This may, if not properly taken care 
of, become a serious obstacle to free trade, especially whenever customer-related 
information is to be stored in information systems located outside the European Union. 

The fundamental guidelines set out in the European Data Protection Directive are, 
where necessary, complemented by other European legislation on specialized areas, 
such as digital signatures, telecommunications, electronic commerce. Privacy 
legislation is also backed by European Human Rights legislation which has over the 
years been embedded in the constitutions of Member States of the European Union.  

Privacy protection on a purely abstract level would still leave too many holes. That 
is why, in Article 17 of the relevant EU Directive [EUDPG 1995], the obligation of 
the technological level of protection to be achieved is so explicitly stated: 

Article 17 - Security of Processing 

1.  Member States shall provide that the controller must implement appropriate 
technical and organizational measures to protect personal data against accidental or 
unlawful destruction or accidental loss, alteration, unauthorized disclosure or 
access, in particular where the processing involves the transmission of data over a 
network, and against all other unlawful forms of processing. 

Having regard to the state of the art and the cost of their implementation, such 
measures shall ensure a level of security appropriate to the risks represented by the 
processing and the nature of the data to be protected. 
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National legislators in Member States of the European Union have in many cases 
directly or almost directly translated this regulation to implement it (see the example 
of [§ 14 Austrian DSG 2000]). If found guilty of not having taking the necessary 
technologically feasible and economically justifiable privacy protection measures, 
companies and organizations not only face penalties, but are also open to a series of 
potential law suits if victims of the privacy violation suffer any damages which are 
directly attributable to a successful intrusion. 

5   Conclusion 

While new technology, such as RFID and ubiquitous/pervasive computing, 
doubtlessly has a lot of potential benefits which industry and consumers are eager to 
see delivered, the question of how to assure privacy is looming over the new systems. 
Having a modern legal framework that is able to cope with the new technological 
developments will be essential for assuring continued economic growth. Adequate 
legislation also gives users of the technology and consumers the much needed safety 
net which ultimately makes a new technology trustworthy and therefore acceptable. 
The possibility of abuse by criminals will always be there with every new technology. 
That is why legislation has to be accompanied by two other safeguards, trustworthy 
safety and security mechanisms and organizational arrangements that can prevent the 
careless and improper use of the new technology. As experience especially in the field 
of information technology shows, it is only if all three areas are covered, that users 
and consumers will be prepared to widely accept the new technology. With advanced 
business strategies being highly dependent on information technology, this 
combination of safeguards becomes essential not only for the protection of privacy, 
but also for our economy to be able to successfully continue to develop. The 
avoidance of a worst case scenario, a public that aggressively rejects information 
technology as unsafe and insecure, therefore justifies substantial investment in the 
development of adequate legislation and in the technologically sound implementation 
of the fulfillment of requests made by this legislation. Information technology 
legislation and associated privacy protection technology come at a considerable cost, 
but not making this investment might lead to short term savings only to cause a very 
expensive catastrophe later. 
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Abstract. In a federated system, it is not uncommon for a user profile
registered to a particular system to contain enough attributes to request
services from that system. Other attributes may be missing from that
profile when services are requested from another system. The problem
is that currently, when a change in user attributes happens, it is very
difficult for the federation to incorporate the changes in order to resolve
the conflict of attributes and maintain the consistency of attributes of
users between different systems. Currently ready-for-deploy systems such
as Liberty Alliance, Microsoft Windows CardSpace (formerly InfoCard)
and Shibboleth do not address this issue efficiently. In general, consis-
tency issues of user attributes in federated system via a 2-dimentional
view: consistency between member systems (horizontal consistency) and
consistency between federation and local system (vertical consistency).
In this paper, we discuss the issue of horizontal consistency to achieve
better interoperability and fine-granularity for access control decisions
in a federated system by analysing the two approaches to achieve the
consistency of user attributes: attribute synchronisation and delegation.

Keywords: Access Control, Role Based Access Control, Identity Man-
agement, Federation, Federated System, Attribute Synchronisation,
Delegation.

1 Introduction

Modern enterprises are now pervaded by information systems. There are stronger
demands for industrial vendors to provide increasingly general-purpose solutions
that must be configurable so that they can be deployed in a wide range of solutions.
This leads to an increasing demand to federate existing systems to achieve certain
objectives, especially to address the complexity, flexibility and scalability which
the traditional distributed architectures are unable to cope with.

It is not uncommon that most enterprises are facing demands to integrate and
incorporate together the many different, possibly heterogeneous systems, which
have been independently designed and developed, to allow synchronised access so
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as to emulate one large unified system. At the same time, these data bases have
to be able to maintain local autonomy and be able to continue working as an
independent entity. This problem has introduced a new distributed architecture
known as federated systems [9,14].

In this context, federated identity management has recently emerged as a po-
tential solution for user management across the federation. The main motivation
of federated identity management is to provide a mechanism to enhance conve-
nience via a single sign on capability and user privacy as well as to decrease the
identity data-store overload via decentralisation. However, a non-trivial problem
has been identified, the problem of managing user profiles across a federated sys-
tem [15]. Every new addition to a federated system is subject to incorporating
a new user identity entity within the user database. It can be a costly and com-
plex approach for the creation, maintenance and termination of user identities.
Identity management across a federated system can result in over-burden tasks
that must span the entire federated system.

Due to the distributed and autonomous nature of the federation, consistency
between the federal and local and inter-domain environments has proved to be
one of the major issues for the research community to explore. Consistency of
access control in a federated system can be considered in a 2-dimentional view:
consistency between member systems (horizontal consistency) and consistency
between federation and local system (vertical consistency).

Ideally, access is only allowed when there is no conflict of policies and/or
attributes of users. Furthermore, user profiles registered to a particular domain
may contain enough attributes to request services from that domain but other
attributes may be needed from that profile when services are requested from
another domain.

The problem is that currently, when a change in user attribute happens, it can
be very difficult for the federation to incorporate the changes to resolve the con-
flict of attributes and maintain the consistency of attributes of users between the
different domains to make the access control decision. Currently ready-for-deploy
systems such as Liberty Alliance, Microsoft Windows CardSpace (formerly Info-
Card) and Shibboleth do not address this issue efficiently [4,7,16]. So it is difficult
to make an access control decision due to the lack of a mechanism to maintain
the consistency of user attributes across the federation.

This paper discusses the issue of horizontal consistency to achieve better inter-
operability and fine-granularity for access control decisions in a federated system
by analysing the two approaches to achieve the consistency in user attributes:
attribute synchronisation and delegation. In this paper, an attribute is defined
as any characteristic related to an identity such as location, organisation, role,
privileges, etc.

Section 2 briefly reviews federated identity management. The remainder of
this paper will concentrate on the substantial issue of maintaining consistency
of user attribute profile across federated system. Section 3 presents the study
about the impacts of consistency on access control decisions. Sections 4 and 5
provide an overview about the Federated Identity Profiling and the attribute
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synchronisation approach to maintain consistency. Section 6 shows how delega-
tion can be used as a better alternative to achieve the consistency in attributes
of the same user across federated domains in the federation. Section 7 concludes
the paper.

2 Federated Identity Management

In general, there are three types of identity management approaches: isolated,
centralised federated, and distributed federated identity management [15].

The isolated identity management model is the most conservative and prim-
itive of the three approaches. Each member system of the federation governs
absolute authority and its own security framework, identity management do-
main, as well as its own way of maintaining the identities and the attributes of
identities. Thus, this model is simple to implement and provides tight control
on users via its own security framework. However, this model puts a significant
burden on users as users have to manage multiple identities and so it degrades
user convenience.

In the centralised federated identity model, all members of the federation must
be in the circle of trust. There is only a single identity provider and manager
in this model. The single identity provider will be the sole authenticator which
has central authority over the identity management task. This approach provides
simple and easy access for users to service providers. This model also reduces the
management load but still be able to maintain a tight control over the security
framework and user identities. This approach is well suited for large organisations
under the umbrella of a single authority such as branches or members of a
multinational company or agencies of a government. The main problem of this
model is that the single identity manager can be a single point of failure.

The distributed federated identity management model provides a promising
solution for identity management [15,18]. In this model, a set of common agree-
ments, standards and technologies must be utilised to enable service providers
the ability to verify identities issued by other identity providers in the federa-
tion. Authentication, thus, becomes a distributed task as each member in the
federation will take part in the authentication process. This model increases the
flexibility and availability as well as overcoming the single point of failure issue
identified in the centralised federated identity management model. However, the
cross recognition issue (policies, risk profile or user attributes) make distributed
identity management a complex task. An example of distributed federated iden-
tity management is Liberty Alliance. Table 1 provides a comparison between the
three models.

Among these three models, the distributed federated identity management
model has the most potential with the high flexibility, usability and low man-
agement cost for user as identified in Table 1. That is, the distributed federated
identity management model meets the objectives noted in Section 1 concerning
complexity, flexibility and scalability. Therefore, the high flexibility and low user
cost are a substantial advantage over the other two models. The complexity issue
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Table 1. A comparison between 3 identity management models

Characteristic Isolated Model Centralised Model Distributed Models
Flexibility Low Medium High

Complexity Low due to the ease to Medium due to the High due to the high
implement as each service difficulty to achieve the trust requirements,

provider has its own common agreement technical and legal
security framework. between service providers. issues.

Usability High but only well suited High. Well suite for High as the ability, in
for users with small service providers under theory, to incorporate any
number of identities single managements. large number of service

otherwise the usability is providers.
low when then number of

service providers
increases.

Management Low due to the Medium High due to the
Cost for Service simplicity in management issues in

Provider architecture. cross-recognition of user
identity and attribute, risk

profile and security
policy as well as efforts

in maintaining
consistency but this

needs to be
counterbalanced that the
cost per user is actually

reduced across the
federated system.

Management High when user must Low as management task Low as management task
Cost for User manage a large number of is partially distributed. is totally distributed.

identities.

is manageable and as such it is not such a disadvantage in the whole scheme. The
rest of this paper will focus on the consistency issue on the distributed federated
identity management model.

3 Consistency and Access Control in Federated Systems

In a federated system, consistency of user attributes plays a very important role.
In some cases, the authorisation decision is made and derived by the combined
effort of both federation and local authority. Basically, there are two approaches
to derive final authorisation: top-down and bottom-up [18].

The top-down approach is designed for the authorisation at the local level.
The local authorisation decision is derived from the authorisation policy and
user attributes defined by the federation authority. After being authenticated at
the federation level, if a user initialises an access request to a member system’s
resource, this request will be passed to the local authority. This local authori-
sation decision is made based on the federation level identity of users and the
consistency of the federal and the local authorisation policies and user attributes.
In this approach, it is mandatory for the federation to ensure that if a user has



Consistency of User Attribute in Federated Systems 169

appropriate attributes (privileges, etc.) at the federation level, that user should
also have appropriate attributes at the local member system. Otherwise there
will be no federated activities allowed to be executed at member system level
(vertical inconsistencies). This approach is faced with a difficulty in matching a
local authorisation policy to a federal one and matching the attributes of a user
in local domain to the federal domain. This problem could be solved by building
information mapping mechanism between two types of policies and attributes
but it is still very complex and costly to deploy and maintain.

On the other hand, the bottom-up approach is designed for the authorisation
at the federation level. In this case, the federation level authorisation decision
is derived from the access control policy and user attributes defined by the lo-
cal member system authority. If the federation activity involves many member
systems, the final authorisation is a combination of all those local authorisation
policies. This approach contains a potential problem that if one member system
rejects the access request, the activity will be denied. In addition, any inconsis-
tencies (horizontal inconsistencies) between the member systems’ authorisation
policies will lead to the denial of the federation level access request. This ap-
proach also has problems in synchronising the changes in component systems’
authorisation policies.

As mention above, in either approach, there will be some problems in main-
taining the consistencies of user attributes when a change occurs. Several prop-
agation strategies could be applied [5,17,18]:

i. Changes should be applied immediately: This strategy provides full consis-
tency of access control policies for the whole federation and allows the change
to take effect immediately after the change happens. However, this strategy
increases the administrative cost for monitoring, maintaining and synchro-
nising all changes. More seriously, if the federation fails to synchronise the
changes, the access control process could be severely degraded.

ii. Changes should be applied periodically: This strategy allows for a period
of temporary inconsistency. This helps in saving administrative costs. How-
ever, this strategy does not have enough flexibility for high-demand access
and critical applications. This approach could be found in some commercial
applications today such as elevator access control, etc. as when a change in
access control happens; the user needs to allow a certain period of time for
the change to take effect. However, until the change is effective, a user will
not have access to the resource. Thus any delay in taking account of the
changes can cause a follow on effect of denying rightful access to the system.

iii. Changes should be applied at the access time: This strategy also allows
temporary inconsistency. However, this strategy overcomes the disadvantage
of the approach above as when the system receives a request from a user, the
system will check for the change and if applicable, the new change will take
effect at the time of access request. This strategy provides high flexibility
and fine-grained synchronisation ability while still being able to maintain
the lost administrative costs.
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iv. Changes should be applied on demand (only upon request): This strategy
also allows temporary inconsistency. However, this strategy allows the change
to take effect only when the authority, who could be owner or administrator,
explicitly states so. This strategy puts substantial power on the authority
and somehow, looses the necessary flexibility and the mandatory autonomy
nature.

After such changes, when a user requests access permissions on a certain resource,
it is important for the federation to recognise the updates, verify the consistency
of user attributes and effectively granting the necessary permissions. All the
cases above show a strong demand for a mechanism to maintain the consistency
of user attributes across the federation.

4 Federated Identity Profiling and Attribute Consistency

Under the umbrella of a federated system, user attributes can be defined at its
home system and theoretically, can be recognised by other members in the fed-
eration. However, with current approaches, in order to allow attribute exchange
to happen, the exchange process may be required to follow common representa-
tion syntax which is not always feasible. Benantar (2005) [3] has clearly pointed
out that the lack of a common set of attributes and a common interpretation
of attributes is an impediment for making access control decisions in federated
systems. Figure 1 presents a high level concept of federated identity profiling.

Fig. 1. A high-level concept of federated identity and attribute synchronisation issue

Overall, there are three solution approaches for this problem namely: local
profiling, distributed profiling, and third party profiling [3].

In local profiling, a user is registered with its home system and so the profile
attributes of user are totally under the control of and maintained by the local
system. All other member systems will not have knowledge about such attributes
until the attributes are exchanged under the trust relationship defined by the
federation. This approach is well suited for federated systems with a common
attribute representation and interpretation in which the attribute data is well
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defined and understood by all members of the federation. However, this is also a
drawback as it is difficult to achieve such common agreements and the cost for
maintaining the agreement can be high.

In distributed profiling, a user can initially register with its home system.
Then if necessary, this user can further expand and acquire a new profile with a
different system. As mentioned above, one of the reasons for having additional
registrations is the need for new attributes that are specific to a particular sys-
tem. By doing this, the attribute profile of a user is distributed across multiple
member system of the federation. However, this poses a risk in which the def-
inition of the same attribute may be duplicated and thus synchronisation may
become an issue. In the context of federated system, this scheme offers the advan-
tage of scalability and flexibility and somewhat leads to separation of concerns
when it comes to managing user attributes among systems. Thus this approach
is suitable for large and disparate federated systems.

Unlike the previous two approaches, in third party profiling, a designated
third party within the established federation is responsible for the management
of users’ attribute profile. So member systems are effectively removed from this
task. The third party may distinguish among profile information that is common
to all or to a subset of the member systems as well as those that are pertinent to
specific ones [3]. This approach offers the advantage of having to manage trust
establishment with the third party only. However, to some extent, this approach
utilise a kind of central point of authority which can turn to the single point of
failure. Moreover, scalability can also be an issue as race condition, which can
lead to dead-lock, can happen when member systems may contend over the single
third party for retrieval and update profile information. The replication of the
third party may be needed to address such a problem. When that happens, the
replicas are required to be kept synchronised. Attribute synchronisation problem
will be limited to the confines of the single third party where attribute profile
information of a specific system may be duplicated for two or more target systems
[3]. Table 2 provides a comparative overview about three approaches in some key
characteristics.

Based upon the above Table 2, the profiling method selected will depend upon
the situation at hand and thus should be selected on a case by case basis.

5 Attribute Synchronisation and Consistency Issue

Currently, attribute synchronisation can be done via meta-directories [4] and
affiliate networks [3,11].

The meta-directory approach federates multiple systems by exposing the user
identity to a higher level while retaining its relationship to various participating
systems in which the identity is known [3,4]. The relationships of the global identity
to the corresponding local level identities are formed by the links binding meta-
directory information to the directories of the member systems. So, in this ap-
proach, common user attributes are maintained by the meta-directory. Updating
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Table 2. Some characteristics of the 3 profiling approaches

Characteristic Local Profiling Distributing Profiling Third-party Profiling
Flexibility Low due to the need of High due to the ability to Low due to the central

a common and well expand and incorporate role of the third party.
defined profile by all new profile.

member systems.

Complexity Low. Simple to manage High but difficult to Low. Simple to manage
with low trust manage with high trust due to the central role of
requirements. requirements. Profile may the third party. Low trust

be duplicated. requirements (only need
to trust the third party).

No duplicated profile.

Scalability Low. Scalability is not High but again high High as any addition of
a matter here as each scalability comes at a new member system to
member system in the price of maintaining the federation is not a

federation maintains their attribute consistency. simple matter (third
own profile information party control the profile).
and does not need to

worry about the others.

Feasibility Low due to the low High but comes at a High due to the
interoperability. price of maintaining substantial cost of

attribute consistency. maintaining attribute
consistency.

these attributes is centrally undertaken and synchronisation is performed auto-
maticallywhich enables seamless sharing andmaintenance of identity information.

Affiliate networks provides a tightly coupled structure by directly mapping an
identity defined in one system onto a corresponding identity in another system
[3,11]. Updating user identity information requires updating all involved systems.
It is important to note that mapping an identity is not simply about associat-
ing names from one system to another. The mapping applies to the attributes
associated with an identity. Updating such attributes in one directory requires
the consistency of user attributes to be maintained across multiple directories.
Figure 3 depicts the 3-way identity mapping problem presented by the affiliate
networks architecture.

Fig. 2. Joining multiple systems via a meta-directory
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Fig. 3. Joining 3 systems via affiliate networks and its mapping problem

Themeta-directory approachprovides a low-cost and simplemanagementmech-
anism. Due to the implementation of the central meta-directory, this approach is
suitable for systems under a single authority. However, the key drawback of this ap-
proach is that it is not scalable enough to accommodate a potentially large number
of identity domains as the management cost for maintaining large attribute profile
storagewill be toohigh. In contrast, the affiliatenetwork ismorecomplexandcomes
at a higher management cost. The main difference between this mapping approach
and that enabled by meta-directories is that here the mapping is achieved without
actually having to create an additional join in directory. So the affiliate network ap-
proach has better flexibility and scalability over meta-directories. Mapping users
across all directories, however, creates management complexities associated with
the n-wise problem, in which the number of mappings grows exponentially as the
number of nodes increases [3]. Hence, the flexibility and scalability of the affiliate
network make it a better solution than the meta-directory approach.

6 Delegation for Consistency

Preliminaries. Delegation is a mechanism of assigning attributes to a user
which can be categorised in two forms: administrative delegation and user dele-
gation [8]. In administrative delegation, the administrator such as security officer,
with or without the delegating attributes, will conduct the delegating operations.
In contrast, user delegation is conducted by user and such delegation requires the
user possesses the delegating attributes. User delegation is believed short-lived
(temporary) and intended for a specific purpose or activity [13]. The user who
performs the delegation is referred to as a ”delegator” and the user who receives
a delegation is referred to as a ”delegatee” [8,12].

Attributes can be delegated in two ways: by delegating the whole identity or
by delegating some specific attributes. Delegating an attribute such as name or
permission gives the delegatee the ability to use delegated attributes. However,
delegating the whole identity gives the delegatee the ability to impersonate the
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delegator with its newly delegated identity. That is, the delegatee is authenti-
cated and authorized for the new identity and thereby gains the ability to use
attributes associated with this identity.

In general, delegation may be classified into (at least) two kinds: grant and
transfer [2,8]. In grant delegation model, a successful delegation operation al-
lows a delegated attribute to be available to both the delegator and delegatee.
So after a grant delegation, both delegatee and delegator will share a common
set of attributes. However, in transfer delegation model; following a successful
delegation operation, the ability to use delegated attributes is transferred to the
delegatee and the delegated attributes are no longer available to the delegator.
Grant delegation model makes the availability of attributes increases monoton-
ically with delegations [8]. Grant delegation model is, primarily, concerned with
allowing the delegatee to use the delegated attributes. On the other hand, in
transfer delegation models, besides allowing the delegatee to use the delegated
attributes, the mechanism must be able to prevent the use of the delegated
attributes by the delegator. This requirement makes transfer delegation policy
enforcement more difficult [1,8,13].

Attribute Delegation. Initially, when a user, with multiple accounts on mul-
tiple systems, wants to take the advantage of federation, the user has to choose
one of the systems as its home system. This system will become the identity
provider for this user and other systems, as service providers, rely upon this
identity provider (Figure 4). Then the user must link its account on the home
system to other system to initialise the federation. By doing this, the user main-
tains a link between the account on the home system to other accounts on service
providers.

As discussed above, when roles or permissions, or generally, attributes of the
user are changed; the changes must be recognised by the federation. In the at-
tribute synchronisation approach, the problem of n-wise combination results in a
significant overhead and management complexity. It is submitted that delegation
is a more robust means to achieve the same object.

Delegation for maintaining attribute consistency can come up with the pre-
defined superset of attributes [3]. The superset can be defined as the common
agreement of the members of the federation and could be considered as the sum
of all necessary attributes. A member system of the federation can contribute
to this overall superset of attributes by introducing attributes of their own. A
member system therefore may be aware of only a subset of the overall attributes.
In a particular member system, some attributes for a certain user may not nec-
essarily have values assigned to them. For example, a user who does not have an
account on a particular service will not require values for any of the attributes
that are specific to that service. Multi-valued attributes are used to maintain
the fact that the same attribute is assigned different values depending on the
target service in which the user has an account. For example, due to conflicting
identity management policies, a user may be required to have different values on
each target service where the user maintains an account [2,6,10]. This approach
offers the advantage of scalability via distributing user attribute profiles.



Consistency of User Attribute in Federated Systems 175

Fig. 4. High level architecture of attribute delegation mechanism

Table 3. Attribute Synchronisation Vs Delegation

Characteristic Attribute Synchronisation Attribute Delegation

Attribute High but costly and High
Consistency hard to manage

Complexity High due to n-wise problem Medium

Flexibility Low High due to the self-control
of the delegation process

and the ability to delegate
and revoke the delegated
attributes on demand.

Scalability Medium. Scalability High
dramatically decreases when

the number of systems
increases.

Others Simple for implementation. Quite complex for
implementation but good for

accounting and auditing.

The use of delegation for maintaining attribute consistency allows the dynamic
definition of identity attribute. This allows the superset of attributes that can
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be dynamically redefined and potentially be incorporated for more attributes.
Table 3 compares the two approaches in some key characteristics.

Primarily, delegation eases the management overheads and provides better
scalability, flexibility as well as granularity in maintaining consistency. With
delegation, the federation does not really need to incorporate the changes of
attribute immediately when it happens, but it can use delegation to achieve
consistency only when necessary. Furthermore, such an approach employs sep-
aration of tasks, thus, making the process less error prone while updating at-
tributes. Finally, unlike the synchronisation approach, delegation is a duplex
mechanism as delegation provides revocation functionality to efficiently remove
the delegated attributes if necessary. Thus, in general, delegation offers several
advantages in comparing with the attribute synchronisation approach. Despite
of the complexity in management and implementation, the advantage of scalabil-
ity and flexibility a make delegation an ideal solution for maintaining attribute
consistency in large scale federated systems.

7 Conclusion

In this paper, we have studied and analysed the two approaches to provide hori-
zontal consistency of user attributes across the federation. In particular, profiling
scheme, attribute synchronisation and delegation are discussed and analysed as
schemes for maintaining consistency. Meta-directory and affiliate network are
evaluated as two main attribute synchronisation approaches in which affiliate
network is proved to be more flexible and scalable. We have also shown that
the concept of delegation can be used to provide consistency for user attribute
and is more effective than the current attribute synchronisation approaches as
discussed in Section 6.

This research is the first step in a series of investigations to explore the con-
sistency issue in user attributes across federation to provide a better scalability,
flexibility and granularity in making access control decision in federation systems.
An immediate priority in future work is to investigate the delegation mechanism
to see how far delegation can be fit into the federated access control mechanisms.
Furthermore, the vertical consistency as well as the administration of authorisa-
tion will be studies to how these factors affect the consistency between federal
and local access control. A long term goal is to develop a proof of concept that
implements the studies.
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Abstract. In this paper results from research on security policy enforcement for 
cross-domain defined business processes specified in BPEL are transferred to 
the field of Grid computing, where BPEL is used to define Grid processes. In 
order to facilitate the assessment of remotely defined BPEL-based Grid proc-
esses for compliance with security policies prior to execution, a method for 
specifying security policies with respect to security-relevant semantic patterns 
in BPEL is applied. The paper shows the extent to which transfer of the former 
results was successful and indicates limitations and areas of further research. 
Where the situation is similar to cooperative business processes, such as in 
forming dynamic virtual organizations using Grid technology, the results turned 
out to be transferable with minor modifications, whereas for a transfer to the 
Grid context in general further investigation is required (in particular with re-
spect to formal specification of security-relevant semantics of Grid services). 

Keywords: Business Process Execution Language (BPEL), Grid Processes, Se-
curity Policy Enforcement, Information Flow Analysis, Virtual Organizations, 
Grid Services. 

1   Introduction 

For the purpose of defining business processes on top of Web services, Business 
Process Execution Language (WS-BPEL) [1], usually abbreviated BPEL, has 
emerged as the de-facto standard for Web service composition [26]. In the field of 
Grid computing, Grid services [24] play a role similar to Web services in the field of 
business processes. Due to this similarity, BPEL has been found its way to application 
in Grid context for the specification of long-running processes modeled with BPEL 
invoking Grid services (e.g., [2,14]). Because of its analogy to using BPEL in col-
laborative business process (CBP) context, this paper proposes to transfer results of 
research on security policy enforcement for remotely defined business processes 
[9,10,11] to a Grid process context. 

In a CBP context, availability of BPEL-enabled platforms at every site involved in 
such a business process could be assumed, since this already is or soon will be  
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common practice in enterprises engaging in CBPs. Therefore, gaining access to a 
BPEL-enabled node was not considered a motivation for remotely defining BPEL 
scripts. Instead, location-dependent access restrictions gave rise to defining business 
processes displaced from the intended location of execution [9,11]. In a Grid context, 
however, the lack of access to a BPEL-enabled platform could very well motivate 
definition of BPEL scripts for remote execution since not every location having the 
need for defining Grid processes may be assumed to have local access to a BPEL-
enabled platform. In particular, having (local) access to such a platform may not be 
considered a standard situation in small or medium-sized organizations. Therefore, 
defining BPEL scripts for remote execution might be an interesting amendment of 
current state of the art of using BPEL in a Grid context.  

As indicated in our earlier works [10,11], security issues involved in this way of 
using BPEL-defined business processes (the same holds for BPEL-defined Grid proc-
esses) may impede practical application of this approach. When execution of remotely 
defined BPEL scripts is requested, there is first of all the uncertainty about the se-
mantics of the process defined with respect to their compatibility with local security 
policies that gets in the way of executing them without reservation. 

Making otherwise inaccessible Web services available to a controlling business 
process while still observing the security policy with respect to non-disclosure of in-
formation gained or access to resources granted by invoking such Web services was 
discussed in [11]. Since the conditions to be observed with respect to access control 
could be much more diverse in a Grid context [5], the investigation of generally grant-
ing access to otherwise restricted Grid services as the reason for executing remotely 
defined BPEL scripts is left to further study.  

However, the transfer of our results from the CBP context to the Grid context 
seems to be most obvious for situations where Grid technology is used for forming 
virtual organizations (VOs) [13]. In this context, the number of partners are limited 
and controlled by regulations for joining a VO, particularly with respect to authentica-
tion and authorization. When remotely defined BPEL scripts are used for controlling 
Grid processes in VOs, there are many analogies to business processes defined by re-
motely defined BPEL scripts in the CBP context. As with CBPs, local security poli-
cies of an organization offering resources for being used in a VO usually determine 
access to these resources. These policies will result in restrictions to allowed seman-
tics of remotely defined BPEL scripts that may be accepted for execution from a 
member of the VO. Such restrictions on allowed semantics may further restrict access 
to Grid services than access would be restricted by security policies of the sites offer-
ing these services alone. Reasons for this could be that allowing invocation of a Grid 
service in a particular context of a Grid process would violate a security policy such 
as prevention of generating or relaying mass e-mail from within the domain executing 
the BPEL script. 

In this paper, the method of defining security policies in terms of security-relevant 
semantics inherent in BPEL in order to facilitate the assessment of compliance with 
such policies will be transferred from the field of business processes to the Grid con-
text. It will be shown to what extent this attempt is successful and where limitations 
and issues for further study exist.  

A further aspect discussed in this paper is the possibility to delegate the task of as-
sessing compliance of BPEL-defined Grid processes with local security policies. An 
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infrastructure supporting the delegation of this task to one or several dedicated nodes 
in a network or to specific assessment centers has also been introduced for the CBP 
context [9]. This possibility may be of even more interest in the Grid context where 
typically many small to medium size computers, spread over different locations, are 
involved, not necessarily belonging to a larger organization (as typically encountered 
in a CBP context) that can afford or provide the effort required for the task of per-
forming the security policy assessment as proposed in this paper. 

2   Related Work 

Since security in the Grid context plays a paramount role, much research has been 
dedicated to this field on Grid computing. In particular, research concerned with ex-
pressing security policies in the context of VOs are related to our approach presented 
herein. In [7], for example, a security architecture for peer-to-peer-based Grid com-
puting is proposed where a security layer offering security-related functionality re-
sides between the Grid application layer and the communication infrastructure. This 
way, applications do not need to implement such functionality on their own. Security 
requirements may be stated by each member of a VO on a peer-by-peer basis or for 
groups of peers. 

In [27], it is investigated how security functionality can be made available to Grid 
services, in particular in the context of VOs. A security model for Open Grid Services 
Architecture (OGSA) [12] specifying security services to provide different security 
functionality is proposed for this purpose. The authors show how security-related 
specifications from the field of Web services can be used in the context of this secu-
rity architecture. In their paper, expressing security policies for using a Web service in 
terms of WS-Policy [3] specifications and publishing these policies together with the 
WSDL [6] specification of the service is also addressed. 

It should be noted that security policy expressed in terms of WS-Policy deals with 
the requirements for security mechanisms to be applied or provided for using a Grid 
service (such as certificates to be required for accessing a service, or encryption 
methods to be applied when communicating input and output parameters of a service). 
In a layered architecture for composing new services from existing ones, or for exe-
cuting processes based on existing services as proposed in [16], these mechanisms are 
to be provided in layers below the business process layer, since in the business proc-
ess layer (and particularly in BPEL) there are no means for providing communication 
security and for exchanging or checking security certificates. The security policies 
expressed in the two approaches above, therefore, address aspects of policies com-
plementary to those that have to be obeyed in the business process layer when re-
motely defined BPEL scripts are to be executed (as addressed in our former research 
[10,11] and in this paper). 

Process algebra and language-based research, not dedicated specifically to Web 
services or Grid services, addressing the relation of programs and programming lan-
guages with security policies [8,21] are comparable with the scope of our approach, 
albeit from a theoretical perspective. Approaches requiring for analysis purposes, that 
all programming logic is expressed by algebraic formulations such as λ-calculus (e.g., 
[17]) may be of limited use in the field of Grid processes considering the program size 
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of the execution environment running such processes. However, some insights from 
these theory-oriented papers might be of interest also in the context of Grid processes. 
With respect to information flow, for instance, Sabelfeld and Myers [21] emphasize 
the advantage of static analysis considering all possible execution paths of a program 
compared to dynamic analysis considering only one instance of program execution. 
They also explicate the potential existence of so-called covert channels (i.e., means of 
information transfer exploiting mechanisms not primarily intended for information 
transfer such as the number of iterations in a loop to leak information via externally 
observable program behavior) and emphasize the difficulty to detect them during in-
formation flow analysis. 

Our approach, as described in [9,10,11], tries to keep the assessment of compliance 
and the methods for analyzing security-relevant semantics of BPEL scripts as simple 
as possible without requiring profound skills in special formalisms such as algebraic 
formulation of programming logic. The methods proposed are based on technologies 
and methods well-known to developers of Web services and business processes as 
well as of Grid services and Grid processes in order to be comparatively easy to be 
applied and, therefore, could be attractive to be adopted by practitioners in this fields. 
The insights from theory-oriented research with respect to information flow analysis 
and consequences of the considerations with respect to covert channels mentioned 
above, however, have been taken into account in our approach. 

Other related work proposing runtime monitoring as a concept for security policy 
enforcement in mobile or untrusted code requires access to Java byte code as in [25] 
or to program code at system level as in [22]. These approaches might also be of only 
limited use to be applied for analyzing BPEL scripts and the Grid process defined by 
them for compliance with security policies (since neither Java byte code nor program 
code at system level is available for instrumentation or monitoring at the level a Grid 
process is executed on a BPEL-enabled platform). 

Since the approach taken in our research allows for assessing compliance of BPEL 
scripts with security policies prior to execution, the shortcomings of approaches re-
quiring execution of a Grid (or any other) process in order to observe its behavior and 
to check it for possible violations during execution are neatly avoided. One of these 
shortcomings is the risk that upon detecting a violation of security policy, the activity 
causing violation could already have passed a point of no return such that interception 
would have been exercised too late to prevent security violations from being commit-
ted, which can be securely avoided by pre-execution assessment. 

3   Security-Relevant Semantic Patterns in BPEL-Based Grid 
Processes 

Based on the results of an analysis of BPEL as a specification language for its poten-
tial to define security-critical behavior, security-relevant semantic patterns in BPEL 
have been identified as combinations of BPEL activities and Web services subject to 
access or information flow restrictions to and from their parameters as derived from 
security policies [10]. In order to transfer this concept to the Grid context, the classes 
of security policy-induced access restrictions found in [10] are converted with respect 
to Grid services (GS) as shown in Table 1.  
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Table 1. Classification of access restrictions to Grid services (adapted from [10]) 

Class Description of Restriction 

1 GS with unrestricted access to all parts of resources or information offered 

2 GS with completely restricted access (i.e., GS that are not allowed to be invoked) 

3 
GS parameters with restricted visibility of output values with respect to specific 
targets: information returned by these parameters is not allowed to be carried to 
specific targets (i.e., to specific other GS or to particular parameters of specific GS) 

4 
GS with restricted write access: some of the input parameters of the GS are not 
allowed to be used at all 

5 
GS parameters with restricted set of values allowed in write access: such input 
parameters of a GS may only be used with particular values 

6 
GS parameters with values in write access restricted to specific sources: for such 
input parameters of a GS only values from particular origins may be used, that is, 
only values returned by a particular GS or a specific parameter of a particular GS 

7 
GS particularly prone to overload if invoked excessively. For these GS, maximum 
invocation rates or maximum amount of data passed to it that prevent overloading 
will have to be observed 

Whereas the term ’Web service’ had to be replaced by ’Grid service’ throughout 
Table 1, most descriptions could be transferred otherwise unchanged (classes 1, 2, 4, 
and 5) or nearly unchanged (class 6). Only the description of class 3 was modified to 
better fit in the Grid context and a new class 7 was introduced.  

While in the CBP context the restriction in class 3 was specified in terms of restricted 
visibility to targets outside the domain executing a BPEL script, this distinction does not 
always play an important role in the Grid context. Therefore, the definition of class 3 
was abstracted from the location where a target resides to generally express restricted 
information flow to dedicated targets irrespective of their location. Hence, restrictions 
will be specified in terms of specific Grid services or particular input parameters thereof 
that are forbidden to receive the values returned from these parameters. In order, for in-
stance, to prevent a list of e-mail addresses returned by a particular Grid service to be 
used for generating mass e-mail, this output parameter could be restricted not to be used 
as input parameter of particular other Grid services known to generate an e-mail to each 
address passed to it. Obviously, the location of the second Grid service (inside or out-
side the executing site) does not matter in this case. 

Unlike in the CBP context, where effective runtime mechanisms for prevention of 
overloading a Web services could be deemed to be in place (in layers below the busi-
ness layer) at a platform running these services, this might not, in general, be expected 
from sites running Grid services. Therefore, a security policy of a site accepting re-
motely defined BPEL scripts in a Grid context could require that a process running on 
resources of this site shall not cause overload (running the risk to result in an inten-
tional or unintentional denial of service attack) to specific Grid services known to be 
prone to overload when invoked in a particular manner. Since, in a Grid context, ef-
fective runtime prevention of overloading a Grid service shall not be expected to take 
place at all sites running these services, semantic patterns of BPEL potentially causing 
such overload have to be identified and looked for in pre-execution compliance as-
sessment to prevent BPEL scripts including such patterns from being executed. 



 Pre-execution Security Policy Assessment 183 

Table 2. Security relevance of semantic patterns with primitive activities (adapted from [10]) 

w     = observance of restricted use of input parameters in write access to GS. 

IFA = information flow analysis, (v) with respect to visibility of values read from GS, (w) with respect to 
values written to GS, 
(s) with respect to sources of values written to GS, (a) with respect to amount of data written. 

There are two types of overload that may be caused to a Grid service: One type is 
sending more data in an invocation of a Grid service than can be handled. The other 
type is invoking a Grid service at a higher rate than this service can cope with. There-
fore, performance-related restrictions related to these types of overload may be indi-
cated for a Grid service falling in this new class 7 in the Grid context. 

Table 3. Security relevance of semantic patterns with structured activities (adapted from [10]) 

Structured Activities Class 3 Class 4 Classes 5/6 Class 7 

sequence definition of a fixed execution order – – – FQ 
flow parallel execution of activities – – – FQ 

switch branching between several alternate 
activities depending on conditions 

switch 
cond(v) 

– – – 

while iterative execution, i.e., looping loop cond(v) – – FQ 

IFA(v) – – – 

pick 

waiting simultaneously for sev-
eral events to occur and procee-
ding with the event that occurs 

first (see note) 
time(v) – – – 

Note: Typically, one of the events is a timeout event, while the other events are messages to arrive. 

IFA(v) = information flow analysis with respect to visibility of values read from GS. 
FQ       = invocation frequency to be checked against maximum. 

The security-relevant semantic patterns were adapted from [10] in Tables 2 and 3. 
For reasons discussed in [10], no such patterns exist for classes 1 and 2. While all se-
mantic patterns identified in [10] are also relevant in the Grid context and, therefore, 
could be transferred by simply substituting the term “Grid service” for “Web service”, 
some new semantic patterns were added as combinations of BPEL activities and the 
new restriction class 7 in the last column of Tables 2 and 3, respectively. Hence, at-
tention has to be paid during compliance assessment to semantic patterns identified as 
being capable of generating high invocation frequencies of Grid services (in while, 
sequence, or flow activities, marked ‘FQ’ in Table 3) or passing large amount of 

Primitive Activities Class 3 Class 4 Classes 5/6 Class 7 
invoke invocation of a Grid service IFA(v) w IFA(w/s) IFA(a) 
receive waiting for a message to arrive IFA(v) – – – 
reply sending a reply to a message received – w IFA(w/s) – 

assign assignment of values between two different 
locations 

(relevant in IFA only) 

wait waiting for a specified amount of time time(v) – – – 

throw indication of exceptions such as failures 
during execution 

except(v) – – – 

empty no operation – – – – 
exit termination of a process instance  exit(v) – – – 



184 K. –P. Fischer, U. Bleimann, and S. Furnell 

data to Grid services not designed for coping with such data volumes (in invoke ac-
tivities, marked ‘IFA(a)’ in Table 2).  

From Tables 2 and 3, it can be seen that information flow analysis is required for 
most of the semantic patterns identified as security-relevant in [10]. It should be noted 
that the security relevance of the patterns in Table 2 related to restriction class 3 de-
noted by ‘time(v)’ (i.e., duration of wait dependent on visibility-restricted value), ‘ex-
cept(v)’ (i.e., type of exception thrown dependent on visibility-restricted value), and 
‘exit(v)’ (i.e., termination dependent on visibility-restricted value) as well as in the 
same column of Table 3 denoted by ‘switch cond(v)’ (i.e., branching dependent on 
visibility-restricted value), ‘loop cond(v)’ (i.e., number of iterations dependent on 
visibility-restricted value), and again ‘time(v)’ is a consequence of the requirement to 
prevent covert channels as mentioned above. 

Making, for instance, the condition for choosing alternative flows in a switch ac-
tivity dependent on visibility-restricted information, constitutes a covert channel since 
this could enable an external observer of the executing process to draw conclusions on 
the values of such visibility-restricted information from the observation which alter-
native flow actually is being taken thereby violating the security policy of non-disclo-
sure of this information. 

4   Rewriting Security Policies to Support Pre-execution Security 
Policy Assessment  

In [9,10], rewriting security policies in terms of security-relevant semantics has been 
proposed to support compliance assessment of remotely defined BPEL-based business 
processes with these policies. An informal checklist for stating allowed and disal-
lowed semantic patterns was introduced in [9] leading to a so-called security policy 
statement (SPS) when filled in to reflect the security policies of a specific domain. In 
the CBP context, such an SPS was defined domain-specific with respect to two do-
mains, namely the domain where the security policy is in effect (i.e., domain execut-
ing BPEL scripts) and the domain defining and sending BPEL scripts for execution. 
An XML-based schema for specifying an SPS in machine-readable form which has 
been the basis for implementing an automatic assessment of BPEL scripts for compli-
ance with security policies expressed by such an SPS has been introduced in [11].  

In the Grid context, rewriting security policies in such a way may also prove useful 
for assessing BPEL scripts with respect to compliance with these policies. Since se-
mantic patterns have been modified (definition of restriction class 3) and supple-
mented (patterns involving new restriction class 7) compared with those found in 
[10], the check list as basis of an SPS as well as the XML-based SPS schema for ma-
chine-readable versions thereof have to be modified accordingly in order to accom-
modate this new set of security-relevant semantic patterns. 

Unlike in the CBP context, an SPS may not be sensibly defined for a specific for-
eign domain, since Grid computing is concerned with a potentially large amount of 
foreign domains that are essentially indistinguishable from the point of view of the 
domain executing the BPEL-defined Grid processes. Only in a VO environment, 
when the identities of members and their privileges to execute Grid services are 
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known in advance, defining an SPS for each other member in the VO that is allowed 
to send BPEL scripts for execution could make sense. 

Therefore, with the exception of the latter situation, only one or a few SPSs without 
any relation to a specific external domain will make sense in the Grid context. If more 
than one SPS will be specified for a domain, they are expected to be differentiated with 
respect to different application contexts for which they apply (e.g., computational simu-
lation in a particular field, collection of field-specific data such as in meteorology). Al-
though details of application context-dependent SPSs are left to further study, it is  
anticipated that such SPSs will be tightly bound to access privileges or roles classifying 
the sender of a BPEL script. 

Specifying security policies in terms of security-relevant semantic patterns identi-
fied in section 3 requires an exhaustive list of all Grid services allowed to be invoked 
by a remotely defined BPEL script. Furthermore, for every Grid service mentioned in 
this list, the security-relevant semantics of the service and its parameters has to be 
known in order to determine the access restriction classes appropriate for each of 
them (cf., Table 1). This requirement may cause additional effort since specification 
of security-relevant semantics may not be available for Grid services in the first place. 

It should be noted that unavailability of semantic specification (at least as far as se-
curity-relevant semantics is concerned) may prevent the approach proposed herein 
from being applied. However, unavailability of such specification may also prevent 
the application of any other pre-execution approach to assessing compliance of Grid 
processes with security policies. This holds independently of both the location where 
a Grid process is being defined and executed, and also the manner in which the proc-
ess is being specified (i.e., independent of using BPEL or any other means for speci-
fying Grid processes). In case of unavailable semantic specifications, the only way of 
enforcing security policies is monitoring the execution of a Grid process and interfer-
ing in cases when violations of security policy have been detected involving the 
known shortcomings of such approaches mentioned above.  

However, much current research is concerned with describing the semantics of 
Grid services in order to support identification of matching Grid services for auto-
matic Grid process orchestration (e.g., [18,20]). Bringing the results of this research 
together with the approach proposed in this paper in order to define a framework for 
formally specifying security-relevant semantics of Grid services in terms of well-
defined (maybe even standardized) categories is expected to be an interesting field of 
further study.  

A further motivation for research in this direction could be the endeavor to facili-
tate specification of information flow restrictions of output parameters and value or 
source restrictions for input parameters with respect to particular characteristics of a 
Grid service by denoting particular semantics bound to this Grid service instead of 
particular Grid services themselves. Such semantic characteristics could be “returning 
lists of e-mail addresses” or “causes sending e-mails to addresses passed”. Means to 
specify restrictions this way would eliminate the need to analyze every potentially al-
lowed Grid service for falling into a specific restriction class if, in parallel, Grid ser-
vices and their parameters would have been specified in terms of such characteristics 
with respect to their (security-relevant) semantics. 

If such classification of Grid services would be available, then, for instance, in or-
der to enforce a security policy of avoiding the generation of Spam emails at a Grid 



186 K. –P. Fischer, U. Bleimann, and S. Furnell 

node, one could require that any output parameter with the semantic characteristic 
“returning a (potentially large) list of email addresses” must not be input to any pa-
rameter with the characteristic “causes sending e-mails to addresses passed”. Specify-
ing allowed and disallowed semantic patterns with respect to such categories instead 
of individual Grid services and their parameters obviously would help to shorten the 
content of an SPS considerably. How far this idea of categorizing Grid parameter se-
mantics for this purpose can be successfully based on or linked with research such as 
work on semantic Grid services [15], semantic matchmaking of Grid service com-
position [18], or workflow ontology of Grid services [4] requires further investigation. 

Such amendments of addressing semantic characteristics of Grid service parame-
ters in an SPS are expected to involve increased complexity of the assessment task 
because of required matching of SPS and semantic characteristics of the Grid services 
actually used in a BPEL script. Even before such amendments are available, it is not 
obvious and actually will require further investigation whether the assessment of 
compliance with security policies specified in an SPS is similarly straightforward as it 
has been shown for the CBP context by implementing a research prototype [11]. In 
particular, it is expected that covering semantic patterns involving class 7 restrictions 
in automatic compliance assessment prior to execution will turn out to be complex or 
even impossible to a certain extent since this class of restrictions addresses dynamic 
aspects of a BPEL script that obviously are not easy to be analyzed in a static pre-
execution assessment. 

5   Delegation of Security Policy Assessment 

Since, as indicated above, the assessment of compliance with security policies may be 
more complex in a Grid context requiring specific skills or use of dedicated tools, the 
motivation to delegate this task to a specific node or an assessment center may be 
higher in the Grid context than it already was in the CBP context. Delegation of com-
pliance assessment can occur in a variety of ways, as described in the specification of 
a security infrastructure enabling such delegation [9]. This infrastructure can be trans-
ferred to the Grid context in a straightforward manner and some amendments specific 
for the Grid context are made. 

Assessment can be performed against locally or remotely defined SPSs. Such re-
motely defined SPS may be sent together with the BPEL script as a kind of assertion 
what the Grid process defined by the BPEL script is going to do or not to do with re-
spect to security-relevant semantics inherent in BPEL and the Grid services involved.  

When this approach is taken, means for checking the proper relation and integrity 
of the SPS and the BPEL script may be provided based on appropriate certificates 
added to both the BPEL script and the SPS. 

A remotely defined SPS provided with a BPEL script may be checked against local 
security policy requirements. After positive assessment of compliance with these re-
quirements, the local site:  

• may decide to trust in the assertion provided by the remote site and, after checking 
integrity of BPEL script and SPS, execute the BPEL script without any further 
compliance assessment, or  

• may initiate an assessment of compliance in any ways mentioned below. 
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Besides local or remote definition of SPSs, there is the third alternative that an SPS 
may be defined centrally (e.g., defined by a central organization within a Grid envi-
ronment or agreed upon as a standard relevant to a Grid context).  In any of these 
cases, assessment of compliance with security policies expressed in an SPS may be 
performed in different ways: 

• Locally at the executing site itself. The potential problem with this approach as al-
ready indicated above could be that performing security policy assessment locally 
might be too elaborate a task to be conducted by small footprint computers (e.g., 
stand-alone personal computers) or small organizations that cannot afford specific 
checking tools or acquire specific skill required for this task. 

• Remotely (in an assessment center) on behalf of the site executing the BPEL script. 
The SPS will be sent together with the BPEL script to the trusted assessment center 
for checking compliance of BPEL script and SPS-defined security policies. In case 
of a centrally defined SPS, a reference to this SPS may be sent instead of the SPS 
itself. The results will be returned to the executing site as certified verdicts (i.e., 
passed or failed, the latter possibly accompanied by the reason(s) for this verdict). 

• (Not applicable for locally defined SPS) Remotely (in an assessment center) on be-
half of the site defining the BPEL script with respect to an SPS defined by the  
remote site or centrally defined. BPEL script and SPS are sent to the assessment 
center as in the previous case. The results of the assessment may be certified by the 
assessment center and sent back to the defining site together with the certified 
(with respect to integrity and identity) BPEL script and SPS. The defining site may 
then pass the certified BPEL script and SPS to the executing site possibly accom-
panied by the certified results from the assessment center. If an assessment center 
adheres to a published policy to only certify BPEL scripts and SPSs that received a 
passed verdict when checked for compliance, then sending the result from the defi-
ning site to the executing site can be abandoned since, in this case, having a certifi-
cate from such an assessment center implies the passed verdict for the BPEL script. 

From the current point of view, these alternatives seem to be versatile enough to cover 
the requirements in the Grid context and, therefore, there seems to be no particular 
need for further research in this area. 

6   Conclusions and Further Research 

In this paper, the results arising from research into collaborative business processes, 
defined using BPEL scripts at one site and brought to another side for execution, with 
respect to assessing their compliance with the security policies effective at the execut-
ing site have been transferred to Grid processes. The discussion has identified the ex-
tent to which such a transfer can succeed, with or without requiring modifications of 
the former results and the limitations and areas needing further study. 

The insights with respect to compliance with security policies could also be benefi-
cial for security policy enforcement of Grid processes in strictly local environments 
(i.e., when definition and execution of BPEL scripts occur at the same location in a 
Grid environment), since reformulating security policies such that the process of 
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compliance assessment is facilitated thereby possibly enabling automatic performance 
of assessment could also be useful there. 

In the attempt to transfer the results from the CBP to Grid context, several issues 
for further research have been encountered. Amongst them the classification of secu-
rity-relevant semantics of Grid services and their parameters is deemed to be the most 
challenging as well as the most promising field for further study. 

Investigating how the approaches proposed in this paper could be applied based on 
Grid environments or Grid middleware such as Globus Toolkit [23] or OurGrid [19], 
and what adaptation would be required in order to be successful in doing this, is an-
other interesting direction of further research. 

References 

1. Alves, A., Arkin, A., Askary, S., Bloch, B., Curbera, F., Goland, Y., Kartha, N., Liu, C.K., 
König, D., Mehta, V., Thatte, S., van der Rijn, D., Yendluri, P., Yiu, A. (eds).: Web Ser-
vices Business Process Execution Language Version 2.0. In: OASIS, 2006 
http://www.oasis-open.org/committees/download.php/18714/wsbpel-specification-draft-
May17.htm (last accessed 2007-02-22) 

2. Amnuaykanjanasin, P., Nupairoj, N.: The BPEL Orchestrating Framework for Secured 
Grid Services. In: Proc. International Conference on Information Technology: Coding and 
Computing (ITCC’05), vol. I, pp. 348–353 (2005) 

3. Bajaj, S., Box, D., Chappell, D., Curbera, F., Daniels, G., Hallam-Baker, P., Hondo, M., 
Kaler, C., Langworthy, D., Nadalin, A., Nagaratnam, N., Prafullchandra, H., von Riegen, 
C., Roth, D., Schlimmer, J., Sharp, C., Shewchuk, J., Vedamuthu, A., Yalçinalp, Ü., Or-
chard, D.: Web Services Policy 1.2 - Framework (WS-Policy). In: World Wide Web Con-
sortium (2006), http://www.w3.org/Submission/2006/SUBM-WS-Policy-20060425 (last 
accessed 2007-02-25) 

4. Beco, S., Cantalupo, B., Giammarino, L., Matskanis, N., Surridge, M.: OWL-WS: A 
Workflow Ontology for Dynamic Grid Service Composition. In: Proc. 1st International 
Conference on e-Science and Grid Computing (E-SCIENCE ’05), pp. 148–155 (2005) 

5. Chadwick, D.W., Su, L., Laborde, R.: Providing Secure Coordinated Access to Grid Ser-
vices. In: Proc. 4th International Workshop on Middleware for Grid Computing (MCG 
’06), pp. 1–6 (2006) 

6. Chinnici, R., Moreau, J.-J., Ryman, A., Weerawarana, S.(eds.): Web Services Description 
Language (WSDL) Version 2.0 Part 1: Core Language. In: World Wide Web Consortium 
(2006), http://www.w3.org/TR/2006/CR-wsdl20-20060327 (last accessed 2007-02-22) 

7. Detsch, A., Gaspary, L.P., Barcellos, M.P., Cavalheiro, G.G.H.: Towards a Flexible Secu-
rity Framework for Peer-to-Peer-based Grid Computing. In: Proc. 2nd Workshop on Mid-
dleware for Grid Computing (MGC’04), pp. 52–56 (2004) 

8. Echahed, R., Prost, F.: Security Policy in a Declarative Style. In: Proc. 7th ACM 
SIGPLAN international conference on Principles and practice of declarative programming, 
PPDP’05, pp. 153–163 (2005) 

9. Fischer, K.P., Bleimann, U., Fuhrmann, W., Furnell, S.M.: A Security Infrastructure for 
Cross-Domain Deployment of Script-Based Business Processes in SOC Environments. In: 
Proc. 5th International Network Conference, INC’2005, pp. 207–216 (2005) 

10. Fischer, K.P., Bleimann, U., Fuhrmann, W., Furnell, S.M.: Security-Relevant Semantic 
Patterns of BPEL in Cross-Organisational Business Processes. In: Proc. 6th International 
Network Conference, INC’2006, pp. 203–212 (2006) 



 Pre-execution Security Policy Assessment 189 

11. Fischer, K.P., Bleimann, U., Fuhrmann, W., Furnell, S.M.: Security Policy Enforcement in 
BPEL-Defined Collaborative Business Processes. In: Proc. 1st International Workshop on 
Security Technologies for Next Generation Collaborative Business Applications 
(SECOBAP’07), pp. 685–694. IEEE Computer Society, Los Alamitos (2007) 

12. Foster, I., Kesselman, C., Nick, J., Tuecke, S.: The Physiology of the Grid: An Open Grid 
Services Architecture for Distributed Systems Integration, Globus Project (2002), 
http://www.globus.org/alliance/publications/papers/ogsa.pdf (last accessed: 2007-02-23) 

13. Foster, I., Kesselman, C., Tuecke, S.: The Anatomy of the Grid: Enabling Scalable Virtual 
Organizations. Int. J. High Perform. Comput. Appl. 15(3), 200–222 (2001) 

14. Gannon, D., Krishnan, S., Fang, L., Kandaswamy, G., Simmhan, Y., Slominsk, A.: On 
Building Parallel & Grid Applications: Component Technology and Distributed Services. 
Cluster Computing 8(4), 271–277 (2005) 

15. Goble, C., De Roure, D.: The Grid: An Application of the Semantic Web. SIGMOD 
Rec. 31(4), 65–70 (2002) 

16. Medjahed, B., Benatallah, B., Bouguettayaet, A., Ngu, A.H.H., Elmagarmid, A.K.: Busi-
ness-to-business interactions: issues and enabling technologies. VLDB Journal 12, 59–85 
(2003) 

17. Li, P., Zdancewic, S.: Downgrading Policies and Relaxed Noninterference. In: Proc. 32nd 
ACM Symposium on Principles of Programming Languages (POPL’05), pp. 158–170 
(2005) 

18. Ludwig, S.A., Reyhani, S.M.S.: Introduction of Semantic Matchmaking to Grid Comput-
ing. J. Parallel Distrib. Comput. 65(12), 1533–1541 (2005) 

19. OurGrid, http://www.ourgrid.org, (last accessed: 2007-02-23) 
20. Ren, K., Xiao, N., Song, J., Chen, T., Zhang, W.: A Model for Semantic Annotation and 

Publication of Meteorology Grid Services in SMGA. In: Proc. 5th International Confer-
ence on Grid and Cooperative Computing Workshops (GCCW’06), pp. 496–503 (2006) 

21. Sabelfeld, A., Myers, A.C.: Language-Based Information-Flow Security. IEEE Journal on 
Selected Areas in Communications 21(1), 5–19 (2003) 

22. Sekar, R., Venkatakrishnan, V.N., Basu, S., Bhatkar, S., DuVarney, D.C.: Model-Carrying 
Code: A Practical Approach for Safe Execution of Untrusted Applications. In: Proc. 19th 
ACM Symposium on Operating Systems Principles (SOSP’03), pp. 15–28 (2003) 

23. The Globus Toolkit, http://www-unix.globus.org/toolkit (last accessed: 2007-02-24) 
24. Tuecke, S., Czajkowski, K., Foster, I., Frey J., Graham, S., Kesselman, C., Maquire, T., 

Sandholm, T., Snelling, D., Vanderbilt, P. (eds.): Open Grid Services Infrastructure 
(OGSI) Version 1.0”, Global Grid Forum (2003) http://www.ggf.org/documents/GWD-R/ 
GFD-R.015.pdf (last accessed: 2006-11-16) 

25. Venkatakrishnan, V.N., Perit, R., Sekar, R.: Empowering Mobile Code Using Expressive 
Security Policies. In: Proc. New Security Paradigms Workshop‘02, pp. 61–68 (2002) 

26. Wang, H., Huang, J.Z., Qu, Y., Xie, J.: Web Services: Problems and Future Directions. 
Journal of Web Semantics 1(3), 309–320 (2004) 

27. Welch, V., Siebenlist, F., Foster, I., Bresnahan, J., Czajkowski, K., Gawor, J., Kesselman, 
C., Meder, S., Pearlman, L., Tuecke, S.: Security for Grid Services. In: Proc. 12th IEEE 
International Symposium on High Performance Distributed Computing (HPDC’03), pp. 
48–57 (2003) 



Situation-Based Policy Enforcement

Thomas Buntrock, Hans-Christian Esperer, and Claudia Eckert

Technische Universitt Darmstadt
Department of Computer Science

Darmstadt, Germany
{buntrock,esperer,eckert}@sec.informatik.tu-darmstadt.de

Abstract. Current operating systems enforce access control policies
based on completely static rules, a method originating from a time where
computers were expensive and had to serve several users simultaneously.
Today, as computers are cheap, a trend to mobile workstations can be
realized, where a single device is used to perform a dedicated task un-
der unpredictable, changing conditions. However, the static access rules
still remain, while their use in mobile environments is limited, because
in changing environments, access rights must constantly be adjusted to
guarantee data integrity in all situations. With dynamically adjusting
rules, in turn, it is not sufficient anymore to check access to data only
once; instead, access rights must be revalidated every time data is ac-
tually accessed, even if part of that data is cached by an application.
In this paper, we present a method to dynamically and retrospectively
enforce access control policies based on the context a device is operating
in, while tracing data beyond disk accesses.

1 Introduction

Today’s computer systems are frequently used in dynamic environments with
changing contexts. This is made possible by the increasing mobility and reduced
costs of computers.

In dynamic environments data integrity and information confidentiality can-
not be verified solely by defining static rules on a per-user basis. Additional
factors must be taken into account, such as the location a device is currently op-
erating within. This, in term, demands mobile systems to have according access
control enforcement mechanisms.

To enforce access control policies, it is not sufficient anymore to control only
disk access. The fact that processes can load data into system memory and
operate on it must be taken into account as well. That way, complete control
over the data can be provided. The following example will illustrate why it is
necessary to trace and control the data at all times.

A service agent working for an insurance company visits customers to
discuss treaty details. For this task he has a Laptop which contains the
company policies, general treaty details as well as the confidential data
of each client. In his office he can work on all data, while when visiting a
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client he must only access data that is related to the client. Read access
to data, such as general terms and conditions, is granted, while write
access to this data should be denied. If the agent leaves his applications
opened while he leaves for another client, it must still be ensured that
no confidential data is accessible outside that client’s house.

Enforcement mechanisms of current operating systems are uncapable of deal-
ing with situations where content suddenly becomes unavailable due to changing
access policies.

Many applications load data into local buffers and once the data has been
loaded, access to these buffers is no longer controlled. Furthermore, access is
only granted based on the accessing user and the accessed resource; the exter-
nal context is not taken into account. To satisfactorily handle the condition of
a dynamically changing environment, access to a particular resource must be
controlled at every operation, including operations in locally cached buffers.

An operating system, however, is neither able to determine which data has
been loaded into a local buffer, nor it is able to detect whether a process has
removed data from a local buffer, as this would require some kind of cooperation
between the operating system and the application.

The access control architecture we propose overcomes these shortcomings.
We provide a context-based access control scheme, the Situation-based Access
Control (SBAC), as well as a method to dynamically prevent unauthorized access
to data, for resources that are being opened and read as well as for resources
that are already cached by an application.

The next section defines important terms that are used within this work.
Section 3 presents the SBAC architecture, SBAC components and the used policy
language. Section 4 presents details of the implementation. Section 5 discusses
performance issues and section 6 shows limitations of SBAC. In section 7 we
will present related work dealing with context-based access control and policy
enforcement. Further we present some open issues for future work in section 8
and close this paper in section 9 with a conclusion of our work.

2 Definitions

In order to further describe the SBAC architecture, it is necessary to introduce
some terms.

Context [...] is any information that can be used to characterize the situation
of an entity. [1]

A situation is a predefined set of context.
The current context is context detected at a given time.
The current situation is the situation resulting from the current context.

A context may be defined by many different attributes, such as time, loca-
tion, attendees, running processes and so on. The current situation is determined
by the current context. A change in the current situation therefore implies a
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change in the current context. A change in the current context, however, does
not necessarily imply a change of in current situation. For example, the situation
employee at work does not change with time, but the situation mornings does.
Sensors are required to gather context information and situations must be defined
with respect to the available sensors. Using a wireless network sensor and a GPS
sensor, the situation office could be defined as followed. How exactly a situation
is detected – based on sensor input – is out of the scope of this paper.

Situation(office):=
GPS.location=="(49.52365N, 8.30573E)"
and GPS.radius=="30m"
and WLAN.ESSID=="TUD"

3 Architecture

This section presents the SBAC architecture, that is an add-on to an existing
access control scheme – providing a Mandatory Access Control – and is capable
to dynamically control access to logical resources. Dynamic environments require
frequent adjustment of active policy rules. To enforce changing policy rules at
all times we apply the concept of complete mediation [2], both to files on disk
and to data locally cached in memory by applications.

The current access control architecture of a Linux-based operating system is
shown in figure 1a. It only satisfies static access decisions based on static ACLs.
The Common Access Control performs ACL checks or capability verification
and then triggers the Security Hooks, which are provided by the Linux Secu-
rity Modules (LSM) [3,4] to allow easy implementation of third-party security
extensions.

Figure 1b illustrates our proposed extension that implements the dynamic
access control. Combined with the static enforcement this architecture is able to
handle dynamic situations, such as the scenario described in section 1.

SBAC introduces the rules read, write and transfer. Furthermore, in contrast
to the classic access control, SBAC guarantees rule compliance at all times,
which complies to the principle of complete mediation as demanded by Saltzer
et al. in [2]. While their proposition only requires disk accesses be checked, we go
a step further and demand that memory accesses are checked as well. Current
architectures do not support tracing of data fragments once they have been
loaded into memory. This functionality cannot be implemented easily, because it
would require application cooperation. For our architecture this is not necessary,
as a similar effect can be achieved by logging all disk read accesses for each
process to keep track of all possibly accessible data. This is sufficient to enforce
our proposed access policies.

In order to distinguish between the types of resources, we add an additional
attribute to logically describe the content. Currently the content attributes are
labels assigned to files and directories. The labels are simply names that are
in no relation to one another and do not have any kind of order. A labeled
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Fig. 1. Classic Access Control Architecture with SBAC

directory is called an SBAC container. Files inherit the label of the container
they reside in, unless they are labeled individually, in which case they are treated
like a container, but without the ability to bequeath their label to another file
or directory.

Figure 2 shows an example of the resource labeling.
The directory /home/buntrock is labeled home buntrock and defines a con-

tainer for this label. The file a is not explicitly labeled and therefore inherits the
label of the container. File b is specifically labeled file b and does not inherit
the container label. The directory tmp within the container home buntrock de-
fines a new container labeled buntrock tmp and the files x and y inherit this
label.

1. /home/buntrock/ (home_buntrock)
2. .. /a
3. .. /b (file_b)
4. .. /tmp/ (buntrock_tmp)
5. .. .. /x
6. .. .. /y

Fig. 2. Labeling Example
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3.1 Components

The SBAC architecture introduces six entities, of which one is settled in user
space and five are settled in kernel space:

Situation Manager (SM): The SM handles the context information and ag-
gregates it to a situation. When a context change leads to a change in the
current situation, the SM informs the Policy Decision Point and the Action
Manager of the new situation.

Situation Access Policy Database (SAPDB): The SAPDB states which
objects can be accessed in which situations with what rights and whether
this access is to be logged.

Access History (AH): Access Histories are memory stored lists. Each AH is
attached to one process to log its performed data accesses.

Policy Decision Point (PDP): The PDP decides whether an access is al-
lowed or denied. It uses the information stored in the SAPDB and the access
history of the requesting process.

Action Manager (AM): The AM revalidates access rights whenever the SM
dictates a new situation. Processes whose access rights should be revoked due
to the new situation will be isolated, preventing any kind of data exchange
with the rest of the system (incl. the user). The user is offered predefined
choices to resolve the violation. The communication between user and AM
is handled by the User Communication Process.

User Communication Process (UCP): The UCP is an optional user space
application that provides the communication between the user and the AM.
It can be customized to fit in different environments.

3.2 Policy Language

The SBAC policy language is used to define the access rules for different situa-
tions. Figure 3 shows the language syntax.

<situation> read|write|rw <container> allow|deny [log]
<situation> transfer from <container> to <container> allow|deny [log]

Fig. 3. SBAC rules syntax

situation specifies the situation the rule applies to or ANY, if it applies to all
situations.

container specifies the container the rule applies to or ANY, if it applies to any
container.

The optional log switch causes all accesses matched by the rule to be logged.
More specific rules override general rules; in ambiguous cases denying rules

outweigh allowing rules.
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A transfer is a write operation in a container performed by a process that
has previously read data from a different container. In addition to the transfer
permission, a transfer operation requires write permission on the target.

Operation Required Permissions

a = readfile(’/home/buntrock/a’) read home buntrock

writefile(’/home/buntrock/tmp/z’, a) write buntrock tmp
transfer home buntrock → buntrock tmp

Fig. 4. Operations with required permissions

Figure 4 shows an example operation with the appropriate rules required for
execution. The the according rule configuration syntax is shown in figure 5,
assuming the example runs in the office situation.

office read home_buntrock allow
office write buntrock_tmp allow
office transfer from home_buntrock to buntrock_tmp allow

Fig. 5. SBAC rules configuration syntax

3.3 Behavior

If a change in the current situation causes a process to be in violation with one or
more access rules, the process will be frozen (SIGSTOP) and remains in that state
until it is automatically thawed when the process is no longer in violation with
the rules. By user demand, this behavior can be altered. A user can give a process
the chance to emergency-safe its data while the process is violating rules. In order
for this to be possible without breaching security, a frozen process is completely
isolated from its environment, effectively eliminating all means of communication
for the process. Upon isolation, the process is thawed and sent a TERM-signal.
The process can then save cached data; it cannot modify existing files, but only
create new files, which will be marked as emergency dumps (see 3.4).

3.4 Object Categories

In SBAC we categorize objects in ordinary data, emergency dumps and tem-
porary files. Access rights to these files are defined per situation by rulesets
consisting of read, write and transfer rules. Emergency dumps are created by
processes violating rules of the current situation. The situation the violating
process was created in is attached to the emergency dump. Emergency dumps
can only be accessed in that situation or in a predefined – so-called trusted – sit-
uation. Temporary files are associated with the creating process which is granted
exclusive rights over them. They are deleted once the owning process dies.
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4 Implementation

SBAC is mainly implemented as a kernel module for the linux kernel of the 2.6
series.

The kernel module itself bases upon the linux security module architecture,
which allows for easy implementation of security extensions. The SBAC module
implements the Situation Manager, the Action Manager, the Access History and
the Policy Decision Point.

The linux security architecture allows us to hook into the standard security-
relevant syscalls like open, read and write. When such a syscall is made, the
linux kernel firstly checks the static access policies that have been defined. If
they allow access, the kernel calls the SBAC subroutines, passing them relevant
data such as the accessing process and the file to be accessed (inode number).

The SBAC module then checks if access is to be granted. It notes accesses in
the access history and writes appropriate entries into the log file. Control is then
returned to the kernel, alongside the access decision.

The labeling database stores labels that were assigned to files or directories.
It is kept independent of the filesystem, making no modifications to it necessary.
Entries are assigned to files and directories using the (unique) combination of
inode number + device id

The per-process access history is kept as a linked list that gets directly assigned
to a process descriptor.

The per-process access history is temporary and gets deleted once a process
dies. The policy and labeling database are stored to disk on a flush proc-call.
They are re-read when the module is loaded (i.e. at boot-time) or when a filesys-
tem is mounted. The policy database is kept on the root filesystem, while a
labeling database is stored on each supported, mounted filesystem.

SBAC userland configuration utilities communicate with the SBAC kernel
module through a proc device.

5 Performance

SBAC brings along a little performance overhead with respect to disk operations.
For every disk access the access history of the calling process must be traversed,
either to log access (on reads) or to detect a transfer (on writes) and when forking
a child the complete access history of the parent has to be copied to the newly
created child. We have run performance tests with focus on disk-excessive and
non disk-excessive processes.

Figure 6 shows the CPU usage time for the operating system (system time).
We have done measures on disk-excessive (figure 6a), on disk- and fork-excessive
(figure 6b) and on CPU-excessive processes (figure 6c). The system had 1600
defined labels and the access histories contained 30 entries each.

The tar-command in figure 6a unpacked a file and created several new ones.
Without SBAC, the permissions had to be checked only once and then a file
handle is used to infinitely cache the access permissions. With SBAC, each access



Situation-Based Policy Enforcement 197

0

1

2

�����������������������

����

0.724

1.08

1.896

0 1 2

t in s

(a) tar

0

1

2

3

4

5

6

7

8

��������������������������������������������

����

5.116 5.188

6.228

0 1 2

t in s

(b) configure

0

5

10

15

20

25

30

35

40

������������������������������������

����

21.313
25.854

35.158

0 1 2

t in s

(c) make

Fig. 6. Process execution time (compiling mplayer on an AMD Athlon 1.3 GHz). 0:
without sbac; 1: with sbac; 2: with sbac and logging.

causes a little overhead, because for every disk operation the access history has to
be traversed. The tar process performs as many write operations as it performs
read operations.

The configure-command in figure 6b is primarily reading many small files, a
complete file at a time. In addition to that it uses the fork syscall extensively.
Performance leaps achieved by the file handle concept are negligible for small
files.

The make-command in figure 6c forks many children, who then perform many
small read- and write operations on their part. The make-command mainly
requires CPU power, instead of disk access.

These tests had been performed with an access history containing 30 entries.
In non-laboratory environments it is unlikely for a process to have 30 entries in
its access history.

The overhead caused by a change in the situation can be compared with the
write syscall. The access history of each process must be checked against the
SAPDB, however only once for each change.

6 Limitations

The low-level security mechanisms come with a small loss of comfort. While it is
possible to detect newly accessible data by monitoring reading disk access, it is
not possible to detect discarded data. Thus, the access history of a process can
only grow and data that was once accessible is always considered present until
the termination of the process.

Labels logically describe the content of an object. Currently we assume that
file operations do not change the type of the content. However, when the content
is modified, it is possible that the logical base for the label is also altered, e.g.
the label ”decrypted” is invalid for a file after it has been encrypted. The current
container model does not fit such content modifications.
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Transfer rules are only checked between the source and the target, thus it
may be possible to bypass transfer restrictions, when using an intermediate con-
tainer. This may happen due to bad policy specification, which is not checked
for conflicts.

7 Related Work

In the past years much research has been performed in the area of context-based
access control. Kumar et al. [5] use an RBAC [6,7] model, which they have ex-
tended by context filters. These context filters are applied on the mapping of
roles to permissions, restricting the set of permissions based on the context.
Hulsebosch et al. [8] also use an RBAC model, but they focus on context deter-
mination rather than access policy enforcement. Furthermore, applications need
to be modified to fit their requirements. These models provide good methods for
single points of authorization.

Moyer and Ahamad introduced the Generalized RBAC (GRBAC) [9] in 2001.
Covington et al. [10] use the environment roles from GRBAC for ensuring context-
aware access control.

The Security Enhanced Linux (SELinux) Project [11,12,13] by the NSA uses
Domain-and-Type-Enforcement [14,15] to implement a mandatory access control
upon an existing access control scheme. SELinux uses an access vector cache
to keep track of changes to the ACL of an object. If the ACL changes while
the object is being accessed, the access permissions are rechecked and right
revocations are immediately enforced. However, Jaeger et al. have analyzed the
SELinux policy in [16]. They argue that configuring SELinux with 50 000 and
more policy statements is highly error-prone.

Neither of those works provide complete mediation [2] throughout the pro-
cessing cycle of the information they work on. Once data has been cached by an
application, this data is out of reach for the access control enforcement. None of
these models enforce access permissions retrospectively for applications.

The context toolkit [17,18,1] by Salber et al. could be used for handling the
context and thus the situation. The main intention of that project was to provide
a framework for developing context-aware applications. Covington et al. use the
context toolkit in [10] for their context management. The context toolkit provides
widgets, interpreters and aggregators, which can be queried individually.

8 Future Work

The current architecture assumes that the type of a data fragment never changes.
However, as the type attribute assigned to data fragments represents the logical
type of the data fragment, it is possible that the label has to actually change when
the file itself is changed, as the label would be rendered insignificant otherwise.
For example, after a data fragment labeled “decrypted letters” is encrypted,
its label is not meaningful anymore and therefore should be changed by the
encrypting application to reflect the changed content.
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However, as the labels are used by the PDP to make access policy decisions,
the parts of the system that change and/or assign new labels to data fragments
must be trusted. The easiest way to achieve that is to introduce the concept of
trusted processes.

For that to work effectively, it must be possible to assign more than one label
to a data fragment. Also, the current label inheritance method would have to
be expanded, assigning all labels in a container hierarchy to a data fragment.
If, however, data fragments are marked by more than one label, it is necessary
to introduce a weighting mechanism to distinguish between more/less important
labels. How the weighting is handled is determined by the task a device is used
for.

Another piece in progress is combining the different policy definitions / speci-
fications. Currently an administrator has to specify access control policies, situa-
tion sets and SBAC policies independently. The future goal is to specify policies
in one place and derive the mechanism dependent policy from that specification.

9 Conclusions

With SBAC, we present a dynamic access control model to overcome the limi-
tations of static access control systems in mobile environments.

To achieve that, we introduce a way to dynamically define access control rules
for logical data fragments, effectively separating data access control rules from
the filesystem layer. To keep the rule definition as simple and straightforward as
possible, we introduce the concept of situations, to separate rule definition from
context definition.

By implementing a retrospective policy enforcement, which does not only
check disk accesses but handles data that resides in applications’ memory space
as well, we increase the effectivity of the kernel mode data access control me-
chanisms, making it reliable for dynamically changing rules and therefore usable
for mobile environments.
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Abstract. Protecting the privacy of individuals demands that special
care be taken with the handling of an individual’s personal information.
Either the system should store as little or no user data at all, or it
should protect access to the data in cases where it is necessary that
data has to be stored. A common approach to the protection of PII (in
a privacy aware system) is to associate a set of purposes with the PII
which indicates the enterprise’s use of the data.

Purposes placed in a hierarchical structure (such as a lattice) can sub-
sume each other, which can provide flexibility in the customisation of a
privacy agreement. In this article the customisation of privacy agree-
ments using purposes placed in a lattice is considered. In particular
minimal acceptance levels, maximal acceptance levels, validation and in-
validation of agreements with respect to purpose lattices are introduced.

1 Introduction

The conducting of day to day business for many enterprise requires the use of
data. In particular it requires the use of data that can be linked to an individual,
or Personal Identifiable Information (PII). A bank, for example, cannot conduct
business without PII. Even so, the collection of PII demands that the enterprise
act responsibly with the PII it collects. In order to engender trust, enterprises
will publish a privacy policy to state their intent with the collected data.

This can lead to two extreme cases in the management of the PII. Firstly,
on the one end of the spectrum there is the data owner (the customer), at the
other the enterprise. Both of these parties wish to exert maximal control over the
collected data, resulting in a natural conflict of interest. The enterprise publishes
their privacy policy, and the customer either accepts the policy, receiving the
service, or declines not receiving the service. Business is thus conducted in a
“do-or-die” fashion: “either accept our terms or go away.”

Oberholzer et al [11] proposes the use of privacy contracts which catagorise
agreements in one of four levels, 0 to 3. Level 0 transactions are mandatory, and
levels 1 through 3 provide more flexibility in terms of what customers allow an
enterprise to do with their data.
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This paper considers the use of purpose lattices to facilitate the customisation
of privacy policies by facilitating the privacy agreement levels as proposed by
Oberholzer et al. In our model, purposes are placed in a lattice, the partial
ordering being an indication that some purposes are stronger (better) reasons for
accessing data. Any purpose that subsumes a purpose which is associated with
a datum can thus be used to gain access to the datum. To allow customisation,
the enterprise specifies their most specific (mandatory) purpose, as well as their
most general purpose with a datum. Between these two extremes, the customer
specifies his personal preferences, allowing easier customisation of the privacy
agreement, and finer control over the purposes for which their data will be used.

This paper contributes by showing that purpose lattices can facilitate in the
customisation of privacy agreements by allowing the customer to set custom
levels per datum at an even finer grained level than that of just privacy agreement
levels. This can be accomplished by using compound purposes which are provided
by purpose lattices. Customers are also provided with a single view towards
privacy level customisation. We further explore how invalidation of the privacy
contracts can be accomplished by proposing that the lattices can be versioned
and showing that customers can continuously modify their preferences without
the need to renegotiate the privacy agreement.

The rest of this paper is structured as follows: Section 2 provides background
information, section 3 discusses acceptance levels, section 4 considers agreements
and invalidation, and finally section 5 concludes the paper.

2 Background

Business today thrives on data (including data on individuals), and many sys-
tems are devoted to the storage and retrieval of this data. It can be, and has
been [1,13,4,12] argued that business has a responsibility to protect the privacy
of those individuals on which data is stored.

An original proposal by the Organisation for Economic Cooperation and De-
velopment (OECD) that any data that is stored by an enterprise has to be used
for the published purposes only, has created an explosion of research being to
devoted to the protection of the individual’s privacy.

Many of these Privacy Enhancing Technologies (PETs) can be categorised as
either preserving privacy through providing anonymity, pseudonimity, unlinka-
bility, or untracability [14]. These include anonymous remailers [8], web browsing
anonymisers [7,6], to name but a few.

In many cases, however, a system has to store PII in order for the enterprise
to conduct business. A privacy aware system will make use of purposes to pro-
tect access to the customer’s data. An example of such a PET is the hippocratic
database [1]. The need to store PII and protect it has also prompted the develop-
ment of many access control languages such as XACML [10], and EPAL [2].

When recording data the customer has to be informed of the use for the
data, such mechanisms (P3P [5], and E-P3P [15]) are well published in research
literature. These mechanisms allow an enterprise to state its purpose with data
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to a potential customer. A back end system like the hippocratic database will
ideally take these promises and enforce them.

Using privacy agreement levels [11] allows the customer to customise his agree-
ment with the enterprise. Transactions performed on level 0 are mandatory, and
the customer must agree to these. Level 1 exhibits a “do-or-die” approach, a
customer can only opt-in or opt-out. Level 2 allows the customer to state the
purposes that an enterprise may use his data for, and finally level 3 allows the
customer to state not only the purposes for which his data may be used, but
also which data may be used for which purposes.

Purposes that are used by the enterprise can be organised in many ways,
but it seems as though an informal consensus in research places them all in
some hierarchical form [3,2,9]. Work by Fischer-Hübner also places purposes in
a lattice [8].

In previous work, the authors have suggested placing purposes in a lattice,
and having purposes in the lattice subsume each other [16]. Purposes are organ-
ised from a most general least upper bound, to a most specific greatest lower
bound. If purpose x subsumes another purpose y (there exists a path between
the purposes) we write x ≥ y. Access to a datum that is “protected” with y is
granted if purpose z is given, such that z ≥ y.

Purposes from the lattice can also be combined into compound purposes using
operators [16]. These operators are used to create more expressive purposes
by combining existing ones using conjunctions and disjunctions. For example,
one can indicate that two purposes x and y are required to access a datum by
writing x ·p y; or that either one can be presented to access the datum by writing
x +p y. A technique for the verification of compound purposes will be reported
on elsewhere.

3 Acceptance Levels

Privacy agreement levels may require a large amount of customisation by the
customer (selecting all the elements for levels 1,2 and 3). To ease this burden we
propose that a single view of privacy agreements are presented to the customer.

To accomplish this customisation the enterprise publishes a minimum set
of purposes for which the customer data will be used, known as the Minimal
Acceptance Limit (MinAL). For example, the enterprise might state that it will
use e-mail addresses for “marketing” or “invoicing” (figure 1). A customer who
feels that these purposes are too unrestricted, can set his preference levels more
restrictive, such as just “invoicing”. The enterprise can now no longer use any
marketing related purposes to access data, since it may only specify a purpose
which is stronger than “invoicing”. From figure 11, the MinAL is thus φ1 +p φ2,
and the customer’s preference is φ2. Note that φ2 ≥ φ1 +p φ2.

The obvious problem with this approach is that a customer might be too strict
with his preference level, for example the user might set his preference level to
1 The nodes are labelled with an integer, and we will refer to each node from the figure

in this paper as φi, where i is the node’s label.
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Fig. 1. A small sub-purpose lattice

“Only for access demanded by law” (not shown in the figure). In this case, the
enterprise may be unable to conduct business, as it cannot get access to data (for
sending out invoices). To prohibit such a draconian approach by the customer,
the notion of a Maximal Acceptance Limit (MaxAL) is introduced.

3.1 Maximal Acceptance Limit

A MaxAL indicates that set of purposes which marks the most specific reason
for using a datum. Any purposes more specific than those purposes will prohibit
the enterprise from conducting day to day business.

The enterprise thus associates two sets of purposes with each piece of data, a
MinAL and a MaxAL. The customer is allowed to adjust his preferences between
these two levels, as long has his preferences are not stronger than the MaxAL,
the enterprise will be able to use the data to conduct business.

For example: a company states their MinAL to be φi, and their MaxAL is φj .
The customer can set his personal preferences φu anywhere between these limits
(inclusive). Thus, φj ≥ φu ≥ φi, must hold.

A small change to the privacy meta data schema as proposed by Agrawal et
al [1] will allow the enterprise to record these acceptance limits (table 3) for a
particular piece of data.

In cases where the data is imperative for day to day operation, it is still
possible for the customer to take an active roll in specifying the uses for his data.
He is thus not strong-armed into an agreement. The enterprise also benefits, in
that it still has access to the data for normal business functions, it promotes a
relationship of trust between the customer and itself, and may receive access to
the data for less restrictive purposes.

3.2 Optional Acceptance

In cases where the data submitted by the customer will be used to provide
fringe services, the user may be interested in adjusting this level of opt-in as
well. Because the data is not necessary to conduct business, the enterprise may
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not care if the customer states that his data may only be used in very rare
occasions, such as in the event of a law-enforced inspection of the database.

In this case MaxAL can be set to the most specific purpose for accessing the
data, allowing the user to choose this purpose as his preference. The enterprise
still acts in good faith and specifies a MinAL, and allows the user to adjust his
preferred acceptance levels. If the purpose for the data is specified as φi, then
the customer’s opt-in specification φu must be such that φz ≥ φu ≥ φi, where
φz is the enterprise’s most specific reason for accessing any data.

Table 1. Privacy Meta Data Schema

Table attributes

Privacy Policies Table policyID, MinAL,MaxAL

table, attribute, external recipients, retention
Agreements Table ownerID, policyID, Custom Acceptance Level

Valid Flag, Version

Table 2. The Privacy Policies Table

policyID MinAL MaxAL Table Attribute Ex. Recipients Retention

1 φ0 φ6 customer name x y
2 φ1 ·p φ2 φ6 customer address x y
3 φ3 φ4 customer credit card x y
4 φ4 φ4 customer credit card x y

Table 3. The Agreements Table

dataownerID policyID Custom AL Valid Flag Version

x1 1 φ1 +p φ5 true y
x2 3 φ4 false y

To support the notion of acceptance levels the table schema presented in
tables 1 through 3 is presented.

By adjusting MinAL and MaxAL we can effectively employ privacy agreement
levels from Oberholzer. For example, by setting MinAL and MaxAL to the same
value forces the customer to accept a certain purpose for data, by widening the
distance between MinAL and MaxAL we approach levels 1,2 and 3.

4 Agreement Invalidation

Whenever an enterprise changes its privacy policy, a new agreement between it
and the customers must be reached. Using the model presented in this paper it
is also possible that the customer may decide to adjust his preference levels – a
function that should be provided by the enterprise bona fide.
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4.1 Customer Changes

Changes by the customer means that the enterprise may have more, or less
access to the customer’s data. Any change in the customer’s preferences of course
indicates a change in the agreement that is undertaken by the customer and the
enterprise. This will result in a new agreement having to be “undersigned” by
both parties. However, since the user changes his preferences, and as long as his
preferences remain within those allowed by the enterprise (between the MinALs
and MaxALs, it can be assumed that the enterprise has a “safe” agreement with
the customer to have access to the information which will not hinder day to day
business.

From the customer’s side, since he is changing the preferences, and since the
enterprise is running a PET which will ensure that his data will not be misused,
accepting the changing of the agreement can be automated.

4.2 Enterprise Changes

Agreement on changes originating from the enterprise cannot be automated in
such an easy way as changes initiated by the customer. Since the enterprise is
effectively “borrowing” information from the customer any change in policy has
to accepted by the customer first. In such an event the privacy contract between
the customer and the enterprise can be “frozen” [11].

In this paper the term “invalidated” will be used, to indicate that the agree-
ment between the enterprise is no longer considered valid, and that the enterprise
may no longer use any of the data which falls under the invalidated agreement.

The enterprise can invalidate an agreement in one of several ways. Firstly, they
may change their MaxALs for a particular type of data. This means that a cus-
tomer who set his preference level to the MaxAL may no longer be “protected”.
Either the MaxALs subsumes the customer’s levels, or they are subsumed by
the customer’s level.

In either case, the agreement cannot be considered valid anymore, as the
customer’s levels might prohibit the conducting of day to day business. However,
the enterprise cannot simply adjust the customer’s custom levels, as this would
allow them to get access to his data with more general purposes. If the MaxALs
subsume the customer’s preference levels, then the customer might wish to adjust
his levels to the “maximum” allowed again.

Secondly, it is also foreseeable that the enterprise can modify its purpose lat-
tice, and therefore introduce new purposes which subsume the preference levels
as set by the customer. Purposes can also be removed from the purpose lattice.
To avoid situations where purposes which are present in agreements are removed
from the lattice, which will invalidate agreements, a restricted delete can be per-
formed. That is when a purpose is removed from the lattice, the system will first
verify that no agreement is subject to that purpose. This technique can typically
be used to clean up the purpose lattice and remove purposes that are not used.

A final remark on the deletion of entries in the purpose lattice: it is possi-
ble that the enterprise may consider a purpose and all its children as unnecessary.
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The system should therefore support a “deep” removal of a purpose from the
lattice. Thus the targeted purpose and all its children will be removed.

A “cascaded” removal of a purpose from the lattice is analogous to a cascaded
delete from a relational database. Where the database deletion removes the
entries that violate integrity, the cascaded delete removes the targeted purposes
from the entries in the privacy policy table.

Finally, the enterprise may change their MinALs. An increase or decrease in
these levels has to be inspected by the customer before the agreement can be
considered valid.

4.3 Versioning of the Policy and Purpose Lattice

Changes to the purpose lattice need not invalidate an agreement. A customer
that subscribes to a service provided by an enterprise under a particular agree-
ment may continue to receive services provided by the enterprise, as long as
precise details regarding the version of the privacy policy under which the agree-
ment took place is kept.

Since the basis for a privacy policy in the model presented here is the purpose
lattice, as long as the purpose lattice can be versioned, that is changes to the
lattice is recorded, and a particular version can be reconstructed accurately, the
privacy policy can be versioned. Versioning of the lattice can be accomplished in
much the same fashion as performing a difference calculation between two files.
An agreement with a new customer is always done under the latest version of
the purpose lattice.

By labeling an agreement, it is possible to version an agreement directly.
Consider the fourth entry in table 2: it applies to the same object in the database,
but has a different policyID.

4.4 Multiple Agreements

It is of course plausible that the enterprise can have multiple agreements with the
customer. For example an agreement between the customer and the enterprise
regarding the physical address, and an agreement regarding the customer’s credit
card details. These agreements can then be grouped under one umbrella agree-
ment. The reason for having many agreements can be easily justified. Suppose
for example an enterprise changes its policy regarding credit card details. Such
a shift need not invalidate the agreement the enterprise had with the customer
regarding his address.

This is especially true in the case where a minor change in the purpose lattice
suddenly invalidates a customer’s agreements with the enterprise completely,
effectively cutting him of from services.

4.5 Invalidation

Whenever a change in policy originates from the enterprise, it can be considered
either mandatory or optional. Mandatory changes require that all agreements
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are invalidated, and optional changes only requires a versioning of the lattice or
policy (as recorded in the database).

Requests to access data of invalidated agreements will not be granted, and
will result in a “conflict miss”. Before data can be accessed the agreement will
have to be validated again.

Requests to access data of versioned agreements will result in the appropriate
version of the lattice or policy being loaded, after which verification of the access
request will take place based on those versions.

5 Conclusion

This article extended the notion of privacy agreement levels by showing that
they can be implemented using purposes placed in a lattice, and how the purpose
lattice itself can allow for a finer level of customisation. The notion of MinALs
and MaxALs was introduced. These elements allows a customer to take control
over the use of his data while enabling the enterprise to still have access to the
customer’s data for day to day business tasks. Purpose lattices, MinALs, and
MaxALs sufficiently supports privacy agreement levels and provides even finer
grained access control.

It was also argued that agreements need not be invalidated if the different
versions of the purpose lattice can be stored.

In order to fully employ this technology it will be necessary to optimise the
speed of verification. We are exploring a solution which requires a total ordering
of the “agreements table” based on the custom acceptance level. Based on the
reason used to access the data searches can be limited to only those customers
who have a custom acceptance level weaker than the given reason. Combined
with effective search techniques on the agreements table, and query rewriting,
speed impact can be kept minimal. Space unfortunately precludes a detailed
discussion and our results will be reported on elsewhere.
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8. Fischer-Hübner, S.: IT-Security and Privacy: Design and Use of Privacy-Enhancing
Security Mechanisms. Springer, Heidelberg (2001)

9. Karjoth, G., Schunter, M.: A privacy policy model for enterprises. In: Proceedings
of the 15th IEEE Computer Security Foundations Workshop, June 2002, Springer,
Heidelberg (2002)

10. OASIS Access Control TC. OASIS extensible access control markup language
(xacml) version 2.0. Technical report, OASIS (February 2005)

11. Oberholzer, H.J.G., Olvier, M.S.: Privacy contracts incorporated in a privacy pro-
tection framework. International Journal of Computer Systems Science and Engi-
neering 21(1), 5–16 (2006)

12. OECD guidelines on the protection of privacy and transborder flows of personal
data. Technical report, Organisation for Economic Co-operation and Development
(1980)

13. Olivier, M.S.: A layered architecture for privacy-enhancing technologies. In: Eloff,
J.H.P., Venter, H.S., Labuschagne, L., Eloff, M. (eds.) Proceedings of the Third
Annual Information Security South Africa Conference (ISSA2003), Sandton, South
Africa, July 2003, pp. 113–126 (2003)

14. Pfitzmann, A., Hansen, M.: Anonymity, unobservability, and pseudonymity: A con-
solidated proposal for terminology. Draft (July 2000)

15. Schunter, M., Ashley, P.: The platform for enterprise privacy practices. Technical
report, IBM (2002)

16. van Staden, W.J.C., Olivier, M.S.: Purpose organisation. In: Proceedings of the
fifth annual Information Security South Africa (ISSA) Conference, Sandton, June
2005, Johannesburg, South Africa (2005)



A Pattern-Driven Framework for Monitoring

Security and Dependability

Christos Kloukinas and George Spanoudakis

Department of Computing, The City University, London, EC1V 0HB, U.K.
{C.Kloukinas,G.Spanoudakis}@soi.city.ac.uk

Abstract. In this paper we describe a framework that supports the
dynamic configuration, adaptation and monitoring of systems that need
to guarantee specific security and dependability (S&D) properties whilst
operating in distributed settings. The framework is based on patterns
providing abstract specifications of implementation solutions that can
be used by systems in order to achieve specific S&D properties. The
focus herein will be on the monitoring aspects of the framework which
allow it to adapt to violations of the S&D requirements and changes to
the current context.

1 Introduction

Ensuring security and dependability in systems which operate in highly dis-
tributed environments and frequently changing contexts (e.g. changing networks
and system deployment infrastructures), whilst maintaining system interoper-
ability and adaptability, is one of the major challenges of current research in the
area of security and dependability [1], where systems need to adapt to dynamic
changes in their context. This necessitates the incorporation of mechanisms that
can monitor a system’s operation and report violations of S&D requirements
that would require the deployment of alternative S&D mechanisms.

In this paper, we present a framework that is being developed as part of
the European research project SERENITY1 to address the above challenges.
This framework is driven by S&D patterns which specify reusable architectural
solutions for S&D requirements, the contextual conditions under which these
solutions are applicable, and rules that need to be monitored at run-time to en-
sure that the implementation of the pattern behaves correctly. The framework
is responsible for selecting the patterns which are appropriate for fulfilling the
S&D requirements of a system in specific operational contexts, as well as, acti-
vating and integrating the implementations of these patterns with the system at
runtime. The framework can also monitor the execution of the system and the
implementations of the S&D patterns, and take corrective actions if a violation
of rules or contextual conditions of the patterns is identified.

The general architecture and functions of this framework have been introduced
in [2]. Our focus in this paper is to describe the support that the framework
1 http://www.serenity-project.org/motivations-&-objectives.php
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c© Springer-Verlag Berlin Heidelberg 2007

http://www.serenity-project.org/motivations-&-objectives.php


A Pattern-Driven Framework for Monitoring Security and Dependability 211

provides for system monitoring at run time and present the use of the S&D
patterns in monitoring and the mechanisms that the framework incorporates to
support this activity. The rest of this paper is structured as follows. In section 2,
we present an example of a system which will be used throughout the paper to
illustrate the operations of the framework. In section 3, we present the general
architecture of the framework and discuss the S&D patterns and other artefacts
which are deployed during monitoring. In section 4, we discuss the monitoring
life cycle that is realised by the framework and how it is driven by the dynamic
selection, activation and deactivation of S&D patterns. In section 5, we overview
related work and, finally, in section 6 we give some concluding remarks and
outline plans for future work.

2 Motivating Example

The system that we use to illustrate the function of the S&D framework that we
describe in this paper is an e-healthcare system whose objective is to support the
monitoring, assistance, and provision of medication to patients who have been
discharged from hospitals with critical medical conditions [3]. In an operational
scenario of this system, a patient does not feel well and sends through his patient
e-health terminal (PHT) a request for assistance to the emergency response cen-
tre (ERC). To establish the cause of the problem, ERC retrieves the patient’s
medical record from its internal database. From this record, ERC establishes
that the patient’s doctor is on vacation and contacts an alternative doctor D
whose expertise matches with the expertise of the patient’s doctor. Doctor D
receives this message on her doctor e-health terminal (DHT) and replies imme-
diately. ERC verifies D’s identity and sends the patient’s medical data to DHT.
D creates an electronic prescription on her DHT, sends it to ERC, which subse-
quently forwards it to the pharmacy system (PhS) that is closest to the patient’s
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Fig. 1. e-Healthcare system
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location. The pharmacy delivers the medicines to the patient, and PhS confirms
the dispatch to the ERC.

3 Overview of the Framework

The generic architecture of the S&D framework is shown in Fig. 2. The S&D
configurator accepts as input the S&D configuration of an external system and
the S&D properties that this system wants to realise. Then the S&D configurator
selects an S&D pattern which can provide the required S&D properties and also
selects a concrete implementation of this S&D pattern which is applicable in the
particular setting. Then the S&D configurator sends the rules that need to be
monitored for the specific pattern and implementation to the monitoring engine,
and activates the implementation.

S&D Framework

S&D Configuration

Monitoring Rules

System Configurator

Monitoring Engine

External System

S&D Repository

Patterns
ImplementationsViolations

Required S&D Properties

Fig. 2. Architecture of the S&D framework

The monitoring engine (ME) gets the rules that should be monitored and
starts the monitoring activity. During this activity, the engine gets events con-
cerning the state of the external system and the selected implementation from
event captors and sends notifications of violations of monitoring rules to the
S&D configurator. S&D implementations include operational runtime compo-
nents that can be used to realise the S&D properties of the pattern that they
are associated with. They also include event captors which provide the events
required for checking the monitoring rules of the S&D patterns. S&D imple-
mentations are activated and deactivated dynamically by the S&D configurator
through different mechanisms depending on their type.

3.1 The Basic Artefacts

Requirements and Properties S&D requirements of systems are expressed as
S&D properties which need to hold. More specifically, a system provides the
framework with a configuration file specifying: (i) the required S&D properties,
(ii) the part of the system’s architecture that each property relates to, and (iii)
the attack/fault model (afm - itself expressed as an S&D property) under which
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Properties True ⇒ Confidentiality, True ⇒ Integrity

Parameters P1: { . . . }, P2: { . . . }
Components Encrypt1: { . . . }, Decrypt1: { . . . }, Filter : { . . . }

Architectural
Description Filter

Encrypt1

Decrypt1

P2P1

Rule1
Happens (e(id,Filter , P1,RES , X,Filter), t1, � (t1, t1)) ⇒
Happens (e(id, P1,Filter ,REQ , X,Filter), t2, � (t2, t1))

Rule2
Happens (e(id,Filter ,Encrypt1,REQ , X,Filter), t1, � (t1, t1)) ⇒
Happens (e(id,Encrypt1,Filter ,RES , X,Filter), t2, � (t1, t1 + T ))

Rule3
Happens (e(id,Encrypt1, P2,REQ , X,Encrypt1), t1, � (t1, t1)) ⇒
HoldsAt (authorised(P2, P1), t1)

Assumption1

Happens (e(id, P1, X,RES , authorise(P2, result), P1), t1, � (t1, t1))
∧ result = True ⇒
Initiates (e(id, P1, X,RES , authorise(P2, result), P1), authorised(P2, P1), t1)

Context
Condition1

(CC1)

Happens (e(id1, Y, Z,REQ | RES , X,Filter), t1, � (t1, t1))
∧ ( Y = Filter ∨ Z = Filter) ⇒
Happens (exec :e(id2, ME,Filter ,REQ , getCertificate(), ME), t2, � (t1, t1 + 1))
∧Happens (e(id3,Filter , ME,RES , getCertificate(cert), ME), t3, � (t2, t2 + T ))
∧ valid(cert) = True

RequiresRulepat
{(Integrity, Rule1), (Confidentiality, Rule2),
(Confidentiality, Rule3), (Integrity, CC1)}

DependsOnpat {(Rule3, Assumption1)}

Fig. 3. A simplified pattern example of integrity and confidentiality

the property should be guaranteed, in an assume-guarantee type of reasoning:
afma ⇒ propb. Using (i)-(iii), the S&D framework can select an appropriate
pattern for the relevant property.

The properties and attack/fault models are represented abstractly as key-
words and their interdependencies as implications, e.g., propa ⇒ propb. By do-
ing so, it is easy to dynamically check whether the assumed attack/fault model
is more constrained than that of a pattern, i.e., afmsys ⇒ afmpat , and whether
the property required by the system is weaker than the property provided by
the pattern, i.e., proppat ⇒ propsys .

Patterns. A simplified2 example of an S&D pattern (I&C) is shown in Fig. 3.
I&C provides two properties, integrity and confidentiality, under any attack model.
It contains monitoring rules for verifying the properties at runtime, assumptions
which provide extra information about the system behaviour, and contextual con-
ditions under which the pattern is applicable. Relation RequiresRulepat helps de-
termine the subset of rules which should be monitored, to avoid wasting resources

2 More details about the contents of S&D patterns and the scheme for describing them
can be found in [4].
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if we do not need all properties, while relation DependsOnpat indicates which as-
sumptions should be used when particular rules need to be monitored. Finally,
the pattern contains an architectural description of the offered solution, which de-
scribes its components, i.e., what the pattern provides for realising the solution,
the parameters, i.e., partially unknown components of the system which will use
the pattern, and the connectors which link these together (shown as arrows).

Rules, context conditions and assumptions are specified in Event Calculus (EC)
[5]. An event e(ID , sender , receiver , status, operation , source), provides us with its
source, that is the component from which the occurrence of the operation has been
captured (may be different from either sender or receiver), and their status, that
is whether the operation is a request (REQ) or a response (RES). Fluents are rep-
resented as relations between objects of the general form: f(o1, · · · , on).

Rule1 in the I&C pattern describes an integrity constraint, where for each
response to an operation call that P1 receives from Filter , there should be a
matching earlier call of this operation that was sent from P1 to Filter . Rule2
checks the (bounded) availability of Encrypt1, by asking that Filter should re-
spond to an operation X within T time units. Rule3 checks if the recipient P2
of any message X from Encrypt1 is authorised by P1 to receive messages at
the time of dispatch of X . Finally, the context condition (CC1) examines the
validity of the certificate of the pattern every time that an operation is called
on/by Filter . If the certificate has been revoked between any of these points,
then the pattern is no longer applicable and must be deactivated.

4 The Monitoring Lifecycle

The typical operational scenario of the S&D framework involves: (i) the selec-
tion of a pattern that can provide the properties required by a system, (ii) the
activation of an appropriate implementation for it and the monitoring of the
pattern rules, and, (iii) the deactivation of the pattern if it is no longer relevant
to the external system of concern or cannot be applied in the current context.
In the following, we describe how the S&D framework performs these activities.

Selection of Patterns. Based on the system S&D configuration file, the S&D
framework searches its pattern repository, to identify patterns which offer the
required properties (RPropj), given the specific attack/fault models (AFM i).
More specifically, it computes the TolerableAttacks = {afm : AFM i ⇒ afm}
and ProvidedProperties = {prop : prop ⇒ RPropj} and uses these to find the
CandidatePatterns , which provide the property afm ⇒ prop. Then the frame-
work finds the RealisableCandidates which have currently applicable implemen-
tations. At this stage, extra constraints specified by the system configuration are
used to sort the set of realisable candidate patterns with respect to how closely
they match the user’s criteria, e.g. the maximum cost of the provided implemen-
tation, the identity of its provider, etc. Then, the closest match is considered for
the most difficult part of the search, i.e., selecting a pattern which is architec-
turally compatible with the system. The problem of architectural compatibility is
ensuring that the system components which require a property will be correctly
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assigned to the parameters of the pattern. This architectural match is performed
through architectural unification [6]. The selection process ends when the S&D
framework has found an architecturally compatible pattern in the ordered set
of RealisableCandidates . In reference to the example of Fig. 1, we will assume
that the configurator has selected the pattern of Fig. 3 as a realisable candidate
pattern, using the substitutions {P1 → ERC, P2 → DHT, X → assist(· · ·)},
where assist(· · ·) is the operation that the ERC is calling on the DHT.

Activation of Patterns. The activation of patterns by the S&D framework has
two major steps with respect to monitoring: (1) the activation of monitoring
rules by the monitoring engine, and (2) the attachment of the event collectors
to the system/pattern components in order to generate the events required for
monitoring.

The activation of monitoring rules happens according to the following steps,
using the information that the I&C pattern has been selected for both its prop-
erties SelectedForpat = {(Confidentiality , Integrity)}:

Computations Results

InitRulespat = CC pat ∪
{r : ∃prop ∈ SelectedForpat |
(prop, r) ∈ RequiresRulepat}

InitRulespat = {CC1,Rule1,Rule2,Rule3}

FinalRulespat = InitRulespat ∪⋃
r∈InitRulespat

DependsOnpat(r)
{CC1,Rule1,Rule2,Rule3, Assumption1}

ActiveRulespat =
substitute(FinalRulespat , substitutionlist)

substitutionlist = (P1 → ERC,
P2 → DHT, X → assist(· · ·)))

Once the monitoring rules of the selected pattern have been instantiated and
activated, the event collectors of the respective S&D implementation are acti-
vated. This process uses ActiveRulespat :

Computations Results/Comments

EventsOfInterestpat =⋃
r∈ActiveRulespat

Containspat(r)

EventsOfInterestpat = {
ev(id, ERC,Filter ,REQ , assist(· · ·),Filter),
ev(id,Filter , ERC,RES , assist(· · ·),Filter),
· · ·}

SourceOf pat(e) = c Filter (for all events)
Find the event collectors for each event e:
CollectedBy imp(SourceOf pat(e), e)

From the the configuration of the selected
S&D implementation

The monitoring engine checks the activated monitoring rules as described
in [7]. If a rule is violated, the engine logs the violation and performs the control
action which was specified in the system configuration, if any, to notify the
system. If the violated rule is part of the pattern’s context conditions, then the
framework configurator is notified in order to deactivate the pattern and replace
it with a new one.

Deactivation of patterns. When a context condition is violated or when the S&D
requirements change, e.g., due to legal reasons, then the pattern needs to be



216 C. Kloukinas and G. Spanoudakis

deactivated and replaced by another. Replacing a pattern entails the deacti-
vation of the monitoring rules and assumptions, the detachment of the event
collectors which collect the events for these rules and the deactivation of its
implementation. Even though the ActiveRulespat are easy to deactivate, event
collectors should only be deactivated if they are not also being used by other im-
plementations. Therefore, the S&D configurator needs to identify the collectors
which are used exclusively by the current pattern and deactivated these only.

5 Related Work

The objective of the framework that we present in this paper is two-fold: (a) to
provide runtime support to external systems for the realisation of specific S&D
properties, presented in more detail in [2], and (b) to monitor the effectiveness
and adequacy of the support that it provides in specific operational contexts. The
approach that we advocate for (b) is related to security monitoring systems, which
can be distinguished into firewalls and intrusion detection systems [8,9], intrusion
prevention systems [10,11], and access control systems [12,13]. Firewalls control
access on packets entering or leaving local networks to protect them from external
networks, thus do not consider the application layer and cannot protect against
internal threats or monitor general security properties. Intrusion detection sys-
tems also aim to detect attacks at the network layer based on models of expected
user/system behaviour but do not always have the control capability to prevent
attacks. A combination of attack detection and prevention capabilities is provided
by intrusion prevention systems. Access control systems aim to restrict access to
sensitive information based on pre-assigned rights for accessing specific informa-
tion objects to different subjects (e.g. system component), the requester’s role in
an organisation (role based access control systems), or access policies combining
credentials of users with the context of the system (context based access control).
Such systems can monitor information access but not other, more general, prop-
erties which are supported by our approach. Furthermore, they cannot adapt and
integrate complex security solutions to running systems [1].

Our approach also relates to general purpose runtime monitoring systems,
which focus on the verification of program behaviour against properties speci-
fied at some temporal logic or on requirements monitoring, e.g. [14,15]. Many
of the former systems focus on runtime verification of Java code [16,17] where
events record changes of internal program variable values and/or invocations and
returns of program methods. The latter systems express requirements in some
high level formal specification language and subsequently assume the refinement
and mapping of these requirements onto patterns of events whose occurrence
would indicate their violation at run-time. This transformation is the responsi-
bility of system providers, e.g. [14].

The framework that we present in this paper can support the monitoring
of general properties for software systems including security properties [18]. Its
main difference from existing work is that monitoring is driven by S&D pat-
terns which define the rules that should be monitored at different stages and
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contexts of a system’s operation, in order to ensure specific security properties.
Furthermore, the generation of events in this framework is performed by pattern
implementations and thus there is no need for explicit code instrumentation or
developing other types of event emission methods.

6 Conclusions

In this paper, we described the monitoring-related aspects of a framework [2]
that supports the dynamic configuration, adaptation and monitoring of systems
that need to guarantee specific security and dependability properties whilst op-
erating in distributed settings. The framework is based on patterns [4] providing
specifications of implementation solutions that can be used by systems in order
to achieve specific security and dependability properties. Patterns identify con-
textual conditions which need to hold in order to guarantee the effectiveness of
the solutions that they describe, and rules that should be monitored at runtime
to check that these conditions are satisfied and the offered solutions do indeed
comply with the required security and dependability properties.

Based on the security and the dependability properties which are required by
external systems, the framework can automatically select patterns and concrete
implementations, integrate them with the system, and monitor the behaviour
of the integrated entity to check the effectiveness of the adopted solutions in
it. The framework can also take certain control actions when there are runtime
violations of the monitored rules. These actions may include the selection and
activation of other patterns if the current ones fail to meet the requirements, the
activation of additional monitoring activities, and the suspension of the system’s
operation.

Currently, we are working on the introduction of mechanisms for detecting
potential threats to S&D requirements and the provision of detailed diagnostic
information for the detected violations of the S&D pattern rules and contextual
conditions. We are also looking onto mechanisms for the effective distribution of
rules onto different monitors in order to optimise the monitoring performance of
the framework.
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Abstract. Software can be found in a lot of different infrastructures in our daily 
life e.g. mobile phones, cars, or ticket machines. Due to always increasing 
requirements or failures in programs, updates are needed at all times and mean 
a great cost and time advantage. Not always can the technical possibility to 
download software components be realized right away because various security 
issues or legal restraints have to be taken into account. This paper introduces a 
security architecture for regulated software download that is performed in the 
area of measuring instruments but can also be applied for other infrastructures. 
Therefore at first the legal requirements in which the software download is 
performed – here the liberalized energy market - is introduced. Furthermore 
different security requirements that are necessary to connect the technical and 
legal needs are presented. The analysis of the legal situation, the participants, 
resources, and threads draws a total picture of the system. Starting from these 
conclusions an infrastructure that supports the different security aspects will be 
presented. 

1   Introduction 

Computer systems or control units demand new versions of software in order to 
provide services that on the one hand control and monitor the hardware and on the 
other side respond and execute functions that solve different kinds of individual user 
problems. If the functions that need to be accomplished are not regulated by law or 
any other requirements it is comparatively easy to implement such an operation at 
least from the technical side of view. Nevertheless there are situations where the 
alteration or exchange of software can only be allowed if several preconditions are 
fulfilled. The requirements and thus restrictions on programs range from legal 
specifications to security aspects that have to be met. 

In the scope of energy meters the restrictions of a technical feasible software 
download result from the need of obligatory verification. Based on the German 
Verification Act (Eichgesetz) sec. 2 para. 1 EichG all energy measurement devices 
that are used in the area of business commerce have to be explicitly approved [1]. In 
the case of the energy industry software is classified into two groups; legally relevant 
and non-legally relevant software [2]. In the first case the software includes functions, 
data and parameters that have to be approved by an appropriate authority. A software 
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module that needs not to be certified contains functions, data and parameters that are 
not allowed to have any effect on legally relevant tasks in a measurement instrument 
[2]. In the following it is focused on the first type of software. After the verification 
the meter can only be changed directly on location by employees with special legal 
rights to do so. The possibility to establish a software download over open networks is 
very advantageous and challenging for measurement device manufacturer. It arises 
the chance to respond very fast and cost-saving to errors that have been observed, new 
requirements that are demanded by the customer as well as to changes in legislation. 
In this paper mainly energy measurement instruments are observed that are described 
in the annexes MI-001 till MI-004 of the European Measurement Directive [3]. 

So far software download is not allowed to be performed although it is technical 
possible. But the recent changes in the energy market open the possibility to pervade 
the necessary national and international legal requirements. Software modules that are 
approved and installed in a calibrated measurement device will be able to be altered 
fully or partly by new components if an appropriate security policy is introduced in 
the existing infrastructure. Chapter 2 introduces the legal framework that has 
experienced a lot of changes during the last years and is still in the process of being 
adjusted to international harmonization. The monopolistic energy market has changed 
to a liberalized energy market with new participants where so called unbundling has 
taken place. Section 3 outlines the initial situation without any security mechanisms 
from a technical and legal side of view. In section 4 the different requirements in the 
scope of security issues are presented. The WELMEC consortium [4] has already 
published several documents which include security analyses for measurement 
instruments (e.g. scales). They address besides other the problem of software 
download. Experiences from analogy needs are taken also into account. Afterwards an 
insight how an appropriate security architecture can be designed is given. The 
infrastructure is expanded by appropriate and selected security mechanisms. The last 
chapter summarizes the phases of a software download in the energy market and gives 
an outlook on the next steps. 

2   Liberalized Energy Market 

The monopolistic energy market in Europe was turned into a liberalized en- 
ergy market in 1996 when the Electricity Directive (Directive 96/92/EC, 
Elektrizitätsbinnenmarktrichtlinie) had come into effect through the decision of the 
European Parliament and of the Council [5]. The purpose was and still is to receive a 
harmonized legislation in Europe and a market that supports competition between the 
participants. Before the liberalization the number of participants was rather small and 
clearly arranged because there were only a few enterprises that offered services 
related to energy. After the introduction of the new directive the different tasks in the 
energy industry were separated and assigned to different roles. This concept is called 
unbundling. The primary idea is to divide up the duties and responsibilities of 
transmission of energy (compare article 10 Electricity Directive [5]), distribution of 
energy (compare article 15 Electricity Directive [5]), and the accounts of energy 
services (compare article 19 Electricity Directive [5]). In Germany the European 
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legislation was becoming effective two years later by the Energy Industry Act 
(Energiewirtschaftsgesetz - EnWG) [6]. The harmonization was not only limited to 
electricity but was expanded to gas in 1998 by the Gas Directive 98/30/EC 
(Erdgasbinnenmarktrichtlinie) [7]. Due to the changes on international legislation (the 
Electricity Directive was changed again in 2003 [8]) as well as experiences gained in 
the new market the Energy Industry Act was newly adjusted in 2003 [9] and at last in 
2005 [10]. 

Besides laws in energy the harmonization proceeded in the area of legislation on 
verification. In 2004 the Measurement Instrument Directive (MID) became effective 
and lead to wide reorganization in verification [3]. In Germany these changes were 
determined in February 2007 with the new Verification Act (Eichgesetz - EichG) [1] 
and Verification Ordinance (Eichordnung - EO) [11]. One major consequence was the 
partially shifting from several monitoring and approval tasks from the so far 
established testing laboratories to the meter device manufacturers. Before the MID 
was introduced there were only testing laboratories in charge of verification and 
calibration in Germany. They were assigned as “state accredited testing laboratories” 
based on the Verification Ordinance sec. 57 EO [11]. The MID introduced the 
conformity assessment based on different modules that are described in [3] via the 
annexes B, D, F, and H1 and are taken on sec. 7k para. 1 EO [11] in Germany. These 
modules will be administered not only by the existing approved testing laboratories 
and the PTB (Physikalisch-Technische Bundesanstalt - national metrology institute) 
but also by notified bodies. The disestablishment in partitions and the international 
regulations towards meters yielded further to the fact that new participants had to be 
introduced. In the case of electricity only distribution system operators (DSO) were 
afore allowed to maintain the meter and deal with the resulting measurements. When 
the German Energy Industry Act from 2005 came into force the situation changed. 
Now the law allows a third party to work as a meter device operator with sec. 21b 
para. 2 EnWG who performs installation, operation, and maintenance [10] of a meter 
if certain conditions are fulfilled. Although the possibility to perform the service of 
measurement was designated to be conducted through a third party according to sec. 
21b para. 3 EnWG, it has not been further specified in a valid ordinance yet. Figure 1 
gives an overview of the different market participants. Since this paper is 
concentrating on an infrastructure for secure software download the meter is placed in 
the middle of the model. It is essential for the security analysis and the design of the 
following architecture to highlight the instances that have influence on the meter and 
the within connected legally relevant software. 

In this paper we display the market divided into three sub areas. The first group 
includes the responsible agencies that monitor the market and the competition within. 
Therefore the Ministry of Economic Affairs and Employment as well as the Federal 
Network Agency were chosen to do so. Furthermore the PTB, the verification 
authorities with the connected state accredited testing laboratories and the notified 
bodies are dealing with the inspection and approval of the meter devices. The 
participants that offer services related to energy are grouped in a second category. The 
energy is offered by a producer and transmitted through Transmission System 
Operators (TSO) as well as Distribution System Operators (DSO). Additional supplier 
and merchants are shown but do not have a great influence on legally relevant 
software. Therefore they are not considered in the following architecture any further.  
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The meter is developed by a manufacturer and can later be used by a DSO or a third 
party in the role of the Meter Device Operator (MDO). In the third group the energy 
customer is presented. The consumer can be classified as Access Customer (AC) e.g. 
a hirer who provides a network connection to the Access User (AU) as a leaser who 
obtains energy through the circuit. Although so far only the AC has the choice to 
assign a third party for the services of installation, operation, and maintenance (sec. 
21b para. 2 sent. 1 EnWG), the Federal Government has the possibility to publish an 
ordinance to allow the AU according to sec. 21b para. 3 sent. 2 EnWG to choose a 
third party for the measuring service. Therefore it is necessary to include the different 
roles of an energy customer in the security considerations. 

 

Fig. 1. Survey of the market participants in the liberalized energy market 

3   Initial Situation of the Existing Infrastructure 

In order to establish a service like secure download of software it is at first necessary 
to give an overview of the existing system. Chapter 2 has already given an insight in 
the legal background and the involved participants. It is further essential to identify 
the connected resources and thereby especially the data that has to traverse several 
phases until it can be installed and put into operation in a meter. All components are 
connected through communication that has to occur among them and have therefore 
to be observed in detail. All the above mentioned information allows a system 
description before any additional security mechanisms are applied. Afterwards a first 
abstract use case diagram can be signed. 

Figure 1 already showed that the meter is the main component in this scenario and 
can therefore be identified as the most important resource. A meter is only to be 
deployed at a customers place if it has afore passed several verification phases. It was 
mentioned earlier that the meter manufacturer can choose from a list of modules for 
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the conformity assessment. This is usually done by a first examination of a single 
meter as a reference model for an assembly group unit. Afterwards every single meter 
in that product line is certified on its own. Latterly this can be done in one continuous 
process that is drawn through the whole design, development and realization cycle 
[3]. These considerations display the impact of verification. The meter can later only 
be changed if permission from the appropriate entity is given and only by a duly 
accredited agent. For the exchange of software the same requirements have to be 
applied accordingly. Legally relevant software is to be composed of programs, data 
and functions that have to be calibrated and to be inspected [2] by the appropriate 
testing and approval instances. It is created through the meter manufacturer or an 
assigned organization with different kinds of tools. The executable code has to be 
provided with additional information so that the connection between the software 
component and the underlying meter can be made later. An adequate authority has to 
release the software before it can be written into one or more meters. An energy meter 
is measuring the consumption of a customer or company and makes the results 
available for the later accounting. Therefore the measurement values need to be 
requested by a data acquisition centre. The reading and processing of the information 
and data is done by management systems. In this scenario a meter is addressed by 
management systems and the testing and approval instance over open networks for 
example the internet. The connection can be established e.g. with a modem or GSM 
(Global System for Mobile Communications). 

 

Fig. 2. Use case of a complete software download without security 

Figure 2 shows a use case diagram which describes the steps that have to be 
executed. The process of a complete software download is evaluated only from a 
technical side of view. So far no security mechanisms have been applied. In the 
following a rough overview of the required phases of a download process based on 
the above given use case diagram is presented. 

The owner of a meter device requests a software update. New software is 
implemented by the meter manufacturer due to new requirements of a customer, an 
error that have been observed, or legal control. The executable code is sent to the 
testing and approval instance. After appropriate tests the new software component is 
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approved or rejected. In the first case the module can be delivered to the owner of the 
meter directly or through intermediate entities. Management systems initiate the 
transportation of the software to the meter. Installation and putting into operation is 
executed. The meter is working with a new version of application and is monitored by 
the appropriate instances and the user. 

4   Security Requirements and Resulting Architecture 

A system environment like the liberalized energy market makes high demands on 
operations such as e.g. software download. Although the general conditions are 
altered in some way (here by exchange of software remote over open networks) the 
goals of consumer protection, measurement assurance, and the trust in measurement 
results according to sec. 1 EichG has still to be retained [1]. The technical description 
given in chapter 3 intends that different security issues have to be answered in order 
to comply with these requirements. Therefore at first the various security aspects that 
have to be considered are outlined. Based on the requirements that arise from the MID 
[3] the WELMEC consortium [4] has already released guidelines with [12], [2], and 
[13] that deal with the security analysis of software and connected resources in 
particular definitions, description of module concepts, hardware devices, examination, 
risk analysis, etc. Even though some of the WELMEC documents describe non-
automatic Weighing Instruments the analysis results can be applied partially in the 
scope of meters as well, here especially [13] is referenced. The security analysis has 
to focus in the first place on the software in the meaning of the legally relevant data, 
parameters, and functions that are executed within, the meter to which the software 
component is installed to and operated with, the different people that are connected to 
the various actions, and the transmission paths. Eligible test scenarios are to be taken 
into account as well. Thus the use case scenario from section 3 is reviewed under the 
aspect of necessary security services. 
 
Software Separation. At the beginning of the action a new software component is 
requested due to new requirements, determined misbehavior of the software in the 
meter, or new legal specifications. The meter manufacturer creates a new software 
component and declares the full component as legally relevant or only parts (of course 
this decision depends on the design on the underlying meter). In the second case he 
has to support the concept of software separation (compare chapter 8 in [13]). The 
advantage of software separation goes back to the fact that a manufacturer can modify 
non-legally relevant parts of software without permission from a higher instance. In 
this case [13] forces software interfaces that control the interaction among both parts 
correctly. It is mandatory that the documentation for the specific measuring 
instrument supporting software separation contains a detailed description how the 
manufacturer has assured that no effects on legally relevant parts in the meter or to the 
legally relevant software are possible. This specification has furthermore to be 
approved by the respective authority. 
 
Software Identification. Since legally relevant software objects do have different 
states through their life cycle it is necessary that they can be recognized 
unambiguously by additional information (compare section 3.3 in [12], section 4.2 in 
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[13]). The introduction of a version number is only one parameter that should be 
considered here. 
 
Confidentiality. Together with detailed documentation (compare section 12 in [13]) 
the executable code is committed to the testing and approval authority. This path can 
be classified as confidential but the manufacturer could choose to use postal delivery. 
In the first case state-of-the-art security mechanisms like SSLv.3 [14] or TLS [15] can 
be applied. Cryptographic mechanisms can be used to make a connection between 
software and manufacturer. 
 
Approval. The certification can be achieved through adequate cryptographic 
mechanisms that can not be copied for other meters or altered without any 
notification. If the approval is successful the manufacturer receives the legally 
relevant software which now consists of three main parts: the software object itself, 
the software identification, and an electronic approval from the authority that the 
software is allowed to be used for a special type or the respective assembly group 
unit. 
 
User acceptance and access control. Requirement B.4 in [12], respectively 
requirement D5 in section 9 [13] command that only the user can allow and invoke a 
download to his own measuring instrument. The intension is that a manufacturer can 
not change the state of the meters’ software without explicit permission after it has 
been sold to a customer. The download authority might receive the software through 
intermediate entities. Access control has to be established so that the meter can check 
if the incoming software has been sent by the real owner of the device. Cryptographic 
mechanisms like the use of digital signatures can be applied here [13]. 
 
Secure Transmission. This scenario describes software download over open networks 
(e.g. the internet). Security mechanisms for authentication, integrity and confidential 
data have to be added to the legally relevant software module when it is sent from the 
software management system to the meter. 
 
Authentication and Integrity. Approved Software (through the respective authority 
and the meter user) can be written into the meter by a software management system. 
The meter on the other hand must be able to check if the sender of the download 
command is known as the owner or an authorized body. Authentication (compare 
requirement D2 of section 9.2 in [13]) is needed not only for the sender of software 
but also for the data itself. If only the first part is solved a third party could be sending 
data after a correct authentication of entities. The meter must also recognize if the 
software component is suitable for the assembly group unit and especially the 
concrete device. Software that has influence in terms of verification needs to be 
secured against manipulation (requirement D3 in section 9.2 in [13]). The measuring 
instrument has at least to be able to identify if software has been changed after 
approval of the authority. With alteration not only intended changes are covered but 
also changes that can lead from transmission errors or failure. 
 
Download function. Further requirements concern the installation and operation of 
software inside the meter (this is described as “Download mechanism” requirement 
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D1 in [13]). The interfaces in the meter should not allow software download at any 
time. A special command has to notify the meter that a download will occur in a 
specified time window. In case the transmission fails or the download is completed 
the interfaces will be closed directly or after a short timeout. The function that 
executes the download mechanisms and afore listed requirements in the meter has to 
be saved in fixed memory so that it can under no circumstances be tampered. It must 
contain adequate recovery and alarm mechanisms in case the software download is 
not completed correctly or interrupted in between. If a fault occurs additional 
requirements depending on the meter type have to be realized. Further information 
can be found in section 10 of [13]. Requirement D1 in [13] further claims that the 
principal task of the meter (measuring the consumed energy) should be hold or “be 
guaranteed” through the download. 
 
Verification scenarios. A software download concept can only be complete if 
verification scenarios are assimilated. The software module has to be installed by the 
owner of the measuring instrument but at the same time the testing laboratories need 
to have mechanisms to check if only approved and correct software has been installed 
in a meter and is operating like expected (compare D4 in [13]). Figure 3 summarizes 
the enhancements according to the given legal aspects, presentation of participants, 
and security analysis in a security architecture. 

 

Fig. 3. Security architecture 

5   Summary and Outlook 

Software download is demanded in different development areas because it offers 
advantages in the meaning of reduced costs and the possibility to respond very fast to 
new requirements. In this paper secure software download was described against the 
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background of the liberalized energy market, connected participants, as well as 
national and international legislation on verification. We showed that a download 
scenario in the energy industry needs to be expanded by an appropriate security policy 
that allows fulfilling the different requirements for validation of the regulated 
software. Therefore security mechanisms have to be integrated in the existing 
processes. Although the Verification Act and Verification Ordinance were adjusted to 
the international directives at the beginning of 2007 the legal situation has still not 
finalized. In the next step a security concept with security mechanisms needs to be 
described that is able to realize afore introduced requirements. 
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Abstract. This paper uses the perspective of power in the study of IS security 
management. We explore the role of power in the implementation of an 
information systems security policy, using the Circuits of Power as a 
Framework for the analysis. A case study research was conducted in a public 
sector organization that introduced a security policy in order to comply with the 
law. The authors interviewed members of the organization to explore the 
different aspects of power relations which were intertwined with the 
implementation of the policy and used the Circuits of Power to analyze the data 
gathered. The conclusions derived from the analysis illustrate the role of power 
in the policy implementation process and indicate that a power perspective 
provides useful insight in the study of factors affecting the implementation of 
security policies. 

Keywords: power, information systems security management, security policy, 
Circuits of Power Framework. 

1   Introduction 

Information systems (IS) are socio-technical systems comprising of data, hardware, 
software, procedures and humans. The social aspect of IS has been extensively 
studied [1] by researchers, who often draw insights and theories from social sciences 
(see for example [2, 3, 4]). In the area of security management, the social element of 
information systems has been identified as critical for the effectiveness of security 
measures applied [5].  

For most organizations IS security management entails implementing a security 
policy [6]. Organizations apply a security policy for different reasons: to protect their 
information infrastructure, because tight competitive conditions make it prohibitive 
for a company to risk suffering any major security related incident that would damage 
its reputation and would destroy relations with clients and business partners, because 
IS security has started to be acknowledged as source of competitive advantage for 
organizations, even though this very often wears out as a marketing tool and finally, 
because laws and regulations (in particular those related with personal data 
protection) may make  it mandatory for an enterprise to apply a security policy.  
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However, and despite the high number of companies enforcing IS security policies, 
it is considered that only a small fraction of these policies is properly implemented to 
achieve their objectives. Given the fact that security policies are typically designed 
and formulated by security experts and that guidelines for designing security polices 
are widely available, it becomes evident that the reasons for which security policies 
are not effective have not yet been properly identified or addressed.  

This paper explores the interplay between the exercise of power in organizations 
and the practices of IS security management. The Circuits of Power is used as a 
theoretical Framework to analyze the implementation of a security policy in a public 
organization. The goal of this paper is to investigate the applicability of Power 
Circuits as a theoretical framework for security management and use it to facilitate the 
understanding of policy application process. 

The rest of the paper is organized as follows: section two discusses how the 
concept of power has been used within IS security management literature; section 
three describes the research approach followed; section four describes the case study 
and analyzes research findings; finally section five includes some overall conclusions 
and indications for future research. 

2   Power and Information Systems Security Management 

An information security policy is a document that sets the security priorities and 
contains the measures and practices, including techniques, technologies and 
procedures, to be used for protecting the information system. Despite the fact that 
organizations devote significant resources to security management, often the 
application of a security policy fails to accomplish its goals [5, 6]. According to [7], 
as high as 80% of the organizations that participated in the research carried out by the 
National Computing Center (NCC) in the United Kingdom, described the application 
of their security policy as problematic and ineffective.  

Traditionally, the element of power has been studied in the field of sociology and 
organization sciences. Since the 80’s, it has also attracted the attention of researchers 
in the area of information systems, as the latter is considered a multidisciplinary field. 
The authors of [8] use the term ‘battle metaphor’ to denote that an IS implementation 
process can be portrayed in terms of battles between users and developers. In [1] it is 
argued that, the question whether the information is beneficial, should be rearticulated 
as to whom they are beneficial. Information systems have also been reported to 
function as systems of surveillance and discipline [9, 10]. In [11] the exercise of 
power by IT professionals over users is studied and an analysis of the types of power 
exercised over users is provided. The author of [2] explored the exercise of power in 
systems implementation focusing on user resistance; while in [4] power and resistance 
in the case of a medical management information system are studied to demonstrate 
the usefulness of the concept of power in explaining organizational changes resulting 
from the implementation of large information systems. In [3] an adaptation of the 
Circuits Framework is employed to study the institutionalization of information 
systems through a longitudinal case study. It is argued that information systems are 
both the product and the source of power [3].  
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In general, IS researchers use the concept of power in multitude ways. In [12] 82 
IS papers studying power are examined and different conceptualizations used are 
identified, concluding that power is better viewed and understood by multiple aspects.  

While power has been studied extensively in the IS field, only few references can 
be found within IS security management literature, possibly because most researchers 
focus on the technological aspect of security [13]. However, it is argued that IS 
security research should expanded to cover all aspects of information systems [14, 15, 
16]. In [17] the role of power in shaping the notion and application of privacy is 
explored. In [5] it is argued that the concept of power can be useful for security 
management research as it can explain why users fail to apply security rules. It is also 
suggested that many security policy application failures can be attributed to the fact 
that security specialists are no longer perceived to be gurus; thus they lack power and 
their role is disputed [18]. The authors of [16] argue that the greatest difficulty in IS 
security management is not resolving technical issues, but rather achieving consent 
among stakeholders. Furthermore, it has been found that some organizations consider 
security measures as conferring too much power to the systems security group [19].  

It is also reported that, some employees perceive the security policy as ‘barrier to 
progress’ in their effort to perform efficiently their tasks [5, 18]. Finally, it has been 
argued that the adoption of the security policy is depended on the way the content in 
the document is communicated to the users [6]. These findings indicate that both end 
users and managers need to be convinced for the benefits that derive from applying a 
security policy.  

3   Research Approach 

The Circuits of Power Framework [20], drawing form sociology and organizational 
studies [21, 22, 23, 24, 25] has been used in the study of power in the 
institutionalization of information systems [3] and in the development of an 
international information systems security standard [26]. Its theoretical strength 
derives from the fact that it integrates different views and perspectives of power 
which are dynamically connected. The ‘circuits metaphor’ emphasizes that power has 
a relational nature in contrast with the idea that power can be owned. Power 
‘circulates’ through social relations, working practices and discipline techniques [26] 
providing stability to social systems [3].  

The Circuits of Power Framework emphasizes the context in which power is 
exercised by taking into account institutional and environmental factors as well as 
technological artifacts. It comprises of three Circuits: the Episodic Circuit; the Social 
Circuit; and the Systemic Circuit; each describing a different type of power (Figure 1). 
The three circuits are integrated into an Obligatory Passage Point, which represents 
what entity A wants entity B to do. 

The Episodic Circuit represents causal power. Causal power is the power exercised 
by entity A over entity B, when A makes B do something B otherwise would not do. 
This Circuit allows explain how two entities, A and B, compete in the process of 
achieving their goals. For instance, security specialists strive to safeguard the 
information system, while end users interests lie in protecting their privacy.  
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Fig. 1. The Circuits of Power Framework (adapted from [20, 26]) 

The Social Circuit focuses on rules of meaning and membership in organizations, 
which provide access to resources. For example, management may see the security 
policy as a means for protecting the information system, while the employees may see 
it as a document, which adds overhead and sets constrains. Power resources include 
status, authority, social relations and alliances which exist in the formal and informal 
structure of the organization. This Circuit represents dispositional power, which 
corresponds to the case where entity A, drawing on these resources, exercises power 
over entity B.  

Under the perspective of the Systemic Circuit, power is viewed as a facilitator for 
producing and achieving collective or individual goals. The concept of facilitative 
power, which draws on production means and discipline, describes how B’s 
compliance can be facilitated and enabled. For instance, a system monitoring 
employees’ tasks facilitates managers to control them.  

Finally, Exogenous Contingencies introduce changes into the Circuits by affecting 
the rules of meaning and membership or the techniques of discipline and production. 
These contingencies include laws, regulations or innovations from competitors. These 
factors may, in some cases, introduce a new Obligatory Passage Point. 
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4   Case Study 

We explored the application of a security policy in a public organization, which we 
call the INDA (Independent Agency). INDA is an independent organization, located 
in Greece and supervises the application of specific legislation. It was inaugurated in 
1997 but did not fully function until 1999. It is directed by its President and the 
Management Board, which consists of six members. All Board members are 
individuals of high standing and experience in their field. Employees are divided in 
the Auditors department, the Public Relations department and the Financial 
department. There are also two employees working for the IT Department. Overall, at 
the time of our research, INDA employed a little over 30 individuals.  

In 1998 INDA acquired an ERP system developed by a private software company, 
which was not fully operated until 2000. Since it handled sensitive data, INDA was 
obliged, under the national law on data protection, to develop a security policy and 
implement adequate security controls. For this reason, the Management Board 
outsourced the risk analysis project to a group of external security consultants, who 
designed the security policy in cooperation with INDA members. One of the Board 
members, having a relative academic background, championed the adoption of the 
security policy under the President’s authorization. The President, however, retained 
all decisions concerning personnel management. Following the development of the 
policy, part of the hardware and software were replaced; also security related software 
(a firewall, antivirus and back up applications) were purchased and installed.  

Research reported in this paper took place a few years after INDA had implemented 
the policy. The authors conducted semi-structured interviews with INDA’s employees 
from all departments and the Board member, who had been given the authority to 
supervise all issues related to the application of the policy. We also interviewed one of 
the external consultants who had been involved in the policy design.  

In most organizations, information security issues are considered sensitive and 
employees are reluctant or even unwilling to discuss about them with outsiders. This 
disinclination grows stronger when the research agenda includes power relations, 
since this involves answering questions about relationships between colleagues. 
Employees find it hard to express their true opinion about politics in the organization. 
In a relatively small organization such as the INDA, however, politics and relations 
can be easier observed and analyzed by a researcher. 

4.1   The Circuit of Social Integration 

From a social integration perspective, the employees appeared to be “divided” both by 
their academic education (specialty) and by the department they belonged to. 
Especially employees in the Financial department seemed to be isolated from the rest; 
perhaps due to the fact that they were overloaded with work due to staff shortage. 
Based on the answers we recorded, collisions and competition among employees 
existed at all levels and among all hierarchical levels. Complaints about the job 
allocation between the departments were also recorded.  

The implementation of the security policy was faced with opposition by employees 
whose access to information resources was restricted, as a result of the application of 
a need-to-know policy. Moreover, some employees commented that the policy 
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regulated the functions of the information system, thus changing the division of work. 
In general, however, security controls introduced by the policy were positively 
viewed by most of the employees. The majority of the personnel embraced the 
necessity of protecting the information system and thus complied with the policy. The 
security controls were, however, warily viewed by INDA’s President, who, being of 
older age and judicial, had limited understanding of technology. 

4.2   The Circuit of Systemic Integration 

The implementation of access control measures that was provisioned in the policy 
deprived employees working for the Relations department from access to information 
resources they previously had, which resulted in complains. On the other hand, IT 
personnel were provided with access to more resources, resulting to an increase of the 
related budget. The implementation of the policy involved monitoring log files and 
setting rules for creating and managing passwords.  

Thus, IT personnel were empowered, since they could control user’s access to 
information resources. However, they themselves felt that they were at the same time 
disempowered, as they had more work to do without any increase in their salary. 
Finally, there were no provisions of disciplinary actions in the case of policy 
violation, nor were any reward policies introduced. 

4.3   The Episodic Circuit 

Since causal power is directly related to the use of resources, it is critical to understand 
how means and resources were controlled in INDA. The President, who is appointed 
by a parliament committee, controls resources and allocates responsibilities; thus 
acquiring his support is critical for employees who compete for it. On a departmental 
level, the Relations department depends on IT personnel for managing their 
applications and on the Audit department for having access to information. 

With regard to resistance, there was not notably exercise of power. A few isolated 
reactions were affectively handled. These reactions originated from employees 
lacking technical knowledge that could not understand security issues and considered 
that restricting their access rights was meant to “downgrade” them or add them extra 
workload. Exogenous environmental contingencies in this case, take the form of 
national legislation on personal data protection which forced the organization to 
develop a security policy.  

The analysis showed that there was a “negative” exercise of power by the 
President, who did not use his influence to enforce the policy, even though the Board 
acknowledged the need of implementing it. On the other hand, there was also a non 
effective exercise of power by the member of the Board who championed the security 
policy. This member admittedly failed to convince the President to employ a security 
specialist to control the application of the security policy. The Board member, having 
a part time contract with INDA, lacked the authority to enforce the policy, since he 
had no adequate resources and chances to exercise power over users.  

It should also be noted that, on a personal level, the Board Member and the 
President were on friendly terms but frequently disagreed. This low social integration, 
from a Circuits of Power point of view, can be attributed to the fact that their 
worldviews were significantly different: the Board member has the attitude of a 
technocrat whereas the President that of a legal person.   
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4.4   Obligation Passage Points 

Balance between the Circuits is achieved through an OPP. In the case of INDA, the 
security policy plays the role of the OPP for the members of the organization. While 
all the interviewees estimated that the security of the information system was a very 
important issue, however the security policy failed to be adopted in its whole extend, 
besides the implementation of some technical controls. This can be attributed to the 
lack of management support, from the President’s side, due to his lack of 
understanding with regard to information systems security issues and to the low 
degree of power exercised by the Board member who championed the adoption of the 
policy. As a result, no awareness and training programs on security were 
implemented. Most importantly, the role of the security manager was assigned to an 
IT administrator, instead of employing a person with relevant qualifications. 

4.5   Discussion 

Conclusively, we found that low levels of power were exercised with regard to the 
implementation of the security policy; competition among employees was mostly 
contained on a personal level. Power was exercised by a member of the Management 
Board, who used his influence on making employees comprehend the significance of 
implementing a security policy. However, this was not effective enough to persuade 
the President to champion the adoption of the security policy. The member of the 
Board did not manage to circulate power through Social and Systemic Circuits to 
support his vision. The majority of the employees considered the Board member as an 
“isolated exogenous individual”, who could not exercise any power over the users and 
who lacked the power to affect the politics inside the organization, as the analysis of 
the Circuit of Causal Power indicates.  

Besides that, the introduction of the security policy restricted access to data 
resources for some employees groups (which was interpreted as loss of power by 
them) and provided access to more resources to other employees, especially to the 
information systems administrator group, since they could now claim more funding 
on the basis of applying security controls for securing the information system.  

The role of power in the INDA case has been twofold: in the first place the security 
policy was introduced to comply with a legal obligation, which is an example of an 
Exogenous Contingency while, later, individual power was exercised for the adoption 
of the policy. The introduction of the policy did influence the power structure, though 
not extensively, through empowering/disempowering certain employees’ groups. The 
security policy was not either accompanied with any control mechanisms or supported 
by the President. As a result, its adoption was limited.  

Using the Circuits Framework we were able to analyze the complex role of power 
in the case of INDA by combining multiple views of power. However, there are some 
limitations in adopting the Circuits of Power as a theoretical tool; the most important 
of which is that it requires a large amount of data to be gathered [3]. For this reason, it 
is mostly applied in longitudinal case studies. The case of INDA was studied within a 
relatively short period; however the small size of the organization and the personal 
interviews provided us with a good insight of the organization. Furthermore, since the 
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focus of the analysis is the implementation of the security policy, the interviews were 
directed to related issues.  

Another limitation of the approach employed in this paper is the element of 
subjectivity. Our analysis and conclusions have been based on the data collected 
through the interviews, which merely reflect the interviewees’ understanding, or 
interpretation, of what has happened. 

The purpose of this paper is not to provide general conclusions as to the 
relationship between power and the process of implementing a security policy. The 
Circuits of Power Framework helped us understand and analyze the complex 
phenomenon of power relations with regard to the policy implementation. 

5   Conclusions and Further Research 

The Circuits of Power Framework allowed us explore the application of a security 
policy from different perspectives and acquire an in-depth insight of the 
implementation and adoption process. Power appears as one of the factors affecting 
the adoption of a security policy and thus researchers need to be able to understand 
the process that governs power [26].  

The contribution of this paper is twofold: it informs security researchers and 
practitioners that power relations should be taken into account in information security 
management and especially in the processes of security policy development and 
implementation; it also shows that security research can benefit from employing 
theoretical tools that originate in the social science field. The social aspect of 
information systems requires that suitable theories and tools are used. This paper 
showed that the Circuits of Power Framework can be a useful analysis tool for 
security management.   

However, an even broader research approach is needed to fully explore the 
dynamics of security policies application. Power appears to be one of the factors 
affecting the effective adoption of a security policy; thus it could be combined or 
embedded within a broader research framework that explores social as well as 
technical issues, such as the one provided by Actor Network theory [27]. 
Furthermore, such an approach would ideally require a longitudinal or ethnographic 
research approach. It would also be useful if, more than one, large organizations were 
studied, so as to collect a larger set of data. In this way, all three Circuits of Power 
could by analyzed in depth, especially since the Circuit of Causal Power demands 
longitudinal observation to detect and study the conflicts arising between actors. 
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Abstract. Today, the Internet provides an alternative platform where service 
consumers and service providers can exchange goods and services at electronic 
marketplaces (e-Markets). In second generation e-Markets consumers and 
providers have the opportunity to use autonomous agents to act on their behalf 
to discover, select, and negotiate with potential business partners. Agents can 
close contracts, make payments, monitor and review contract compliance. 
Information about the trustworthiness, reputation and the credibility of services, 
service providers, retailers, and entire business domains is crucial for the 
assessment of business partners during the service selection process in 
marketplaces. Agent owners expect their agents to follow social principles and 
values found in traditional marketplaces. In this paper we discuss the DEco 
Arch framework which enables autonomous agents to evaluate social 
information which is then used for service selection. Furthermore, agents will 
are able to review ongoing or completed business interactions for the benefit of 
peers and their own future decisions. We simulate how the service selection 
process progresses through new information drawn from reviews of past 
business interactions. 

1   Introduction 

Consumers will only be truly comfortable with services and products offered in e-
Markets if they are able to evaluate these services or products in the same way they 
are evaluating them in real life scenarios today. Several factors such as cost, risk, and 
service need, trustworthiness and reputation influence such decisions. Similarly, 
service providers and retailers have an interest to evaluate the trustworthiness of 
consumers for high value transactions.  

Semantic overlay networks provide the underlying technology to store and 
exchange social information about services, service providers, retailers, and business 
domains among peers. The biggest obstacle to the establishment of trust and 
reputation in distributed environments is the ambiguity and subjectivity involved in 
the evaluation of these social values. Furthermore, the establishment of trust in a 
potential service or service provider is a result of complex subconscious calculations 
by a human being. Often, we use a combination of past experiences, referrals from 
friends and associates as well as common sense to select the optimal service or 
product.  
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The reputation of service providers or manufacturers, retailers, or complete 
contexts such as ‘health services’ or ‘car sales’, we refer to these as ‘business 
domains’, are combined to find an overall business value. This business value is then 
used to decide which service or product best suits our requirements and select the 
most suitable service or product to purchase it. After the business interaction we then 
evaluate the outcome of our decision based on criteria such as service quality, service 
satisfaction, on time delivery, etc. The review outcome for each criterion is then 
associated with the respective business entity. For example, on time delivery is 
associated with the retailer, service quality is associated with the manufacturer or 
service provider, and product suitability is associated with the service rankings 
themselves. All this information contributes to our experience and can be shared with 
others upon request. 

The DEco Arch framework provides a flexible architecture to translate these 
evaluation and review processes into modules to be used by autonomous agents 
during their service selection and contract review activities. The integration of social 
values into the decision making process of autonomous agents has been widely 
recognized in the research community. Some researchers have proposed measures for 
trustworthiness or reputation values; however most do not address the complex nature 
of this integration process. Agents can not just rely on one of these values for their 
decisions, but need to take several aspects such as cost, service suitability, service 
need, and risk factors into account.  

Fuzzy logic provides the underlying mathematical concept that integrates rule-
based expert knowledge into calculations undertaken by the agent. All fuzzy rules are 
expressed in natural language. Measures for social values such as trustworthiness, 
reputation or credibility are not expressed through binary logic based on ‘true’ and 
‘false’ statements but instead through continuous values or categories such as ‘very 
good’, ‘good’, …, ‘very bad’. Fuzzy logic is designed to cope with partial or 
imprecise inputs and is therefore suited to simulate human thinking. Agent owners 
can incorporate their domain knowledge by composing natural language-based rules 
in the form of ‘if x and y then z’. As an alternative to composing custom rule bases 
for the various fuzzy inference engines incorporated into the DEco Arch framework, 
the agent owner is provided with a set of predefined rulebases.  

Agents act on behalf of their owners and therefore follow their interests rather than 
the community around them. They may provide outdated, inconsistent or even 
misleading opinions to other agents when asked. To provide incentives for agents to 
share their opinions and provide truthful information we use the credibility value. 
This value is assigned to every agent in the network which shares opinions about 
other agents. The credibility value represents the ability or willingness to give a 
correct opinion and, thus, represents the trustworthiness of the opinion. The 
reputation of an agent or service is the aggregation of past opinions from opinion 
providing agents in response to the trusting agent's reputation query about the quality 
of an investigated agent. Finally, following Chang et al. [1], we define trust as the 
belief the trusting agent has in the trusted agents willingness and capability to deliver 
a mutually agreed service in the given context and in a given time slot. 
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2   Business Partner Selection 

The selection of a business partner pb is influenced by a combination of very different 
aspects such as monetary factors χ(pb), context-dependent service suitability φ(pb), 
service need υ and trustworthiness of businesses τ(pb). We define a business partner pb 
as a composite structure consisting of a service pb(s), a service provider pb(p) and a 
service retailer pb(r). In some cases service providers directly market and sell their 
services and therefore pb(r) is optional. The trustworthiness of a business itself consists 
of reputation opinions which are obtained from recommending peers pr about pb(s), 

pb(p), pb(r). Furthermore, business domain memberships pb(d) and the private opinion pb(i) 

of the trusting agent pt play an important role for the evaluation of the trustworthiness 
of a business partner pb. 

 

Fig. 1. 3 Stage FLC in DEco Arch Framework 

In order to select the optimal business partner the trusting agent pt calculates an 
overall business satisfiability value Π(pb) for every potential business partner pb 
which he previously discovered. The business partner which scores the highest 
satisfiability value is selected by the trusting agent. The DEco Arch framework 
provides several fuzzy logic controllers (FLCs) to support the trusting agent pt during 
the calculation of Π(pb) for each potential business partner. The FLCs make up a three 
stage system, as depicted in Fig. 1, and are arranged hierarchically to divide the task 
of calculating Π(pb) into sub tasks and therefore reduce the complexity of the FLC. 
This is due to the observation that with a growing number of variables per FLC the 
number of rules increases exponentially [2]. In stage one pt calculates individual 
reputation values θ(pb(s)), θ(pb(p)), and θ(pb(r)) for the potential business partner as well 
as the reputation value for the business domain θ(pb(d)) and an internal reputation 
value θ(pb(i)) from past interactions with pb. The reputation values are calculated from 
opinions delivered by recommending peers pr as a response to the reputation request 
ς(pb,c,t) where c is the business context and t is the time slot of interest for the 
reputation request. While all available reputation data is included in the calculation of 
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the weighted reputation value, more recent information is provided with higher 
(exponentially) weighted factors wi (see expression (1)). 
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The collection of reputation opinions (with size N) is normalized and scaled, 
numbered (with the label i) and sorted by its timespots. n denotes the current 
timespot, m denotes the timespot of the reported reputation value. α is a user 
adjustable denominator to alter the shape of the exponential function which 
characterizes the rate of decay of reputation opinions over time. wi represents the 
exponential weight factor and, finally, ri represents the normalized reputation opinion 
which was obtained from an recommending agent pr. The classification we use for the 
reputation value is closely related to the work presented by Chang et al [1]. The 
reputation value is represented as a fuzzy set with five fuzzy variables (see Fig. 2a) 
namely, ‘very bad reputation’, ‘little reputation’, ‘some reputation’, ‘good 
reputation’, and ‘very good reputation’ where the Universe of Discourse (UoD) is 
between 0 and 5 as discussed in [1]. 

 

Fig. 2. Distributions of membership functions for stage 1 

The second input variable for all stage one FLCs is the reputation confidence δ(ς) 
which quantifies the significance of the reputation value. We represent the confidence 
as the standard error of the mean of reputation values r (see expression (2)). The more 
reputation data is available for the calculation of the overall reputation value the 
smaller is δ(ς). The smaller δ(ς)  the higher our confidence in the reputation 
information about an entity. More specifically, the size δ(ς) is inversely proportional 
to the square root of the dataset size N. The confidence value is translated into a fuzzy 
set with three variables ‘low confidence’, ‘medium confidence’, and ‘high confidence’ 
where the UoD is in the range between 0 and 1. Our simulations show that the 
standard error of the mean is not larger than 10% in most cases. The value ranges for 
the fuzzy sets are adjusted accordingly, see Fig. 2b. 
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The third input variable is the reputation trend value ω(ς) which indicates whether the 
reputation of an entity has been improving or deteriorating lately. The reputation trend 
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value ω(ς) is calculated with expression (3a). We determine the relative changes of 
the sorted reputation value collection and multiply these values with the exponential 
weights wi. The calculation of the exponential weights is analogous to the calculation 
of the previously discussed weighted reputation value from expression (1). The trend 
value is translated into a fuzzy set with three variables ‘decreasing’, ‘neutral’, and 
‘increasing’ where the UoD is in the range between -δ and δ. δ represents the 
maximum change between two adjacent reputation values plus an additional factor β 
which extends the UoD of the trend variable. β can be chosen from experience, or trial 
and error (see Fig. 2c). 
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Using these input variables the trusting agent pt is able to calculate the individual 
reputation values θ(pb(s)), θ(pb(p)), and θ(pb(r)) for the potential business partner as well 
as the reputation value for the business domain θ(pb(d)) and an internal reputation 
value θ(pb(i)) derived from past interaction data with pb.  

These reputation values serve as an input for stage 2 of the DEco Arch framework 
where pt calculates an overall trustworthiness value τ(pb) for every potential business 
partner. For the business trustworthiness FLC the same fuzzy variables and 
distributions as for the reputation membership functions as depicted in Fig. 2a are 
chosen. τ(pb), then, serves as an input to the business satisfiability FLC in stage 3 of 
pt’s calculations. Again the fuzzy variables and their distributions for τ(pb) are similar 
to the ones depicted in Fig. 2a. The service suitability φ(pb) factor is another input to 
the stage 3 FLC. φ(pb) indicates the matching level between the user-defined business 
requirements and the actual service description that the potential business partner 
offers. The third input to the stage 3 FLC is the service cost σ(pb) factor which 
indicates the cost of the evaluated service relative to the price offered by competing 
businesses  which are evaluated as part of the business selection process. The service 
need υ is the final input to the stage 3 FLC. The service need is a user-defined 
variable which indicates the necessity for the use of the service. The membership 
functions for φ(pb), σ(pb) and υ are modeled as fuzzy sets with three variables ‘low’, 
‘medium’, and ‘high’ where the UoD is between 0 (low) and 1(high). 

The result of stage 3 is Π(pb) which indicates the satisfiability of a potential 
business partner pb in the given context c and the given timeslot t. Π(pb) is then 
compared to other satisfiability values calculated for competing business partners. 
The trusting agent pt will select the business partner ps with the highest satisfiability 
value and begin its contract negotiations, service payments, etc. 

3   Interaction Review 

The trusting agent pt has several incentives to review the ongoing or finalized business 
interaction with the selected business partner ps. Firstly, pt can adjust his own opinion 
about ps and, therefore, increase its calculation accuracy for future trustworthiness 
calculations which involve this business partner. Secondly, pt can adjust its credibility 
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ratings [3] for all recommending agents pr which contributed reputation opinions 
about the business partner ps. Third, pt can share its review results with other peers in 
the form of opinions. The offering of such opinions to its peer agents will increase the 
credibility of pt given that the provided information is truthful and correct. As 
previously discussed, a business partner is composed of a service ps(s), a service 
provider ps(p) and a retailer ps(r). Consequently, pt needs to evaluate reputation values 
for these business elements individually, whereas the reputation of a business domain 
ps(d) and the internal reputation values ps(i) for ps are simply calculated as an average of 
ps(s), ps(p), and ps(r).  

We use the methodology known as CCCI (Correlation, Commitment, Clarity, and 
Influence) [4] to review the business interaction between pt and ps. The central 
objective of this methodology is the measurement of the correlation between the 
criteria or conditions both agents agreed to in the business contract. The business 
contract was negotiated and agreed upon before the business interaction. Every 
criterion specified in the contract is assigned to one or more elements which constitute 
the business partner.  

Table 1 illustrates an example where pt is commissioned to find and subscribe to 
broadband internet service with the following conditions: 

Table 1. Example service conditions, responsibilities, and influence and clarity metrics 

 Criterion Expected Value Actual Value Influence Clarity Responsibility 

cr1 download speed > 512 kbps ~ 480 kbps 4.5 4 ps(p), ps(s) 

cr2 service 
availability 

> 350 days per year ~ 354 days 3 4.5 ps(p) 

cr3 allowed data 
transfer volume 

> 10 GB per month ~ 12 GB per 
month 

3.5 3.5 ps(p) 

cr4 DNS lookup 
speeds 

high (200ms - 
350ms) 

~ 450ms 2.5 2 ps(s) 

cr5 payment 
installments 

monthly fortnightly 3 3 ps(r) 

 
The agent owner initially specifies a number of criteria (cr). pt then searches 

several electronic market platforms to discover potential business partners whose 
offerings match the given criteria to a high degree. After selecting the most satisfying 
business partner ps  as described in the previous section, pt  negotiates a business 
contract with ps which includes the quality measurement criteria upon which ps will be 
assessed during or after the business interaction. The contract furthermore provides 
detailed information about the responsibilities of the individual elements of ps. For 
example, the service provider ps(p) will be held responsible for the criteria 1, 2 and 3. 
pt reviews the performance of ps(p) by comparing expected and actually delivered 
service conditions (commitment) and weights them by their influence and clarity as 
specified in the contract with the following expression [4]: 
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This correlation value is then compared to the initially calculated reputation value 
θ(ps(p)). If both values differ significantly the reputation value for pb(s) is adjusted as 
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discussed in [5]. This new reputation value ς(pb(p),c,t) is then fed back into its own 
reputation FLCs for future calculations (as depicted in Fig. 3). Furthermore, it is used 
to adjust credibility values for all pr which contributed their opinions about ps during 
the service selection calculations and it is used to provide opinions about ps to other 
peers. 

 

Fig. 3. CCCI review results are fed back into initial reputation FLCs 

4   Experiments 

As part of the DEco Arch framework research we have implemented an environment 
which simulates business selection, business interaction and the business interaction 
performance review process. Initially, we generate n ≥ 1 peers p1,…,pn as java 
processes. From this pool of agents we randomly draw m (1 ≤ m ≤ n) recommending 
agents pr1,…, prm and assign ≥ 1 reputation opinions about o (1 ≤ o ≤ n) business 
partner elements pb1,…, pbo. Reputation opinions about a particular pb are generated 
from individually generated Gaussian distributions where mean and standard 
deviation are drawn randomly within the reputation value space of 0 to 5. Using this 
distribution a number of values is randomly drawn and scaled to the reputation value 
space. Furthermore, each of these values is assigned with a timestamp t and a 
parameter set s. t is drawn randomly from a preset time period between now and tmax, 
and s is drawn randomly from the service parameter label space Δ{A, B,…,H}. In a 
next step, all generated reputation opinions for a particular pb are sorted by their 
timestamps.  

A business partner is composed of a service, a service provider and a service 
retailer. Therefore, pb1,…, pbo are clustered in groups of three were the highest 
matching level of s is the determining factor for the selection of group elements. 
Service elements within the business partners are assigned with a random price tag. 
The trusting agent pt is then generated with random parameters from Δ which 
represent its business requirements. Moreover, pt is assigned with a service need value 
υ (0 ≤ υ ≤ 1) and a service cost value χmax. A search query in over all business partners 
is issued and all business partners with a matching level of φ(pb) ≥ 75% are included 
in the business partner satisfiability calculation process. To increase the flexibility of 
the FLCs the simulation environment is equipped to process four fuzzy rulebases for 
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each FLC. Three rulebases are predefined as ‘low risk’, ‘medium risk’, and ‘high risk’ 
and a fourth rulebase can be freely defined by the user.  

Once pt has selected the most satisfiable business partner ps=max(Π(pb)) with 
respect to υ, φ(pb), χ(pb), and τ(pb), the simulation of the business interaction process 
between pt and ps is initiated. The business interaction simulation assigns performance 
values to pb(s), pb(p), and pb(r) which designate the relationship between the expected 
value as indicated by the previously calculated reputation values θ(ps(s)), θ(ps(p)), and 
θ(ps(r)) and the actual outcome of the business interaction. The actual business 
interaction results are drawn from a Gaussian distribution where the previously 
calculated reputation values are used as mean values. After calculating the correlation 
between expected and actual values by using CCCI metrics [4] pt adjusts the 
reputation values according to [5] and propagates these back as additional input 
values for the stage one FCLs as depicted in Fig. 3. This process is then repeated for k 
rounds. 

 

Fig. 4. Development of Reputation Information for a selected ps in Stage 1 

The simulation results for one of selected the business partners ps are depicted in 
Fig. 4. As initial settings the following values where selected; n=1000, m=700, 
o=300, k=60, and tmax=300 days.  

Due to the exponentially smoothed averages as discussed in equation (1) all 
reputation values stabilize over time as more opinions from recommending agents and 
CCCI review results are added to the calculations for all stage one FLCs. In this 
simulation it is apparent that some elements of ps such as the retailer reputation value 
θ(pb(r)) and the service provider reputation value θ(pb(p)) gradually increase over time 
during our simulation rounds. The reputation of the business domain θ(pb(d)) and the 
internal reputation θ(pb(i)) records maintain a stable level while the reputation of the 
service decreases somewhat. Observations from further simulations show that in most 
cases all reputation values tend to converge over a large number of simulation rounds. 
Furthermore, our simulations show that the choice of generally lower risk rulebases 
for stage 1 and stage 2 FLCs results in a more restricted service selection process as 
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fewer business partners fulfill reputation, trustworthiness and credibility 
requirements.  With fewer business partners to choose from, the price of the selected 
service seems to increase in most cases. On the other hand, when selecting more 
permissive (higher risk) rulebases the selected business partner is likely to offer lower 
prices. However, in such cases, one should expect higher deviations from the 
expected outcome of the business interaction.  

5   Background 

A number of calculation methodologies for social values such as trustworthiness, 
reputation and credibility for various activities in distributed environments have been 
proposed so far. For example trust measures are often used to address the negative 
impact of deception during information exchange in distributed systems [6, 7]. Trust 
is often regarded as a highly subjective and delicate measure. Recovery from breach 
of trust through deception takes considerable time. Resnick et al. [8] outline common 
problems of existing reputation systems in e-Market systems such as eBay [9], Yahoo 
Auctions, and Amazon which use simplistic rating measures which fail to provide the 
consumer with the complete picture. For example, it is often not clear how credible 
people are who contribute to ratings. Also, many users of such systems may refrain 
from providing negative feedback due to fear for retribution. Finally, it is hard to 
establish how honest a particular rating is as users or agents could collaborate to 
improve their ratings, or, to discredit competition. 

Kamvar et al. [10] propose the Eigentrust algorithm which improves the quality of 
service in P2P file share systems. They employ a probabilistic approach to compute 
trust values. In a similar approach Whitby et al. [11] propose a filtering system to 
address unfair ratings. In the DEco Arch framework [12] we use Fuzzy logic as a 
mathematical means to compute reputation ratings as well as an overall business 
value which is used for service selection. Fuzzy logic is ideal for the evaluation of 
imprecise information such as trustworthiness opinions delivered by peer agents while 
being transparent and configurable to the agent owner. Carbo et al. [13] propose 
reputation management systems using fuzzy sets and compare their approach to 
existing systems. Similarly, Rubiera et al. [14] propose a fuzzy logic based approach. 
These approaches are quite different from ours with regards to suitability for e-Market 
environments. The establishment of trust is not the only decision factor for 
autonomous agents as discussed above. Furthermore, in e-Markets we need to 
distinguish between different reputation values which not only involves the seller or 
retailer but also the service provider, the service or product itself as well as the 
business domain. 

6   Conclusion 

In this paper we have discussed details of the DEco Arch framework which equips 
autonomous agents with modules to support the selection of a business partner based 
on user defined requirements. We have shown that this selection process is non trivial 
due to the need to evaluate a number of social criteria such as reputation, 
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trustworthiness and credibility of a business partner. A business partner itself is a 
composite structure which is composed of a service, a service provider and (possibly) 
a retailer. Other criteria such as risk, service need, service suitability and cost are also 
an integral part of the business partner selection process. We use several 
hierarchically arranged fuzzy logic controllers (FLCs) to simulate human thinking and 
to cope with partial or imprecise opinions an agent receives from its peers. A second 
module supports the business interaction review process of the autonomous agent. 
This process enables the agent to adjust its own trustworthiness ratings about the 
business partner, to evaluate the quality of opinions delivered by peers and adjust 
their credibility values if needed, and to share its review results with interested peers 
in order to improve its own credibility ratings. We use CCCI metrics for the 
calculation of the correlation of the expected and the actual outcome of the business 
interaction as part of the review process. 

We have shown how the service selection, business interaction, and the business 
interaction review processes progress over numerous simulation rounds. Reputation 
values which are initially calculated from opinions provided by peer agents are 
complemented by review results after simulation rounds start. Reputation values 
stabilize over time and tend to converge. The simulations produce plausible results. 
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Abstract. Most of industrial or public domains involve a trusted and
distributed infrastructure which provides individuals digital credentials
and certificates. These latter allow their owner to authenticate herself,
prove her rights and gain access inside trusted organizations. The cer-
tificate usability scope is extended to contain more and more informa-
tion, where someones can be considered as sensitive. Contrary to existing
certificate standards, we aim to provide a flexible format of certificate
enabling to disclose, to blind and to cipher any authorized part of a cer-
tificate according to the user context, environment and willing. In this
paper, we define and describe a new certificate model called: ”X316”1

and we supply a security toolbox (i.e. X316 Signature, X316 Encryption
and X316 Context) allowing its owner for managing her certificate freely
according to contextual situation.

1 Introduction

Increasingly, organizations and sites provide individuals with digital identity
certificates representing the means of participating and pertaining to their com-
pany. Among this domain actors are telecommunication organizations, secure
web transaction, health care providers, mobile service providers, financial insti-
tutions, state and federal governments, etc.

Actually all distributed systems (grid, pervasive etc.) are based on a certifica-
tion model that embeds in the certificate more and more user information such
as: name, birthday, role, public key identifier etc. Each certificate can thus be
used freely by its owner anywhere in the environment.

When a certificate is presented to an organization, this should read only rel-
evant information from the certificate. Let’s illustrate this by an example:

Bob obtains from his home site a certificate containing his electronic identity
with: name, photo, birth-date, marital status, Social Security number, health
insurance, job title, and employer. When Bob would like to shop online, he
will present from his certificate only needed information (e.g. name) and would
not disclose his marital status, birth-date or job information. When Bob visits a

1 X316: 13Morph 1Access 16Pass. ”A” is the first letter of the alphabet...

C. Lambrinoudakis, G. Pernul, A M. Tjoa (Eds.): TrustBus 2007, LNCS 4657, pp. 248–258, 2007.
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doctor he has to provide his name, health insurance information, SS number, etc.,
but will not declare his job status. Similarly, when Bob wants to buy an alcoholic
drink he must prove his age(older than eighteen). So he presents his certificate,
showing only his photo and his birth-date and hides all other information. The
problem is: How the certificate format can be adapted according to
user and environment context?

In the paper we define some security tools to provide trust signature, privacy
and contextual adaptation of certificates.

This paper is organized as follows. Section 2 presents related works. Next, in
Section 3, we describe the X316 certificate. We define the X316 morph signature
in Section 4. In Section 5 and 6 we define the X316 encryption and context
modes. In section 7, we discuss benefits and the scalability of our certification
model. Finally we conclude this paper and we suggest future directions.

2 Related Works

2.1 Certification Mechanism

The Certification mechanism is a service based on digital signature. It uses the
concept of Public Key Infrastructure (PKI) to provide a security privilege based
on the trust accorded to the signatory. This mechanism is implemented to au-
thenticate contents of the certificate and to implement a distributed system
based on trust.

In the literature, some certification models are standardized and formalized
e.g. PGP(Pretty Good Privacy) [1], SPKI [2], Sygn [3], X509 [4], Akenti [5].

X509 is the most used standard. However, it has first been designed as an
identity certificate, and its last extension proposed to extend its scope to at-
tribute certificate. Unfortunately, the usability of the new extension is deemed
to be too complex and requires adaptations (depending on security policies e.g.
RBAC), like in PRIMA [11] and PERMIS [10] which adapt the X509 attribute
format to extend its capabilities.

SPKI was proposed to become an alternative to X509, SPKI focuses on au-
thorization certificates more than identity certificates. The objective of SPKI is
simplicity. Unlike the X509, which is based on ASN 1.0 [6] format, SPKI certifi-
cate is described in S-expression [16] offering more flexibility and readability.

These last models of certification have some drawbacks. In fact, all of them
identify one user only with her public key using a challenge-response mecha-
nism [17]. But, each nomadic user owns multiple devices with different capacity
(computing power) and capabilities (biometric identification,...). One certificate
should embed more than one identification offering to user different means to
authenticate her certificates. Furthermore, on one hand, the certificate contains
more and more information (sensitive or public) and, on the other hand the con-
text is very important in new environment framework. The certificate contents
should be adapted according to context.
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2.2 Morph Mechanism

We define the morph mechanism to perform the certification contextual adap-
tation. It represents the ability to hide some attributes on a signed message
according to context. Steinfeld and al [18] define this property as CES (Content
Extraction Signature): ”A Content Extraction Signature should allow anyone,
given a signed document, to extract a publicly verifiable extracted signature for a
specified subdocument of a signed document, without interaction with the signer
of the original document”.

The most used approach divides the messages into fragments, then signs each
one separately. Micaly and Rivest [7] is the first work which introduces the con-
cept of transitive signature. In their algorithm, giving a signature on two graph
edges Sig(x,y) and Sig(y,z) (where x, y and z represent subdocuments), a valid
signature Sig(x,z) can be computed to hide ”y” without accessing the secrete
key. Johanson and al [8] have introduced some improvements by enabling a ho-
momorphic signature. Let a signature Sig(x). Anyone can compute a signature
Sig(w) on any subpart w of x obtained by rubbing out some position of x.

[9] is the first work which uses homomorphic function property to define a
new signature algorithm for morphing certificates.

All previous approaches have a drawback; they define a new algorithm to
perform the certificate adaptability, instead of using the existing standard.

[18] exposes a modification of the RSA computing algorithm. Their approach
is based on the homomorphic property of RSA, i.e. hd

1h
d
2modN = (h1h2)dmodN .

This algorithm multiplies the RSA sub-messagesi signatures (hd
i modN), and

checks whether the result is the signature of the hash values products. Their
approaches are very useful. However, they are based on mathematical proprieties
that address only a specific class of signature algorithm. This constraint reduces
the usability scope.

The World Wide Web Consortium ”W3C” standard: ”XML Digital signa-
ture”(XMLDSig) [12] offers the capability to sign different parts of documents.
[19] add some elements to the XMLSignature standard to perform the certificate
adaptability. These last methods are very attractive, but it is not appropriate
in a certificate model. They treat certificates as any documents, where each one
is decomposed into several sub-documents. Consequently, the user is free to dis-
close or blind any part(e.g certificate identifier). In the contrary, credential or
certificate does not consist of distinct parts, but composed of a single bloc, which
contains two sort of fields: Static field (e.g. certificate identifier, issuer identity,
time of validity...) and Dynamic field (e.g. user name, user rights...).

3 X316: Morph Access Pass Certificate

In this paper, we define a new certificate structure called X316: Morph Access
Pass Certificate. The ”X316” can be seen as a passkey, allowing its owner to roam
and gain access in the environment [13]. Our contribution has an objective to
define a very flexible model of certification. It is inspirited by the W3C standards:
”XML Digital signature”(XMLDSig) and ”XML Encryption” (XMLEnc) [15].
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The X316 is designed for a nomadic user. In fact by defining specific tags to
delimit the dynamic parts, this certificate acquires the capability to transform
and to morph easily its content according to context, situation, and environment.

The X316 2 certificate is composed of four parts as follow: Header, Right,
Authentication and Signature

HEADER: It identifies the certificate, and is mainly composed of the issuer
and the subject.

RIGHT: It is a variable part of a certificate, depending on the site’s policy.
This part contains information about user’s profile (e.g. role or access level) and
user capabilities (e.g. delegation).

AUTHENTICATION: This part permits to identify the owner of the X316.
The authenticators are numerous, and related to the variety of devices used in the
pervasive environment (PDA, mobile phone, terminals). Facilitating certificates
management could be fulfilled by embedding some authenticators according to
the device’s authentication capabilities and the site’s security policy. Two ways
of authentication have been identified, remote and local authentication [14].

SIGNATURE: This part contains the information about the public cipher
key and the result of the certificate’s signature.

4 X316 Signature (The Morph Capability)

All standards (e.g. X509 and PGP) use a hash algorithm to obtain a residual
value from the certificate data. This value is signed by a private key of the certi-
fication authority. Consequently if the content of the certificate is modified, the
residual result will be erroneous. In this case, the user can’t adapt her certificate
by masking any information inside.

In our solution we use a single certificate that mainly contains the user profile,
all user access rights and some authentication systems. Yet we define in this
model a specific signature method using specific tags. The user can manage and
morph her certificates according to the specific transaction or context (see fig1).
However some authorized information can be freely masked by the certificate
owner far from her home company. In this manner each user is able to extract
a sub-certificate from the original one, which only contains needed information
for each specific situation.

Thus, the challenge is: How each user can customize her static certificates
according to a contextual situation? To solve this problem, we must distinguish
The Dynamic Part from the Static Part.

The Static Parts: is composed of mandatory and non changeable data (ex:
the ID of the certificate, the time of validity, signature...). These data set up the
identity of the certificate.
2 The X316 is represented in XML. In the rest of this paper, we use the W3C syntax

definition to describe each X316 parts, where ”?” denotes zero or one occurrence;
”+” denotes one or more occurrences; ”*” denotes zero or more occurrences; and
”W3C definition” denote the same syntax of the W3C standard.
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Fig. 1. Morph certificate: In this figure Bob roams in the environment and according
to context he discloses only needed information e.g his role to use a printer or his ”SS
number” to see a doctor

The Dynamic Part: provides sensitive information (e.g. the user name
profile, telephone...) and a contextual information (e.g. the device capability,
security context...).

To perform the X316 signature algorithm, all dynamic parts in the certificate
must be delimited.

We define two types of tags:

DP tag : delimits the dynamic part, each dynamic part can also contain
another DPs;

DPDigest tag: delimits the corresponding digest value of the DP part. The
signature hash algorithm is used to compute the digest value.

We apply a new algorithm (Morph Body) to generate the X316 certificate as
follows(see figure 2):

1. Transform the source Body B to a Morph Body MB, by replacing all dynamic
parts ”DP” with the corresponding digests values (DPDigest).

2. Apply a hash function to the Morph Body MB to obtain a Digest D.
3. This residue D is encrypted (by the private key of signatory) to obtain the

signature of the document S.
4. Finally, according to context, the dynamic parts can be put or masked (re-

placed by their corresponding digest value) then moved to signature certifi-
cation float part.

To verify the authenticity of this certificate, the remaining dynamics parts are
replaced by their corresponding hash values before checking signature. Moreover,
each DP can contain some DP. In this manner the user has the possibility to
mask all the DP parts or some sub-parts inside the DP part. Consequently before
computing the global DP part, the digest of all sub DP parts must be computed
recursively.

Theuser has therefore two kinds of certificates:The Source certificateCert(B,S):
It is composed of the source body and the signature. The Sub-certificates SubCert:
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Fig. 2. X316 Signature

The user is able to creates some versions of her certificate. She only selects the
required information for a specific context (C) and blinds all other ones.

When the blinded DP parts are selected, the corresponding DPDigest parts
are computed and moved to the float part in the signature. This helps to keep
clarity in the certificate (see figure 2 step 4). The FloatPart contains all DPDi-
gest parts and their positions in the original certificate. The position field is
mandatory to rebuild the morph body for checking the signature.

5 X316 Encryption

X316 certificate may be transfered along the user trip among different sites,
where some are trusted and others are not.

Alice want to access target site. For her request she must send some sensitive
information held in her certificate to the site administrator. Unfortunately she
consider the communication protocols not safe.

One solution consists to encrypt these information. If one section in the cer-
tificate is ciphered, the scope of the certificate will be limited, allowing only the
site that has the cipher key to check the signature.

The morph certificate can solve this problem allowing each user to make safe
any information as long as it is delimited by a DP tag. If the certificate is to be
transferred to several sites, Alice ciphers the different sensitive information with
different keys. Each user can manage her certificate freely; she can cipher any
dynamic part, if this one is considered as sensitive.

Therefore, the X316 encryption is defined to allow user to make confidential
any dynamic part inside the certificate. X316 encryption operates like XMLEn-
cryption, with differences. Indeed, the certificate must still be checkable even if
some parts are ciphered.

The X316 encryption allows to cipher only the dynamic part. The idea is
to put in the cipher part the corresponding hash value of the plain text part.
This hash value allows anyone to check the validity of the certificate without
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knowing the actual content. In fact the morph transform algorithm replaces all
EncryptedDP parts by the corresponding DPDigest of its plain text.

5.1 X316 Encryption Syntax

00 <EncryptedDP>
01 <DPDigest>
02 <ec:EncryptionMethod Algorithm=/>

03 <KeyInfo>
04 <ec:CipherValue>
05 </EncryptedDP>

5.2 EncryptedDP Description

”DPDigest” (Line 01) contains the digest value of the plain text part. When the
X316 encryption is used, DPDigest must appear. Indeed the certificate must be
checkable by anyone not only the recipient.

”EncryptionMethod Algorithm” (Line 02) defines the algorithm used to per-
form the encryption task. It is defined following W3C recommendation.

The X316 encryption allows using the symmetric and the asymmetric encryp-
tion. The difference between these modes is in the ”KeyInfo” parameter.

KeyInfo Syntax

00 <KeyInfo>
01 <ds:KeyID id= />?
02 <ds:KeyValue>?
03 (<EncryptedKey>

04 <ec:EncryptionMethod Algorithm=/>
05 <KeyInfo>
06 <ec:CipherValue>
07 </EncryptedKey>)?
08 </KeyInfo>

KeyInfo Description. The keyInfo contains the description of the key used to
cipher the DP part. We define two types of encryption:

Symmetric encryption: In this case, only the KeyId (Line 01) is informed as
W3C definition. This identifier allows to recognize and retrieve the used key.

Asymmetric encryption: This mode computes with two keys, a public key and
a session key (symmetric key). This method of encryption ciphers the plain text
with a session key, then, it ciphers it with the public key. Thus, ”EncryptedKey”
(lines 03-07) are required to inform of the ciphered session key; the line 04
defines the Asymmetric encryption algorithm following W3C recommendation;
”KeyInfo” in line 05 defines the public key that is used to cipher the session key.
It contains the KeyID (line 01) or the KeyValue (line 02); the 05 contains the
encrypted session key.

Example: In the next example, we describe an asymmetric encryption using
RSA(line 09) with AES(line 05).

Asymmetric encryption:

00 <EncryptedDP>
01 <DPDigest>
02 kQitWcHqiq6rcZopVVpmm/bB6S=
03 </DPDigest>
04 <ec:EncryptionMethod
05 ...Algorithm="..#aes128-cbc"/>
06 <KeyInfo>
07 <EncryptedKey>
08 <ec:EncryptionMethod

09 ...Algorithm="..xmlenc#rsa-1_5"/>
10 <KeyInfo>
11 <ds:KeyId Id="YrQkh1zr.2SsoKE1M="/>
12 </KeyInfo>
13 <ec:CipherValue>xizrbc</ec:CipherValue>
14 </EncryptedKey>
15 </KeyInfo>
16 <ec:CipherValue>
17 G5LyRhgvjChfo0SYiPGWxwPW2
18 </ec:CipherValue>
19 </EncryptedDP>
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As the ”DPDigest” part the ”EncryptedDP” part is placed into the signature
float part.

The signature is checked by moving the corresponding ”DPDigest” parts to
their original positions. Consequently any entity is able to verify the authentic-
ity of the certificate without reading the ciphered part. The entity having the
corresponding key can solely decrypt the ”CipherValue” part and compare the
hash result with the ”DPDigest” value to check the containing validity.

6 X316 Context

In the X316 framework, the user is allowed to manage her certificate. This pro-
cedure is difficult because she must manually choose the corresponding dynamic
parts according to context. To help the user we introduce the concept of X316
context. It defines the context profile e.g. Buying, Selling, Delegation etc.

Each context profile defines its corresponding parts and indexes the essential
parts in the source certificate.

6.1 X316 Context Syntax

00 <X316_Context ID=>
01 <Cx_Profile>
02 <Certificates>
03 (<Certificate>
04 <ID>
05 <Issuer>
06 <Mask>
07 <Value>
08 <Privacy>

09 (<Encryption Digit=>
10 <Subject>
11 </Encryption>)*
12 </Privacy>
13 </Mask>
14 </Certificate>)+
15 </Certificates>
16 </X316_Context>

6.2 X316 Context Description

Each X316 context is defined by a Profile (line 01). Some certificates (lines 02-14)
are selected for each context. Each certificate is defined by its ID and a Mask.

The Mask represents the certificate stamp. It is composed of a series of digits
(bounded between 0 and n) separated by points, where the nth Mask digit cor-
responds to the nth DP part (i.e. with respect to its position and order in the
certificate) as following:

Mask digit =

⎧
⎨

⎩

0 If the corresponding DP must be blinded
1 If the corresponding DP must be disclosed
≥ 2 If the corresponding DP must be ciphered

In one certificate some DPs parts can be ciphered with different keys. In
this case a Mask digit can take several values between 2 and n, where each
value(lines 09-12) identifies the entity (subject: line 10) that be able to decipher
the encrypted parts.

Example
This example defines a transaction among three actors:
Buyer=”Alice”, Seller =”Bob” and his Bank.

– HEADER: ID=”1234” Issuer=”Buyer:Alice” Subject=”Seller:Bob”
– RIGHT :

• Bob Profile=”Seller”
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• Capability= Transfer from
∗ Alice account CreditCardNumber=”5487...” to
∗ Bob account BankAccount=”USA ...”
∗ the DUE=”400$” for
∗ the OBJECT=”PDA HP HX4700”.

– AUTHENTICATION: Alice PUBKEY=”RSA 1024”.

This certificate must be checked by both Bob and his Bank, but neither Bob
should be able to read the Alice ‘CreditCardNumber’, nor the Bank should be
able to read the transaction ‘OBJECT’. Therefore in this certificate we define
the ‘CreditCardNumber’ and the ‘OBJECT’ as Dynamic Parts ”DPs”. In this
manner these fields can be secured using the X316 Encryption. The correspond-
ing X316 Context for this transaction is as following:

00 <X316_Context ID="3AE456">
01 <Cx_Profile> Buying transaction </Cx_Profile>
02 <Certificates>
03 <Certificate>
04 <ID>1234</ID>
05 <Issuer>Alice</Issuer>
05 <Mask>
06 <Value>2.3</Value>
07 <Privacy>
08 <Encryption Digit="2">

09 <Subject>Seller’s Bank</Subject>
10 </Encryption>
11 <Encryption Digit="3">
12 <Subject>Seller</Subject>
13 </Encryption>
14 </Privacy>
15 </Mask>
16 </Certificate>
17 </Certificates>
18 </X316_Context>

As illustrated in the X316 context, the first DP ”CreditCardNumber” hav-
ing the first Mask digit=”2”(line 05 and lines 07-09) must be ciphered with
the seller’s bank key (e.g. Bank’s public key. The second DP ”OBJECT” corre-
sponding to the mask digit=”3” (line 05 and lines 10-12) must be ciphered with
the Seller key (e.g. The session key defined by both Alice and Bob to securely
communicate).

7 Discussion and Test

The X316 presents a number of advantages. The new computing signature al-
gorithm and the morph characteristic gives to the certificate the ability to be

Fig. 3. Test and evaluation
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adapted to context with respect to authentication, non repudiation and privacy.
Our contribution is inspirited by XML Signature, but adapted to certificate for-
mat. The X316 signature is more efficient than other approach. The delimitation
of removable parts is fulfilled easily allowing to discern static fields from remov-
able ones. Some tests were implemented to verify the scalability of the X316
morph characteristic. We used an XML file of 20KByte (it is already a large
size for a certificate), and computed the elapsed time to verify the signature by
varying the number of dynamic parts (DPs) from 0 to 200. For these tests we
have used three devices: a smartphone ”SPV m3000” (195MHZ CPU), a PDA
”HP HX4700”’ (624MHZ), and a PC intel (3GHZ). As shown in the figure 3,
even the SPV M3000 can compute the X316 signature within less than 1 second.

8 Conclusion and Future Work

The certification model is the basis of the authentication in distributed environ-
ment. In this paper we define a new model of certification (X316) which allows
a broad user access when this latter is roaming. We have also introduced a new
signature computing method to enrich the certificate scope.

The X316 is declined into three categories: X316 Signature to generate a
flexible certification model; X316 Encryption to make safe any dynamic part in
the certificate; X316 Context to define how each certificate can be automatically
adapted according to defined contexts.

One of the new system generation challenges is the fluency of the interaction
between the environment and the user. Indeed when the user wants to access a
target site, her device should perform the following actions autonomously: Select
the corresponding certificate which helps user to gain a maximum access in the
target site. Select the corresponding certificate subparts which are essential for
this access according to the context, and hide others.

Thus, we will integrate our team works on ontologies and context description
[20] to the X316 framework, giving the user device the capacity to manage and
adapt the certificate dynamically with respect to context without soliciting any
user intervention.
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Abstract. Web based applications often have vulnerabilities that can be ex-
ploited to launch SQL-based attacks. In fact, web application developers are 
normally concerned with the application functionalities and can easily neglect 
security aspects. The increasing number of web attacks reported every day cor-
roborates that this attack-prone scenario represents a real danger and is not 
likely to change favorably in the future. However, the main problem resides in 
the fact that most of the SQL-based attacks cannot be detected by typical intru-
sion detection systems (IDS) at network or operating system level. In this paper 
we propose a database level IDS to concurrently detect malicious database op-
erations. The proposed IDS is based on a comprehensive anomaly detection 
scheme that checks SQL commands to detect SQL injection and analyses trans-
actions to detect more elaborate data-centric attacks, including insider attacks. 

Keywords: Web applications, Security, Intrusion Detection. 

1   Introduction 

Web applications are extremely popular today because they are ubiquitous and can be 
easily maintained and updated. Users access the interface via a web browser and send 
requests to the web server, which in turn translates these requests to database SQL 
commands and, using the results of those commands, generates the response that is 
sent back to the browser for final presentation to the user. 

A major problem is that web applications are often insecure. In fact, web applica-
tion developers are normally not specialized in security and the usual time to market 
constraints direct the effort on satisfying the user’s requirements, causing security 
aspects to be easily neglected. Additionally, rapid application development (RAD) 
environments (e.g., VS.NET, Eclipse, PHP-Nuke, Drupal, osCommerce) frequently 
used to build web applications may generate code with vulnerabilities, even when the 
developer follows the best security practices. 

SQL-based attacks, such as SQL injection, are an important class of attacks in web 
applications as can be confirmed by innumerous vulnerabilities daily reported in spe-
cialized sites (e.g., www.securityfocus.com) [1]. SQL-based attacks basically exploit 
unchecked input fields at user interface to change the SQL commands that are sent to 
the database. Although some flaws could be mitigated by means of simple operations 
(e.g., using bind variables, using correctly implemented stored procedures, granting 
the minimum privileges needed for every action, restricting the input character set, 
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using escaping quotes, etc.), theses aspects are frequently disregarded. The altered 
commands may give the attacker access to unauthorized data (read, change or delete), 
access to privileged database accounts or even permission to execute server side 
commands (e.g., database stored procedures).  

Typical intrusion detection systems (IDS) at network or operating system level 
cannot detect SQL-based attacks. Although they can be applied to prevent the use of 
some common malicious strings like “union”, “or 1=1”, they are quite restrictive, not 
exhaustive and can be evaded easily. Even traditional database security mechanisms 
cannot detect these attacks, as they are perceived as authorized commands executed 
by authorized users. End to end encryption is also useless to stop these attacks be-
cause commands are executed by users who have been granted with the appropriate 
application access privileges.  

In this paper we defend that the best way to detect SQL-based attacks that exploit 
web application code vulnerabilities is to place an additional intrusion detection layer 
at the database level. At this level, malicious SQL can be detected independently from 
the web application that has been exploited to launch the attack. In addition, insider 
attacks launched by malicious users can also be detected.  

In spite of all the classical database security mechanisms, current Database man-
agement Systems (DBMS) are not well prepared for assuring high privacy and confi-
dentiality [2], especially in what concerns to intrusion detection features [3]. In fact, 
very few IDS for databases have been proposed so far [4, 5, 6, 7, 8, 9] and, to the best 
of our knowledge, there is no DBMS that offers intrusion detection as a security fea-
ture. It is worth noting that the only mechanism available today to detect malicious 
database actions is the analysis of database audit trails. However, as this analysis is 
done offline, audit trails can only be used for diagnosis purposes after attacks. 

Recent works have addressed concurrent intrusion detection and attack isolation in 
DBMS. Valeur et al [4] presented an IDS for SQL injection attacks using several de-
tection models for the different types of attacks. In [5] the authors use the audit logs to 
derive user profiles that describe typical behavior of users in the DBMS, using the 
notion of distance measure and most frequent item sets. In [6] a real-time intrusion 
detection mechanism based on the profile of user roles and three levels of precision in 
the definition of the data is proposed. In Vieira et al. [7] and Chung et al. [5] the de-
tection of malicious DBMS transactions was addressed with the assumption that the 
transaction profiles was known in advance and provided manually to IDS.  

In this paper we propose an IDS composed of a comprehensive anomaly detection 
scheme based on automatic learning of SQL commands and transaction profiles. The 
proposed IDS uses intrinsic characteristics of database applications that allow the 
definition of an abstraction of the utilization of the database using two levels of detail: 
1) SQL commands to detect SQL injection attacks and 2) database transactions to 
detect more elaborate data-centric attacks, including insider attacks. These two levels 
actually represent a fingerprint of every web database application. 

The structure of the paper is as follows. Section 2 presents the proposed IDS 
mechanism. Section 3 presents a two level definition of profiles. Section 4 presents 
the evaluation of the proposed mechanism using the TPC-W standard benchmark and 
real database applications. Section 5 concludes the paper and introduces future work. 
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2   Intrusion Detection at Database Level 

Web applications normally rely on a back-end database where the information is 
processed and stored. Typically the database is located inside a LAN and benefits 
from the enterprise network security systems. Although security mechanisms at net-
work and operating system level are essential, many web applications have vulner-
abilities that allow SQL-based attacks that cannot be detected by IDS at operating 
system (OS) and network levels. Additionally, database attacks may also come from 
inside the organization where the attacker has physical access to terminals or even to 
the database server machine. In this case the network security mechanisms are over-
ridden and useless because the user is already inside the network containment barrier. 
Thus, we believe that it is important to provide additional intrusion detection capabili-
ties at the DBMS level aimed to cover specifically SQL-based attacks.  

General methods for intrusion detection in computer systems are based either on 
pattern recognition or on anomaly detection. Pattern recognition is the search for 
known attack signatures. Anomaly detection is the search for deviations from an his-
torical profile of good behavior. To use the pattern recognition approach we need the 
signatures of known attacks. The problem is that new attacks related to web-based 
database applications are discovered every day (and it is trivial to change an attack 
slightly) and the creation of new signatures in a daily basis requires a substantial in-
vestment. On the other hand, anomaly detection is able to detect both known and un-
known attacks whenever there is a deviation from the expected behavior profiles. 

2.1   IDS Architecture 

The IDS proposed in this paper includes comprehensive anomaly detection at SQL 
command and at database transaction level and comprises two phases: a learning 
phase, where SQL commands and transaction profiles are extracted and a detection 
phase, where learned profiles are used to concurrently detect SQL-based attacks. 

The architecture of the proposed IDS is shown in Fig. 1. The Database Interface in-
tercepts the data flow between the application and the database server, and is used for 
both the learning and the detection phases. During the learning phase the Command 
Capturing component logs the SQL commands executed by each user. Commands are 
parsed (by the Parsing component) in order to remove the data variant part (if any) of 
SQL commands and a hash code is generated to uniquely identify each command. 
The Learning component examines the SQL command sequence, learns the execution 
flow (including branches and loops), and generates a list of hash codes of the com-
mands executed and a directed graph representing database transactions profiles for 
each database user. Different database users will have their own collection of profiles. 
Although the number of the application users may be quite large, the number of data-
base users is usually restricted corresponding to the several types of users of the  
application. During the detection phase the commands and transaction profiles previ-
ously learned are used to detect intrusions. When a potential intrusion is detected the 
Action component performs an automatic predefined function (e.g., killing the at-
tacker session, warning the database administrator). 
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Fig. 1. IDS building blocks and workflow 

2.2   Database Profile Learning  

The SQL commands and transactions learning curve depends on the utilization profile 
of the database application. Many database applications include functionalities that 
are only executed from time to time, for example at the end of the week or end of the 
month. Until the Database Administrator (DBA) is not confident with the learned pro-
file the Detection component should not act drastically on the session (e.g., should not 
kill sessions that are considered as intrusion). Instead the DBA should analyze those 
situations first and, possibly, add the detected transaction to the learned profile. In a 
real database application, the DBA knows exactly when there is an upgrade and when 
new functionalities are added to the application. When this happens it is common to 
have new transactions and, after a short period they would be learned by the IDS 
mechanism. The set of transactions remains stable, as long as the database application 
is not changed. There are two ways to obtain the new profiles automatically: concur-
rently during normal utilization of the applications and by running application tests. In 
addition to profile learning, some other alternatives could be considered, such as man-
ual gathering and static analysis. Manual gathering of profiles assumes that database 
transactions are well documented and, usually, this is not the case. Static analysis of 
the source code could also be used [10, 11]. However this is a complex task and fails 
when dynamic SQL is used, which is usually the case. 

3   Database Utilization Profiles 

In a typical web application the code includes the sequence of SQL commands organ-
ized as database transactions. When a user connects to the DBMS and establishes a 
session, the user starts the first transaction. That is, the user cannot escape to  
the transaction mechanism, as all the commands executed always belong to a transac-
tion. When one transaction ends a new transaction begins. Although the SQL com-
mands can be generated dynamically by the application, users cannot execute pure ad 
hoc SQL commands. The set of transactions and corresponding SQL commands  
hard-wired in a web application code represent a well defined set, which allow an 
exhaustive learning of all commands and transactions. For example, in a banking web 
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application users have only access to the functionalities available at the interface  
(e.g., withdraw money, balance check account, etc) and no other operation is allowed. 

The proposed IDS is based on a set of security constraints defined at two abstrac-
tion levels: command level and transaction level. Intrusion detection activity starts at 
the lowest level (command level). If no intrusion is detected at this level, the detection 
continues at the next level (transaction level). If no restriction is violated after having 
passed both levels, the command is considered valid.  

3.1   Command Level Abstraction 

SQL commands represent the basic data needed to generate the information required 
at the two abstraction levels.  SQL commands also represent the entry data used to 
feed the IDS in both the learning and detection phases. 

The basic information on each command required for intrusion detection is the fol-
lowing: 1) name of the user who executes the command; 2) identification of the ses-
sion established when the client application connects to the database server; 3) full 
text of the SQL command executed; 4) time stamp of the execution of the command. 

An important aspect is that the information stored by the IDS does not represent 
the exact command text, since commands may differ slightly in different executions, 
while keeping the same structure. For example, in the command “SELECT * from 
EMP where job like 'CLERK' and SAL >1000”, the job and the salary in the select 
criteria (job like ? and sal > ?) depend on the user’s choices. This way, instead of  
considering the full command text, we just represent the invariant part of it. After 
removing the variant part of each command it is possible to calculate the command 
signature using a hash algorithm. These signatures are used at both abstraction levels 
to represent the command in a compact form. 

To perform an SQL injection the attacker alters the structure of the SQL command 
in order to exploit an unchecked input in an application page. Usually as a first step 
the attacker adds a condition in the where clause of the SQL command to gain privi-
leged access. Then the attacker executes SQL commands returning valuable informa-
tion (usually using a union clause with the malicious select), changing the database 
(performing inserts, deletes or updates) or even performing OS commands. Command 
level abstraction can be used for detection in both the first and the second steps of the 
SQL injection attack as both steps require a change in the structure of the query. 

The command level abstraction is not sensitive to attacks that do not alter the struc-
ture of the SQL commands. In order to execute malicious actions without being de-
tected the attacker has to execute the authorized commands by changing the criteria 
values in a way that makes the altered command useful for his purposes. In [4] the 
authors parse the SQL commands and one of the models used is the string model 
where the strings present in the SQL commands are analyzed. However this approach 
has a limited detection capacity and inevitably it increases the false positives rate be-
cause of the difficulties in modeling most of the string variations. To overcome this 
problem we propose another level of abstraction: the transaction level. 

3.2   Transaction Level Abstraction 

At transaction level, our intrusion detection mechanism uses the profile of the transac-
tions implemented by database applications (authorized transactions) to identify user 
attempts to execute unauthorized transactions. The profile of a database transaction is 
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represented as a directed graph describing the different execution paths (sequences of 
selects, inserts, updates, and deletes) from the beginning of the transaction to the 
commit or rollback commands that terminate the transaction. The nodes in the graph 
represent commands and the arcs represent the valid execution sequences. Depending 
on the data being processed, several execution paths may exist for the same transac-
tion and an execution path may include cycles representing the repetitive execution of 
sets of commands (a typical example of cycles in a transaction is the insertion of a 
variable number of lines in a customer’s order). 

This command level IDS can be used to detect, among others, attacks from inside 
the organization. In this kind of attacks the user knows very well and already has ac-
cess to the database application. The attacker may use his own account or he can im-
personate another user and may use a SQL terminal to access the database instead of 
using the application. The attacker could mimicry a SQL command because of the 
privileged access to information. However it would still be difficult to mimicry the 
transactions in order to override the transaction level of the IDS. 

To bypass this level a malicious user has to execute SQL commands in the correct 
order inside the transaction. To execute malicious actions without being detected he 
must choose and execute adequate dummy commands (commands that have no par-
ticular interest for the attacker, except to dodge the IDS) in the correct order and 
change the criteria in one of them in a way that makes the command useful for him. 

4   Database IDS Evaluation and Experiments 

We consider the following typical IDS evaluation metrics: 1) false positives rate: 
number of valid commands that are seen as malicious by the IDS over the total num-
ber of commands; 2) coverage: represents the percentage of malicious commands 
detected of all the malicious commands; 3) impact on server performance: represents 
the decrease in database performance due to the presence of the IDS; 4) latency: time 
between the execution of a malicious command and its detection. 

Key points in assessing these metrics is how the attacker is modeled, which weak-
ness of the system will be used, what commands will be executed and in what order. 
Another important issue to be addressed is how we can test unknown attacks. In the 
evaluation experiments we consider that the attacker knows exactly how the IDS 
works. Before starting the attack the adversary spends some time analyzing the sys-
tem looking for the weakest point and the right moment. Relying on the ignorance of 
the attacker seems to be unrealistic. If the database under sight is widely deployed it 
may be possible that the attacker knows their commands and transactions.  

4.1   Experimental Setup 

In the present work the IDS was built as a SQL command sniffer that can be used 
independently of the target DBMS. However, the proposed IDS could also have been 
included inside the DBMS. In this case, the IDS can use standard DBMS functional-
ities such as SQL parser, transaction control, and data dictionary access, which would 
simplify its implementation. 

As we want to test our mechanism with real database applications and independ-
ently of the target DBMS we have to setup the IDS using the least intrusive manner. 
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The sniffer approach is the best option because the IDS can be placed in the local 
network near the database server or it can be placed inside the database server ma-
chine. One clear limitation of the sniffer approach is the need of clear network packets 
(or having access to the decryption function). Because we are focusing our work on 
the database IDS itself and not on the topology and related questions about its setup 
we are not going to discuss some well-known technical issues about network IDS, 
like packet splitting and Host-Based IDS vs Network-Based IDS [12]. 

The experimental setup consists of a Database Server, a Client Computer and an 
IDS Computer (where the IDS acting as a sniffer is installed) connected through a 
fast-Ethernet network. We used the following database application scenarios, running 
Oracle: 1) a well-known database performance benchmark, the TPC-W [13], which 
simulates the activities of an e-commerce business oriented transactional web server; 
2) an academic and financial management application of the University of Coimbra, 
the Pk_2005; 3) a real (and large) hospital database application, the SCE (Central 
Service of Sterilization) currently in use in Coimbra University Hospitals. 

4.2   Results Discussion 

To evaluate both the learning and detection phases of the IDS and its response to two 
different kinds of synthetic attacks (exploring command and transaction levels) we 
used the TPC-W. All the experiments using the TPC-W are based on a training data 
obtained by a 180 minutes learning phase where 51126 commands were executed. 
The last transaction profile, as well as the last SQL command, were learned 140 min-
utes after the beginning of the experiment, which corresponded to the execution of 
40419 commands. To test the completeness of the profiles learned the detection phase 
of the IDS was used with an eight-hour execution of TPC-W, corresponding to the 
execution of 137233 SQL commands. During this test all the commands and transac-
tions were considered valid, hence no false positives were observed. This means that 
the learning phase was exhaustive. The TPC-W profiles could be completely covered 
by the learning algorithm in a couple of hours because of the specific nature of a 
benchmark. The results should be similar in a real application when application tests 
are used to exercise the application during the learning phase.  

Next we evaluated the IDS against a battery of malicious commands and transac-
tions. A well informed attacker (for example an insider) will not just execute a ran-
dom collection of SQL commands easily detected by the IDS presented in this paper. 
Instead, the attacker will try to be stealthy by executing commands similar to those of 
the application. Thus, the commands that are used to simulate SQL-centric attacks 
should be based on variations of the SQL commands that are actually generated by 
the application in order to simulate plausible (and hard to detect) attacks. Random 
tests are also used for the sake of completeness. To exercise the IDS more thoroughly, 
both in the command level and in the transaction level, we developed an application 
to automatically create and inject the attacks. 

We executed 14 types of attacks for the command level IDS (Table 1). For each 
test an input file was created containing 100 SQL commands that were executed in 
the TPC-W database while the IDS was using the command level abstraction. The 
IDS detected every command as malicious except for the “Alter the text inside the 
strings and the values in the where clause” test. As we already expected this test 
would fail, because we developed the IDS in such way that ignores what is inside the 
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strings and values, so the SQL commands that are exactly as expected, but with dif-
ferent information on the variable parts are not detected as malicious. Note that proc-
essing the variable parts is an error prone approach because it is extremely difficult to 
guarantee that learning algorithm will cover all the possible range of values. The 
“Place another SQL command at the end of the current command” test could not be 
executed because the TPC-W implementation used was built in Oracle and it does not 
allow these kinds of commands, unlike other database engines (SQL server, Mysql).  

Table 1. Command level attack tests 

Command Test # attack commands # false positives 
Random queries 100 0 
Delete fields from select statements 100 0 
Scramble the order of the fields in the select statement 100 0 
Insert fields (may be functions) in select statements 100 0 
Delete tables from select statements 100 0 
Scramble the order of the tables in the select statement 100 0 
Insert tables in select statements. 100 0 
Delete conditions from the where clause 100 0 
Scramble the order of the conditions from the where clause 100 0 
Insert conditions from the where clause 100 0 
Create an SQL anonymous block 100 0 
Create a compound SQL query using UNION, UNION ALL, 
INTERSECT and MINUS 

100 0 

Place another SQL command at the end - - 
Alter the text inside the strings and the values in the where clause 100 100  

To exercise the transaction level IDS we have executed 6 tests (Table 2). All the 
malicious transactions where spotted as soon as the erroneous command was executed. 

The learning phase is a critical step that was tested with two real applications (the 
Pk_2005 and the SCE) during their normal use. The Pk_2005 executed 731438 SQL 
commands during one week (left side graphic in Fig. 2). The last transaction was 
learned after the 731373 command and the last different command was learned after 
the 731327 command. As shown in Fig. 2, there were some bursts of learning during 
this week test, which is related to some new procedures executed in those occasions. 

The SCE executed 753699 SQL commands during 64 days (right side graphic in 
Fig. 2). The last transaction was learned after the 728424 command and the last  
 

Table 2. Transaction level attack tests 

Transaction Test # attack transactions # false positives 
Random transactions 100 0 
Delete SQL commands from the transaction 100 0 
Scramble the order of the SQL commands in the transaction 100 0 
Insert SQL commands in the transaction 100 0 
Commit the transaction before its end 100 0 
Rollback the transaction before its end 100 0  
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Fig. 2. Pk_2005 (on the left) and SCE (on the right) learning curves 

different command was learned after the 718265 command. Like the Pk_2005, the 
SCE shows bursts of learning, confirming the conclusion of some procedures being 
executed only in certain times of the day, week, month, etc. The learning phase is 
considered complete only when the number of new profiles and commands stabilizes. 

From the analysis of the results in Fig. 2 we can see that the learning period for the 
command level and for the transaction level are similar, showing that different trans-
actions are usually made of different commands. We can also conclude that an intru-
sion detection mechanism based on learning the profiles while the application is in 
production may take a long time. If the application could be exercised by automatic 
test procedures or with users executing the applications functions specifically for the 
IDS the learning period would be drastically reduced. 

Because we used the IDS as a network sniffer it introduces no load in the database 
server and we experienced no packet drop during the experiments. For the sake of 
completeness we also measured the load impact on server performance for the case 
where the IDS is located in the DBMS machine. This was done with the TPC-W da-
tabase and, in the worst scenario, the IDS caused a degradation of almost 11% in the 
number of transactions executed per minute. By reducing the load to 50%, the impact 
in the performance decreases to only 5%, and below 40% load it is less than 0.1%. 
The analysis of these results must take into account that the IDS application tested has 
not been thoroughly revised for speed as a commercial application should be. 

The latency observed is less than 2ms. In most of our tests the malicious com-
mands were detected even before the DBMS could send the responses back to the 
client. This is a very important reference value because it indicates that a malicious 
action can be stopped right in the first malicious command, thus preventing the spread 
of attack consequences. Implementing the IDS inside the DBMS core allows the de-
tection to be made before the SQL command ever reaches the database server. In this 
case there is a tradeoff between the detection latency and the server response time. 

5   Conclusion 

This paper presents an intrusion detection system targeted for web-based database 
applications. It uses the anomaly detection approach and a two level definition of pro-
files (SQL commands and transactions) to represent the normal utilization. 

Our implementation of the IDS was evaluated using a standard benchmark for da-
tabase systems and two production databases. The detection coverage observed for 
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the nineteen types of attacks tested was 100%, except for one of them. There is no 
relevant performance penalty using the IDS as a network sniffer.  

The experiments show that the learning times can be significant if only normal us-
age of the application is considered for profile identification. The automatic or manual 
execution of existing tests or application functions may be used to shorten this period. 
Both SQL command learning and transaction learning require similar periods of train-
ing, but transaction level detection can be used with a wider range of attacks. 
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Abstract. Some important problems in information security such as software 
protection, watermarking and obfuscation have been proved to be impossible to 
solve with software-based solutions. By protecting certain actions in order to 
guarantee that they are executed as desired, trivial solutions to those problems 
can be implemented. For tamperproof hardware devices such as smart cards to 
serve this purpose they must provide the capability to execute code on-the-fly. 
This paper presents mechanism to allow dynamic code execution in Java Card 
in order for these cards to be used in software protection problems. However, 
the solution can be used in other applications. 

1   Introduction 

There are important problems in information security that have been proved to be 
impossible to solve with software-based solutions. Among these, we find problems 
such as software protection, watermarking, obfuscation, production of digital 
signatures, etc. [1-5]. For other problems, such as auditability, anonymity, or fair 
exchange, existing cryptographic solutions are very complex and inefficient. 
However, those problems would have trivial and fast solutions if we could assume 
that certain actions are protected in such a way that guarantees that they are executed 
as desired and that the function performed can not be determined. 

Therefore, for all these problems, solutions must be based in the use of a “trusted 
element” that can perform the protected actions [6]. Tamperproof hardware devices 
and external entities (usually known as trusted third parties) are the most frequent 
“trusted elements”. Although required, the use of trusted elements in the solution is 
not sufficient to guarantee a good solution. In the optimal solution the amount of trust 
in these elements must be minimal, while the amount of protection is maximal. The 
problem is that, usually, these two criteria are conflicting and we need to find a 
balance among them.  

In order to increase the level of trust, it is possible to obtain independent 
certifications of the behaviour of trusted hardware, especially in the case of simpler 
hardware. This certification is not possible in the case of trusted third parties (TTPs), 
which therefore require a higher amount of trust and are not able to provide high 
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levels of protection. Consequently, we support the use of tamperproof hardware 
elements for this purpose. Additional reasons for this claim are: 

• TTPs are intrinsically not multipurpose (there are specific TTPs for specific 
problems). Therefore every user has to deal with multiple TTPs, which 
complicates the trust and certification schemes.  

• Many environments require that the trusted element performs certain actions in 
representation of the user. TTPs require more trust because they could potentially 
use the knowledge of these actions and the data involved for illicit purposes. 

• TTPs do not provide better protection than tamperproof hardware because, after 
all, they must use computing systems, which are usually easier to attack. 

• TTPs require an online connection that introduces performance and availability 
problems. For many applications this requirement is a serious inconvenient. TTPs 
cannot be used in offline applications. 

Among other tamperproof hardware elements, we claim that secure general 
coprocessors, such as PCI coprocessors (for instance IBM’s 4758 PCI Cryptographic 
Coprocessor and other similar products from nCipher, Baltimore Technologies, etc.) 
or smart cards, which are able to collaborate with the standard unprotected processor 
are necessary [7]. Simpler hardware elements, such as protected memory tokens, or 
fixed-functionality processors are not able to fulfil our requirements. In order to 
guarantee that certain software elements are protected as previously defined, the 
secure coprocessors used must be capable of receiving the protected code and 
executing it on-the-fly, a feature that we call dynamic code execution. 

2   Background and Related Work 

Several mechanisms for secure code execution, and their properties have been 
proposed in the literature. A classification of these approaches is included below 
discussing their deficiencies. From this discussion we conclude that a trusted element 
is needed to achieve a secure code execution.  

2.1   Different Mechanisms Related to Secure Execution of Code  

A classification of the different approaches to the software protection problem is 
presented in this section. We focus on security, convenience and practical 
applicability, more extensive reviews of the state of the art in software protection can 
be found in [7-8].  

Some protection mechanisms are oriented to the protection of the computer system 
against malicious software. Among these SandBoxing is a popular technique to create 
a secure execution environment which should be used to run non trusted codes. A 
sandbox is a container that limits, or reduces, the level of access its applications have, 
and controls the interaction between them. SandBoxing has been an important 
technique in research since a long time: Butler Lampson in his paper entitled 
“Protection”, back in 1971 defined the antecedents of the SandBoxing technique. 
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Fig. 1. Classification of the different approaches regarding malicious-protected systems 

Proof Carrying Code refers to a general mechanism to verify that part of code can 
be executed in a host system in a secure way. This strategy requires that every code 
fragment is associated to a detailed description on how security policy is satisfied, the 
host just has to verify that the description is correct and the code fits properly. This 
strategy shares some similarities with Constraints Programming. Both are based on a 
code that is able to perform a limited set of operations. Furthermore both Proof 
Carrying Code and Constraints Programming have several problems mainly caused 
due to the faculty of determining the set of operations permitted. Also in many cases 
it is difficult to determine restrictions that preserve the semantic integrity. There are 
Variants of this strategy, such as Proof-referencing-code, do not carry code proofs 
explicitly [9]. 

Other mechanisms are oriented to defend software against malicious servers. A 
example of such mechanism is the concept of Sanctuary [10] for agents. A Sanctuary 
is a site where a mobile agent can be securely executed. An important precedent, 
although not directly related with software are Cryptolopes [11-12], developed by 
IBM. A Cryptolope is a container that includes all management information needed, 
such as terms and access condition, digital signatures to protect the authenticity, etc. 
A Similar alternative is Digibox, later named Rights System Platform [13] both of 
them developed by Intertust, based on contents which are protected even when resold 
within this system. This platform is designed for high-value digital contents. Due to 
this, they are not suitable for content commerce environments such as newspaper or 
information portals for which the value of each element is much reduced. Furthermore 
this platform only is able to support three different formats (PDF for texts, MPEG for 
video and MusicMatch for audio). 

Several techniques can be applied to software in order to verify self-integrity. Anti-
tamper techniques, such as encryption, cryptographic checksumming, anti-debugging, 
anti-emulation and some others [5] are in this category.  Some schemes are based on 
self-modifying code, and code obfuscation [15]. A related approach is represented by 
software watermarking techniques [8]. In this case the purpose of protection is not to 
avoid analysis but to detect whether the software has been copied or modified. The 
relation between these techniques is strong. In fact, it has been demonstrated that 
neither perfect obfuscation nor perfect watermark exists [1]. All of these techniques 
provide short-term protection; therefore, they are not applicable for our purposes.  
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Many protection systems are based on checks. In these systems the software 
includes “checks” to test whether certain conditions are met. We can distinguish 
solutions based exclusively on software, and others that require some hardware 
component. However, in both types of schemes, the validation function is included 
into software. Therefore, reverse engineering and other techniques can be used to 
discover it. Theoretic approaches to the formalization of the problem have 
demonstrated that a solution exclusively based on software is unfeasible [15]. By 
extension, all autonomous protection techniques are also insecure. 

In some scenarios, such as agent-based ones, the protection required is limited to 
some parts of the software (code or data). In this way, the function performed by the 
software, or the data processed, are hidden from the host where the software is 
running. An external offline processing step is necessary to obtain the desired results. 
Among these schemes, the most interesting approach is represented by function 
hiding techniques. In [16] the authors present a scheme that allows evaluation of 
encrypted functions. The fundamental idea is to establish an homomorphism between 
the spaces of plaintext and encrypted data, with the objective of evaluating a certain 
function on some data without revealing them. The case of online collaboration 
schemes is also interesting. In these schemes, part of the functionality of the software 
is executed in one or more external computers. The security of this approach depends 
on the impossibility for each part to identify the function performed by the others. 
This approach can be appropriate for distributed computing architectures such as 
agent-based systems or grid computing, but presents the important disadvantage of 
the impossibility of application to off-line environments. 

Finally there are techniques that establish a two-way protection, such as the 
Trusted Computer Platform, with recent appearance of ubiquitous computing has 
raised a needed of a secure platform. Therefore this approach consists of a platform 
with a trusted component, frequently built-in hardware, which is used to create a 
foundation of trust for software processes [17]. Another alternative is the ABYSS 
architecture [18]. Some processes of the software to be protected are substituted by 
functionally equivalent processes in this system, which runs inside a secure 
coprocessor. Processes are encrypted while outside of the secure coprocessor. 
Additionally, the SmartProt mechanism is based on the division of an application’s 
code between a trusted and an untrusted processor in such a way that is not possible to 
run the application without the collaboration of the trusted processor [19]. 

2.2   Smart Cards 

Smart cards represent a qualitative advance in the way to practical information 
security. Until the introduction of smart cards, the ability to produce digital signatures 
and other cryptographic primitives was limited by the necessity of using a provable 
secure and trusted computing environment. In practice, this requirement was very 
difficult to fulfil, especially in environments with a high degree of mobility. Smart 
cards solve this problem because they are secure, tamperproof and portable 
computing devices capable of storing sensible information (such as cryptographic 
keys or biometric profiles) and performing computations required in digital signatures 
and other cryptographic primitives. 
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Programmable smart cards, such as Java Card, facilitate the development of 
specific applications and provide tools to achieve security properties that can not be 
supported by cryptographic protocols and algorithms alone. These cards allow the 
issuer to control the information that they contain. In this sense, the combination of 
the physical security and the fact that the software that they execute is under control 
of the issuer, are the key to achieve those security properties. 

Two main problems have traditionally hindered the widespread use of these 
devices: (i) the difficulty of integration of smart card applications in personal 
computing environments and, (ii) the reduced data transmission speeds between cards 
and hosts. The new dual-interface smart cards open the door to the solution of both 
problems because they make use of two contacts “reserved for future use” in the 
ISO7816 standard to provide a USB interface in addition to the ISO7816. 

Although the amount of memory, computing power, communication speed and 
physical protection of devices such as PCI coprocessors is higher, smart cards offer 
several advantages over PCI coprocessors. The most important are: 

• Smart cards are portable and can be kept under control of the owner. 
• Smart cards circuits are simpler and this facilitates the analysis of possible 

weak points or hidden traps.  
• The level of standardization of smart cards is much higher making them much 

more interoperable. There are open operating systems for smart cards. 
• Smart cards are cheaper. 
• Smart cards are multipurpose and can be used in different devices. 

Regarding the performance, semiconductor industry has achieved important 
advances in the development of smart card processors. Among these, we must 
highlight the availability of RISC processors, the integration of USB controllers in the 
smart card chip, and the implementation of the Java Card virtual machine in 
hardware. As an example of the power of current smart card designs, the ST22 family 
of processors from ST Microelectronics has 32 bits RISC CPUs, with hardware 
support for most of the Standard Java Card 2.1 virtual machine instructions, as well as 
a proprietary native code. Some of them include a hardware USB controller. 

2.3   Hard Security Properties 

Nowadays in systems development is relevant to take into account some security 
properties desirable to be reached. These security properties are hard to get mainly 
due to the lack of suitable and efficient solutions instead of which we have only 
partial solutions to these problems. Moreover, in most cases those solutions are 
difficult to be applied and can be used under restricted conditions or in concrete 
environments. Finally, it is very usual that solutions to these problems involve the 
necessity of any kind of trusted device such as Trusted Third Parties (TTPs). These 
properties we named Hard Security Properties. 

These properties are very relevant in order to solve some problems that we find in 
today applications. Especially relevance we find in web applications and e-commerce 
applications related. Some properties that we can mention are non-repudiation, fair 
exchange and secure payment. 
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We highlight the fair exchange case, because no satisfactory solution exists to 
solve this problem. Another important issue to note is that almost all existing fair 
exchange systems base their security in additional security elements such as Trusted 
Third Parties (TTPs). Furthermore, it is important to mention that today fair exchange 
solutions put too much confidence in the TTPs.  

Similarly in Secure Payment systems, there are a big number of different solutions 
which are incompatible in most cases. This fact goes in the opposite sense to reach a 
standardisation in order to consolidate businesses electronic commerce based. 

Non-repudiation problem happen some similar fact. In general security solutions 
applied by different vendors are: each vendor uses a different software-hardware 
platform. This heterogeneity of platforms is suitable to be reduced dramatically if we 
arrange of a common platform to perform all security related operations. Obtaining 
these properties can be easily achieved in case we have a secure element to perform 
dynamic code execution on-the-fly as part of the runtime environment. 

In this paper we highlight the advantages of including on-the-fly code execution 
capabilities in the Javacard Virtual Machine (JCVM). This new capability of the 
JCVM enables the development of simple solutions for the aforementioned problems. 

3   Dynamic Code Execution in JavaCard 

The basic idea of the trusted code execution scheme is that some sections of the 
software to be protected can be substituted by functionally equivalent sections to be 
processed in the secure device. In this way, the protected software is divided and will 
not work unless it cooperates with the appropriate device. Code modification attacks 
will not succeed in this case and the only possible attack is to analyze the data 
transmitted to and from the device trying to guess the functions that it performs. By 
including a large enough number of functions, with enough importance in the main 
code, and enough complexity, the attack described can become impractical.  

Consequently, for the trusted code execution mechanism to be used in different 
applications and for different purposes, allowing the implementation of simple and 
secure solutions to the aforementioned problems, the secure device must support 
dynamic (i.e. on-the-fly) code execution. The dynamic code execution mechanism is 
inspired on standard Java applets. An applet is a program written in Java that can be 
included in a web page. When you use a Java technology-enabled browser to view a 
page that contains an applet, the applet's code is transferred to your system and 
executed on-the-fly by the browser's Java Virtual Machine (JVM).  

In the previous discussion we have highlighted the advantages of smart cards 
versus other secure hardware devices. The popularization of smart cards and their 
evolution in storage and processing capacity have lead us to consider them the most 
appropriate choice for the implementation of our scheme. However, our design does 
not depend on this technology and, consequently, our solution can be implemented 
using any similar hardware token (for example, some hardware keys and some tokens 
that integrates smart card and reader functionalities). 

Among the different technologies currently available on the smart card market, 
Java Card represents one of the best alternatives for building a prototype of our  
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dynamic code execution scheme because it provides features that are useful for this 
purpose. Java Card standard defines mechanisms for dynamic code loading, but as we 
will show later, these mechanisms are not enough to support trusted code execution. 
Other limitations of the current Java Card specification have important impact in our 
implementation. The most significant are: the lack of file management capabilities, 
the lack of flexibility in the code loading mechanisms, the lack of code authentication 
mechanisms; and the lack of dynamic memory management. 

Because the basic idea is to execute part of the application code in the smart card, 
some additional objectives for the code execution mechanism can be established: 

• Secure coprocessors (smart cards in this case) must be identified by the protected 
software. Mechanisms must exist for the code to authenticate the secure 
coprocessor in order to identify it as a trusted coprocessor. 

• Protected software sections must be identified by the secure coprocessor. 
Mechanisms must exist for the secure coprocessor to authenticate the protected 
code sections in order to identify them. This is necessary in order to avoid a type 
of “Trojan horse” attack based on the substitution of some of the authentic 
protected sections by other fake sections produced by a malicious user. For 
instance, such a false section could try to extract data of the protected application 
stored in the card. 

• Code must be encrypted while outside of the secure coprocessor. This, in turn, 
means that the coprocessor must be capable of decrypting the code on-the-fly 
before execution. 

• It must be possible to execute several protected applications at the same time. 
This does not mean that the coprocessor must support multitasking, but it 
requires the coprocessor to keep separate memory spaces for each application. 

• Enforcement of actions, such as payment, associated to the execution of the 
protected software must be possible. 

3.1   Structure of the Virtual Machine and Execution Environment 

The current implementation of the dynamic code execution mechanism is based on a 
single Java Card applet. Fig. 2 shows the conceptual structure of this applet and 
highlights the fact that these components are built on top of the Java Card virtual 
machine. However, applications at this level have limitations (for example, they are 
isolated by firewalls) and performance constraints.  

Therefore, our aim is to propose the implementation of those functions at a lower 
level in order to obtain better performance and to facilitate the deployment of other 
applications that can take advantage of the dynamic code execution infrastructure. 

The dynamic part of this applet represents the memory assigned to the applet 
during its installation. The amount of memory reserved for the different purposes 
(code, application data and optional licenses) can be defined when the applet is loaded 
into the card. Java Card does not support dynamic memory allocation. For this reason 
the Runtime Manager component allows protected applications to use this memory in 
a dynamic way. 
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The static part is permanently loaded in the card. This static part includes the card-
specific data (keys, etc.) as well as these components: 

A License Manager that performs all operations directly related to licenses, such as 
installation, transfer, backup, etc. It also implements the operations required by the 
license management protocols. 

 

 

Fig. 2. Logical structure of the card components 

A Code Loader that creates the internal representation of the protected code 
sections when they are downloaded to the card. The Code Loader must then locate the 
corresponding license and decrypt, translate and create a representation of this section 
suitable for being executed by the Runtime Manager. The format of this specific code 
is described in next section. The APDU (Application Protocol Data Unit) used to 
download the code into the card has three parameters: (i) the license identifier, which 
is required in order to locate the license and to decrypt the section; (ii) an array of 
encrypted code; and (iii) an array containing the data required by this section, which 
can be specified either explicitly or by reference. In the latter case, the actual value of 
the data is determined at runtime, possibly depending on the results of previously 
executed sections of the same application. 

The most important goal of the Runtime Manager is to overcome the lack of 
dynamic memory management in Java Card. It is responsible for executing the code, 
for dynamic allocation/deallocation of memory and for keeping separate memory 
spaces for different applications. When memory is deallocated it is always 
overwritten to avoid that other application can try to use it illegitimately. An optional 
Fair Exchange component, which has been specifically designed to provide a generic 
fair exchange service that can be used for payment as well as for other purposes. 

3.2   Representation of the Dynamic Code Fragments 

The lack of mechanisms that allow dynamic code execution in the standard Java Card 
has forced us to define a specific virtual machine and an associated language. 

Regarding the language, our basic objective has been to achieve a compact, yet 
powerful and flexible representation of the instructions to be executed in the card. 
Because the main performance bottleneck of smart cards applications is the 
communication with the card, we have defined a compact format for the external 
storage and transmission to the card.  The Code Loader decrypts the protected code 
using the corresponding license and then translates into an internal format designed to 
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overcome the problems associated to the lack of file management functionality in 
Java Card. We have defined the Instruction class in the Java Card language in order 
for the instructions of the virtual machine to be self-contained and to achieve an easy 
referencing between instructions. Together with the aforementioned components, this 
class constitutes the core of the dynamic code execution mechanism. This 
representation integrates the interpreter in the Instruction class, which in turn results 
in greater flexibility because it allows the definition of different interpreters without 
changing the supporting components.  

When loaded into the card the code is converted into an array of Instruction 
objects. The execution is then as simple as calling the Execute method of the first 
object of the array. Each instruction is linked to the next one(s) to be executed. 

public  class Instruction 
{ 
 final static byte addType= (byte)1; 
 final static byte ...  
 public  instruction next, gotoTrue; 
 public  S result, op1 ,op2; 
 public  byte instType; 
 
 //simple constructor  
 public  instruction() 
 { 
  next=null; 
  gotoTrue=null ; 
  type=nullType; 
 } 
 
 //alternative constructor 
 public  instruction(byte myType=nullType, 
     S myResult, S myOp1, S myOp2, 
     instruction myNext=null, 
     instruction myGotoTrue=null ) 
 { 
  instType=myType; 
  result=myResult; 
  op1=myOp1; 
  op2=myOp2; 
  gotoTrue=myGotoTrue; 
  next=myNext; 
 } 

 //assign 
 public  void assign (byte myType=nullType, 
     S myResult, S myOp1, S myOp2, 
     instruction myNext=null, 
     instruction myGotoTrue=null ) 
 { 
  instType=myType; 
  result=myResult; 
  op1=myOp1; 
  op2=myOp2; 
  gotoTrue=myGotoTrue; 
  next=myNext; 
 } 
 
 //execute 
 public  void  execute() 
 { 
  switch(instType) 
  { 
   //add 
   case addType:  
    result.myShort=((short) 
      (op1.myShort + op2.myShort)); 
    next.execute(); break; 
   //other types 
   ... 
  } 
 } 
}  

Fig. 3. Summary of Instruction class 

The lack of file management in Java Card has been solved by (i) Structuring the 
code in a way that is easily managed by the standard Java Card (that is the reason why 
the Protected Code memory is defined as an array of Instruction objects) and (ii) 
using our own software for the management of the instructions. The aforementioned 
Code Loader is responsible for this second functionality. When the Code Loader has 
created the Instruction objects that represents the protected code it calls the execute 
method of the first object in the array. There are jump and loop instructions that open 
new execution branches. This process goes on until a final instruction is reached, 
which finalises the execution of the current branch. The execution of the protected 
section ends when the main branch ends.  

4   Applications 

The mechanism that provides trusted code execution in JavaCard has a great impact 
on the ability to solve difficult security problems as explained before. Furthermore, 
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applications using this concept provide a further justification of the previous 
assertions. Some of these applications are briefly explained below. 

An interesting application of dynamic code execution based on our JavaCard 
implementation has been developed to protect and distribute audio files in mp3, wma 
and CD-audio formats. Our system uses dynamic code execution to decrypt and play 
protected audio files. Moreover, the protection mechanism enables the free 
distribution audio files. The JavaCard applet cooperates with Java executed in the 
player device to perform decryption and reproduction. This applet requires to playing 
audio file a card specific license to be produced for each audio file. This prevents 
unauthorized use of the file. 

A related work consists of a secure platform for pay-TV through the Internet. Pay-
per-view platform uses different technologies such as Java Media Framework, Real 
Transport Protocol, and Video Streaming to provide a fine-grained timeslot model for 
video distribution. In this case trusted execution code is used to implement a variant 
of forward secrecy schemes. The ability to execute code dynamically us the key to the 
controlled generation of time-limited keys for the player device. 

A secure framework for digital newspaper distribution named EC-GATE was 
developed and obtained the gold award in the e-Gate Open International Contest.  
This application is based on the following idea: The security requirements of all 
processes related to the secure transmission and commerce of information can be 
fulfilled if we guarantee that the software running at the other side of the 
communication line is protected. This solution is based on the notion of “secure 
container”, a protected package of data and administrative information. Opposed to 
other proposals we use “active” instead of “passive” containers (we use software 
instead of data) in order to avoid some problems of the latter. The dynamic code 
execution capability is used to guarantee that decryption and payment operations are 
performed inside the smartcards as an atomic operation, therefore providing a fair 
payment mechanism. 

The SmartProt scheme [19] is designed to protect software elements from analysis 
and to ensure that they are executed as desired by its creator. The system works in 
different phases starting with a card setup phase. The dynamic code execution 
mechanism presented in this paper is used in SmartProt in order to prevent code 
modifications attacks. Main goals of these attacks are to produce an unprotected copy 
of the protected software. 

5   Conclusions 

An infrastructure to allow dynamic code execution in Java Card has been presented. 
We have shown the relevance of this functionality for some important information 
security problems and have discussed how other approaches are less suitable. The 
infrastructure presented is based on creating a specific virtual machine on top of Java 
Card. However, applications at this level have limitations (for example, they are 
isolated by firewalls) and performance constraints. Therefore, our aim is to propose 
the implementation of those functions at a lower level in order to obtain better 
performance and to enable the deployment of other applications that can take 
advantage of the software protection infrastructure. 
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Abstract. The forthcoming ISO/IEC 24727 series of standards defines
application programming interfaces for smart cards and is expected to pro-
vide a major contribution to the global interoperability of smart cards and
card-applications. However it assumes in part 2 [8] that certain informa-
tion concerning the capabilities of the card and its (cryptographic) appli-
cations is stored on the card itself. As already issued smart cards do not
provide the required structures, the significance of ISO/IEC 24727 for bil-
lions (see [5]) of “legacy cards” seems to be questionable. In order to over-
come this problem, the present paper introduces an alternative approach,
which does not require any specific information on the card but provides
the information which is necessary to map generic requests to card-specific
APDUs to the middleware in form of XML-based CardInfo-files.

1 Introduction and Motivation

The forthcoming ISO/IEC 24727 series of standards [7,8,9,10] defines applica-
tion programming interfaces for smart cards. As this standard – unlike existing
cryptographic APIs like PKCS #11 [20] – allows a fine granular access to card-
applications and covers aspects of card-application management, it promises to
provide a major contribution to the global interoperability of smart cards and
card applications. In this architecture (see figure 1) a client-application uses a
card-application via two layers (the Service Access Layer defined in [9] and the
Generic Card Access Layer defined in [8]). For this purpose the client-application
sends some Action Request to the Service Access Layer, which in turn sends a
Generic Request to the Generic Card Access Layer. This layer “knows” about
the specific capabilities of the card and finally sends a Specific Request to the
card-application, which performs some operation and gives back the response
through the different layers.

The development of the ISO/IEC 24727 standards was stimulated by the
US Government Smartcard Interoperability Specification [17], which defines a
virtual card edge interface, which can be supported by cards with a file sys-
tem according to [12] as well as by Java-cards [16]. In a similar fashion, the
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Fig. 1. ISO/IEC 24727 Architecture

Generic Card Interface [8] defines a subset of functions standardized in [12,14]
and two files, which may contain further information about the capability of the
present card. The Card Capability Description (CCD) tells the Generic Card
Access Layer what card applications and predefined Cryptographic Information
Application (CIA) profiles according to [11] are present on the card and how
some generic request can be mapped to a specific request for the given card. In
a similar fashion, the Application Capability Description (ACD) provides such
mapping information for application specific requests.

While this approach, just like the virtual card edge from [17], makes it possible
that cards with ISO-file system and Java-cards may be accessed using the same
interface, it has a major drawback, which seriously limits the applicability of it
in (current) practice.

The problem is that the ISO/IEC 24727-2 standard frankly assumes that the
card itself carries all information (i.e. CCD, ACD and CIA), which is necessary to
map some Action Request to the Specific Request for the present card (e.g. consist-
ing of appropriate APDU-sequences referencing a specific file or key on the card).

As the ISO/IEC 24727 series of standards is currently developed it is not
surprising that there are no issued cards yet, which comply to this standard and
provide the necessary CCD and ACD files. Furthermore, there seem to be very
few smart cards in the field, which internal structure is completely described by
an appropriate CIAInfo-structure according to [11]. This may in part be due
to the fact that this structure requires some additional storage on the card and
saving storage is still a concern – at least in large volume smart card projects.
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Because the card does not provide the required information, it is necessary
that the smart card middleware (i.e. some software between the client-application
and the card-application) is able to “recognize” a given card type and “knows”
how to map a generic call on the Service Interface to card-specific APDUs. The
naive but common way to realize this in practice is that the specific features and
personalization of some card type are directly coded into the smart card mid-
dleware. As this implies that the executable code of the middleware needs to be
changed if there are new card types which need to be supported, this clearly ren-
ders smart card interoperability more difficult and the maintainance of the smart
card middleware turns out to be a major cost factor, especially if the system is
to be evaluated according to Common Criteria [6]. Furthermore it is very hard
to successfully implement card-application management systems as the middle-
ware would need to be changed if there is a change in some card-application on a
supported card. While it is possible to choose a modular middleware design as in
[19,1,15] in which only a certain part of the middleware – the “card-provider” –
needs to be updated, the problem is not entirely solved as there are still changes
to the executable code, which would require some re-evaluation according to [6].

In order to overcome these problems, the present paper introduces an alter-
native to ISO/IEC 24727-2, in which the necessary information to map a generic
Action Request to a Specific Request for the present card (e.g. card-specific AP-
DUs) is provided to the middleware in form of an XML1-based configuration file
and hence it is not necessary to change the executable code of the middleware
but it is sufficient to provide a new CardInfo-file. This configuration file may
be viewed as an an off-card variant of the CCD-, ACD- and CIA-files which
otherwise would need to be present on the card itself.

The rest of the paper is structured as follows: Section 2 introduces an alter-
native to ISO/IEC 24727-2 and explains the major content of the CardInfo-files
as well as its use to recognize a card type and to map generic requests to card-
specific APDUs. We conclude this work in section 3 and sketch how our approach
may be embedded in a comprehensive framework for electronic identity cards [3]
as it is used for the implementation of the eCard-strategy of the German gov-
ernment.

2 A Generic Alternative to ISO/IEC 24727-2

In this section we present an alternative to ISO/IEC 24727-2, which allows to
use the Service Interface according to [9] with cards which do not provide CCD-,
ACD- and CIA-files and hence are not compliant to [8].

This section is structured as follows: In section 2.1 we will sketch the main
ideas of our approach in which the middleware is fed with so called CardInfo-
files, which describe how to recognize the card type and allow to translate generic

1 It would also be possible to use ASN.1-based CardInfo-files. As the files are not
supposed to be stored on the card, tools for handling XML-based data tend to be
more widespread than similar tools for ASN.1 and XML serves as basis for the
definition of web service interfaces, it seems to be the canonical choice here.
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requests to card-specific APDUs. How the middleware may recognize the card
type is explained in section 2.2. Section 2.3 sketches how the middleware is able
to perform the mapping from a generic request to card-specific APDUs. Section
2.4 explains the structure of the CardInfo-files, which are at the heart of our
approach, in more detail.

2.1 Outline of the Approach

As our aim is to support arbitrary cards via the generic Service Interface defined
in ISO/IEC 24727-3 [9], it is necessary that the middleware “knows” how to
perform the mapping from a generic request to card-specific APDUs. In order
to achieve this goal the middleware is fed with CardInfo-files which allow to
perform the following steps:

1. Recognition of the card type
As soon as the card is captured by an interface device, the middleware must
be able to “recognize” the type of the card in order to identify the appropriate
CardInfo-file which allows to perform the mapping of generic requests to
card-specific APDUs.

2. Mapping the generic requests to card-specific APDUs
When the client-application sends a generic Action Request to the Service
Interface the middleware must look into the appropriate CardInfo-file in
order to translate the generic request to card-specific APDUs.

These two steps are explained in the following subsections.

2.2 Recognition of the Card Type

In this step the middleware must be able to “recognize” the type of the presented
card in order to determine the applicable CardInfo-file. For every card type
there is a unique CardInfo-file, which contains a set of CharacteristicFeature-
elements which are used to recognize the type of a given card. A characteristic
feature is described by a pointer to a (part of a) file on the card and a reference
value, which is compared to the answer provided by the card. As depicted in
figure 2 the set of CardInfo-files accessible by the middleware is used to build
at runtime a “decision tree”, which is traversed upon reset of the card.

After the reset of the card the middleware reads the “application directory
file” (EF.DIR) at adress ’2F00’ and checks whether there is a match with one
or more CharacteristicFeature-elements given by the set of CardInfo-files.
As we assume in our simple example (which is currently the case in practice)
that the presence of certain card applications on a card uniquely determine
the card type (e.g. AID=’A0 00 00 03 08 00 00 10 00 01 00’ would make clear
that the card is a Personal Identity Verification (PIV) card [18] and AID=’4F 06
D2 76 00 00 01 02’ would make clear that the card is a German electronic Health
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Reset
ReadRecords

in EF.DIR
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PIV (USA)

’
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Tag ‚80‘=‚00‘

ECC (prCEN15480)
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ISO 24727-2 (Profile 1)
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…
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Order is subject
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procedure)

inc. AID=’A0 00 00 03 08 00 00 10 00 01 00’

inc. AID=’4F 06 D2 76 00 00 01 03’

inc. AID=<to be defined>

inc. AID=’D0 40 00 00 17 00 10 01’

inc. AID=’4F 06 D2 76 00 00 01 02’

Fig. 2. An example for a decision tree to recognize the card type

Card (elektronische Gesundheitskarte, eGK) [4]) the recognition process would
already stop in an acceptable state in which the card type is uniquely determined.
If the analysis of EF.DIR in our example would not lead to a match, the next
request to the card would check whether the Card Capability Description (CCD)
is present at adress ’7F62’ and so on. This process will finally determine the card
type or end up with an error message which states that the presented card is not
among the supported card types determined by the CardInfo-files. Note that
the order of the calls to the card determines the efficiency of the recognition step
and hence should be optimized for a certain user environment such that card
types which are more likely to occur are tested first.

2.3 Mapping the Generic Requests to Card-Specific APDUs

As soon as middleware has determined the type of a card, it can use the infor-
mation provided in the CardInfo-file in order to map a generic Action Request
at the Service Interface according to [9] to a Specific Request (e.g. consisting of
card-specific APDUs) for the present card.

This step will be explained by a simple example as depicted in figure 3.
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�

�

�

Fig. 3. Mapping of a generic request to card-specific APDUs

Suppose that a client-application wants to sign some message with a key
stored on the card. Then it would roughly2 invoke the Sign-function at the
Service Interface with the two parameters Message and DIDName. The parameter
DIDName is the logical name of a key-structure (called ”Differential-Identity”
(DID) in [9]), which is used for authentication and other cryptographic purposes.
A DID comprises at least the following information:

– DIDName – is the logical name of the DID.
– Protocol3 – specifies the cryptographic protocol, for which the DID can

be used in form of an object-identifier OID. This OID must be among the
algorithms supported by the card (see figure 3).

– Marker – may be
• a PIN / password
• a symmetric key
• an asymmetric key, which may be used to generate digital signatures
• a card-verifiable certificate

2 As [9] is card-application oriented it may be necessary to connect to a specific card-
application first.

3 In the current draft of [9] this parameter is called Authentication Protocol. As
a DID can also be used in other cryptographic primitives (e.g. for decryption or
signature generation) it would be advisable to change the name of this parameter to
Protocol.
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• a biometric image or template
• a pair of symmetric keys (one for encryption and one for message au-

thentication)
Typically a marker will be a reference to a key on a card (see figure 3).

In order to compute a digital signature the following steps are necessary:

1. Manage Security Environment (MSE)
In the first step the middleware will use the MSE command (see [12, Section
7.5.11] and [14, Section 10]) to prepare the card for the computation of a dig-
ital signature with a certain key (identified by a card-specific key reference,
KeyRef) and a certain algorithm (identified by a card-specific algorithm
identifier, AlgID).
As depicted in figure 3 the KeyRef is found in the Marker-element of the
DID referenced by DIDName. The AlgID is found by looking into the de-
scription of the algorithm with the same object-identifier as the Protocol
element in the DID referenced by DIDName.

2. PSO: Compute Digital Signature (PSO:Compute DS)
In the second step the middleware will call the Perform Security Operation:
Compute Digital Signature command (see [14, Section 11.7]) and send the
data to be signed (DTBS) to the card.

In this way the middleware is able to map all generic requests defined in [9]
to card-specific APDUs.

2.4 The Structure of the CardInfo-Files

At the heart of our approach are the CardInfo-files, which allow to recognize the
type of a given card (cf. section 2.2) and map generic requests to card-specific
APDUs (cf. section 2.3).

A CardInfo-file consists of the following four elements:

– CardType
– CardIdentification
– CardCapabilities
– ApplicationCapabilities

The main content of these elements is explained in the following. Full details
may be found in [3].

CardType. This element contains a unique identifier for the card-type and op-
tionally further useful information, like the name of the specification body or
issuer (e.g. “CEN” in the case of a European Citizen Card according to [2]), the
name of the card-type (e.g. ”European Citizen Card”), the version and date of
the specification and further references to specification documents (e.g. a URL
where the specification documents [2] of the European Citizen Card may be
downloaded).
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CardIdentification. This element is used to identify the card-type and an
individual card of this type. It consists of the following elements:

– ATR – may be used to specify a boolean mask of the ATR/ATS which is
specific for the card-type. This information may be used to determine an
appropriate starting point in the decision tree (cf. figure 2) which is traversed
within the card-recognition procedure (cf. section 2.2).

– CharacteristicFeature – contains a sequence of characteristic features
which are checked in order to recognize the card-type. A CharacteristicFea-
ture-element consists of a reference to a (part of a) file (FileRef) on the card
and a Value-element, against which the answers from the card are compared.
Note that the set of CharacteristicFeature-elements in all CardInfo-files
available to the middleware and their order determines the structure of the
decision tree (cf. figure 2).

– ICCSN – may contain a reference to a (part of a) file, which contains a unique
serial number of the card (e.g. an Integrated Chip Card Serial Number
(ICCSN) or a Primary Account Number (PAN)), which allows to distin-
guish individual cards of a given type.

CardCapabilities. This element contains information about the general capa-
bilities of the given card. It contains the following elements:

– ISO7816-4-CardCapabilities – contains information about the minimum
requirements concerning the basic capabilities of the card according to [12,
Section 8.1.1.2.7]. If the specification of the card-type does not define such
minimum requirements, this element may be omitted.

– ExtendedLength – possibly contains a pointer to a (part of a) file on the
card, which specifies the extended length supported by the card.

– CryptoCapabilities – contains information about the cryptographic capa-
bilities of the card. If there is a CIAInfo-file according to [11] on the card, which
completely describes the cryptographic capabilities and keys of the card, it is
sufficient to set the boolean element ISO7816-15-CompliantCard to TRUE. If
not this element contains the equivalent information. This means that it con-
tains information about the profiles and card flags according to [11] and the
supported algorithms of the card. This includes the object-identifier of the al-
gorithm and the card-specific algorithm-identifier, which are necessary to map
the generic requests to card-specific APDUs (cf. figure 3).

– BiometricCapabilities – may contain information about the biometric
capabilities of the card.

ApplicationCapabilities. This element contains information about the card-
applications available on the card. For every card-application this contains the
following information:

– ApplicationID – is a unique identifier of the card-application. This identifier
may be a registered card-application according to [13] or a unique value
which is defined by the creator of the CardInfo-file.
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– ApplicationName – may contain a user-friendly name of the card-application
which only serves for informational purposes.

– DocumentationReferences – may contain references to the specification of
the card-application.

– CardApplicationServiceSet – contains information about the services sup-
ported by the card-application, the respective access control information (cf.
[9, Section 5.4.3]) and optionally (a reference to) code to be executed if the
card is a Java Card [16].

– DIDInfo – contains for every Differential-Identity (DID) on the card the in-
formation which is necessary to map the generic requests to card-specific
APDUs (cf. section 2.3) together with the related access control informa-
tion. Given this access control information the middleware knows what kind
of authentication steps (using other Differential-Identities) are necessary to
access a particular DID.

– DataSetInfo – contains information about the data sets present on the
card and the related access control information. For a card with file system
according to [12] a data set is a directory file. A data set consists of a
sequence of information about data structures for interoperability (DSI) (cf.
[9, Section 8]) and associated access control information. A DSI is referenced
by a logical DSIName and contains a reference to a (part of a) file on the card
and optionally further information which describes the MIME-type and the
encoding of the stored data. This DSIDescriptionmay be used by a generic
client-application (card browser) to visualize arbitrary data stored on the
card.

3 Conclusion

In this paper we introduced a generic alternative for ISO/IEC 24727-2 [8] which
allows to use the Service Interface defined in ISO/IEC 24727-3 [9] with arbitrary
smart cards. While the Service Interface provides comprehensive functionality
for accessing card-applications, this interface alone is often not sufficient. In par-
ticular the experiences gathered in [3] suggest that it is beneficial to have a
related interface underneath these layers to access card terminals and another
interface above the ISO/IEC 24727-3-interface which supports services for iden-
tity management and advanced electronic signatures. While there have been first
steps towards standardizing an Interface Device API in [10] it remains to be seen,
whether the interfaces in the “Identity Layer” will be standardized within the
scope of ISO/IEC 24727 and/or CEN TS 15480.
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