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Abstract. Existing risk propagation models are limited and inadequate for the 
analysis of cyber attacks caused by various threats to information systems, be-
cause of their limited focus only on one specific threat, such as a single virus or 
worm.  Therefore, we herein propose a risk propagation model based on the 
Markov process, which can be applied to diverse threats to information systems.  
Furthermore, simulations including in case a threat occurs related with other 
threats are performed using five scenarios to verify the proposed model.   

1   Introduction 

Security risk analysis (it is also called risk assessment) is a process of evaluating the 
systems assets, their vulnerability to various threats, and the cost or impact of poten-
tial losses. Precise security risk analysis provides two key advantages: supporting 
practical security policies for organizations by monitoring and effectively protecting 
the critical assets of the organization, and providing valuable analysis data for future 
estimation through the development of secure information management [1]. Despite 
the considerable research relating to risk analysis, little attention has focused on 
evaluating the security risk propagation [1, 2, 3]. Furthermore, the existing security 
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risk propagation models are inadequate to apply this to the analysis of attacks caused 
by diverse threats because they can only be applied to specific threats such as a virus 
or worm. Furthermore, it is difficult to globally analyze the scope of risk propagation 
caused by such threats, using their interrelationships. Therefore, a previous work [4] 
proposed a probabilistic model for damage propagation based on the Markov process 
[6, 7] and on historical data collected over several years. Using the proposed model, 
the occurrence probability and frequency for each threat to information systems can 
be predicted globally, and applied to establish effective countermeasures. However, 
the previous work [4] only analyzed the approach method with a case study. Further-
more, simulations performed in the previous paper [5] only simulated security risk 
propagation for case of an independent threat. Therefore, this paper presents a model-
ing and simulation for security risk analysis. In addition, five scenario simulations are 
performed in this paper to verify the proposed model. 

The sebsequent sections of this paper are organized as follows: In Section 2, the 
security risk propagation model that has been proposed in previous work [4] is ex-
plained. Section 3 shows the simulations for security risk propagation, including in 
case a threat occurs related with other threats. Section 4 shows the related work, in-
cluding the worm and virus propagation model. Section 5 concludes this paper. 

2   Modeling of Security Risk Propagation 

In this section, the risk (or damage) propagation model based on the Markov process 
proposed in the previous work [4] is explained briefly. The model proposed in the 
previous work [4] is composed of 4 steps: Threat-State Definition, Threat-State Tran-
sition Matrix, Initial Vector, and Risk Propagation Evaluation. A more detailed de-
scription will be presented in the following subsections. 

2.1   Definition of a Set of Threat-States (Step 1) 

In Step 1, three tasks are performed to define the threat-states: the gathering of occur-
rence data of threats, threat analysis, and definition of a set of threat-states. That is, in 
this step, all kinds of threats are examined, the threat-occurrence data are collected 
and analyzed in information systems, and finally the possible threat-states can be 
defined. If S is a set of threat-states, S can be defined as formula (1). 

 
T = a set of thresholds, {T1, T2, … , Tn} 
Ti = a specific threat such as hacking, worm or virus 
S = a set of threat-states, {S1, S2, …, Si, … , Sn} 
Si = a pair of thresholds, (Tα, Tβ, …, Tγ),  

where α, β, and γ are each a different threat. 

(1) 

It is particularly important to collect reliable and numerous historical data related 
with the threats because such historical data is more important than other elements in 
the probability model based on the Markov process. Therefore, in the simulation re-
sults presented in Section 3 of this paper, statistics on hacking and virus propagation 
published by the Korea Information Security Agency (KISA) were used for 54 
months, from January 2001 to June 2005, to ensure the reliability of the past data [8].  
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The definition of a threat-state task decides the threat-states by analyzing the 
threat-occurrence, and establishing a threshold indicating the frequency range of the 
threat-occurrences. Two methods are available to define the set of threat-states, ac-
cording to the dependency among threats. That is, when a threat occurs independently 
of other threats, the set of threat-states is composed of a number of several thresholds. 
Conversely, when a threat occurs that is related with other threats, the set of threat-
states is created with the combination of thresholds of each threat. Therefore, in the 
latter case, the number of threat-states and the complexity of transition matrix, which 
describes the probabilities of moving from one state to another, will increase in pro-
portion with the number of threat-states. 

2.2   Transition Matrix of Threat-State (Step 2) 

In Step 2, the threat-state transition matrix is calculated, which is a square matrix 
describing the probabilities of moving from one threat-state to another. In order to 
obtain the transition matrix, three tasks are performed. First, threat-states are listed by 
mapping the threat-occurrence data of each threat into the threat-state defined in the 
previous step. Second, the number from one threat-state to another is counted. Finally, 
the matrix is constructed. The function mapping each state S to a set of thresholds is 
as follows: 

Threat-states: S → 2T, a function mapping each state S to a set of thresholds T (2) 

As in Step 1, the creation of a transition matrix is divided into two methods, ac-
cording to the dependency among threats. When a threat occurs independently, the 
transition matrix can be created simply with the two tasks mentioned previously. 
However, when a threat occurs that is related to others, the size and complexity of the 
threat-transition matrix are increased, depending on the number of related threats and 
the threat-state defined in Step 1. Therefore, in order to reduce the complexity and 
size of the transition matrix, it is very important to decide the proper number of 
threat-states in Step 1. 

If P is the transition probability matrix created in this step, it is compactly specified 
as the form of matrix (3). Furthermore, the entries of the matrix P satisfy the  
property (4). 
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Each row shows the probabilities of moving from the state represented by that row, 
to the other states. The rows of the Markov transition matrix therefore each add up to 
one. 
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2.3   Initial Probability (π Vector) (Step 3) 

Step 3 is a process to obtain the initial probability vector, which represents the occur-
rence possibility of each threat-state in the initial state. In order to obtain the initial 
probability, the most recent threat-occurrence data are used, which can be divided by 
the time period such as three, six, and nine months and one year. By analyzing the 
most recent data, the initial probability vector is calculated using formula (5) satisfied 
by condition (6). 
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where α, β, γ and δ represent the number of threat-occurrences for each state, S1, S2, Sk 
and Sn, respectively. Furthermore, the initial probability P(Si) of each state Si satisfies 
the formula (7) because the sum of the initial probabilities must add up to one.  
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2.4   Prediction of Threats (Step 4) 

In Step 4, the probability and frequency of the threat-occurrence that will occur in the 
future are estimated, using the transition matrix created in Step 2 and the initial prob-
ability vector created in Step 3. Formula (8) depicts the computation of the probability 
of threat-occurrence. 
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where n is the number of threat-states, P(Si) the initial probability of each threat-state, 
and P’(Si) the next probability of threat-occurrence. 

Finally, the Expected Frequency (EF) of threat-occurrence is estimated using the 
probability of threat-occurrence and the median for each threat-state, as formula (9). 
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where n is the number of threat-states, P(Si) the probability of threat-occurrence for 
each threat-state, and M(Si) the median of each threat-state. 
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Further details on the creation of the Markov process-based risk propagation model 
are available in [4]. 

3   Simulation for Security Risk Propagation 

As described in section 2.1 above, simulation studies require the use of an organiza-
tion’s historical data for some period of time. First, threat-occurrence data is gathered 
and analyzed, and priority is given to threats. Second, the monthly frequency and 
statistics of threats are obtained, as presented in Tables 1 and 2. 

Table 1. Frequency and statistics of threat T1 for each month 

 Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Total 
2001 85 125 70 89 85 64 65 495 268 77 51 97 1571 
2002 401 119 82 59 286 417 313 298 210 465 472 990 4112 
2003 1148 557 1132 934 306 450 185 544 119 137 129 96 5837 
2004 154 148 118 1066 493 181 72 22 16 24 125 90 2509 
2005 29 20 15 3 15 36 - - - - - - 118 

 
T1 is an ‘illegal intrusion using malicious applications such as Netbus and Sub-

seven’ as one of the hacking threats to an information system. This threat leaks infor-
mation and interrupts the normal process in information systems. 

Table 2. Frequency and statistics of threat T2 for each month 

 Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec Total 
2001 1 1529 2429 625 684 520 6106 5965 10772 4795 4068 3024 40518 
2002 2005 1384 1306 3165 2760 1774 1706 1458 1610 3566 3028 1684 25446 
2003 1361 1320 2537 2350 3704 1854 1185 9748 19682 3999 11658 8949 68347 
2004 4824 5750 9820 4233 19728 22767 15228 8132 3153 2658 2319 2117 100727 
2005 1832 1205 1049 648 1302 1040 - - - - - -  

 
T2 is an ‘Internet Worm’ as an example of a virus threat. The Internet worm is a 

self-replicating computer program or executable program with rapid self-propagation. 
The incidence of this threat has recently increased greatly, and considerable research 
relating to the propagation of Internet worms is processing.  

The proposed model is simulated using a statistical method for comparing real-
world observations and simulation output data as in the inspection approach [9], 
which computes one or more statistics from the real-world observations and corre-
sponding statistics from the model output data. The two sets of statistics are then 
compared without the use of a formal statistical procedure. An inspection approach 
may provide valuable insight into the adequacy of a simulation model for certain 
simulations. In this Section, 5 scenarios are investigated to verify the proposed, 
Markov process-based, risk propagation model.  

First of all, in order to verify the proposed model, the elements of the risk propaga-
tion model (that is, threat-states, initial vector, and threat transition matrix) are  
defined using the statistics on hacking and virus attack reported by KISA for 42 
months, from January 2001 to June 2004. Next, using this model, the frequency of  
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threat-occurrence for 1 year, from July 2004 to June 2005, is calculated. Finally, the 
one-year EF calculated from the proposed model is compared with the real frequency 
as presented by KISA.  

 
Scenario 1. In Scenario 1, three different ranges are used to calculate the median: 1 
month, an average of 2 months, and an average of 6 months. The simulation condition 
is as follows: 

 
 Median: the ranges to calculate the median are divided into 3 cases: 1 

month, an average of 2 months and an average of 6 months 
 Initial vector: the most recent 6-month frequency data are used to calculate 

the initial vector. Furthermore, the initial vector is changed every month 
 Threat-states transition matrix: the transition matrix is changed every 6 

months  
 
The simulation result of Scenario 1 is presented in Fig. 1.  

 

Fig. 1. Simulation result of Scenario 1 

In the simulation result with 1 month set as the median range, the frequency of 
threat-occurrence is closer to the real frequency reported by KISA than using 2- and 
6-month medians, i.e., a more precise result is obtained with a shorter range. 

 
Scenario 2. In Scenario 2, three different ranges are used to calculate the initial prob-
ability vector: 3 months, 6 months, and 1 year. The simulation condition is as follows: 

 
 Median: the most recent frequency data from the previous month are used 

to calculate the median. Furthermore, the median is changed every month 
 Initial vector: the ranges to calculate the initial vector are divided into 3 

cases: 3 months, 6 months and 1 year 
 Threat-states transition matrix: the transition matrix is changed every 6 

months  
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Fig. 2. Simulation result of Scenario 2 

The simulation result of Scenario 2 is presented in Fig. 2. As in Scenario 1, when 
the most recent frequency data is used as the range, the frequency of threat-occurrence 
is closer to the real frequency reported by KISA, i.e., a more precise result is obtained 
with a range of 3 months to calculate the initial vector. 
 
Scenario 3. In this scenario, the period of changing the transition matrix is divided 
into 3 cases: 3 months, 6 months and 1 year. The simulation condition is as follows: 

 
 Median: the most recent one-month frequency data are used to calculate the 

median. Furthermore, the median is changed every month 
 Initial vector: the most recent 6-month frequency data are used to calculate 

the initial vector. Furthermore, the initial vector is changed every month 
 Threat-states transition matrix: In order to construct the transition matrix, 

the periods of changing the matrix are divided into 3 cases: 3 months, 6 
months and 1 year 

 
The simulation result of Scenario 3 is presented in Fig. 3. 

 

Fig. 3. Simulation result of Scenario 3 
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As shown in Fig. 3, the simulation results of the 3 cases are almost unaffected by 
the different period of changing the matrix. The period of changing the matrix hardly 
affects the frequency of threat-occurrence because the changes of the transition matrix 
are too small to create a new transition matrix, which is greatly different from the 
existing one. 
 
Scenario 4. Six thresholds are applied in Scenario 4, unlike the previous three scenar-
ios. The threat-states are divided into 2 cases: four threat-states and six threat-states. 
The simulation condition is as follows: 

 
 Four threat-states : = S1: 0~300, S2: 301~600, S3: 601~900, S4: 901~1200  
 Six threat-states := S1: 0~200, S2: 201~400, S3: 401~600, S4: 601~800, S5: 

801~1000, S6: 1001~1200 
 Median: the most recent one-month frequency data are used to calculate the 

median. Furthermore, the median is changed every month 
 Initial vector: the most recent three-month frequency data are used to calcu-

late the initial vector. Furthermore, the initial vector is changed every month 
 Threat-states transition matrix: the transition matrix is changed every 6 

months 
 
The simulation result of Scenario 4 is presented in Fig. 4. 

 

Fig. 4. Simulation result of Scenario 4 

The simulation results of Scenario 4 show a slight difference between the two 
cases. However, the amount of frequency data, which is applied to create the model 
proposed in this paper, was considered to be too small. As a result, a more precise 
result was obtained with a larger number of thresholds.  

 
Scenario 5. In Scenario 5, the frequency of threat-occurrence is analyzed for cases of 
interrelated threats. The simulation condition is as follows: 

 
 Thresholds of T1 := H1: 0~400, H2: 401~800, H3: 801~1200 
 Thresholds of T2 := W1: 0~4000, W2: 4001~8000, W3: Over 8001 
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 Median: the most recent one-month frequency data are used to calculate the 
median. Furthermore, the median is changed every month 

 Initial vector: the most recent 6-month frequency data are used to calculate 
the initial vector. Furthermore, the initial vector is changed every month 

 Threat-states transition matrix: the transition matrix is changed every 6 
months 

The simulation result of Scenario 5 is presented in Figs. 5 and Fig. 6. 

 
Fig. 5. Simulation result of Scenario 5 (T1) 

 

Fig. 6. Simulation result of Scenario 5 (T2) 

The number of thresholds is 4 for the independent threats of Scenarios 1 to 4, but is 
3 in Scenario 5. That is, the simulation result of the EF for T1 is different between 
Scenario 5 and the previous 4 scenarios due to the different number of thresholds. 
From the simulation result of Scenario 5 for T2, the EF estimated by the proposed 
model is close to the real frequency presented by KISA. 

Through the simulation result of the 5 scenarios, the EF estimated by the Markov 
process-based risk propagation model is generally close to the real frequency, except for 
specific months such as Nov. 2004 for T1, due to the new emergence of malicious appli-
cations such as Netbus and Subsevens, and Jul. 2004 for T2, due to the new emergence 
of an Internet worm.  Further requirements are necessary to obtain a more precise  
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estimation in the proposed model [4]. First, the estimation, which is close to the real 
occurrence of a threat, is decided by subdivision of the threshold, i.e., more precise data 
can be obtained with a larger the number of thresholds. Second, the scope of the most 
recent data to define the Initial Probability should be considered. Third, statistically 
analysis is required.  In this paper, although the past data of each month is used, a more 
precise result can be obtained than if past data is used relative to the date or week.  

4   Related Work 

Several research efforts have been made to model risk propagation, especially for vi-
ruses and worms. Two classical epidemic models are initially introduced. A simple 
epidemic model is a simple model of an epidemic of an infectious disease in a popula-
tion [10, 11,12]. It is assumed that the population consists of two types of individuals, 
whose numbers are denoted by the letters S and I, which are susceptible individuals, 
who do not presently have the disease but are susceptible, and infective individuals, who 
have the disease and can infect others, respectively. That is, this model assumes that 
each host stays in only one of two states: susceptible or infective. These are, of course, 
functions of time. The second epidemic model is the Kermack-Mckendrick (KM) epi-
demic model [9, 11, 13], which adds a third state, R (removed), into the simple epi-
demic model. R is the number of removed individuals, who cannot be infected by the 
disease or infect others with the disease. This is called an SIR model due to the S→I→R 
possible state transition. Various propagation models extend from these two epidemic 
models. Although the KM model improves the simple epidemic model by considering 
the possibility for some infectious hosts to either recover or die after some time, this 
model is not suitable for modeling worm propagation because it does not consider hu-
man countermeasures. The two-factor worm model considers the effect of human coun-
termeasures and the congestions caused by worm scan traffic [13, 14]. In the Internet, 
countermeasures such as cleaning, patching, and filtering against worms will remove 
both susceptible and infectious hosts from circulation in the KM model. Zou et al. and 
Moore et al. study the effect of quarantine on the Internet level to constrain worm 
propagation [14, 15]. They show that an infectious host has a number of paths to a target 
due to the high connectivity of the Internet. Therefore, they can prevent the wide spread 
of a worm on the Internet level by analyzing the effect of quarantine on the Internet. 
Chen et al. and Vogt present a discrete-time worm model that considers the patching 
and cleaning during worm propagation [16, 17]. As shown previously, most risk propa-
gation models focus on viruses and worms and therefore cannot be applied to the di-
verse threats faced by modern information systems.  

5   Conclusion 

This paper has briefly presented a probabilistic model of security risk propagation 
based on the Markov process, which can estimate the spread of risk when attacks 
occur from diverse threats as well as viruses and worms. Furthermore, the proposed 
model was verified by running five scenario-based simulations. The simulation results 
confirmed the close agreement of the EF estimated by the Markov process-based, risk 
propagation model over a one-year period with the real frequency as presented by 
KISA, except for two specific months: Nov. 2004 for T1, due to the new emergence of 
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malicious applications such as Netbus and Subsevens, and Jul. 2004 for T2, due to the 
new emergence of an Internet worm. Future research will therefore need to focus on a 
suitable and effective method to deal with the regular appearance of a diverse range of 
threats to information systems.  
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